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e Un poliedro en un espacio geométrico (espacio euclídeo, esférico o hiperbólico) es un
e objeto combinatorio con unas propiedades métricas inducidas por la métrica del espacio.
Por una parte, la superficie del poliedro hereda una métrica que es localmente
e
de curvatura constante salvo en los vértices (los ángulos de las caras y las longitudes
e de aristas son propiedade~ de esta métrica “intrínseca”). Se puede considerar el pro-
e blema recíproco: dada una métrica en la superficie de la esfera que es localmente de
curvatura constante, salvo en un conjunto finito de puntos, ¿existe un poliedro en el
espacio euclideo, esférico o hiperbólico tal que su borde sea isométrico a la superficie
e
e dada? los Teoremas de Alexandrow ([Al]) dan respuesta afirmativa a estos problemas,
e supuestas ciertas condiciones sobre los “ángulos cónicos” de los puntos singulares. Más
• recientemente, los trabajos de Rivin ([Ha), [Ri3]) responden a este tipo de problema
• para el poliedro dual de un poliedro hiperbólico (en este caso se necesitan además ciertas
condiciones sobre las longitudes de las geodésicas). Se tiene además que el poliedro que
realiza la superficie dada es único salvo isometría. Sin embargo, no se sabe determinar
e
el tipo combinatorio de este poliedro.
e Porotra parte, los ángulos diédricos son las principales propiedades “extrínsecas” de
un poliedro. Fijado un tipo combinatorio de poliedro, podemos plantearnos dos tipos
e
e de preguntas análogas a las anteriores: dados unos ciertos ángulos diédricos, ¿exis-
e te un poliedro con estos ángulos y del tipo combinatorio dado? (existencia). Y, si
e existe, ¿es único? (unicidad). Si pensamos en una aplicación taj que a cada poliedro,
salvo isometría, le asigna sus ángulos diédricos, las preguntas anteriores corresponden
e a describir la imagen de esta aplicación, a la que llamaremos espacio de dngulos, y a
e
e describir las fibras (es decir, la preimagen de cada punto de la imagen).
Por supuesto, podemos hacernos las mismas preguntas para dimensiones distintas
de 3. Así, en dimensión 2, el espacio de ángulos es fácil de describir, en los casos euclídeo
e
e e hiperbólico: la única condición es que los ángulos exteriores debe sumar 2w, en el caso















decir, los ángulos no determinan el polígono; los lemas geométricos de Cauchy ([Ca]) té
comparan las longitudes de aristas entre polígonos con los mismos ángulos (en los casos u
esférico e hiperbólico). El espacio de polígonos euclídeos con ángulos dados se puede
ver como un poliedro convexo en algún espacio hiperbólico ([Th],[BG]).
En dimensión mayor que 2, en el caso cuclídeo tampoco hay unicidad, pues dado u
un politopo euclídeo de cualquier dimensión, si se traslada una cara y se mantiene el u
tipo combinatorio, los ángulos diédricos no varian.
Hay una diferencia esencial entre los espacios de ángulos de poliedros (dimensión u’
3) y de politopos de dimensión mayor que 3: del Teorema de Steinitz se deduce que el u
espacio de ángulos de poliedros es contractible (ver [Zi]), mientras que para dimensión uu4 y mayor que 4, los trabajos de Mnév ([Mnj) y Richter ([Ric]) prueban que los es-
pacios de politopos pueden tener el mismo tipo de homotopía que cualquier conjunto u
semialgebraico prefijado. u
En dimensión 3, en el caso hiperbólico, el Teorema de Andreev ([Anl], [An2)) u
u’
resuelve completamente la existencia y la unicidad para el caso en el que todos los u
ángulos diédricos sean menores o iguales que <2 (ver Apéndice B). Esta restricción en u
los ángulos da en primer lugar una restricción combinatoria, pues todos los poliedros té
compactos hiperbólicos con ángulos menores o iguales que <2 son trivalentes (es decir, u
en cada vértice inciden 3 caras). Estos poliedros son, por otra parte, dominio de discon- u
u’tinuidad del grupo de isometrías hiperbólicas generado por las reflexiones en sus caras. u
Por tanto, a partir del Teorema de Andreev se pueden describir también todos estos gru- u’
pos. Las condiciones del Teorema de Andreev para la existencia son muy sencillas, pues u’
son condiciones lineales sobre los ángulos diédricos, que dependen de la combinatoria del té
poliedro dado. Se han dado otras demostraciones del Teorema de Andreev: Thurston u
u([Th)), Bowers y Stephenson ([BS]), Colin de Verdiére ([CV]), Hodgson ([Ho]), Marden
y Rodin ([MR]). Rivin ([Ru], [Ri2]) generaliza el Teorema de Andreev para poliedros
hiperbólicos ideales (con todos los vértices en la esfera del infinito de H3), es decir, u’
describe el espacio de ángulos de estos poliedros. té
e
La unicidad para poliedros hiperbólicos trivalentes (no sólo para aquéllos en las u’
condiciones del Teorema de Andreev) se deduce de los lemas topológico y geométricos u
de Cauchy ([Ca], [HR]). u
uLa presente memoria está motivada por el que sería el “Teorema de Andreev ge-
neralizado~’, esto es, el mismo problema resuelto por Andreev, pero sin restricciones en
los ángulos diédricos. u
El enfoque que damos al problema es por medio de matrices de Gram. La matriz u















• normales unitarias exteriores a las caras del poliedro. En la matriz de Gram están
• reflejados todos los ángulos diédricos del poliedro, pero además están reflejados todos
los posibles ángulos o distancias entre los planos que contienen a las caras del poliedro.
e
• Utilizando matrices de Gram, podríamos tratar de resolver el problema en dos
• pasos:
e
e 1. Caracterizar las matrices que son matrices de Gram de un poliedro compacto
• hiperbólico del tipo combinatorio que hemos fijado; con esto estamos describiendo
• un conjunto en un cierto RN. Para el caso en que todos los ángulos diédricos del
• poliedro sean menores o iguales que <2, Vinberg hace este estudio en ([Vi2]).
e
e 2. Caracterizar los valores que toman las entradas de la matriz de Gram correspon-
dientes a ángulos diédricos. Podemos pensar en esto como que estamos proyectando
• el conjunto que hemos obtenido en el primer paso sobre un determinado aNt
e
En esta memoria conseguimos resolver el primero de estos dos pasos (Capítulo 3);
• el segundo paso lo hemos visto sólo para un grupo de poliedros, los descendientes de
• tetraedros, en los que resulta fácil el cálculo que se indica (Capítulo 4). Este método se
• complica ya para otros poliedros como el cubo.
e
• En concreto los resultados que obtenemos son
• • Un teorema de caracterización de matrices de Gram de d-politopos de un tipo com-
e binatorio fijado, en un espacio (Rd+1, f), donde f es una forma bilineal simétrica
• no degenerada (Teorema 3.4.1).
• • Del teorema anterior se obtienen fácilmente teoremas de caracterización de matrices
• de Gram de d-politopos esféricos e hiperbólicos, y en este último caso, se puede
e
e también fijar un subconjunto de vértices que queremos que sean finitos (Teoremas
e 3.4.2, 3.4.3, 3.4.4).
• • Teorema de Andreev generalizado para prismas triangulares hiperbólicos (com-
e
pactos y no necesariamente compactos) y esféricos (Teoremas 4.2.3, 4.2.4, 4.2.5),
e con una presentación explícita del espacio de ángulos mediante expresiones polinó-
• micas en los cosenos de los ángulos diédricos; también obtenemos un Teorema de
• Andreev generalizado para descendientes de tetraedros (Teorema 4.3.6). En todos
estos teoremas se obtiene también unicidad, salvo isometrías del espacio en que
estemos.e
• • Estudiamos una descripción geométrica del espacio de ángulos de tetraedros com-
• pactos hiperbólicos (Sección 2.2). Vemos por ejemplo que este espacio no es con-
vexo. Se estudian también otras coordenadas para los símplices, como las longitudes
e














La memoria está estructurada de la siguiente manera: Un primer capítulo dedicado u
a preliminares donde se revisan los conceptos que aparecerán en adelante. El Capítulo
2 está dedicado a los símplices. En el Capítulo 3 se da la demostración de los teoremas u
de caracterización de las matrices de Gram de politopos. Finalmente, en el Capítulo u’

































































• La geometría hiperbólicafue descubierta independientemente por Bolyai, Gauss y Loba-
• chevsky cuando trataban de deducir por reducción al absurdo el axioma de las paralelas
e de los axiomas anteriores de la geometría euclídea. Se han dado varios modelos para
estudiar esta geometría, como el modelo del hiperboloide o de Lobachevsky, el modelo
• proyectivo o de Beltrami-Klein y los modelos del disco y del semiespacio de Poincaré.
• Para un estudio de la geometría hiperbólica se puede ver [Ra], [Iv], [Sa], [Thj, [Be],
• [Mil]. Vamos a revisar algunos aspectos de estos modelos, principalmente aquéllos que
e
utilizaremos en esta memoria.
• Nósotros utilizaremos principalmente el modelo del hiperboloide. Este modelo se
• define como una cierta subvariedad Riemanniana del espacio de Minkowski E3” (que
es con una forma cuadrática infinitesimal de signatura (3,1) en cada punto). Las
e
fórmulas para las distancias y los ángulos se expresan fácilmente a partir de la forma
cuadrática. Este modelo tiene además la ventaja de ofrecer una analogía con la ge-
• ometria esférica si cambiamos la signatura de la forma cuadrática. Así, trabajaremos
• en el contexto más general de una forma cuadrática no degenerada sobre un espacio
• vectorial de dimensión arbitraria.
e
e
e 1.1 Espacios Geométricos
e
e
A lo largo de la memoria, utilizaremos el término de producto escalar para referirnos
• a formas bilineales reales, simétricas y no degeneradas, aunque no necesanamente
• definidas positivas. Haciendo abuso de notación, denotaremos por f tanto a un pro-


















Para un producto escalar se tienen los conceptos usuales de ortogonalidad, norma,
transformaciones ortogonales, etc,, de los productos escalares euclídeos (i.e. con 1 u
definida positiva). Recordamos algunas definiciones con las notaciones que vamos a u’
utilizar. Así, la norma de un vector y ~ R”’ es el valor f(v); la norma de un vector té
puede ser positiva, negativa o nula. Llamaremos vector luz a un vector de norma O y u’
u’
cono de luz al conjunto de los vectores luz. Cualquier vector y de norma no nula se
tépuede normalizar y nos referiremos a su normalizado como al único vector de norma +1 u
que está en el rayo vectorial V = {Av A> 0} generado por y. u’
Utilizaremos la notación fi para designar a hiperpíanos de R~, y fi para designar u
u’a uno de los semiespacios cerrados determinados por E. Si la forma cuadrática es no
degenerada, las dimensiones de un subespacio y de su subespacio ortogonal son comple- u’
mentarias. Esto nos servirá para dar una biyección entre el conjunto de semiespacios y u
el conjunto de rayos vectoriales de Rm: a un vector e E R~ le hacemos corresponder el té
semiespacio u
EJ = {v E Rd+l 1 f(e,v) =01, u’
té
al que llamaremos semiespacio ortogonal exterior al vector e (observamos que si e’ = Ae u’
con A > O, entonces H¿ 45). Denotamos también por H, al hiperpíano ortogonal al u’
u’
vector e, es decir, u’
{v E Rd±l 1 f(e, y) = 0} té
té
Recíprocamente, dado un semiespacio 4 de R~, le podemos asignar un vector orto-
gonal exterior, que es un vector e tal que H = H¿. Si el vector e tiene norma no nula, u
entonces el semiespacio fi tiene un único vector normal exterior. té
Observemos que si un vector tiene norma nula, entonces está contenido en su subes- u’
u’pacio ortogonal, y la forma cuadrática restringida a este subespacio es degenerada. u’
Llamaremos amplitud o ángulo generalizado entre vectores no luz a la expresión té
u’
f(u,v) té
Am(u, y) — f(u)l f(v)f’ con u, E Rtm u
u’
(observemos que Am(u, y) = Am(Au, Ay), para todo A > 0, es decir, la amplitud está u’
tédefinida para los rayos vectoriales generados por u y y). u’
Denotamos la signatura de un producto escalar f en como (p, q), donde p es el té
numero de vectores de norma 1 de una base ortonormal, y q el número de vectores de té
norma —1. Utilizamos la misma notación para la signatura de una matriz. Un método u’
téde cálculo de la signatura de una matriz simétrica G consiste en estudiar los signos u’
de los menores principales G














• submatriz de G formada por las i primeras filas y columnas), siempre que estos menores
• sean todos no nulos. Así por ejemplo una matriz es definida positiva si y sólo si todos
• los menores principales anteriores son estrictamente positivos.
e
• Definición. Dado un conjunto de vectores eí,. . ,e,. E R~, llamamos matriz de Gram
• de este conjunto a la matriz Gkn. . . , e,~] de sus productos escalares.
Toda matriz simétrica de orden ti, rango m y signatura igual a la signatura de f,
e
• podemos interpretarla como la matriz de Gram de ti vectores en el espacio geométrico
e (Rm,f).
• Finalmente, denotamos por 0(f) al grupo ortogonal de f, es decir, los isomorfismos
e lineales que preservan la forma cuadrática. En coordenadas, lás aplicaciones ortogonales
• son las matrices P tales que PtFP E (donde F y 1’ son las matrices de f y de la
• aplicacion en una misma base).
• El siguiente lema sencillo dará la prueba de la unicidad (salvo isometrías) de
e poliedros a partir de la matriz de Cram (Teoremas 2.1.1, 3.4.1)
e
Lema 1.1.1. Sea 1 un producto escalar en R~. Sean {eí,.. . , e~,} y {eí,.. . , e,} dos
• conjuntos de vectores que tienen la misma matriz de Omm G = (gíj), de rango m.





• Como la ffiatriz O tiene rango m, cada uno de los conjuntos de vectores del enun-
• ciado contiene una base. Supongamos por ejemplo que e
1,. -. ,em forman una base;
• entonces el menor principal de & correspondiente a estos índices,
0im es no nulo y
por tanto también los vectores el,..., ~kforman una base. Puesto que la matriz de
e
productos escalares de estas dos bases es la misma, la aplicación ~ que aplica una en la
• otra es una aplicación ortogonal.
• Falta ver que 90(e
5) = el para j > m. Para ello, vemos que las coordenadas
de e¡ respecto de la base {eí,... e4 son (gil,... ,gjyn)GF?km. Estas son las mismas
coordenadas que las de el respecto de {e1,... , 44, de donde se tiene el resultado.e
• u
e
Vamos a estudiar dos casos particulares importantes de producto escalar, cuando
• f es definida positiva y cuando f tiene signatura (m — 1,1). La importancia de estos
• casos es que permiten definir la geometría esférica y la hiperbólica. Puesto que queremos
• obtener resultados para espacios hiperbólicos o esféricos de dimensión d, utilizaremos
e


















Sea 1 una forma cuadrática definida positiva en para fijar ideas, tomamos la
formacuadráticamás sencilla, es decir f(< = 4+.. d+l~ donde ±= (xí,.. . ,xd+1) u
son las coordenadas de un vector respecto de la base canónica de Rd+í. Llamamos u’
espacío aft% cuclídeo de dimensión d + 1 a la variedad Riemanniana que consiste en té
Rd±l visto como espacio afín y con una forma cuadrática infinitesimal en cada punto té
dada por f. té
u’
Entonces la esfera, Sd = 1—1(1) tiene una métrica Riemanniana inducida de la u’
anterior y se puede ver, por ejemplo, que tiene curvatura constante igual a 1 en cada u’
punto. Los planos esféricos, es decir, subespacios totalmente geodésicos, son las inter-
té
secciones de subespacios vectoriales de Rd+í con en particular, las geodésicas son
los círculos máximos de Sd. u’
La distancia entre dos puntos x, y E Sd se calcula a partir del producto escalar té
como cosd(x,y) = fQr,y). Igualmente para los ángulos entre hiperpíanos esféricos: si u’
x, y E sd y fi; y fi son los semiespacios de Rd+í exteriores, entonces téortogonales




A. Modelo del hiperboloide té
u’
u’




donde ±= (rí,. . . ,xd,xd+i) son las coordenadas de un vector respecto de la base u’
u’
canónica de Rd±í (por supuesto podríamos tomar una forma cuadrática cualquiera de
signatura (d, 1)). u
La línea de nivel f—1(1) es un hiperboloide de dos hojas. Llamamos espacio u’
hiperbólico a una de estas dos hojas, concretamente, u’
u’
u’
Hd = {~ = (att,.. .,Xd,Yd+i) 1 fÁ) = l,Xd+i > 0}.
u
Se llama espacio afír¡. de Minkowski de dimensión d + 1 a la variedad semi-Rie- u’
manniana que consiste en RJ+í visto como espacio afín y con una forma cuadrática té















Ocurre que la métrica infinitesimal inducida por el ambiente en cada punto de Ha
• es definida positiva, y por tanto Hd es una variedad Riemanniana, que además tiene
• curvatura constante igual a —1.
e
Se llama esfera de De Sitter al conjunto S4’1 de vectores de norma 1. La esfera
• de De Sitter es una variedad semi-Riemanniana con curvatura constante igual a 1 (para
• detalles sobre geometría semi-Riemanniana, puede verse [O’NJ).
• Las geodésicas y los espacios totalmente geodésicos de fld son las intersecciones de
e
con subespacios vectoriales de Rd+í.
• Llamaremos puntos finitos a los vectores .t E Rd+í tales que el rayo £ que generan
• corta a Ha: llamaremos puntos infinitos a los vectores luz y con la última coordenada
e positiva; y llamaremos puntos ultrainfinitos a los vectores de norma positiva.
• Recordamos ahora el significado del producto escalar de dos vectores z, y E Rd+1
• (o bien su amplitud, si los vectores no están normalizados); recordamos que H~ es el
• hiperpíano de Rd±í ortogonal a .r y denotamos E
1 := it n Hd y E; := Hp n H~












• (i) Si x,y E Ha, entonces f(x,y) = —coshd(x, y);
• (u) Si x E Ha, y E 5d—i4, entonces ¡f(x,y)¡ = senhd(x,H~). El signo de f(x,y) sirve
• para distinguir si x está o no en el semiespacio ortogonal exterior a y, en concreto,
• f(x, y) <0 equivale á que x E Ñ
y.
• (iii) Sean ahora x,y E SdíI. Se dan los siguientes casos:
e
• (1) Si f(x. y)j < 1. significaque HZnH~ ~ ~ y se tiene f(x, y) = — cos(H;flH~fl.
• (2) Si ¡f(x, y)¡ > 1, entonces fi~ y se cortan en el ultrainfinito y se dice
e
que E1 y H~ son ultraparalelos. En este caso ~f(x,y)j coshd(H1,Hy). El















f(x, y) < O si y sólo si ninguno de los dos semiespacios H, H~7 está contenido u’
en el otro. téu
(3) Finalmente el caso fQr, y)f = 1 significa que H~ fl H~, = O y Él,, fl H~, contiene u
un punto infinito. En este caso, se dice que los hiperpíanos E,, y H~ son u’
paralelos, té
Las isometrías hiperbólicas son las aplicaciones ortogonales que dejan invariante Hd. té
u’
Por ejemplo la aplicación lineal de expresión matricial (respecto de la base canónica) u’
u
PO u’
C o cosht senht u’
ht cosht té
igual a t. Llamaremos jd y ~a distanc un punto de y y su transformado es u’define una isometría Yt de Hd; esta isometría deja invariante la recta hiperbólica r = té{ Z~ = ... = = a Ñt traslación hiperbólica de módulo t a lo largo de la re ta r.
Finalmente enunciamos las fórmulas del coseno y del seno para triángulos hiperbó- u
licos. Si a, fi, y son los ángulos de un triángulo hiperbólico y a, b, e son las longitudes té
de las aristas opuestas, se verifican las relaciones: u’
u
coshe = cos a cos ¡3+ cos -y u’
sena senO u’
cosh a cosh b — cosh e ‘113~
cos ~‘ = senha senhb k) u’
senh a senh b senh c u’
____ ___ _ u’
sen a sen ¡3 sen -y u
Observamos que la primera fórmula del coseno implica que un triángulo hiperbólico está u’
determinado unívocamente, salvo isometría, por sus ángulos. u’
u’
u’
B. Modelo proyectivo u
El modelo proyectivo se obtiene del modelo del hiperboloide proyectando desde u’u
el origen de Rd+l sobre el hiperpíano Xd+1 = 1: el espacio hiperbólico es entonces el
interior de la bola unidad Bd, el borde de esta bola son los puntos del infinito, las rectas u’
hiperbólicas son cuerdas de esta bola, y la ortogonalidad respecto del producto escalar
1 es la polaridad respecto de esta bola. Recordamos la fórmula para la distancia entre













• cuerda (recta hiperbólica) de 3d que los contiene; sea U el extremo de r más próximo
• a A y 1 el otro extremo de r (U, V son los puntos del infinito de la recta r, ver Figura
• 1.2). Sea t la recta proyectiva que contiene a r. Entonces A. B, U, V son 4 puntos de
e
una recta proyectiva y podemos hablar de su razón doble. (U, 1~. B. .43. cuyo significado
• geométrico es la coordenada afín del punto .4 en el sistema de referencia proyectivo
• = x. U = O. B = 1. Entonces, la distancia entre A ~ B viene dada por la fórmula
e
• d(A.B) = ;log([U. 1? HA]) (1.1.4)
e













• C. Modelo de Poincaré
e
e
Los modelos de Poincaré tienen la importante propiedad de que son conformes, es
decir. los ángulos se ven como en la geometría euclídea Así, el modelo del semiespacio
• de Poincaré es el conjunto
e
• := {(~ri.x2,xa) E Hl j rs > 0}
e
• junto con la métrica Riemanniana definida por la forma cuadrática infinitesimal
ee 1
dV = —(d4 + dx~ + dxl)
•
e
Los puntos del infinito del espacio hiperbólico en este modelo forman el conjunto 8E+ u
• { x}. que se puede identificar con la esfera de Riemann considerando 8E+ como el plano
• complejo.
e
e cias Las rectas en este modelo son, o bien rectas verticales, o bien arcos de circunferen-











bien semiesferas ortogonales al borde. Todos los planos hiperbólicos están pues deter-
té
minados por sus “bordes”. rectas o circunferencias de &E+, con lo que un poliedro en u
este modelo se puede dibujar también como una familia de rectas y circunferencias en u’
el plano OE±. Por ser este modelo conforme, se verifica además que el ángulo diédrico té
entre dos planos hiperbólicos es igual al ángulo euclídeo entre los bordes de estos planos. u’
u
C’omo ejemplo, la Figura 1.2 muestra un tetraedro ideal, es decir , con todos los u
vértices en el infinito, y prueba que para estos tetraedros los ángulos diédricos en las u’


















1.2. Politopos afines té
u
u
En esta seccion recordamos términos sobre politopos en el espacio afín Rd. Algunas té
referencias sobre el tema son por ejemplo [Gr], [Zi3, [Al], [RS], [Vi3] té
u
Un politopo en Rd es la envoltura convexa de un conjunto finito de puntos. Equi- u’
valentemente, un politopo es un conjunto compacto no vacío de Hl determinado por u’
la intersección de un conjunto finito de semiespacios. La dimensión del politopo es la té
dimensión del subespacio afín que genera y se denota por r-politopo a un politopo de u’
dimension r. uu
Un hiperpíano soporte de un politopo P es un hiperpíano H que tiene intersección u
no vacia con P x’ tal que P está contenido en uno de los dos semiespacios cerrados té
determinados por H. Una cara C de un politopo P es la interseccion de P con un u’
hiperpíano soporte. Consideraremos también caras (impropias) de P al conjunto vacío u’
u’













• Un politopo afín lleva consigo una estructura combinatoria, dada por el conjunto
• de todas sus caras. Podemos expresar esto en términos de complejos celulares (en este
• contexto a un politopo se le llama celda o célula).
e
• Recordemos que un complejo celular K es una colección finita de células (o polito-
• pos) en algún Rd que satisface:
e
• (i) si una célula C está en K entonces todas las caras de C también están en
e
• (u) si C y D son dos células de K, entonces C fl D es una cara de ambas.
• Dos complejos celulares 1< y L son abstractamente isomorfos si existe una biyección
j:K —* L tal que preserva incidencias entre lascaras, es decir, si A <Be K, entoncese
• 5(A) < 5(B) E L. A la aplicación 5 se la llama isomorfismo abstracto o isomorfismo
e combinatorio
e Se llama espacio subyacente de K a la unión de todas las celdas de K, y se denota
• por jK¡.
• Dado un d-politopo, P, hay de forma natural dos complejos celulares asociados:
e
• uno, el formado por todas sus caras, que tiene por espacio subyacente el propio politopo,
• y otro formado por todas sus caras de dimensión estrictamente menor que d, y que tiene
• como espacio subyacente el borde del politopo. Denotamos a este último complejo por
• 7’.
• Definición. (Tipo combinatorio de politopo)
e (1) Llamaremos politopo abstracto (con las caras sin numerar) al complejo JJ anterior,
e cuyo espacio subyacente es el borde de un politopo. Dos politopos P y se dice
e que son del mismo tipo combinatorio (con las caras sin numerar) si sus politopos
• abstractos asociados son abstractamente isomorfos.
e
• (2) Llamaremos politopo abstracto con las caras numeradas al complejo 7’ en el que
• hemos numerado las caras de codimensión 1. Dos politopos P y P’, con las caras
• de codimensión 1 numeradas (Ci,... , C,. y ..... . , C,, respectivamente) se dice que
• son del mismo tipo combinatorio con las caras numeradas si la aplicación C1 —*
induce un isomorfismo combinatorio.
• Nota. En la memoria, cuando hablemos de tipo combinatorio, siempre será con las
caras numeradas.
e
• La Figura 1.4 muestra ejemplos de dos prismas triangulares con las caras numeradas
• que tienen distinto tipo combinatorio (por supuesto, si nos olvidamos de la numeracion




























Notación. A lo largo de toda la memoria vamos a utilizar letras caligráficas 7’ C
para designar aspectos combinatorios, y letras mayúsculas usuales P. C para designar u’
realizaciones concretas de los politopos (es decir. politopos P C Rd con el mismo tipo té
combinatorio que 7’). u
El tipo combinatorio de un politopo queda determinado por el conjunto de caras
de codimensión 1 (en inglés facets). el conjunto de vértices, y la relación de incidencia
entre estas caras y vertíces. Esta información queda recogida en la matriz del tipo
combinatorio del politopo (ver sección 3.2.). El tipo combinatorio de un politopo se
preserva por transformaciones afines y por transformaciones proyectivas tales que la
preimagen del hiperpíano del infinito no corte al politopo. Reservaremos el término
poliedro para politopos de dimensión 3.
Sea 1) un vértice de un d-politopo 7’; la figura verticilar de 1> es el politopo abstracto
de dimensión d — 1 cuyas caras son todas las caras de 7’ que inciden en V.
Enunciamos dos propiedades sencillas de los politopos que utilizaremos con fre-
cuencia: u’
u’
1.2.1. Dadas dos caras, C.C’ de codimensión 1. siempré hay una sucesión de caras u’
Ci Cr de codimensión 1 tales que cada una es adyacente con la siguiente, u
E’ = Ci y C’ = Cr. Llamaremos a esta sucesion cadena de caras que conecta C y u
C,. té
u
1.2.2. Dada una cara de codimensión 2 de un d-politopo P (con d =1), existen exacta- u’
mente dos caras de codimensión 1 que la contienen (se dice que estas dos caras son u’
adyacentes). El ángulo diédrico en una cara de codimensión 2 de P es el ángulo té
formado por las dos caras de codimensión 1 que inciden en ella. u’
u
Recordamos ahora el método de truncar vértices para construir poliedros a partir u’










• tetraedro aplicando sucesivas veces este método. Llamaremos a esta familia descendien-
tes de tetraedros.
• Sea P c R3 un poliedro y V un vértice de P. Consideremos un plano II tal que uno
• de los dos semiespacios, 11+, que determina contiene al vértice V y el otro semiespacio,
• H, contiene a todos los demás vértices del poliedro. Entonces U divide al poliedro P en
• dos poliedros: P
0 := pflfl+ es una pirámide con vértice V y base pqfl y P1 := Pflfl
e
• es un poliedro que diremos que se ha obtenido de P truncando el vértice y.
• Si tomamos otro poliedro P’ del mismo tipo combinatorio que P y un plano
• cualquiera U’ que verifique las condiciones que le hemos pedido a U, entonces el poliedro
e
= P’ q II — es del mismo tipo combinatorio que P1. Es decir, podemos considerar la
• operación de truncar vértices desde el punto de vista combinatorio, y así hablaremos,
• por ejemplo, de “truncar un vértice del poliedro abstracto 7”’.
e
• 1.3 Conos poliedrales
e
e
• Estamos principalmente interesados en politopos hiperbólicos. Un politopo en Hd se
• define de la misma forma que en Rd, como envoltura convexa de una cantidad finita de
• puntos o como conjuntos compactos no vacíos que son intersección finita de semiespacios:
e
e donde HT es uno de los dos semiespacios cerrados determinados por un hiperpíano de
• Hd. El politopo P tiene dimensión d si la intersección anterior tiene interior no vacio.
• En el modelo del hiperboloide, un politopo se ve como la intersección con Hd de un
e cono poliedral de Rd+í, es decir, si H1 es el hiperpíano de Rd+l tal que H1 = H1 fl Hd
• y 47 es el semiespacio bordeado por este hiperpíano tal que H = H fl H¡I, entonces
e




• Un cono poliedral vectorial será entonces simplemente la intersección de un conjunto
• de semiespacios de un espacio vectorial. En contraste con la distinción entre poliedro
y politopo, utilizaremos un solo término, “cono poliedral”, para referirnós a cualquier
dimensión. Damos la definición de cono poliedral de la forma más general (en [ViS], se





















donde los 4y son semiespacios vectoriales cerrados bordeados por el hiperpíano vecto-
rial H~. Un hiperpíano H1 es superfluo si el semiespacio correspondiente contiene a la u’





Esta definición amplia da cabida a los dos tipos de situaciones siguientes: u’
(i) (Cono poliedral degenerado) Un cono poliedral P = flL1 EJ es r-degenerado, con u’
u’
r > O si los hiperpíanos li~ se cortan en un subespacio de ~d+1 de dimensión r. u
Si y = O, decimos que el cono poliedral es no degenerado. u
(u) (Cono poliedral con interior vacio) Si un cono poliedral 1’ tiene interior vacio, u
u’diremos que P está reducido a una r-cara si P está contenido en un subespacio
vectorial de dimensión r + 1 y en este espacio P tiene interior no vacio,
Estaremos más interesados en conos poliedrales no degenerados y con interior no
vacío, té
té
Nota. Si un cono poliedral P = Ñ~&1 EJ tiene interior no vacío, cada subespacio H, no
superfluo está determinado unívocamente por el cono poliedral y se dice que A? bordea u’
u’
u’
Lema 1.3.1. Un cono poliedral ~ = ‘W=~fi~ tiene interior vacio si y sólo si existe té
algóniE{l,...,n} tal quePGH~. té
u’
Demostracton: u’
El borde de un cono poliedral (respecto de la topología usual) está contenido en la
téunión de los hiperpíanos H1; entonces É tiene interior vacío si y sólo si 1’ C UL1HZ.
Por la convexidad de los conos poliedrales, lo anterior equivale a que P está contenido u
en uno de los hiperpíanos H1. U u’
u
Definición. Si X c 114±1, el cono positivo sobre X es el conjunto {Ax ¡ r E X A > 0}. té
u
Lema 1.3.2. Sea P = fIL1 HJ un cono poliedral no degenerado; entonces existe un té
hiperplano aun A G Rd+í, que no pasa por el origen, tal que P = A 12 P es compacto u’









Supongamos que los semiespacios H están dados por las inecuaciones
a11x1 +... + aid+izd+i = O
o, abreviadamente,
HJ :a1tr>0,
donde estamos denotando por a¿ y x a los vectores de coordenadas ~ . . ,ald±í) y
(x1,... , x~H.q), respectivamente, y por a1 x al producto escalar ordinario en
Puesto que 1’ es no degenerado, entre los hiperpíanos fi1 hay d + 1, que podemos
suponer H1,. .. , H~1, tales que Hí 12 .. . 12 Hd+í = {0}; equivalentemente, los vectores
aí,. . . ,ad±1 son linealmente independientes.
Consideramos el semiespacio H¿ definido como
Este semiespacio verifica que Pc Ép n...nÉ;+~ c y Pri fi0 c (ftp n...n
n = {0} (por ser a1,. . , ~ independientes).
Sea A el hiperpíano de ecuacion
A: (a~ + ... + ad±1).x= e,
para algún e > O. Veamos que P = A 12!’ es compacto. En efecto,
entonces contiene una semirrecta afín, r (ver Figura 1.5). Por ser
la clausura, F, del cono positivo sobre r desde el origen de Rd+1
Ahora bien, Fn
to es una semirrecta, con lo que {0} ~F 12 Él
0 c
una contradiccion.
si P no es compacto,
1’ convexo y cerrado,
está contenida en P.
1’ 12
to, y llegamos a
Finalmente, veamos que P es el cono positivo sobre P = P 12 A. Para ello, sea
vEP,v#0;comoPGÉl¿yP12Ho={O},setieneque(aí+...+ad~i)v>0,
y por tanto existe un A > O tal que Av E A. Por tanto P está contenido en el cono
positivo de 1’ 12 A. El otro contenido es trivial porque 1’ es un cono positivo, es decir,























































Observación. Si los hiperpíanos H1 Hd±I de la demostración del lema anterior
son no superfluos. entonces el semiespacio
ft; (A1a1 + ... + Ad±íod±í)‘x > O
verifica
ÉcÉ7 y Pr2Hx4O}
sí y sólo si A1.. . . A~1 son todos estrictamente positivos.
Lema 1.3.3. Sea P un cono poliedral r-degenerado. r > O. Entonces existe un su bes-
pacio vectorial 1< de dimensión d — r + 1 en el que Po := É 12 1V es un cono poliedral no
degen erado y P = P0 + (12L1H1).
Demostración:
Para probar el lema basta considerar un subespacio 1V suplementario de 12Q1H~;
como P es r-degenerado, la dimensión de 1251H1 es r y por tanto la dimensión de K
es cl — r + 1. Es evidente entonces que Po = É 12 K es un cono poliedral en K no
degenerado. Sea u E P; t’ se puede escribir de forma única como u = u + w con u E K
y u’ E 12t1H1. Entonces u = u + (—u’) E P porque É es un cono positivo convexo y
—u E fl7...1H~ G P: pór tanto u E Po, y se deduce entonces que 1’ se puede expresar
como suma de P0 y 12L1H1. O
Definición: (Tipo combinatorio de un cono poliedral) Sea 1’ un cono poliedral.
• Si 1’ es no degenerado. llamamos tipo combinatorio de É al tipo combinatorio del
politopo afin É = É 12 A obtenido en el lema 1.3.2. (É no tiene por qué ser un









• • Si E’ es r-degenerado, el tipo combinatorio de E’ será el tipo combinatorio del cono
e
poliedral no degenerado Po obtenido en el lema 1.3.3 (se puede ver fácilmente que
el tipo combinatorio no depende del subespacio suplementario K elegido).
• Según lo anterior, definimos una r-cara de un cono poliedral no degenerado, É,
como el cono positivo sobre una r-cara de E’. Así, un vértice de E’ es el rayo vectorial
e
sobre un vértice de É; denotaremos por ú al rayo sobre el vector y y a veces haremos
abuso de notación y llamaremos vértice de P a cualquier vector no nulo de este rayo
• vectorial. En general, denotaremos por C a las caras de fi’, es decir, si C es una cara de
• P 12 A, Ú es el cono positivo sobre esta cara. Más en general utilizaremos los mismos
• términos de politopos afines para conos poliedrales.
• Sea f un producto escalar en 11d+t, y sean e~ vectores ortogonales exteriores a
• los semiespacios H~. El cono poliedral P está determinado entonces por los vectores
•
e
• Si estos vectores no son luz, podemos considerarlos normalizados, con lo que están
• unívocamente determinados a partir de E’.
e
Definición. Sea E’ c (Rd+í, f) un cono poliedral tal que ningún vector ortogonal a las
• caras tiene norma nula. Llamaremos matriz de Cram de E’ a la matriz de Gram de los
• vectores e1,... , e,, normales exteriores a las caras, es decir,
e
0(P) = (f(e~, e1))1,....1e
e
Observamos que la matriz de Gram de un cono poliedral, según la definición ante-e
• rior, tiene todas las entradas de la diagonal iguales a ±1.
• Los siguientes lemas caracterizan los vértices y las r-caras de un cono poliedral.
e
Lema 1.3.4. (Caracterización de vértices de conos poliedrales) Sea E’ = flQ1HJ une
• cono poliedral no degenerado en Rd+í, f un producto escalar y e1,... e,, vectores or-
• togon ales exteriores a los semiespacios H; un vector no nulo y E Rd±í es vértice de E’
• si y sólo si se verifica:
e
• (1) existen ij id E {i,... , n} tales que H11 12... 12 H~ = L(v), o equivalentemente,
• existen %i,...,Za E {1,.. . ,n} tales que e~1,... ,e,~ son linealmente independientes


















Claramente las condiciones (i) y (u) son necesarias; veamos que también son sufi- u’
cientes. Igual que en la demostración del Lema 1.3.2, supongamos que los semiespacios té




donde a~1 E Rd±íy a,, x es el producto escalar ordinario en 11d±í~ Consideramos el té




Este semiespacio verifica que té
téÉc(fi¿n... 12HQ)cH¿ y té
triÉ0 =Pn(É~ 12...12H,d)12Ho=PÑ(HÓ ~~~til) tété
u
Puesto que y E P (‘por la condición (Ii)), y H
11 12. . .12 Hid = L(v) (por la condición (i)),
se sigue entonces que u
ÉnH0=ú u’
té
Esto significa que H0 es un hiperpíano soporte de P y la cara que define es el vértice i. u’
m u
té
Lema 1.3.5. Sea P = H[ 12 ... 12 £47 un cono poliedral no degenerado. Entonces, u
Pr := (Hh12...riH~. )12E’es una r-cara dePsivsólo si té
(i) dim(H11 12... 12 Hj4~) = r +1; té
u’(u) Fr contiene r + 1 vértices de 1’ linealmente independientes. u
u
Demostración: u’




verifica que PC fi; y u
u’
Pnft0 =É12(fí,, 12...12Hid) Fr. té
u
Por la condición (u). la intersección anterior genera un subespacio de dimensión r + 1. u’
Se deduce entonces que la cara E,. determinada por el hiperpíano soporte Él0 tiene u’
dimension y. O té
té
20 u’
• Nota. (Las figuras verticilares son politopos esféricos) Sea E’ = 1’ 12 Hd un politopo
• compacto hiperbólico y sea y un vértice de E’. Puesto que el vector y tiene norma
• negativa, la forma cuadrática f restringida al subespacio ortogonal H~ es definida posi-
• tiva. Por otra parte, los vectores ortogonales a las caras de E’ que inciden en y (i.e., la
• figura verticilar) están contenidos en H~; por lo que su matriz de Gram es semidefinida
• positiva y esto significa que la figura verticilar de y es un (d — 1)-politopo esférico.
• Análogamente, las figuras verticilares de los vértices de politopos euclideos o esféricos
• son politopos esféricos (esto es un caso particular del hecho de que en cualquiera de los
e
espacios euclideo, esférico o hiperbólico, la geometría inducida en una esfera centrada




• 1.4 Productos exteriores
e
Consideramos el espacio E1 = (W, f), con W un espacio vectorial real de dimensióne
• d + 1 (recordamos que f es no degenerada). Revisamos aquí el producto escalar Amf
• inducido por f en las potencias exteriores AmW (ver [Iv]). Estaremos interesados sobre
• todo en los espacios Ad±lW,que tiene dimensión 1, y AdW, que tiene dimensión d +
• 1. Para este último caso, el operador de Hodge da un isomorfismo con W, que es
e una generalización del producto vectorial de dos vectores en . Utilizaremos este
• isomorfismo para calcular el vértice en el que inciden d hiperpíanos de W.
• El producto escalar A”’J se define, para elementos irreducibles (es decir aquéllos
e que son de la forma u1 A ...A u»., con it E W) como
(A”’f)(uí A... A u».,v1 A... A y».) := det(f(u1,v~))~jí me
e
Utilizando coordenadas, se tiene que (A».f)(uí A ... A u»,, vi A ... A Vm) = det(U
tFV),
donde U y y son las matrices d coordenadas de los u~ y v~ en la base £ y F es la matriz
• del producto escalar f en la misma base.
• Si 5 = {e
1,. . . ,ed±í}es una base de W, denotamos por A».E a la base de A”’W
• dadaporlos (,,,) vectoresel.A...Ae1».,conl=ii<...<im<d+1.
• Se puede ver que un vector irreducible se expresa como
e
• uíA...Au».=EUC~ ~“‘)eí, A~~~ACim~
e
• donde U = (itj) es la matriz cuyas columnas son las coordenadas de los vectores it
















... 2». y columnas de índices 1... ni (las notaciones referentes a matrices se pueden té
ver en el Apéndice A); es decir, las coordenadas de u1 A ... A u». respecto de la base
son todos los menores de orden ni (de orden máximo) de la matriz U. Por otra u’
u’
parte, es claro que la expresión matricial del producto escalar A».f respecto de la base
A».S es la matriz A».F de menores de orden ni de E (en particular, tomando la base ~ u
ortonormal, se observa que A».f es no degenerada si y sólo si f es no degenerada). té
u’
Observamos también que la asignación a cada elemento irreducible u1 A ... A u». E
A”’W del subespacioL(uí,. .. ,u,») da una biyección entre las rectas vectoriales de A».W u
generadas por elementos irreducibles y los n-z-subespacios vectoriales de VV. Además, u
las dos orientaciones de un rn-subespacio L < W se corresponden con los dos rayos u
vectoriales de la correspondiente recta R de A».W (la constante de proporcionalidad de té
dos vectores de R es el determinante de la matriz de cambio de base de las dos bases té
téde L correspondientes a estos vectores). u
Fijemos una orientación en VV; para cada ni, el operador de Hodge determina en- té
tonces un isomorfismo t» entre el espacio A».W y Ad±í».W. u’
té
Para m = d + 1, el isomorfismo t~1 queda determinado por la condición de u’
que para una base ortonormal de W, e1,. . . , e~i, orientada positivamente, se tiene u’
$d+1(el A ... A ed±í) = 1. Observamos que ~d+í(uí A ... A ud±í) es el determinante té
de la matriz de coordenadas de los vectores u~ respecto de una base ortonormal y
positivamente orientada de W. u’u
Para ni =d, se define ahora 4’». A”’W —> Ad±í~~~Wde la siguiente manera: u
• sea : A».W —* (Ad+í».W)* (donde denotamos por V al espacio dual de un u’u
espacio vectorial V) el isomorfismo definido como Vju)(w) = ~a±í(u A w), donde u’
u E A».W, w E Ad+lmW. u’
• sea r : Ad±
1».W (Ad+í—».W)’ la polaridad inducida por el producto escalar té





Expresamos en coordenadas el isomorfismo 4’d• Sea entonces £ una base ortonormal té
u’para f (por tanto también AdS es ortonormal). Siempre que tomemos coordenadas será
respecto de estas bases; denotamos por E a la expresión matricial de f en esta base y u’
llamamos detf := detF (si la signatura de f es (p, q), entonces detf = (—1)~). Entonces, u’
haciendo el cálculo según la definición, se tiene té
u’
u’











y para un vector cualquiera de AdW (todos son irreducibles), se tiene
¿+1
í A . . . A Ud) = Z(~1/±ítU(íy?~clt1)f(eí, e3e1 (1)
i=1
(donde U(ílzdtl) son menores de la matriz U de coordenadas de los vectores u1
respecto de la base E).
Las principales propiedades del isomorfismo $4 son las siguientes.
Lema 1.4.1. Sean uí,. . . ,U4, y1 ,...,V4 E VV; se verifica:
(a) f($4(uí A ... A u4), u) = $d±1(ui A . .. A U4 A u)
(b) (A4f)(vi A ... A v4, u1 A... A Ud) = (detf) 4’d±i(vi A ... A v4 A 4’4(uí A . .. A Ud))
(c) (A
4f)(uí A... A u
4,v1 A... A Vd) = (detf) f ($~¡(uí A... A u4),$4v1 A... A u4))
Demos tracto n:
(a) Utilizamos la expresión (1) para calcular el producto escalar de $4(uíA. . .Au4)
y u = E
4+1






U(lyhí.di)f(e¡, e,)2v~ = y(~~l)d±íU(lya.d$í)v~ = detU’,
t=1
donde U’ es la matriz de coordenadas de los vectores u1,... ,U4,v, es decir detU’ =
$d+l(ul A... A U4 A u).
(b) Recordemos que 4’d+i (y1 A.. . Av4 A $a(uí A... A u4)) es el determinante de las
coordenadas de los vectores u1,.. . , u4, 4’d(ui A.. . Au4). Desarrollando este determinante
por la última columna, se tiene entonces
4+1
u1A ... A 1)4 A $4(uiA ... A u4)) =
donde V es la matriz cuyas columnas son las coordenadas de v~ respecto de la base E.













4+1 1 4 f(e~, e~)2 —
= E V(%’4~flU(’4~1)F ~ u’2=1 u’
d+ 1 u’
= (detf) ~ VQ;íd±J)U(í{í.d1í)f(cá, ef), u’
i=1 u’
donde hemos utilizado que f(e
1,e~) = f(e1) = ±1y que f(eí,ei)F({Jt2) = detF =
u’
detf. Comparando las dos expresiones que hemos obtenido se tiene el resultado, té
u’
Finalmente, la parte (c) se obtiene a partir de (a) y (b). u’
E u’
u’
Nota. Las tres fórmulas dadas en el lema anterior son casos particulares de propiedades
generales del operador de Hodge, según se pueden ver en [Iv]: si (para simplificar la
notación) llamamos * a todos los isomorfismos anteriores y denotamos por <,> al u’
producto escalar en cualquiera de las potencias exteriores de VV, se tiene entonces u
1. <*u,v >=*(uAv), para tiC A».W y VEAd±l». té
té
II. <u,v >= (detf) * (u A *v), para u,v E A».W u
III. <u,v >=(detf) < *u,*v>, para u,vEA».W. té
u’
Como consecuencia inmediata del Lema 1.4.1 se tiene: u’
u’
• Del apartado (a) se deduce que el vector $d(ui A... A.4) es ortogonal a los vectores té
U1,...,Ud. té
u’
• Entonces, siu1A.. Att4 tiene normano nula, los vectoresu1,.. . ,ud, $a(uiA. . .Au~¡)
forman una base de W; utilizando el apartado (b) se ve que la orientación de esta u’
base depende de detf y del signo de la norma de..... .Au4 (por ejemplo, en el caso u’
hiperbólico y tomando la base canónica para orientar el espacio, la base anterior té
u’
está positivamente orientada si y sólo si uí A ... A u4 tiene norma negativa),
• Finalmente, de (c) se deduce que la norma de $d(ul A ... A Ud) coincide con la u’





Apéndice A: Notaciones sobre matrices e identidad de
Sylvester para el cálculo de determinantes u’
u
Sea A = (a~1) una matriz cuadrada de orden n. Utilizaremos las siguientes notaciones u’










¡ aI.k, a~1¡~,2 . . a~1¡~9
‘4] = aI2k1 012k2 . . )
Los índices no tienen por qué están ordenados; si lo están, es decir si 1 < i1 < ...
zp=nyl=ki<...<kq=n,entoncesA[’7~;]yAQ’~~¿) son submatrices y
menores de la matriz A.
Para simplificar la notación, a veces denotaremos a las submatrices principales de
A como A[i1,... ,i,j, en vez de A[’7] y a los menores principales de A como A1,
en vez de ACi:r).
Fijamos un menor de orden p de A, por ejemplo, A(~ ~fl,y seas un número tal
que p + s n. Construimos la matriz B = AB tb “orlando” el menor fijado con s
filas y s columnas de las restantes de A, es decir, las entradas de B son de la siguiente
forma:
bhk = AQ ~; t::t).
dondep+1<i1<...<i,~nyp+1~j1<...<j~<n,yh,kordenan
lexicográficamente las s-uplas (i1,... , i,) y (ji,... ,j8), respectivamente.
La matriz .B es cuadrada de orden (“;>‘). Con estas notaciones se tiene la siguiente
fórmula que relaciona el determinante de B con el determinante de A y el menor fijado,
y es conocida como :dentidad de Sylvester (referencias: [Ga], [Mo])
Teorema. (Identidad de Sylvester) Con las notaciones anteriores, se tiene:
detAl~} ~::~II= A (1 2P)(á)detA(flá.~u1)
Como caso particular, si tomamos .s = 1 se tiene la identidad
detAIK ~:2II= A(I ::~~~1detA
Apéndice 13: Teorema de Andreev
Fijado un poliedro abstracto, 7’, el Teorema de Andreev caracteriza los ángulos diédricos







u’los ángulos menores o iguales que w/2. Estas condiciones sobre los ángulos implican, en
u’
primer lugar, que el poliedro es trivalente, es decir, en cada vértice inciden 3 caras. Las u’
condiciones que da el Teorema de Andreev son muy sencillas: son condiciones lineales u’
en los ángulos diédricos, que dependen de la combinatoria del poliedro, té
u’
Una familia C1.. . . , C,,, de caras de un poliedro forma un k-elemento prismático
(elemento prismático triangular o cuadrangular, si k = 3,4, respectivamente) si C, y u’
son adyacentes cíclicamente y ninguna terna de estas caras inciden en un vértice u’
del poliedro, u’
té
Teorema de Andreev. ([Anhjj) Sea 7’ un poliedro abstracto distinto de un tetraedro u’
y sean aq E (0,ir/2] ángulos asociados a sus aristas eij = C112 C1. Entonces existe un té
poliedro compacto E’ C fl
3 del mismo tipo combinatorio que 7’ y con los ángulos dados u’
en las correspondientes aristas si y sólo si u’té
(O) 7’ es trivalente; u’
(1) si tres caras C
1,C2,C3 inciden en un vértice, entonces 012 + 023 + aa1 > ir u’
u’
(2) si las caras C1, C2, C3 forman un elemento prismático triangular, entonces 012 + u’
023 + 031 < ir; u’
(3) si las caras C1 , 02, 03, C4 forman un elemento prismático cuadrangular, entonces té
u’
a12 + 023 + a34 + 041 <2w. u’
(4) si C~ es una cara cuadrangular y c2,... C~ son las caras adyacentes, entonces 012 + té
023 + 025 + 014 + a34 + 045 < 3z y oía + 023 + 034 + 015 + 025 + 045 < 3w. té
u’
Además, si se dan las condiciones anteriores, el poliedro E’ es uinico salvo isometría té
hiperbólica, té
té



























Este Capítulo está dedicado a los poliedros más sencillos en cada dimensión, los simplices.
El hecho de que los símplices tengan el mínimo número posible de caras de codimensión
1 se traduce en que dar su matriz de Gram equivale a dar todos los ángulos diédricos.
La caracterización de matrices de Gram de símplices es conocida (Coxeter ([Co]),
Lanner ([La]), Vinberg ([Vi2], Milnor ([Mi2]); el enunciado y la demostración (que
también daremos aquí) de este teorema es la motivación de los teoremas que se veran
en el Capítulo 3 para d-politopos. En la Sección 2.2 estudiamos el espacio de ángulos
diédricos de los tetraedros compactos hiperbólicos; veremos algunas propiedades geomé-
tricas, como que no es convexo. En la Sección 2.3 estudiamos otras coordenadas para
los simplices, como las longitudes y unas coordenadas mixtas.
2.1 Caracterización de matrices de Gram de símplices
El siguiente teorema caracterizará los símplices compactos euclídeos, esféricos e hiper-
bólicos en función de sus ángulos diédricos. Un símplex es un poliedro definido por n +1
hiperpíanos en posición general.
Observación.
(a) Dados n + 1 hiperpíanos H0,. ..,H» de Rn±í en posición general, y dados 47
semiespacios bordeados por estos hiperpíanos, entonces 2’ = 47 es un cono
poliedral que tiene el tipo combinatorio de un símplex. La interseccion 2’ 12 S» es
siempre compacta (no vacía), luego es un símplex esférico. Por otra parte, para el







de T (que son rayos vectoriales de Rfl+ 1) cortan a H”, es decir, corresponden a té
puntos finitos de W’. u’
(b) La intersección de n+ 1 semiespacios, bordeados por hiperpíanos de R» en posición tété
general, es un simplex compacto enclídeo si y sólo si al trasladar cualquiera de
los semiespacios hasta hacerlo pasar por el vértice que determinan los demás, la
intersección se reduce entonces a un punto. Esto equivale a que la normal exterior a u’
cada cara es combinación lineal con todos los coeficientes negativos de las normales té
unitarias de las demás caras (comparar con la observación que sigue al Lema 1.3.2). té
té
té
Teorema 2.1.1. Sea T un n-símplex abstracto, de caras de codimensión 1 Co,... ,C,,;
asignamos a cada cara = C~ nC1 un numero aij E (O,w). Sea O = (g~j) la matriz u’
con gii = 1, g~1 = — cos ~ Entonces: u’
(1) Existe un símplex 2’ c S” con ángulos ajl <es decir, la matriz de Cran de 2’ es u’
0(2’) 0) si y sólo si u’
té
(1) det(G) > O; u’
(2) todos los menores principales de O son positivos. té
u’
(II) Existe un símplex compacto 2’ c H» con ángulos ai~ (y por tanto matriz de Gram u’
0) si y sólo si té
u’
(1) det(G) < O;
(2) todos los menores principales propios de O son positivos; té
té(3) todos los adjuntos, c~ de 0 son positivos.
(III) Existe un símplex compacto 2’ c E» con ángulos aq si y sólo si té
u’(1) det(G) = O; té
(2) todos los menores principales de O son positivos; té
u’(3) todos los adjuntos, c~1, de O son positivos.
téAdemás, en los dos primeros casos, el símplex 2’ es único salvo isometría del espacio; u’
en el caso euclídeo, el simplex 2’ es único salvo semejanza. u’
Demostracíon: té
u’Siempre que aparezcan expresiones en coordenadas serán respecto de la base canó- u’
níca, que es ortonormal para la forma cuadrática elegida en cada caso. té
(1) =t’) Si existe un símplex 2’ c S», 0(2’) 0 es definida positiva; por tanto tété
det(G) > O, y todos sus menores principales son positivos (restricción de una forma u’









i=) Si se dan las condiciones (1), (2), la matriz O es definida positiva, luego existe
una base e0,... ,e,, de R~±¶ tal que O = (f(e1, e)); sean H7 = {x E S’ f(x, e1) =01,
y 2’ = fl7~0 H[. Los H1 son hiperpíanos en posición general (porque e0,... e,, son
linealmente independientes), luego 2’ es un símplex de S”.
(JI) =t.) Sea 2’ c H” compacto con 0(2’) = 0. Por definición de matriz de Gram,
0(2’) es una matriz simétrica de signatura (n, 1); en particular, det(G) < O.
Por ser 2’ compacto, la figura verticilar de cada uno de sus vértices (todos finitos) es
un (rl — 1)-símplex esférico. Se deduce de aquí que las submatrices de O correspondientes
a las caras que determinan los vértices son todas definidas positivas. Como consecuencia,
todos los menores principales propios de O son positivos. Sean ~ ,v,, E R»±l los
vértices de 2’, V la matriz cuyas columnas son los v~; sean e0,... e,, las normales
unitarias exteriores de los semiespacios H que determinan el símplex y E la matriz
cuyas columnas son los e~. Se tiene O = EtFE (donde E es la expresión matricial del
producto escalar f). Como v~, v¡ E H~, es f(v~, v~) <O; por tanto la matriz K = VtFV
es totalmente negativa.
Por otra parte, f(e
1,v1) = o si i # j y f(e1,v1) <0 para todo i; por tanto tenemos
E
tFV = L = ( . ) , con A
1 = f(e1,v1) <O para todo i.
De aquí deducimos V = F(E
t)—1L, y sustituyendo en la expresión para K, tenemos
K = LríFFF(Et f1L = LLS’F(E7’L = LO-1L.
Como K es totalmente negativa, y su entrada (i,j) es A
1A~c1~/det(G) se tiene que cjj > O
para cualesquiera z,j.
~t) Las condiciones (1) y (2) implican que la matriz G tiene signatura (n, 1). Por
tanto existe una base e0, ... , e,, de 1172+1 tal que O es la expresión de la forma cuadrática







Puesto que los vectores e0,... , e,, son linealmente independientes, 2’ es un cono







decir, v~ E L(uo,. . . , vj..i , ~i+í~~ . . u,,)’ y f(v~, ej < 0. Para ver que T es un símplex té
compacto hay que ver que todos los vértices de P son finitos, té
té
Por la hipótesis (2), la submatriz C[{JJ es definida positiva; esto equivale a que u’
f restringida a L(ei,. . . , e,,) es definida positiva, y por tanto ~o tiene norma negativa, té
De la misma forma, los demás vértices tienen también norma negativa, té
té
Veamos que f(v;,v~) < 0: para ello, utilizando las mismas notaciones y siguiendo u’
los mismos cálculos que en la demostración de la condición necesaria, tenemos que u’
K = LG—1L. La entrada (i,j) de 1V es u’
té
f(v~,v
1) = >vÁ cíj u’
detO
Por la hipótesis (3). c~1/detG < 0; como > 0, se tiene que f(v¿,v~) < 0. Esto u’
té
significa que todos los vértices v~ están en la misma componente del conjunto de vectores
de norma negativa, es decir, la última coordenada de los v~ tiene el mismo signo para u’
todo i; si esta coordenada es negativa, entonces cambiamos los vectores e, por —ea, y u’
con éstos se tiene ya el resultado. té
u’
(III) ~) Sea T c E~ un símplex compacto con 0(2’) = O, 2’ = A7—0 H. Sean
eg,... , e,, E R
72 los vectores normales unitarios exteriores a ,H¿. Por definición, u’
0(2’) = Et FE, donde E es la matriz cuyas columnas son los vectores e~ y E es ahora la u’
matriz identidad de orden n. Se deduce que O es semidefinida positiva de rango n y por té
tanto det(G) = 0. Por ser 2’ compacto, la figura verticilar de cada uno de sus vértices té
u
es un (n — l)-símplex esférico; por tanto todos los menores principales son positivos,
Si consideramos O como la matriz de un endomorfismo y de R’~+í, entonces el u’
nucleo de g tiene dimensión 1. Sea (/3o,... , /3,,) un generador de ker(g). Si para algún z, té
= 0, el menor principal de O que resulta de quitar la fila y columna i-ésimas tendría té
tédeterminante igual a 0. Esto es imposible porque todos los menores principales son
u’
positivos; por tanto !3o # 0,... ,/3,, # 0. El vector /3oeo +... + f3,,e,, es ortogonal a todos u’




(gij son las entradas de la matriz O). Por tanto /3oeo +... + /3,,e,, = O. Expresamos uno té
de los e~ como combinación lineal de los demás o = ~fr(—el) + . .. + ~}—e,,). Como té
u’
2’ es un símplex compacto, por la Observación al comienzo de esta seccion se tiene que
/3í/¡3o >0,... ,/3,,//3o >0, es decir, /3o,/3í, . ..,/3,, tienen el mismo signo. u’
Sea C = (c~
1) la matriz de los adjuntos de O. Por ser det(G) = 0, se tiene que té














Como O es simétrica, también O es simétrica, y entonces es ao/3~ = a~/3o, es decir,
= (ao//3o)/3~, para todo i = 1,... ,n. Llamando a = ao//3o, podemos escribir
¡o/3o/3o a/3i/3o ... a/3,,/3o
0/30/31 0/31/31 ... a/3,,/3~y . . . )
a/3o/3,, 0/31/3,, ... a/3,,/3»
es decir, O es un múltiplo de una matriz totalmente positiva. Las entradas de la diagonal
de O son determinantes de menores principales de O, por tanto son positivas. Se deduce
que a > O y entonces O es totalmente positiva.
~=)Las condiciones (1) y (2) implican que la matriz O tiene rango n y es semidefi-
nida positiva; por tanto existe una base e0, . . . , 4 E R~~±ítal qué O = E~E’E
1, donde
E’ es la matriz cuyas columnas son los vectores e~, . . . , e,, y E’ es diagonal con todas las
entradas de la diagonal iguales a 1 menos la última que es nula. Sea e~ E R~ el vector
de coordenadas las n primeras coordenadas de e~ y E la matriz cuyas columnas son los
vectores e~. Se tiene entonces que O = E’FE, con E la matriz identidad. & es por
tanto la matriz de Gram del poliedro 2’ = flL
0 H, donde H~ son hiperpíanos de E
72
ortogonales a e~, elegidos de forma que su interseccion sea vacía y que la intersección de
los semiespacios no lo sea (basta trasladar uno de los hiperpíanos).
Como tenemos n + 1 vectores en W’, existe una relación lineal /30 eo 4 /3iei +... +
/3»e,, = 0, única salvo multiplicación por constante. Por la Observación al comienzo de
esta sección, para ver que 2’ es compacto hay que ver que todos los /3~ tienen el mismo
signo.
Multiplicando escalarmente el vector /3o Co + /3í e
1 +... + /3,,e» por e~, obtenemos que
O (:) = es decir, (/3o,. . .,/3,.) E ker(g), siendo g el endomorfismo de R~~’
de matriz O. Como antes, por ser los menores principales de orden n de O definidos
positivos, resulta que /3o # 0,...,/3,, ~ 0. Por otra parte, si O es la matriz de adjuntos








Por ser simétrica, C es de la forma (igual que en la otra implicación):
¡ 0/30/30 0/31/30 ... a/3,,/3o té
a/3o/3~ 0/31/31 ... a/3,,/3~ 1 té
0=1 . . . ¡ =a(/3~/3,) té
e
ab0 /3» 0/31/3» ... a/3»/3»/ té
u’
La entrada a/3d es positiva por ser el determinante de un menor principal, y se tiene u’
que a > 0. Además, por la condición (3) de las hipótesis, todas las entradas de O son té




Supongamos dada una matriz de Gram O. La unicidad (salvo isometría) del símplex té
que realiza esta matriz, se obtiene directamente del Lema 1.1.1 en los caso esférico e té
u’
hiperbólico. En el caso euclídeo, por este lema, están determinados los vectores ortogo-




Nota. Las condiciones (1), (2) del teorema en los casos hiperbólico y euclídeo, implican u
que la matriz de adjuntos de O tiene todas las entradas no nulas. En efecto, en el u’
caso hiperbólico, las condiciones (1), (2) permiten construir las matrices K, totalmente u’
negativa (por tanto con ninguna entrada nula) y L diagonal con los elementos de la té
diagonal no nulos. Teníamos la relación K = L0
1L. Entonces c~
1 = det(O)Á1Á1k~~ # O té
u’
(k1~ es la entrada i,j de 1V). En el caso euclídeo, a partir de las condiciones (1) y (2)
encontramos el vector ....... , /3»), con todas las entradas no nulas; la matriz de adjuntos
es O = a(/3~/3~) y la condición (2) implica que a ~ 0. por tanto la matriz de adjuntos u’
tiene todas las entradas no nulas. té
Nota. La demostración que hemos dado para el caso hiperbólico motiva la demostración u’
u’
del Teorema 3.4.1. La matriz L que aparece aquí, se cambiará para politopos arbitrarios u’
por la matriz de incidencias. u’
Definición. Sea 1 un n-símplex abstracto. Denotamos por X a uno de los tres espacios té
u’H
72, E”, S”. Sea Áx(T) el conjunto de puntos (aol,... ,a,,..a,,) E
11(t) tales que
existe un n-símplex compacto T G X con ángulos 001,... , a»—~»; llamamos a este
conjunto espacio de ángulos del sz’mplez 1 en el espacio X. u’
Nota. A veces es más conveniente o sencillo considerar el espacio de cosenos de ángulos té
diédricos en vez del propio espacio de ángulos, por ejemplo para caracterizar este espacio u’









• El Teorema 2.1.1 determina las inecuaciones del conjunto .Ax(T), que son poli-
• nomios en las variables 91j = — cos(o~~). Se puede ver que .AxQT) es conexo. La
primera de las notas anteriores tiene la siguiente consecuencia: en cada uno de los casos
euclideo o hiperbólico, .Álx(I) es una componente conexa de la región determinada por
• las condiciones (1) y (2). Es decir, la condición (3) interviene sólo para determinar una
• componente conexa entre (quizás) varias. En efecto, si repasamos la parte recíproca de
• la demostración del teorema en el caso hiperbólico, vemos que a partir de las condiciones
• (1) y (2) se obtiene la relación 0—1 = L1KL1, donde K es una matriz totalmente
negativa y L es diagonal con las entradas de la diagonal no nulas, con lo que 0—1 tiene
• todas las entradas no nulas. Por tanto, un punto de la región determinada por las
• condiciones (1) y (2) no puede anular ningún adjunto de O.
Análogamente, en el caso euclídeo, a partir de las condiciones (1) y (2) se tiene
• para la matriz O de adjuntos la relación O = a(/3~/3~), con a > O y /3~ # O para todo i,
• con lo que todos los adjuntos de O son no nulos.
• Es también consecuencia inmediata del teorema que los simplices euclídeos están
en el borde de los símplices hiperbólicos y de los símplices esféricos, es decir,
e
4E~(I) c OAHn(T) 12 OAsn (1).
e
e
• Ejemplo. Triángulos (caso n = 2)
• Aplicamos el teorema al caso de triángulos; por cálculo directo y utilizando las relaciones
• trigonométricas, podemos calcular el determinante de la matriz
• ( 1 —cosA —cosll’\
• 0= —cosA 1 —cosO
• k —cosB —cosC 1
• Si (A,B,O) E [0, ir]3, se tiene:
• • det(0) > O si y sólo si (A, B, O) es un punto del interior del tetraedro 2’o G R3 de
• vértices (ir, 0,0), (0, ir, 0), (0,0, ir) y (ir, ir, ir,);
• e det(O) = O si y sólo si (A, B, O) está en el borde de 2’~ y
• • det(G) <O en otro caso.
• Utilizando este cálculo en el teorema 2.1.1, obtenemos la caracterización de los
triángulos esféricos, euclídeos o hiperbólicos:










(II) Existe un triÁngulo compacto hiperbólico con ángulos A. B. O si y sólo si .4 + B +
Ca
(1’II) Existe un triángulo compacto euclídeo con ángulos A. II. O si y sólo si A+B+O =
II. E
2.2 Espacio de ángulos de tetraedros compactos hiperbólicos
Vamos a estudiar ahora el espacio de ángulos de los tetraedros compactos hiperbólicos,
AH3(T) = A. El Teorema 2.1.1 da las ecuaciones de este espacio. Veremos que este
espacio está contenido en el interior de un símplex de R6 y el borde contiene algunas de
las caras de este símplex. También veremos como varia un tetraedro cuando variamos
uno de sus ángulos diédricos.
En
vértices
todo lo que sigue. aunque no se diga explícitamente, la notación para las caras,





mente en el interior
• El espacio de ángulos
del simplex $ de Rt de
$ =(0,0.0,ir,w,w)
32 = (0, ir. ir, 0, 0, ir)
33 = (v’r.0.r.0.ir,0)
54 = (w. ir. 0, ir. 0.0)
de tetraedros, A, está contenido estricta-
vértices
= (ir, 0,0,0,0, ir)






























































Además, todos los vértices están en el borde de A.
Demostración:
Los vértices S~ $ se corresponden con las distintas formas de proyectar un
tetraedro (con las caras numeradas) en el plano. Hay dos grupos de vértices distintos:
5;. $. 53. S4 por un lado, y 5.~. 56. 57 por otro: los 4 primeros corresponden a proyec-
ciones en las que uno de los vértices, y por tanto las tres aristas que inciden en él,
cae en el interior de la cara opuesta (ver Figura 2.2): los 3 restantes corresponden a
proyecciones sobre dos caras adyacentes, con lo que un par de aristas opuestas queda




El comentario anterior da idea de que los siete vértices están en el borde, es de-
ca. son limite de los ángulos diédricos de alguna sucesión de tetraedros compactos
hiperbólicos. Veárnoslo para un punto de cada uno de los dos grupos de vértices. Par-
timos de un tetraedro compacto cualquiera 2’ c H
3, con la notación de la Figura 2.1;
consideramos el segmento que une el vértice V
4 con un punto del interior de la cara
opuesta. 04. y consideramos los tetraedros que tienen la cara 04 común y cuyo cuarto
vertice se mueve en el segmento anterior desde 14 hasta 04. El límite de los ángulos
de estos tetraedros es el punto S4 = (ir, ir, 0, ir. 0,0). El plano que contiene a la cara 04
queda dividido en 7 regiones por las rectas que contienen a las aristas de esta cara (ver
Figura 2.2). Si consideramos ahora el segmento que une el vértice V4 con un punto del
interior de la región R2 y consideramos los tetraedros que tienen la cara 04 común y
cuyo cuarto vértice se mueve en este segmento desde 14 hasta R2, entonces el límite de
los ángulos de estos tetraedros es el punto S5 = (w,0,0,0,0, ir). De la misma forma se











Corno S~ 5~. son siete puntos de 116 en posición general. determinan un símplex té







El espacio de ángulos A verifica las 4 primeras condiciones (porque las figuras verticilares té
son triángulos esféricos), u
té
Por otra parte. si T es un tetraedro compacto hiperbólico, las figuras verticilares u’
de los vértices l’~ y l~ tienen el ángulo E en común. por lo que podemos dibujar estos u’
dos triángulos sobre un bigono esférico de ángulo E (Figura 2.4). Los ángulos planos u
y 6~ son ángulos del triángulo compacto hiperbólico ¼1%11:por tanto % +6~ < ~. té
y análogamente 6c + 6~- < z. De aquí deducimos que los dos triángulos no cubren el u’té
bigono.ycomparandolasáreasset.ieneque2ff>F+B+O—w+D+E+F—zr,es u’
decir, B+C+D+E<2w. Delarnismaformasepruebaque~4+D+F+O<2iry u’














Finalmente, para ver que el contenido es estricto, basta comprobar, por ejemplo, u’
el casoenque A=13 =0= D =E= F. Vemosqueporunaparte(A,...,A)estáen
el interior de $ su .4 E (<3. w/2): por otra parte. se deduce del Teorema 2.1.1 aplicado u’
a tetraedros que (A 4) está en A su A E (ir/3.arccos(1/3)). O té
u’
Nota. En la demostración anterior hemos probado que un tetraedro compacto hiper- u’
bólico. con la notación de la Figura 2.1. verifica B + O + D + E < 2w. Observamos u’
además que si B + C + D + E tiende a 2w entonces E +D x~ O+ E tienden a ir; aplicando u’
el mismo razonamiento a las figuras verticilares de los vértices l’3 y V
4, tenemos que sí té
E + O + D + E tiende a 2w entonces E + O y D + E tienden a ir. Como consecuencia té
u’










e• De la proposición anterior se deduce trivialmente el siguiente
• Corolario 2.2.2. El espacio de ángulos diédricos del tetraedro, .4(1). no es convexo.
• w
• Vamos a ver ahora cuáles de las caras del sírnplex $ están contenidas en el borde
• del espacio de ángulos A. Recordemos que las caras de un símplex vienen dadas por
cualquier subconjunto del conjunto de vértices del símple~i Así, un símplex de dimension
6 tiene 7 vértices. 21 aristas. 35 triángulos. 35 tetraedros, 21 símplices de dimensión 4 y 7
• símplices de dimensión 5, Hemos denotado por Sí Ss’ a los vértices de 8; denotamos
• por [lo . . . i~.j a la cara de dimensión k de 8 dada por los vértices ~¿0,•~• Si,,.




















Lema 2.2.3. Sea 2’ c H3 un tetraedro con ángulos (A, B, O, D, E, E) y los vértices 1<2, té
1<3 yV,~ en el infinito. Entonces se verificaA<F, B<E, O<D, F—A=E—B= u’
u’
D — O. Recíprocamente, si A + B + D = ir, para todo O E (0, D) existe un tetraedro con
1<2,1<3,1<4 en el infinito y ángulos (A,B,O,D.E,F) =(A,B,D—6,D,B+9,A+O). u’
u’
Demostracton: u’
u’Comparamos el tetraedro T (de caras Ci,. . . , 04) con el único tetraedro ideal 2”
(de caras 0,.. .,0) de ángulos (A,B,D,D,B,A), que existe porque A+B+D = ir.
La Figura 2.5 muestra estos dos tetraedros en el modelo del semiespacio de Poincaré u’
así como la intersección de sus caras con OH3 en este modelo. Los vértices 1<1’, Vj, V~’ té
de 2” están en OH3; la circunferencia ci = O,~ 12 OH3 pasa por estos tres puntos, y la té
circunferencia c
4 = 0412 OH
3 pasa por 1<3’ = 1<2, V~’ = 1<3 y contiene a Ej en su interior, téuSegúnestoesclaroqueF=A+9,E=B+OyO=D—6,donde9eselánguloentre u’
las circunferencias c
4 y ci. u
Para el recíproco vale la misma figura: dados A, B, D con A + B + D = ir, existe té
un tetraedro ideal T’ con estos ángulos, y en OH
3 (del modelo del semiespacio) tenemos u’té
los vértices Vi’, 1<2’, V’
3’ y la circunferencia c~ = 012 OH
3. Para todo O E (0,D), existe u’
una circunferencia c
4 que pasa por V¿, 1<] y que contiene a V~’ en su interior y que forma u
ángulo O con c~. El tetraedro 2’ que buscamos es el de caras C, C~, 0 y el plano 04 té
sobre la circunferencia e4. O té
u’
Observación. Es inmediato que los ángulos de tetraedros hiperbólicos con 1, 2, 3 ó 4 u’
vértices en el infinito están en el borde del espacio de ángulos A. En efecto, dado un u’
tetraedro con algún vértice en el infinito, existe una sucesión de tetraedros compactos té
que lo aproximan (pensar por ejemplo en el modelo proyectivo y considerar sucesiones té
de tetraedros compactos cuyos vértices tiendan a los vértices del tetraedro dado); los u’
u’ángulos diédricos de los tetraedros de esta sucesión tienden a los ángulos diédricos del u’
tetraedro inicial. u’
té
Proposición 2.2.4. (Células deS que están en el borde de A) El borde de la variedad u
de ángulos del tetraedro, 0.4, contiene exactamente: té
u
• todos los vértices y aristas de 8; u’
• todas las células de dimensión 2 salvo las células [123], [124], [134] y [234]; té
u’
• diez células de dimensión 3: [1567],[2567],[3567], [4567],correspondientes a tetrae-
dros con tres vértices en el infinito; y [1267], [3467], [1456], [2356], [1357], [2457], u’
correspondientes a límites de tetraedros en los que dos vértices se hacen iguales; té











• Ya hemos visto en la Proposición 2.2.1 que los vértices de 8 están en 5.4.
• La 3-célula [1267], de vértices Sí = (0,0,0, ir, ir, ir), 52 = (0, ir, ir, 0,0, ir), 56 =
• (0,ir,0,0,w,0), 5~ = (0,0,w,zr,O,0.), está contenida en el 3-plano A = 0, B + D =
• O+E = ir, y está definida por las desigualdades D+E+F =ir, D+E—F <ir
• D — E + E =ir y —D + E + E =ir. Notemos que estas desigualdades equivalen
• (ver Corolario 2.1.2) a que existe un triángulo esférico, posiblemente degenerado, con
• ángulos D, E, E. Dado un punto (A,... , F) E [12671, consideramos un tetraedro
• compacto hiperbólico 2’ con ángulos D, E, E y movemos el vértice 1<2 (ver Figura 2.1)
• a lo largo de la arista 03 12 04 hasta Vi. Con esto obtenemos que el punto (A,... , F)
• está en SA.
• De la misma forma obtenemos que las células [34671, [14561,[2356], [1357] y [24573
• están en OA.
• Puesto que SA es cerrado, todas las caras de estas células están en OÁ; en concreto,
todas las aristas y todas las células de dimensión 2 excepto [123], [1241, [134], [234], [125],
• [136], [1471,[2371, [246], [345], [567].
• A continuación vemos que las 3-células [1567], [2567], [3567] y [4567] corresponden
a los tetraedros que tienen tres vértices en el infinito, y por tanto están contenidas en
SA. En efecto, un punto de la 3-célula [1567]es de la forma
(A,B,O,D,E,F) = (>1iir,Á2w,>13ir,(>1a +A4)ir,(A2 +>14)ir,(>11 +¾)ir),
• con >1~ + >12 + >t3 + >t4 = 1, >1~ > 0. Entonces, utilizando el Lema 2.2.3, vemos que estos
• ángulos corresponden a un tetraedro con los vértices V2, 1<3, y 1<4 en el infinito (para
• aplicar el lema, hay que tomar O = >14 ir).
La célula [567] es la única 2-célula que es cara de alguna de las cuatro 3-células
• anteriores y no lo es de ninguna de las 6 primeras. Por tanto [567] G 0.4. Esta célula
• estádefinidaporA=F,B=E,O=D,A+B+D=ir,yA>0,B>O,D>0,por
• lo que se ve que corresponde a los tetraedros ideales.
• Queda por ver que las 2-células [125], [136], [147J, [237], [246] y [345] están con-
• tenidas en SA. (estas células no son caras de ninguna de las diez 3-células que hemos
• estudiado hasta ahora). Tomamos un punto de la 2-célula [125],
• (A,B, O,D,E,F) = (Asir, >11r, >11r, A2r, >127r,r),
• con A~ + >12 + >1~ = 1, >1~ > 0, y lo aproximamos por tetraedros con dos vértices en el
• infinito, de la siguiente manera: como A + B + D = ir, existe un triángulo euclídeo con
• 39
e
angulos A. B. E. que podemos dibujar en el borde de H3 del modelo del semiespacio de
Poincaré. Sobre este triángulo consideramos planos hiperbólicos 01, 02, 03 (ver Figura
0
6): consideramos en OH3 una circunferencia que pasa por Vi~ con tangente paralela a
E
3 12 OH
3. x’ sea 04 el plano hiperbólico sobre esta circunferencia. El tetraedro de caras
0~. Et. 03. 04 tiene dos vértices en el infinito: sus cinco primeros ángulos diédricos
son A. B. C.D. E. y si el radio de la circunferencia 04 12 OH3 tiende a infinito, el sexto
angulo. 0304. tiende a w.
Con esto se deduce que la célula [125]c
otras cinco células.
Figura 2.6
















































Probamos ahora que la 2-célula [234] ~ OA. Tomamos el baricentro de esta célula:
(2<3. 2w/3. 2w/3, w/3. w/3. w/3) E [123].































que tiene entradas positivas, por lo que no puede estar en 0.4.
prueba que las 2-células [124]. [134] y (234] no están contenidas














Consideramos la 3-célula [2367] y su baricentro,
(A, B, O, D, E, E) = (ir/4, ir/2, 3ir/4, s’r/4, ir/2, ir/4).
Observamos que B + 0+ D + E = 2ir y sin embargo C # D; por la nota anterior al
Corolario 2.2.2, este punto no puede estar en 0.4, y por tanto [2367]~0.4.
Las once células de dimensión 3 que quedan por estudiar se reducen, por simetría,
al caso anterior.
Con esto hemos terminado, pues toda célula de dimensión 4 ó 5 contiene alguna
célula de dimensión 2 ó 3 no contenida en 0.4. W
Observación Hemos visto en la demostración anterior que el punto de coordenadas
(A, B, O, D, E, E) = (ir/’1, ir/2, 3w/4, ir/4, <2, w/4) E [2367] no está en 0.4. Sin em-
bargo, su matriz de Gram
1 —4/2 0 4/2
-4/2 1 -4/2 0
-4/2 1 -4/2
4/2 0 —4/2 1 1
tiene rango 2, por lo que este punto anula todos los menores de O de orden mayor que
2, que por otra parte son los que aparecen en las desigualdades que definen el conjunto
.4.
Observación Ninguna célula de dimensión 5 está contenida en 0.4. Sin embargo, 0.4
contiene abiertos de las caras [123567], [124567], [134567] y [234567], correspondientes
a los tetraedros con un vértice en el infinito.
Comparación de tetraedros
Dado un tetraedro compacto hiperbólico, variamos un ángulo diédrico A mante-
niendo fijos los demás y estudiamos cómo varía el tetraedro (Proposición 2.2.8). Obte-
nemos una familia uniparamétrica de tetraedros que estan, salvo isometría, unos con-
tenidos en otros; si el ángulo A crece, el tetraedro se hace más pequeño, todas sus aristas
y el volumen decrecen. El hecho de que el volumen decrezca se deduce por otra parte, de
forma inmediata, de la fórmula de Schláfii ([Vil], [Mi2]). Vemos también que el ángulo
A varía de forma monótona: en un sentido, cuando A decrece, el tetraedro tiende a un
tetraedro con uno o dos vértices en el infinito, y en el otro sentido, cuando A crece, el







Damos primero dos lemas técnicos que se utilizan en la Proposición 2.2.8. El Lema u’
u
2.2.5 estudia cómo varía el ángulo diédrico (o la distancia) entre dos planos de H3 u’
cuando uno de ellos se traslada a lo largo de una recta que lo corta (este lema es una
generalización de un lema para triángulos hiperbólicos en [HR]). El Lema 2.2.7 compara té
las longitudes de dos segmentos comprendidosentre dos rectas hiperbólicas que se cortan té
en un punto finito o infinito. té
té
Consideramos en Ud los siguientes elementos: u’
• una recta r: u’
té
• un hiperpiano E que corta a u en un punto Q (finito): sea E uno de los dos u’
semíespacios determinados por E: u’
• otro hiperpiano E’ tal que no contiene al punto Q: sea E’ el semispacio determi-
nado por E’ que contiene al punto Q. té
u’
Sean u y u’ los vectores normales exteriores (unitarios) a los semiespacios E y E’. u’
Dado t E R. sea Yt la traslación hiperbólica a lo largo de la recta r.de módulo ¡t¡ y té
sentido dado por la condición de que ;,(Efl c E, para t > 0. Sea E7 := ~
1(E) y u’
u’
ut la normal exterior de E¿. Consideramos la función h : R —. R definida como h(t) =
vi. u’) (donde f es. como siempre. el producto escalar de Hd); h(t) estudia cómo varía
el ángulo o la distancia entre los hiperpíanos E~ y E’. Estudiamos el comportamiento u’































Lema 2.2.5. En las condiciones anteriores, se tiene Caso 1. Si E’ 12 y = Q’ y el
segmento QQ’ no está contenido en E 12 E’—, entonces h es convexa, con un mínimo
global que se alcanza cuando yt(E) corta a r en el punto Q’, y tiende a +~ cuando t
tiende a ±~;Caso 2. Si E’ 12 r = 0, entonces it crece estrictamente desde —~ hasta
+cc; Caso 3. Si E’ 12 r Q’ y el segmento QQ’ está contenido en E— 12 E’—, entonces
it es cóncava, con un máximo global que se alcanza cuando 94E) corta a r en el punto
y tiende a —~ cuando t tiende a
Demos tractou:
Trabajamos en el modelo del hiperboloide del espacio hiperbólico. Componiendo
con una isometria hiperbólica, podemos suponer que (ver Figura 2.7(b)):
(i) la recta r es la recta determinada por el plano vectorial z1 = ... = IV...i = 0;
llamamos R1 := (0,... , 0, —1,1) y .t?2 := (0,... ,0,1,1) a los puntos del infinito de
esta recta;
(u) R2 E E7
(iii) O := (O,... ,O,1) E E 12 E’ (podemos suponer esto porque En E’ flr = 0).
La hipótesis (iii) equivale a que f(O,v) < O y f(C,v’) < O; si y = (vi,... ,vd±í)y
= (vi,... ~~1+1)~se tiene entonces que
Vd+1>O y v~~1>O (1)
La hipótesis (u) equivale a que f(v,R2) < 0. Además, como E 12r ~ 0, se tiene que
« E, es decir, f(v,Rí) > 0. Todo esto equivale a que
Vd—Vd+1<O y vd+vd+1<O (2)
Por la elección de la recta r, según (i), la traslación ~ tiene como expresíon ma-






= pj(v) = (v1... . , ~¿..1 , ~ cosht +







h(t) = f(¼.u’) = uí t4 +... +Ud—i ½ +( UdUd~Ud±tt’d+í) cosh t+(t’d±í ½—t’d½+í) senht té
té
Lafunción it es. pues. delaformah(t) = acosht+bsenht+c. cona.b,c E R. Analizando u’
estas funciones se tiene que: té
• si ¡aj > lbj. la función tiene un extremo local en t = arctgh(—b/a); además, si b > O u’
té
y a > it. entonces it es convexa (y el extremo es un mínimo local) y si b > O y u’
a cz —it. entonces it es cóncava: u’
• si I~I < ¡ti. la función tiene un punto de inflexión en t = arctgh(—a/b); si it > 0. té
entonces it es creciente. téu
La Figura 2.8 muestra el aspecto de la función it cuando it > O (si Ial = b¡, la función u’















En nuestro caso, los coeficientes son a = UdUd — ud+1 u’~
1.1 ~ it = Ud+í U~ — Udtd+í. u’
La hipótesis Q E E’ implica que it > 0. En efecto, como Q E r. se tiene que u’
Q = (0 0. q~. qd+i). y como Q E E. se tiene que qdud — qdl.1 Vd+i = 0; finalmente, té
imponiendo la condición de que Q E W (es decir. la norma de Q es negativa y su última u’
u’coordenada positiva), se tiene que
Q=(0,.... o, Ud+i —Ud u’
2 2 2 2 té
Ud — Vd+I Ud Ud+t u’
2 té
(observemos que Ud < O por (1) y (2), y
td — u~ >0 por (2)). Por tanto, f(v’,Q) <0 u’
equivale a que td+l ½— tdVd+i > 0, es decir. it > 0. u’
Para probar el lema debemos ver que: té
u’
• en el Caso 1 se verifica a> it. es decir a— it >0; u’
• enelCaso2severificalal<IbI,esdecir,0+b>0ya—b<O








Figura 2.8: it(t) = acosht + bsenht
• Calculamos a + it y a — it, se tiene
• a + it = (v~ — i4~i)(vd + vd+i)
a— it = (v~ + t4+í)(vd — Vd+i)
En el Caso 1 E’ corta a r en un punto finito; utilizando (iii) se tiene que R1 « E’,
• lo que equivale a que f(R1 , ti) > 0, y por tanto, z4 + u%~1 < 0. Por otra parte, por (2),
• también se tiene que Ud — Vd+1 < 0. Tenemos por tanto en este caso a — it > 0.
De forma análoga, en el Caso 3 se tiene que R2 ~ E’, lo que equivale a que
• f(R2,v’) > 0, y por tanto, v~ — > 0. Por (2), se tiene además que Ud + vd+1 < 0.
• Por tanto, en este caso es a + it < 0.
Ahora, en el Caso 2, puesto que E’ 12 y = 0, y Q E E’, se tiene también que
R1, R2 E E. Estas condiciones nos dicen que v~ + v~<1 > 0, yv~—v1~1 < 0.
Entonces el primer factor de a + it (en la expresión calculada arriba) es negativo, y el
• segundo es negativo por (2); por tanto se tiene que a + it > 0. Por otra parte, para
• a — it, se tiene que el primer factor es positivo y el segundo es negativo por (2), con lo
• quea—it<0.
• Finalmente, para los Casos 1 y 3, vamos a ver que si Qt := ?t(Q) coincide con
• entonces it tiene en t un extremo local, es decir, t = arctgh(—b/a). Calculamos Qt y






2 — U’2 U’2 —
d d+1 d Ud±i
• donde E = 1 si v~ > 0, es decir, en el Caso 3 (porque hemos visto que en este caso
• v
1 —i4~<1 >0, y v~1 >0 por (1)), y ¿ = —1 si v~ <0, es decir, en el Caso 1 (en el que
•
• Por ser Qt = Q’, t es solución del sistema
• { (—vd+í cosht — vdsenht) Ud2 — = Et4J+~ v~ —
(—vc¡±ísenht — vdcosht) v7 — v7~.
1 = EVJ —
e
• Manipulando el sistema 8 se obtiene el siguiente sistema equivalente
• 1 (~~—~~*1) v7—v’
2 senht=c v2—v2 (y’ ~d±í —
• ~‘. d±1 d d±id V’Vd)




Dividiendo la primera ecuación de 8” por la segunda, se tiene
senht _ Q~Ud+l — U~+iVd
cosh t u~ Ud — t’d±1
it
a
de donde se deduce que t = arctgh(—b/a).
Como consecuencia inmediata del Lema 2.2.5. se tiene el siguiente lema, que será
util para comparar poliedros con algunos ángulos diédricos iguales. Denotamos por ¿(e)
la longitud de un segmento e.
Lema 2.2.6. Sea P un poliedro, e una arista. E’ una cara que corta a e en un único
vértice 1” x’ O’ una cara adyacente a O que no contiene al vértice 1< (ver Figura 2.9).
Dado t ~ (0.1(e)). sea y, la traslación de módulo t a lo largo de e. en el sentido que va
desde V hasta el otro vértice de e. Entonces, si t crece el ángulo (‘y,(O). C’) crece.
Demostración:
Aplicamos el Lema 2.2.5. tomando como r la recta que contiene a la arista e, E el
plano que contiene a la cara O. y E’ el plano que contiene a la cara O’. y los semiespacios
y E’ que contienen al poliedro. Por las hipótesis, el vértice 1< está en E’. Se
comprueba sin dificultad que en los tres casos del Lema 2.2.5. la función it es creciente
en el intervalo (0./(e)). por lo que se concluye el resultado. O
‘1
Figura 2.9
Lema 2.2.7. Sean r .ssemirrectas en H2 que forman un ángulo con vértice O finito o
infinito. Sean m




























































distintos todos de O (ver Figura 2.10(a)). Sean m• 31. .42. B2. 1 2 los semiplanos
• determinados por m1. m2 que contienen el punto O. Si mf c ml. entonces l(A1B1) <
• l(A.2B2).
• Demostración:
Utilizamos la formula proyectiva para calcular distancias en el plano híperbolico,e
• que utiliza razones dobles (expresión (1.1.4)). Si U1. V~, UY V~. son los puntos del




• 1(A2B2) = d(A2 B2) = —log([U>V.B2.A2])
• Puesto que la función logaritmo es creciente, se tiene quee
• 1(A1B1) < «.4~, B2) si y sólo si [U1.V~. B~, A1] < [U2.~‘2, B2,A2]
Para ver la segunda desigualdad. proyectamos los puntos U2, 1<2, A2, 32 desde O sobre
• m1. Obtenemos los puntos (2.1<4. .-¼= A1. ff, = B~ (ver Figura 2.10(6)). Por ser m1,
• ni2 ultraparalelas y O un punto finito o infinito, el punto U~ está comprendido entre Uí
• y A1. y 1/7 está comprendido entre B~ y Ví.
Pensando en la razón doble [U.1<. 3, A] corno la coordenada afín del punto A en el
• sistema de referencia U = ~, 1< = 0. 3 = 1, tenemos las siguientes desigualdades
[U1,1ú.Bí,A1] < ft~,Vi.Bí,AíJ < (U~,V7,B1,Aí] = [U2,1<3,B2,A2J,



















Utilizaremos la notación (T. e. tu). donde T es un tetraedro (compacto hiperbólico).
e es una arista de T y u’ = (9í son ángulos diédricos en las aristas distintas u’
de e. Cuando comparemos dos tetraedros. (T. e. u). (2”, e’, w) querrá decir: existe un u’
isomorfismo simplicial entre T y T’ tal que las aristas e. e’ se corresponden mediante té
este isomorfismo, y las aristas correspondientes distintas de e. e’ tienen el mismo ángulo té














téProposición 2.2.8. (Comparación de tetraedros compactos hiperbólicos) Sean (2’. e, tu)
y (2”. e’. tu) dos tetraedros compactos hiperbólicos con todos los ángulos diédricos iguales u’
salvo en e. e’ y supongamos é < é’ (~ es el ángulo diédrico en una arista a). Entonces: u’
u’(i) Existe una traslación ; a lo largo de la arista e1 opuesta a la arista e (ver Figura
2.11) tal que el tetraedro limitado por ~(Cí). 02. 03, 04 es isométrico a 2”.
(u) 2” c T. salvo isometría. u’
(iii) Todas las aristas de T’ son menores que las correspondientes de 2’. u’
u’
Demostración: té
u’(i> Como las figuras verticilares de 1<1, V~’ son iguales, podemos suponer que los u
angulos sólidos en 14 y 1/7 coinciden (ángulo sólido: caras de un poliedro que inciden en u’
un vértice y la región que acotan). Como las figuras verticilares de 1<2, 1<3’ son iguales, té
se puede trasladar la cara C~ a lo largo de la arista e1, mediante una traslación ~ hasta u’
téhacerla coincidir con la cara 01 (esto se puede hacer porque los ángulos diédricos 01,03
y 01.04 no varían con la traslación ~ u
(u) El plano que contiene a la cara C~ corta a la arista e1 por lo que se transforma té
en un plano ultraparalelo al trasladarlo a lo largo de esta arista. Así, las caras 01 y C u’
u’
no se cortan y uno de los tetraedros está contenido en el otro. Si 2’ c 2”, el Lema 2.2.6 u











• en contra de la hipótesis. Por tanto. 2” c 2’.
(iii) De lo anterior es claro que 1(V1’V2’) < ¿(Ví1&). 1(1<914) < ¿(1414) y «Vi’V~) <
1(V11•ij. Las rectas que contienen a los segmentos 1<21<3 y V~’V~’ son ultraparalelas, por
• estar contenidas en planos ultraparalelos; entonces el Lema 2.2.7 implica que «V2’VS’) <
• 1(1<, Iífl. De la misma forma se comparan las restantes aristas. U
• Corolario 2.2.9. Sean (T.e.w). (T’.e’.w) tetraedros con ¿ < ¿‘ y sea a E (¿,é’);
• entonces existe un tetraedro (T”. e”. tu) tal que e” = a.
• Demostración:
Por la Proposición ‘ ‘>•5~ sabemos que 2” c 2’. Construimos 2”’ de la siguiente
• manera: para t > 0. consideramos la traslación Vt a lo largo de la arista e
1, de módulo
• y en sentido que va de 1<2 a 14 (ver Figura 2.11). Por el Lema 2.2.5, el ángulo vt(Oí), 03
• crece continuamente desde ¿ hasta ¿‘. cuando ¿t(Oí) = C. Por tanto existe un to tal
•
que vtúlOi ). 03 = a. El tetraedro T” es el determinado por las caras Cf’ =
02. 03 y 04. y se verifica 2” C 2”’ C 2’.
• o
Observación. Si pensamos en la forma geométrica de la variedad de angulos A(T),
el corolario anterior significa que la intersección de este conjunto con rectas paralelas a
• ejes coordenados es conexa (por tanto un intervalo abierto).
• De la Proposición 2.2.8 se deduce también el siguiente corolario
• Corolario 2.2.10. (Intervalo de variación de un ángulo) Dado un tetraedro compacto
hiperbólico, con la notación de la Figura 2.1, el ángulo A varía desde el máx{ir — E —
• D. r — O — E }. valor para el que el tetraedro tendría uno o dos vértices en el infinito, y el
• valor A0 para el que el tetraedro sería euclídeo. Este valor se puede calcular utilizando













2.3 Coordenadas para símplices té
u
u’
Vamos a estudiar distintos tipos de coordenadas que parametrizan el espacio de símplices u
compactos en los espacios esférico, euclídeo e hiperbólico. Definimos sistemas de coor- té
denadas mediante aplicaciones inyectivas de estos espacios en ciertos subconjuntos de u’
R~. Definido un sistema de coordenadas, llamaremos espacio de coordenadas a la ima-
u’gen de esta aplicación. Ya hemos visto que los ángulos diédricos forman un sistema u’
de coordenadas para los símplices. Para los símplices esféricos e hiperbólicos, vamos a u’
ver que las longitudes de las aristas forman también un sistema de coordenadas; obten- u
dremos un resultado dual al Teorema 2.1.1. Daremos luego unas coordenadas mixtas, té
para las cuales el espacio de estos símplices es un conjunto muy sencillo, simplemente un u’
uproducto de intervalos; con esto vemos de una vez que el espacio de símplices compactos u
en cada dimensión y en cada geometría es homeomorfo a una bola abierta. De hecho, u
por el Teorema de Steinitz, se sabe que para cualquier poliedro su espacio de realiza- u’
ciones es una bola abierta (ver [Zi]. El “espacio de realizaciones” de un poliedro en [Zi] té
es el conjunto de poliedros salvo afinidades, mientras que nosotros estamos pensando té
u
siempre en el conjunto de poliedros salvo isometrías; luego estos dos espacios no son
u’
homeomorfos, pero se puede demostrar que son del mismo tipo de homotopía).
Natación. Recordamos que siempre estamos consideraremos los símplices con las caras té
numeradas. Dada una numeración de las caras de un símplex, 00,... , O,,, denotamos u’
upor 14 al vértice opuesto a la cara 0~. Un subconjunto de k + 1 vértices, ..... V~,
determina una cara de dimensión k, que denotamos por EÍO...ík. Esta cara está también u’
determinada como la intersección de las rz — k caras (de codimensión 1) 0~k+I’ O.,,~ u’
por lo que podemos, alternativamente, denotaría como 0~k+1 ~ donde {ik+í . . .i,,} = u’
{ 0,..., n}\{io,. . . , ik}. Denotamos por 2’, a la figura verticilar del vértice V~, es decir, u’
el símplex esférico de dimensión u — 1 que resulta de intersecar una pequeña esfera uu
centrada en el vértice Vj con 2’, y reescalando esta esfera de modo que su radio sea 1. u’
Denotamos por 14(2’~) (o simplemente Vp haciendo abuso de notación) al vértice de 2’,
determinado por la arista E
11 de 2’. u’
Utilizamos la siguiente notación para los espacios de simplices: u’u
• S~, para el espacio de símplices esféricos de dimensión n, con las caras numeradas, u
salvo isometría esférica (que preserve las orientaciones). té
té
• 8~, para el espacio de símplices compactos hiperbólicos de dimensión n, con las u
caras numeradas, salvo isometría hiperbólica; u’
• S~, para el espacio de símplices euclídeos de dimensión n, con las caras numeradas, té









Longitudes de aristas como coordenadas
Si cada dos caras de codímension 1 de un símplex son adyacentes, y por tanto
determinan un ángulo diédrico, también se verifica que cada dos vértices de un símplex
están unidos por una arista; vamos a ver que las longitudes de las aristas también son
un sistema de coordenadas para los símplices (salvo isometria). Lo vemos de forma
analoga a como lo hicimos para los ángulos diédricos, utilizando la matriz de productos
escalares de los vértices del símplex.
Definición. Sea 2’ un símplex esférico o un símplex compacto hiperbólico, de vértices
Vo,... ,V,,. Llamamos matriz de longitudes de 2’ a la matriz de productos escalares de
sus vértices, es decir, K(T) := (f(Vj, Y¡))ti=o ,,. Denotamos por 1~ a la longitud de
la arista E11 de 2’. Entonces, si 2’ es esférico, f(Vi, Vj) = cos(111), y si 2’ es hiperbólico,
1(14,1<) = — cosh(111). Es decir, la matriz K(T) está determinada por las longitudes
de las aristas de 2’.
Caracterizamos la matriz de longitudes de símplices esféricos o hiperbólicos.
Proposición 2.3.1. SeaT un n-símplex (abstracto) de vértices Vo, . . . ,V,,. Asignamos
a la arista S~j un numero/u E (0, ir). Sea K = (k11) la matriz con = 1 y ku = cos(lq).
Entonces existe un simplex T c S” con longitudes de aristas ¿y si y sólo si K es definida
positiva. Además, el simplex 2’ es único salvo isometrías esféricas.
Demos trac ion:
Si existe un símplex 2’ c S~ con longitudes de aristas ¿y, entonces la matriz de
productos escalares de sus vértices es precisamente la matriz K, por tanto K es definida
positiva.
Recíprocamente, si K es definida positiva, existe una matriz 1< tal que VtFV = K
donde F es aquí la matriz identidad. Los vectores columna, V~, de 1< determinan un
símplex 2’ C S” cuyas longitudes son los lí.j. EJ
Proposición 2.3.2. Sea IT un n-símplex (abstracto) de vértices V0,... , 14,; asignamos
a la arista Lq un número real positivo ¡y. Sea K = (ko) la matriz con = —1 y
= — cosh(lq). Entonces existe un símplex compacto 2’ c H”, único salvo isomet ría,
con longitudes de aristas ¡y, (es decir, la matriz de longitudes de 2’ es K) si y sólo si
(1) det(K) < 0;







Demos ira czon: té
té
t’) Sea 2’ c H~ compacto con K(T) = K. Por definición de matriz de longitudes, u’
la matriz K(2’) es una matriz simétrica de signatura (n, 1). En particular, se tiene té
que det(K) < 0. Por otra parte, cada cara de 2’ de cualquier dimensión genera un té
subespacio de Ef en el que la restricción de f es indefinida y no degenerada, y cada u’
té
menor principal de K es la matriz de longitudes de una cara de 2’. Se deduce por tanto
que todos los menores principales son negativos. u
@) De (2), tomando cualquier sucesión de menores principales encajados, se deduce té
que la matriz K tiene signatura (n. 1). Por tanto existe una base Va... . , 1<,, de R~~±í té
utal que K es la expresión de la forma cuadrática f en esta base, es decir, 1< = VtFV,
donde 1< es la matriz cuyas columnas son los vectores Vj. Se tiene f(¾,¾)= —1,
luego los vectores Vi están en el hiperboloide f’(—1). Además f(¾,1<3) < 0, porque té
las entradas de K son negativas, luego los Vi están en la misma hoja del hiperboloide. té
Cambiándolos todos de signo si fuera preciso, tenemos que los vectores ¾determinan té
té
n + 1 puntos en H~ , que están en posición general porque detV # O (si fuera cero,
también lo sería detK). Por tanto determinan un símplex compacto 2’ G H~ cuyas u’
longitudes de aristas son los ljj dados. u’
E u’
u’
Aplicando las proposiciones anteriores al caso de triángulos, la única condición que u’
hay que poner es que el determinante de K sea negativo, en el caso hiperbólico, y u
positivo, en el caso esférico. Utilizando las relaciones trigonométricas (hiperbólicas o té
esféricas), esta condición se traduce en té
té
• Caso hiperbólico: las desigualdades triangulares, es decir, a+it—c > 0, a—it+c > 0, u’
—a + it + c>0, donde a, it, c son las longitudes de los lados. té
u’





En primer lugar tenemos el siguiente lema sencillo para triángulos esféricos: u
té
Lema 2.3.3. Las longitudes de dos lados y el ángulo comprendido entre ellos forman u
un sistema de coordenadas para los triángulos esféricos, euclídeos o hiperbólicos. El té













Si dos triángulos tienen dos lados iguales y el ángulo comprendido también igual, en-
tonces los triángulos son isométricos: por tanto la aplicación que asigna a cada triángulo
estos tres valores es invectiva. La segunda parte es igualmente clara. U
Definimos ahora un sistema de coordenadas para S~, donde X es uno de los tres
subíndices S. H ó E. Para ello definimos por inducción sobre la dimensión ti las apli-
caciones p,, (para simplificar, no aludimos a X en esta notación):
• Sin 2, definimosp2 :S~~(0.wV ó.siX=H.E.p2:S% (0, r) x (0, ~)2
como
p2( T) = (1<2.1(E20). «E~ )).
donde 1<2 es el ángulo de 2’ en el vértice 11 y l(E1~) es la longitud de la arista E,1.
• Sin >2. definimos p~, : (0.r)(t) ó. si A? = HE. p,, : S~ — (O, irÑ) x
(0.~Y’ como
p,,(T) = (pn~~4
Tn ). ¡(Eno) ¿(E,,,>-.i )),
donde recordamos que 2’,, es la figura verticilar del vértice 1<,,, es decir, un símplex
esférico de dimensión ti — 1.
Para la dimensión tres, las coordenadas anteriores son un ángulo diédrico, dos
angulos planos y tres longitudes (ver Figura 2.12).
“it ‘de
Figura 2.12
Se prueba fácilmente la siguiente proposición:
Proposición 2.3.4. La aplicación p,, define un sistema de coordenadas para el espacio
S~<: el espacio de coordenadas es (0,ir)(”t’). en el caso esférico y (0,ir)() x (O,~Y’,
para los casos hiperbólico y euclídeo.
Demostración:
Lo haremos por inducción sobre ti. El caso ti = 2 es el lema 2.3.3. Supongamos









la hipótesis de inducción, las figuras verticilares §1’,, y 2’,’, son isométricas. Por tanto té
podemos mover 2” mediante una isometria del espacio correspondiente hasta hacer té
coincidir el vértice 1<,,, de 2’, y las caras que inciden en él, con el vértice VÁ, de 2”. u’u
Ahora, por la igualdad de las n longitudes de las aristas que inciden en 1<,,, se tiene que u
los símplices T y 7 son iguales. Se tiene por tanto que p,, es inyectiva. u’
Veamos ahora que el espacio de coordenadas mixtas para simplices esféricos es u’
1 u’
cori m = (nt). Ya hemos visto en el Lema 2.3.3 que el espacio de estas coor-
denadas para triángulos esféricos es (0,w)3. Sea (xi,... ,zm) E (0, wfl; por inducción, u’
podemos suponer que existe un símplex esférico 2’,, tal que p,,(T,,) = (x
1,... , x(T1)). u
Consideramos un punto 1< en la esfera S” y ti hiperpíanos que incidan en 1< y cuya té
figura verticilar sea 2,. En las ti aristas que determinan estos hiperpíanos tomamos té
puntos cuyas distancias a 1< sean las longitudes x(fl)±í X(n+’). Estos ti puntos u
u’
están en posición general en S”, por tanto existe un único hiperpíano en 5” que los
contiene. Así tenemos determinado un símplex 2’ en 5” con p~(
2’) = (xi , z,,fl. u
Para los casos hiperbólico y euclídeo, dado un punto (xi,... , y,,,, Yi,... , yn) E u’
(0, ir)m x (0, ~)“, con m = (y), por lo anterior, existe un símplex esférico 2’,, con u’
u’
pn—i(Tn) = (xí,... ,xm). Consideramos ahora un punto 1< en H” ó E” y ti hiper-
planos que incidan en 1< y cuya figura verticilar sea 2’,,. Elegimos ti puntos en las u’
aristas que determinan estos hiperpíanos cuyas distancias al punto 1< sean las longi- té
tudes y~,.. . , y,,. Igual que antes, existe un único hiperpíano en H” ó E” que con- té
tiene estos ti puntos, por tanto tenemos determinado un símplex 2’ en Ni” ó E” con u’
p,dl’) = (x
1,. . . ,Xm,Yi,...,Yn). u’té
U té
u
Para terminar, damos una fórmula que relaciona estos dos tipos de coordenadas
(mixtas y longitudes). u
u
Proposición 2.3.5. té
(a) Sea 2’ c H” un símplex compacto, m = y sean (&~,... ,a,,,,h,... , 1,.) las
coordenadas mixtas de 2’. Se tiene u’té
u
—detK = sena1 ... sena,,, senhlí ... senh¡,,. té
u’
té
(b) SeaT c 5” un símplex m = (nti) y sean (al,... ,a»,) las coordenadas mixtas de u
2’. Se tiene u’












Consideramos el caso hiperbólico, el esférico se obtendría de forma análoga. Hace-
mos la demostración por inducción en la dimensión de 2’. Para el caso de triángulos, si
llamamos A, B, O a los ángulos y a, it, c a las longitudes de las aristas opuestas, se tiene
—l —cosha —coshit
.—detK=— —cosha —l —coshc =
—coshit —coshc —1
=l+2cosha coshit coshc—cosh2a—cosh2b—cosh2c=
— cosh2 b)(1 — cosh2 c) — (—cosha + coshit coshc)2 =
=senh2it senh2c — (—cosha + coshb coshc)2 =
( (—cosha+coshit coshc)2
= k — senh2b senh2c ) senh2b senh2c=
— cos2 A)senh2b senh2c = sen2A senh2it senh2c,
donde la última igualdad se obtiene de las fórmulas del coseno (1.1.3) para triángulos
hiperbólicos.
Denotamos por ita.. a la altura desde el vértice V~ a la cara opuesta O~. La longitud
de esta altura es la distancia entre el vértice ¾y la cara 01. El vector el, normal exterior




(donde 4’,, es el operador de Hodge). Por el Lema 1.4.1(c), la norma de e0~1 1+1...n es
igual a —detK(OQ, donde K(01) es la matriz de longitudes del símplex O~. Por tanto,
el = con e = ±1. Por el Lema 1.4.1(a), se tiene que
1±1...,,,V~)¡ = ¡detV¡ = —detK(T)




senh(itb.) = f(Vi,e~)¡ =
—detK(01)’
o equivalentemente,
—detK(2’) senh(hb.) —detK(01) (1)
Por otra parte, el 2-plano que contiene a las alturas itb. y it~.. es perpendicular a
la (n — 2)-cara C~. Entonces en el triángulo que contiene estas dos alturas, el ángulo
55
opuesto a la altura hb. es el ángulo diédrico o¡j = 0O~ (ver Figura 2.14). Aplicando
el teorema de los senos (1.1.3) a este triángulo, tenemos
senhhb = sena¿jsenhit~...
ti
Utilizando (1) y (2. y tomando i = 0.j = 1. se tiene




Ahora. Co. O~ y
0o~ son símplices de dimensión menor que ti, por lo que, por
inducción, se tiene que —detli(Co). —detK(Ci) y —detK(Ooí) factorizan según
las coordenadas mixtas de estos símplices. Haciendo estas factorizaciones, y cancelando
los factores correspondientes a —detK( 0oí). se obtiene el resultado.
Figura 2.14
J
Observamos que aplicando inducción en la expresión (1), también se obtiene una
factorización de V’2~TT en término de alturas y de una arista del símplex. Así, para
cualquier orden ~ V~ de los vértices de 2’. se tiene:
= senhh¿ senhit¿ ... senhh~S2 senh(¾,,
1Vij.
De la misma forma, para símplices esféricos, se tiene






























































Caracterización de matrices de
Gram de politopos
En el Capítulo 2 hemos visto (Teorema 2.1.1) una caracterízacion de las matrices que
son matrices de Gram de simplices hiperbólicos (resp. esféricos o euclídeos). Para el caso
de símplices, conocer la matriz de Gram equivale a conocer los ángulos diédricos; por
tanto conocemos también una caracterización de los ángulos de símplices hiperbólicos.
En el caso de un politopo cualquiera, distinto de un simplex, la matriz de Gram da
siempre más información que los ángulos diédricos. En este capítulo vamos a caracterizar
las matrices que son matrices de Cram de politopos hiperbólicos de un tipo combinatorio
fijado de antemano.
Trabajamos con el modelo del hiperboloide del espacio hiperbólico, esto es (ver
Sección 1.1), un espacio vectorial de dimensión una unidad mayor que la dimensión del
espacio hiperbólico en el que trabajamos, con un producto escalar (no degenerado) y
de una cierta signatura. El poliedro hiperbólico determina en este espacio vectorial un
cono poliedral no degenerado. Aprovechamos este contexto para plantearnos el problema
mas general, para conos poliedrales no degenerados en un espacio vectorial en el que
hay definido un producto escalar.
En concreto: dado un espacio vectorial geométrico, Ef — (Rd+í, f) y un d-politopo
abstracto 7’ con n caras de codimensión 1, caracterizamos las matrices simétricas de
orden n que son matrices de Gram, respecto del producto escalar f, de un cono poliedral
en Rd±ldel mismo tipo combinatorio que 7’ (Teorema 3.4.1).
Vamos a explicar las ideas principales del Teorema 3.4.1.
Consideramos un d-politopo abstracto 7’ con n caras de codimensión 1, y una







un cono poliedral 1’. Nuestro deseo es ver qué condiciones debe verificar la matriz de té
Cram de P para que su tipo combinatorio (ver Sección 1.3 para definiciones de términos té
referidos a conos poliedrales) sea el de 7’. u’
té
Para ello, debe haber una biyección entre las caras de 7’ y los n semiespacios dados té
tal que se verifique: té
u’
(i) para cada vértice de 7’, si consideramos todas las caras de 7’ que inciden en este u’
vértice, entonces los hiperpíanos correspondientes a todas estas caras (esto es, los u’
hiperpíanos que bordean a los semiespacios correspondientes a estas caras) deben té
cortarse en una recta vectorial de Rd+í téu
(u) cada una de las rectas vectoriales que hemos encontrado arriba debe contener un u’
vector no nulo que esté contenido en todos los ti semiespacios dados. té
u’
Esto es suficiente, pues los vértices y las caras de codimensión 1 de un politopo,
junto con sus relaciones de incidencia, determinan el tipo combinatorio del mismo (ver u’
Sección 1.2). u’
La condición (i) es fácil de describir, en términos del rango de ciertos conjuntos de u’
u’
vectores, u’
Supuesto que se verifica (i), tenemos una recta vectorial para cada vértice de 7’. té
Elegimos un vector no nulo en cada una de estas rectas de la siguiente manera: dado un u’
vertice de 7’, se consideran d caras (de codimensión 1) que incidan en él y se ordenan té
u’
de forma conveniente. Se consideran los vectores e~1,. . . , C1~ ortogonales a las d caras u’
elegidas y ordenados de la misma forma y se toma el vector v~ que resulta de aplicar el u’
operador de Hodge a los vectores eí~ (esta operación es una generalización del producto té
vectorial). té
té
El cono poliedral P tiene el mismo tipo combinatorio que 7’ si y sólo si los vectores u’
v~ que hemos conseguido de esta forma tienen la propiedad de que, o bien todos son u’
vertices (i.e., cada v~ está en todos los semiespacios), o bien todos los —y1 son vértices, té
té
Las condiciones sobre cómo ordenar las d caras que inciden en un vértice dan
condiciones sobre orientaciones de ciertas bases de Rd+í, que se traduden en signos de u’
menores mixtos de la matriz de Gram de P. té
En la Sección 3.1 se explican herramientas combinatorias con el objetivo de ordenar u’té
de forma adecuada las caras que inciden en un vértice del politopo. Se observa que dar u’
una ordenación de estas caras equivale a dar una orientación del borde del politopo u’
(que es una esfera de dimensión d — 1). En la Sección 3.2, se da un criterio para ver u’
cuando dos conjuntos de vectores {e1} y {v1} de Rd+l son las caras y los vértices de té










• en la demostración de la parte suficiente del Teorema 3.4.1). En la Sección 3.3 se da
• una propiedad en términos de orientaciones de bases de Rd±íque verifican los conos
• poliedrales de un tipo combinatorio dado (Proposición 3.3.7, que se utiliza en la p&rte
necesaria del Teorema 3.4.1). Con estos elementos, se prueba en la Sección 3.4 el
Teorema 3.4.1, que, recordamos, es cierto para un espacio geométrico (Rd+l,f).
• Para dar las versiones hiperbólica o esférica del teorema anterior, únicamente hay
que poner la condición de que la matriz de Gram tenga la signatura adecuada. Fi-
nalmente, para el caso hiperbólico, queremos saber si el cono poliedral que estamos
• estudiando es compacto o no. Esto no es más que estudiar la posición relativa entre el
• cono poliedral y la hoja del hiperboloide que define el espacio hiperbólico. Es fácil, en
• términos de la matriz de Gram, expresar que los vértices (rayos vectoriales) del cono
• poliedral están dentro del cono de luz. Ahora bien, todos eso rayos vectoriales deben
e
cortar a la misma hoja del hiperboloide f.1(~1). Para expresar esto en términos de
la matriz de Gram, se utilizan los menores mixtos de orden d. La idea de esto es muy
• sencilla: para ver que dos vectores, con norma negativa, están en la misma compo-
• nente de fi(....~o) basta ver que su producto escalar es negativo. Ahora bien, los
• vértices del cono poliedral podemos verlos como vectores en el espacio (AdRd+l, Adf),
de signatura (1, d) (ver Sección 1.4); estos vectores tienen ahora norma positiva, y sue
• producto escalar es precisamente un menor mixto de orden d de la matriz de Gram.
• Por último, en el Apéndice C, explicamos un método para describir el tipo com-
• binatorio de un cono poliedral cuando conocemos, o bien los vectores ortogonales a
sus caras, o bien la matriz de Gram. Este método consiste esencialmente en encon-
trar todos los “posibles vértices” (todas las posibles intersecciones entre d hiperpíanos
• independientes), y para cada uno de ellos ver si está en todos los semiespacios.
e 3.1. Herramientas combinatorias
• Vamos a definir aquí algunos términos combinatorios que utilizaremos en adelante. Las
definiciones de bandera completa y base de vértices son las usuales.e
• Definición. Sea 7’ un d-politopo abstracto. Una bandera comp¡eta, £3 de 7’ es una
• familia 0 = F.í c To c ... c F~í C 7d = 7’, de caras del politopo tal que hay una
• cara de cada dimensión y la cara F~ de dimensión i está contenida en la cara .fl+í de
dimensión i + 1.
• Definición. Una base de un d.po¡itopo 7’ es un conjunto de d+ 1 vértices Vo,... ,Vd









Sea £3 : O = ib1 G 70 c ... G 7~1 G fl = 7’ una bandera completa. Tomamos u’
= Fo; para cada i = 1,..., d tomamos un vértice 14 E 71\~...1. Entonces se ve
té
fácilmente que Vo Vd es una base de 7’, pues para cada r, los vértices ve,... , V,.
generan, en cualquier realización, el r-plano afín que contiene a la cara
7r~ Llamaremos u




(a) Sea 7’ un d-politopo. Un ciclo orientado de 7’ (ver Figura 2.1), es una familia
ordenada, ..... . ,Q, de d caras (de codimensión 1) deP tal que existe una bandera u














También diremos que Cí,. . . ,C,j es un ciclo orientado que incide en ¡a bandera té
completa ~ ó que incide en el vértice Fo~ Otra forma de dar la definición anterior es u’
téla siguiente: un ciclo orientado asociado a una bandera completa £3 : 0 c Fo C ... C u
7d1 G 7’ es una familia C
1,. . . ,Cd de d caras de codimensión 1 deP tal que para cada u’
= 1, d, la cara C, incide en Fd~Á pero no incide en
7d-..í+1~ u’
u’
(b) Un ciclo orientado ampliado C
1,... ,Cd,Cd±1es una familia ordenada de d+1 caras u’
de codimensión 1 de 7’ tal que u’




(c) Un ciclo orientado truncado que incide en una r-cara 7,. es una familia Ci,... , C~j—r té
formada por las d — y primeras caras de un ciclo orientado que incide en una bandera té
té
completa que contiene a la cara 7,-, £3 : ... C 7,- C ... . u
Observamos que un ciclo orientado y un ciclo orientado ampliado determinan u’









Bandera completa Ciclo orientado
Figura 8.1
Lema 3.1.1. Sea 7’ un d-politopovCi.C= C4~í un ciclo orientado ampliado. SiP
es una realización cualquiera de 7’. los hiperpíanos que contienen a las caras correspon-
dientes 0~, . . . . ~ están en posición general (es decir, su interseccion es el vacío, y en
particular Oí fl ... ~ Cj es un punto).
La demostración es clara, pues (por definición de ciclo orientado•y de realización
de un poliedro abstracto) la intersección 01 fl ... ~ O,. es una cara Fd...,- de dimensión
d - r. O
Definición.
(a) DosbanderascompletasB:OCFoC...CFdjCPy£3’:OCF¿C...C
~k—1 c 7’ de un d-politopo 7’ se diferencian en un paso elemental si sólo se dife-
rencían en una cara, es decir, existe un índice i E {0.... , d — l} tal que .fl # 7¿ y
= 7 para todo j ~ i.
(b) Una cadena de banderas completas es una sucesion finita de banderas completas,
8m tal que cada dos banderas consecutivas se diferencian en un paso
elemental. Decimos que la cadena £3o,B~ une las banderas £3~ y £3,,,, y que
tiene longitud m.
Lema 3.1.2. Un paso elemental entre dos banderas completas está totalmente deter-
minado por Ja dimensión de Ja cara en la que difieren las dos banderas.
Demostración:
Sean 8 y 8’ las banderas completas
6 :0 C Fo C ... C FíG ... C Fd-i GP
£3’ :0 G 7¿ c ... CtC . 7~-~ GP
d — l}) y = 74 para todo 5 $i.y supongamos que F~ # 7, (para algún i E {0,.

















(a) 7íHa = F~, con lo que Fi y 7,~ son caras de codimensión 1 de Fjg-i té
u’
(b) F~ =~m.1 G71fl7 té
Es decir, 7~ y .fl son las dos únicas caras de codimensión 1 de ~ que se cortan té
en la cara Fj...~, de codimensión 2 en Fj~~ (ver 1.2.2). Se deduce por tanto que la cara té
7; está determinada a partir de la cara 7~ y de la bandera 8. U u’u
Lema 3.1.3. (Conexión de banderas completas) Sean £3 y £3’ dos banderas completas té






Este resultado es intuitivamente claro, aunque complicado de formalizar; lo proba- u
mos por inducción sobre la dimensión d del politopo. Si d = 1, sólo hay dos banderas
completas, que se diferencian en el vértice que elijamos, por tanto se diferencian en un té
paso elemental. té
té
Supongamos que el enunciado es cierto para todos los politopos con dimensión u






Para simplificar la notación, en lo que queda de demostración vamos a designar por té
a politopos de dimensión d — 1 y por K’ a politopos de dimensión d — 2. té
u
Sea M%. . . ‘Mm una cadena de caras de codimensión 1 de 7’ que conectan las u’
caras 7d1 y ~k-..
1 (es decir, M’ y MI±íson adyacentes, M
0 = 7d1 y Mm = fl...~; té
una cadena así siempre existe por 1.2.1). Para i = 1,. . . , m, llamamos .M a la cara té
té
intersección M’’ fl M y llamamos Y0 7d—2 y ~— Fk—
2 (puede ser que
= .M
1 ó ~m = gm+l. ver Figura 8.2). Para cada i = 1,... ,m, consid ramos una té
bandera completa 8’ en Y1; parai = 0, tomamos £30~ BLvo yparai = m+1, tomamos u’
£3m+1 = £3’Lvm+i. Ampliamos la bandera completa £3’ a una bandera completa 8~ en u’
M y a una bandera completa £3, en M’1 de laforma obvia. A su vez, £3~ y £3~ podemos té
ampliarlas a banderas completas de 7’ (seguimos llamando B~ y £3~ a las ampliadas). té
u
En M’ tenemos, pues, dos banderas completas, £3~ y 52±1 Por la hipótesis de u
inducción, estas banderas completas se pueden conectar por una cadena de banderas u’
completas de Mh Ampliando cada bandera de esta cadena a una bandera de 7’ se tiene té
una cadena de banderas completas que conectan las banderas £3~ y ~ de P. Pro- té










• las banderas 8~ y 8¿ de 7’ se diferencian en un paso elemental. Combinando todo lo







• En el resto de esta sección vamos a probar dos lemas. que se utilizarán en la
• demostración de la Proposición 3.2.1. En esa proposición tendremos dos politopos (o
conos poliedrales) y querremos ver que son del mismo tipo combinatorio.. El Lema 3.1.5
• da unas condiciones suficientes para que dos politopos abstractos sean del mismo tipo
• combinatorio.
• Recordemos que un subcomplejo celular de un complejo celular 1V es un subconjunto
L de 1V que también es complejo celular (observemos que para ver si un subconjunto
• L de 1V es subcomplejo. sólo hay que comprobar que si una célula está en L, entonces
• todas sus caras también están en L).
e
• Lema 3.1.4. Sean 1V y 1V’ complejos celulares y sea y : 1V —* 1V’ una aplicación
• invectiva, que preserx-a las dimensiones de las caras y que presorva incidencia en am-
• bos sentidos (es decir, G < Cm si y sólo si y(Os) < ss(Om)). Entonces s’(K) es un
e
subcomplejo celular de 1<’.
• Demostración:
Sea Ok una m-celda de 1V’ tal que Ok c y(1V). y sea O < Ok; hay que probar
• que C E ~(K).Lo hacemos por inducción en la dimensión ni.
• Si ni = 1, sea O~ una arista de 1V’ tal que Of E Imy; sea Oí la (única, por ser
inyectiva) celda de 1V tal que y(Oi) = Cf; corno y preserva dimensiones, se tiene que
• C1 también es una 1-celda. Sean 1<1.1<2 los dos vértices de O~. Entonces, y(Ví),y(V2)
• son vértices distintos de c porque y preserva incidencias y dimensiones y es inyectiva.
• Luego ¿(14). ¿(11) son los dos vértices de Of, por lo que todas las caras de O están
• enlrny.
• Supongamos que el resultado es cierto para todo k < ni; veamos para m. Sea















codimensión 1 de 04, están contenidas en 9(K), pues si Q <C4, y s <ni — 1, entonces té
existe Ok..~ tal que O < 0k1 < 04, y aplicamos la hipótesis de inducción a O4,.~. u’
u’
Así pues, sea O4,.~ una cara de codimensión 1 de 04,. Como 04, E 1m9, y ~ u’
preserva las dimensiones de las células, existe una (única) ni-célula 0m de K tal que té
S~(Cm) = 04,. Sea Cm—í,O < 0m una cara cualquiera de 0m de codimensión 1. Como té
~ preserva incidencias y dimensiones, se tiene que ~ = O4,.~ es una cara de u’
u’








04>-fl41 son adyacentes, es decir, se cortan en una cara Ok
2 1±1de u’
codímension 2 de Ok. Tenemos entonces la siguiente situacion: té
O, O’ O’ O’~ . 0’ 0’ =0’ tém—i,0 m—i,1 . m—1,i m—i,,+1 i,k—i m—I,k m—1 u’
~JV té
Vamos a probar que, si Ok~ E 1m9, entonces O4,.2~~í E Imy y ~ E té
Imsn como ~ c 1m9, se tendrá finalmente que O4,~ E Imp. té
O’ __ téEn primer lugar, si m11 E Imp, como
0k2i±í es una cara de O’ ~ se tiene u’
por la hipótesis de inducción que ~ E 1m9. té
Entonces en 1V tenemos 0m—2,i±1 < Cm—ii < 0m tales que #0,,.2,i+1) = té
/flN 1—y’ u’O’ u”.~>’ = u y 9(O,n) = 04,. Puesto que Om—2á+1 es una caram—2,i+i’ r~TVti,l, m—i,: u’
de codimensión 2 de 0m, existe una única cara Om—iá+í de codimensión 1 de 0m tal
que Om—í,i±í # Orn—Ii y 0m—1,¡+i ~ Orn—ii = 0m—2,i+i La imagen de 0rn—í,,+1 té
es una ni — 1 cara de 04, porque ~ preserva dimensiones; además, 9(Om—íi+1) # u’
P(Om—i,i) = O4,..~, porque ~oes inyectiva, y té
u’
= p(Om-2,í±í) <y’(Orn-í,i±í) <9(Orn) = 04,. té
té
u’
Puesto que 04, es un m-politopo y O4,...21±íuna cara de codimensión 2 de 04,, se tiene
que 0kí,í y O’ son las únicas caras de codimensión 1 O4,2,±i. u’
m’-I,i+i
Se deduce entonces que y(Om—i,i±í)= ~ y así 0k—i,i+1 E 1m90 té
U u’
u’
El siguiente lema es cierto para dos complejos celulares 1V y 1V’ que verifiquen que u’
toda célula está contenida en una célula de dimensión máxima. Damos el enunciado té











• Lema 3.1.5. Sean A?, A?’ dos politopos abstractos y ~ : A? —~ A?’ una aplicación
• inyectiva, que preserva las dimensiones de las caras y que preserva incidencias en ambos
• sentidos. Supongamos que A? y 1V’ tienen el mismo número de caras de codimensión 1.
Entonces cp es biyectiva (y por tanto un isomorfismo combinatorio).
• Demostraczon:
• Como A? y A?’ tienen el mismo número de caras de codimensión 1 y ~ es inyectiva y
• preserva las dimensiones de las caras, se tiene que todas las caras de codimensión 1 de A?’
• están en la imagen de ~. Por otra parte, por el lema anterior, 9(K) es un subcomplejo
• celular de A?’. Como todas las caras de codimensión mayor que 1 son también caras de




El objetivo de esta sección es demostrar la Proposición 3.2.1 que se utilizará en la
demostración de la condición suficiente del Teorema 3.4.1. En concreto esta proposición
• da condiciones suficientes para que un conjunto de vectores e~ y otro conjunto de vectores
• y1 sean, respectivamente, los vectores ortogonales a las caras y los vértices de algún cono
• poliedral de un tipo combinatorio fijado de antemano.
• Definición.
• (a) Sea 7’ un d-politopo abstracto con n caras de codimensión 1 (numeradas) C1,... ,
• y y vértices y1,... , V,-. Llamamos matriz del tipo combinatorio de 7’ o matriz de
• incidencias de 7’ a la matriz ((7’) = (l~~) de n filas y r columnas definida como
= O si 1’1 es un vértice de la cara e1;
• ¡íj =1 si Vino es vértice de C~.
• (b) Decimos que una matriz real H (Ii11) es del mismo tipo combinatorio que ((7’)
si se verifica que h~1 = O si y sólo si ljj = 0.
• Nota. Recordamos que estamos pensando siempre en el tipo combinatorio de un poli-
topo con las caras numeradas.
• El tipo combinatorio de un d-politopo queda determinado por las caras de codi-
• mensión 1 del politopo, los vértices, y las relaciones de incidencia entre ambos ([Grfj;
• ésta es la información que da la matriz de incidencias, luego esta matriz determina el









Proposición 3.2.1. Sea 7’ un d-politopo abstracto con n caras de codimensión 1, té
C1,. . . ,C,, y r vértices, Vi,... ,V,-, y £(7’) su matriz de incidencias; sea (Rd±í,f) un té
espacio vectorial geométrico y sean e1,... , e,, c Rd±íy ..... . , y,- E Rd+í tales que té
u’
(a) siC11,... ,C14 es un ciclo orientado de? entonces rg{eí1,.. . , e~ } = d; - u’
(b) la matriz L1 = (f(e~, y1)) de productos escalares de los vectores e, y y1 es del mismo té
tipo combinatorio que £(P); té
u’
(c) L1 es totalmente no positiva (es decir, todas las entradas no nulas de L1 son nega- té
tivas). té
té
Entonces el cono poliedral É := P(eí,. . . , e,,) = H[ n ... n 4; es no degenerado, con u’
interior no vacío y del mismo tipo combinatorio que 7”. Además, ~ <u,- son todos u’
u’los vértices de P(eí,. . . , e,,) y it nP (i = 1,..., ti> son todas las caras. u’
Demos trac ion: té
u(1) En primer lugar, veamos que]’ es no degenerado, es decir, rg{eí,. .. , e,,} = d+1. u’
En efecto, sea 14 un vértice cualquiera de 7’ y sea ....... ,CÍd un ciclo orientado que u’
incide en 14 y C1 una cara de codimensión 1 que no incide en V1. Por la hipótesis té
(a), se tiene que rg{eií, ... , e~ } = d, es decir, dim(H1, fl . . . fl HQ = 1. Por la té
hipótesis (b) se tiene que f(eik , VI) = O para todo le = 1, . . . , d, lo que equivale a u’
u’que y1 E H11 o ... O H~. Además, y1 es no nulo, pues como 14 ~ C1, se tiene que
f(e1,v1) ~ O (por la hipótesis (b)); entonces el vector y1 genera la recta vectorial u’
H11 o ... O H1~. Finalmente, de f(epví) ~ O se deduce también que v~ ~ ~1, con u’
lo que É} o o ... O H1~ = {0}; por tanto se tiene que es no degenerado y u’
rg{ej,,. . . ,e1~, e) = d + 1. Además, si C11,. . . ,Cíd,Cíd+í,. . . ,C17,, son todas las caras u’
que inciden en el vértice 14, entonces el conjunto de vectores {elI,...,eld,eíd+l,... 6,,,, } u’
té
tiene rango d. En efecto, por lo anterior sabemos que fl%1H11 = L(ve), y por la hipótesis u’
(b) se tiene que f(~Íd+k , v~) = 0, para todo le = 1,. . . ,ni; por tanto, se deduce que u’
07=1H1, = L(v1), es decir, rg{eí1 ef,,, } = d u’
u’(II) Veamos ahora que todos los vectores ~ . , y,- son vértices de É(e~, . . . , e,,). u’
Sea v~ uno de estos vectores. Consideramos un ciclo orientado Cú,... ,Cíd de 7’ que u’
incide en V¿; hemos visto que H11 O ... O H~ = L(v1); además, por (c), es f(v1, e) =O u’
para todo j = 1, ... , ti. Por el Lema 1.3.4, estas condiciones son suficientes para probar té
que u~ es vertice del cono poliedral no degenerado P. té
u’
(III) Para ver que P tiene interior no vacío, por el Lema 1.3.1 es suficiente ver u
que]’ no está contenido en ningún hiperpíano H~ (i = 1,... ,n). Sea i E {1,.. .,n} y u’
consideremos la cara C1 de 7’. Existe un vértice 1>1 de 7’ tal que V1 ~ C1. Entonces la u’










como u} c 1’, se deduce que 1’ ~ H1.
(IV) Sea ahora Vp,..., Vid una base de vértices de 7’ asociada a una bandera
completa £3 : O c Fo G ... G F~¡—i G 7’. Vamos a probar que los correspondientes
vértices vio,... , v~ son linealmente independientes.
Para ello, tomamos un ciclo orientado C~1 ... CId de 7’ que incide en £3, es decir,
Fd—k = 01 fl ... fl C~. Por la hipótesis (a), rg{ej,, e~ } = d, y si llamamos
tenemos la cadena de subespacios vectoriales Go G ... c
td—1, con dimCd...k = d—k+1.
Por otra parte, la relación del ciclo orientado con la base de vértices es
V
1, E Rk\Fk—i = (Ci, n ... flCíd.k)\(Cil n ... flCíd.k+I),
paratodok=O,...,d—l,y
Vid E 7’\C11.
La hipótesis (b) implica entonces que Vik E Gk\Gk—i, para todo k = O,... ,d — 1, y
Vid c Rd+i\Gd....í = Rd±í\H11. Se deduce por tanto que v~0,..., Vid son linealmente
independientes.
(V) Sea Y,. una y-cara de 7’ y sea 01,... ~CIa.r un ciclo orientado truncado que
incide en Y,.. Veamos que entonces
É,.:uff~fl...flHj4 vn]’
es una y-cara de P(ei,. . . ,e,,); en particular, H1 nP será cara de P, es decir, ninguno
de los hiperpíanos H1 es superfluo. Para ver esto, por el Lema 1.3.5, hay que probar que
H11 n... fl“id. tiene dimensión y + 1 y que F,. contiene y + 1 vértices de 1’ linealmente
independientes. En efecto, ampliamos el ciclo C11, ... ,CÍd ,. a un ciclo orientado que
incide en una bandera completa (esta bandera, por tanto, contiene a la cara Y,.); sea1.’o,. . . , Vd una base asociada a esta bandera. Entonces, por lo que ya hemos visto, se
tiene que dim(H
11 fl ... fl H~ 4 = y ±1, que y0,..., y,. E F,-, y que estos vectores son
linealmente independientes.
Con todo esto hemos llegado a la siguiente situación: 7’ es un politopo abstracto
y 1’ es un cono poliedral del tipo combinatorio de un d-politopo abstracto 7”; los dos
politopos 7’ y 7” tienen n caras de codimensión 1, y por (y), podemos construir una







(i) 9 preserva las dimensiones de las caras; té
u(u) ~ preserva las incidencias entre las caras, en el siguiente doble sentido: 7,- < 7~ si u’
y sólo si 9(7,.) <9(73); u
(iii) y es inyectiva. u’
u’
(Las dos últimas propiedades se deducen fácilmente de que las matrices /2(7-’) y Li
del mismo tipo combinatorio). u’
Entonces, por la Proposición 3.1.5, 9 es un isomorfismo combinatorio entre 7’ y?’. té







El objetivo de esta sección es demostrar la Proposición 3.3.7, que se utilizará en la u
demostración de la condición necesaria del Teorema 3.4.1. Esta proposición dice que u’
si tenemos un politopo concreto (cono poliedral 1’ c Rd±í), y tomamos dos ciclos u
orientados ampliados con la “misma orientación”, entonces estos ciclos determinan dos té
bases en Rd+í que tienen la misma orientación, té
u’
¿Qué significa que dos ciclos ampliados tengan la misma orientación? En la Sección u’
3.1 hemos definido ciclo orientado sólo por el orden de sus caras. Aquí vamos a ver que u’
uno de estos ciclos induce una orientación (topológica) en el borde del politopo. Puesto té
que el borde de un politopo es una esfera, luego una variedad orientable, tiene sentido u’
decir que dos ciclos tienen la misma orientación. u’u
Damos también un criterio combinatorio para ver si dos ciclos tienen o no la misma u’
orientación: tienen la misma orientación cuando las banderas en las que inciden se u’





Vamos a utilizar una definición geométrica de orientación, en concreto seguiremos u’
la definición dada por [RS]para variedades pl. (por supuesto tanto los politopos como u’
u
sus bordes son variedades pl.). Dados dos encajes (embeddings) h1,h2 del disco 1d =
u’
[—1,i]~ (d =1) en una variedad M de dimensión d, el Teorema del disco asegura que u’
o bien hí y h2 son isótopos ambiente, o bien h2 es isótopo ambiente a o r, donde y u’
es una reflexión del cubo 1d (por ejemplo y(xi... . , , xd) = (xi,..., Xd..i, Xd), o té
bien, si d > 1, r’(xi,. . . ,xd..2,zd...i,zd) = (xi,... ,xd....2,zd,xd—1)). En el conjunto de u’












• (isotopía ambiente), y el teorema anterior dice que hay una o dos clases de equivalencia.
• Una variedad será orientable si el conjunto cociente por la relación anterior tiene dos
elementos, y no orientable si tiene un elemento. Si la variedad es orientable, a cada uno
de los dos elementos se le llama orientación. Dar una orientación a una variedad es
• pues elegir un encaje del disco en esa variedad y tomar su clase de isotopía ambiente.
• Por convenio, una orientación en una variedad de dimensión O es atribuir signos + ó —
• a cada uno de sus puntos. Es bien conocido que las bolas (o discos), Bd, y las esferas,
• Sd, son variedades orientables. Y también es conocido que un d-politopo P G R” es
e
• pí-homeomorfo a una bola, y su borde OP es p.l.-homeomorfo a la esfera Sdl.
• Vamos a ver cómo se puede determinar una orientación de un d-politopo P (o de
• O]’) a partir de unos datos combinatorios, en concreto, de una bandera completa de P.
• Para ver esto, basta tener en cuenta las dos propiedades siguientes bien conocidas
• sobre orientaciones:
e (1) Sean Md y Nd variedades de dimensión d con Nd c Md; entonces si jVId es orien-
table, también lo es Nd, y la orientación de Md induce una orientación en Nd, ale
• considerar los encajes cuyas imágenes estén contenidos en Nd.
• (2) Si Al es una variedad orientable, entonces su borde también lo es, y dar una oríen-
e tación a Al equivale a dar una orientación a su borde. Un encaje h : 1d1 —* DM
• se puede extender a un encaje h: 1d M (utilizando un “collar” para DM en M).
• Supongamos que Al está orientada; entonces diremos que un encaje /1 : 1d1 —* DM
• determina la orientación inducida en DM si su encaje extendido h determina la
• orientación dada en Al. Si d = 1 y Ji : 1 —~ M es un encaje tal que /~(i) E DM,
entonces la orientación inducida por h en h(1) será por convenio atribuirle el signo
• Aplicado esto a politopos se tiene que: dar una orientación a un d-politopo P
• equivale (por (2)) a dar una orientación a su borde; dar una orientación a OP equivale
(por (1)) a dar una orientación a una cara O de codimensión 1; ahora, O es un (d — 1)-
• politopo, y dar una orientación en O equivale (por (2)) a dar una orientación de 80.
• Procediendo de esta manera, se tiene finalmente que dar una orientación a OP equivale
• a elegir un vértice V, una arista E que contenga a 1<, una 2-cara que contenga a E,
• etc., es decir, elegir una bandera completa. Hemos visto pues:
e
• Lema 3.3.1. Una bandera completaD de un d-politopo P c R” induce una orientación
• enbP. o
Siguiendo los comentarios anteriores, diremos que la orientación inducida en P a










se obtiene asignando signo + al vértice F0. Veamos como es un encaje h que define u
esta orientación. Tomamos la bandera completa de 1d siguiente, Ji? @ c 1<0 c ... G té




= {(t1. 1 1)1 tí E [—1.l]} u’
u’
té
(ver Figura S.S(a)). Entonces un encaje Ji que verifique que h(K0) = F0. y h(K1) c F,,
para ¿ = 2.... . d induce la orientación deseada. Llamamos a un encaje que verifique té












Definición. Diremos que dos banderas completas .8, .8’ de un d-politopo P tienen la u’
misma orientación si ambas inducen la misma orientación en OP. Dos ciclos orientados u’
(o ciclos orientados ampliados) de P G Rd tienen la misma orientación si las Banderas té
completas en las que inciden tienen la misma orientación. u’
té
Lema 3.3.2. Si dos banderas completas .80 y .81 de P se diferencian en un paso té





diferencian en una cara, que podemos suponer que es la cara ~ de codimensión 1 (si
la cara en la que se diferenc¼nes la de dimensión s, consideraremos entonces las dos u’
banderas contenidas en el politopo F8+1). té
Consideramos un encaje Ji : I’~ —* P asociado a la bandera .8 y tal que h(Kk1) G u’
téF~1, donde Kk1 es la cara de J~ definida como K~..1 = «ti,... ~ 1,tci.i}, M
d > 1 y ~ = {(0)}. si d = 1 (un encaje así siempre existe). u’
Entonces, si consideramos la reflexión de 1” (ver Figura 3.3(b)) té
u’







Figura S.S(a) Figura 3.3(b)
(o bien r(t) = —t si d = 1), se tiene que el encaje Ji e r’ (o bien Ji o r) está asociado a
la bandera .8’. Se tiene entonces que las banderas B y .8’ inducen distinta orientación
en]’. U
Corolario 3.3.3. Dos banderas completas B y B’ tienen la misma orientación si y sólo
si se pueden conectar por una cadena de longitud par (recordemos que, por el Lema
3.1.3, dos banderas siempre se pueden conectar). U
Si B~, .82 son dos banderas completas de un d-politopo P c R” que inducen
la misma orientación en O]’, y ]“ es un politopo del mismo tipo combinatorio que
]‘, entonces las correspondientes banderas .81 y B~ de P’ inducen también la misma
orientación en O]”. Esto es claro, pues si Bí y .82 tienen la misma orientación, por el
Corolario 3.3.3, hay una cadena de longitud par que las une; pero como P’ es del mismo
tipo combinatorio que P, también hay una cadena de longitud par que une las banderas
y B~, con lo que estas banderas tienen la misma orientación.
Como consecuencia de esto, podemos hablar de que dos banderas completas £3~
y £32 de un politopo abstracto 7’ inducen la misma orientación, o de que dos ciclos
orientados tienen la misma orientación. Tenemos pues un concepto de orientación en
un d-politopo abstracto, que se apoya sólo en los datos combinatorios del politopo.
Orientación vectorial
Recordamos que, dado un cono poliedral no degenerado, también podemos hablar
de banderas, ciclos orientados, etc., a través de los mismos conceptos del politopo que
determina su tipo combinatorio. En lo que queda de sección cuando hablemos de cono
poliedral estaremos pensando siempre en la siguiente situación: P = É(ei,... , e,,) c
(Rd+í, f) será un cono poliedral no degenerado y con ninguno de los hiperpíanos lt(=
H~~) superfluo. La cara H1 fl P, correspondiente al vector e~ la llamaremos O~. Si
tenemos un ciclo ampliado de it los vectores correspondientes forman una base de
Rd+í.
Proposición 3.3.4. Sea 1’ c Rd+l un cono poliedral no degenerado con interior no
vacío. SeaB una bandera completa de]’ y sean O~1,...,
0~d’ 0~d+í y C~
1,. .., tjd’
ciclos ampliados que inciden en A (por tanto estos ciclos tienen la misma orientación).
Entonces las bases de Rd±í correspondientes a estos ciclos tienen la misma orientación.
Demos traeion:
En primer lugar, vamos a ver que para todo le = 1,... , d + 1, el subespacio lineal







Probaremos que ambos espacios son iguales al subespacio L(É,p..k)’, donde Éd..k es la u’
cara de dimensión d — le de la bandera .8. En efecto, como los dos ciclos inciden en esta




Por una parte, es trivial que L(ej, . e¿~) c L(Éci...k)’. Los dos espacios tienen di- u’
u’
mensión le por el Lema 3.1.1 y porque la forma cuadrática f es no degenerada.
Llamamos Ek := L(e11,... , ej = L(e11,. . . , es); E,, es un subespacio de di- té
mensión le, y se tiene E1 G ... G Eci± — Rd+í. Para cada le = 1,... ,d, Ek es un té
hiperpíano de E,,±í; vamos a probar que
61k+í y 61k+í están en el mismo semiespacio u’
té
de E,,±ídeterminado por Ek. Para ello elegimos una base v
0,... , v~ de 1’ asociada a
la bandera completa .8, es decir, v~ c Éh\Éh...l (para todo Ji = 0,... , d). Como los u’
vectores y0,... ,~ci son linealmente independientes, se tiene que L(vo,... ,vk) = L(É,3. u
En particular, podemos escribir té
u’
E,, = L(Éci—k)’ = L(vo,... ,vd..k—i,vd-..k)1 = L(vo,... ,Vd..4~i) fl L(v&..,j’ = téu
u’
— E,,±ífl {w E Rd±ííf(w,vci,,) = 0} = {w E Ek±ilf(w,vd...k)= 0}. té
u
Entonces los semiespacios de E,,A~ determinados por E,, son los conjuntos té
té
{w E E,,±iíf(w,vci,,)= 0} y {w E E,,±íIf(w,vci..~)<OB té
té
té
Ahora, elk+, E E,,+í\E,,, y f(eík+í,vd~rc) < O, porque ~cik es un vértice del cono u’
poliedral]’. De la misma forma, f(cik+t vd..k) < 0, por lo que 6~k+í y 6Jk+í están en el té
mismo semíespacio de E,,+
1 determinado por E,,. té
u’
En resumen, tenemos u’
• eI~ = e~1, porque OI~ = O~ = Fcií; por tanto, {e11 } y {e11 } son bases de E1 con
la misma orientación; también es = e~2, porque 012 = C~, ya que en F~2 sólo u’
u’inciden dos caras de codimensión 1 y una de ellas es ya Fci..í. u’
• por un resultado meramente algebraico (Lema 3.3.5, que demostramos a continua- té
ción), {e~1, e~2, e~3} y {e~, 6i2~6ij son bases de E3 con la misma orientación; té
u’
• aplicando sucesivas veces el Lema 3.3.5, tenemos que las dos bases {eI~,. . . , e,~.1 } u










Lema 3.3.5. Sean {ui,. . .,Um,Um±1} y {Vt,...,Vm,vm+i} dos bases de un espacio
vectorial real W de dimensión ni + 1 tales que
(i) L({uí,. . . ,u,,,}) = L({vi,.. . ,vm}) = L, y {uí,...,um} y {V1,...,Vm} son bases
de L con la misma orientación;
(Ii) 11m±í y Vrn±í están en el mismo semiespacio de W determinado por L.
Entonces <uí,. . . ,um,um+í} y {Vi,.. . ,Vm,Vm±1} tienen la misma orientación.
Demos tracton:
Sea iVf la matriz del cambio de base de {v4 y {u¿}, es decir, la matriz cuyas
columnas son las coordenadas de y
1,... ,um+í en función de la base {ui, . . . ,um±i}.
Entonces Al es de la forma
M=(%~ §,
donde M0 es una matriz m x ni, A es una matriz ni x 1 y a E R. M0 es la matriz
del cambio de las bases {uí,... ,Urn} y {ví,. . . ,-u»,} de L ; como estas bases tienen la
misma orientación, detAlo > O. Por otra parte, a > O porque ~m+1 está en el mismo
semiespacio que um+1 determinado por L. Entonces se tiene que detAl > 0, con lo que
las dos bases de W tienen la misma orientación. U
Proposición 3.3.6. Sea 1’ G Rd±íun cono poliedral no degenerado, con interior no
vacío y sean fi y A’ banderas completas de 1’ que se diferencian en un paso elemental.
Entonces existen ciclos orientados ampliados Ci,..., Cci±íy ‘,. . . , O~<1 que inciden
en A y A’ respectivamente (luego estos dos ciclos tienen distinta orientación) tales
que las bases correspondientes {ei... . , e~j~í 1 y {el,. . . , e%~ } de Rd+í tienen distinta
orientación.
Demos tracio n:
SeanB :F0 G ... G F~i..í y A’ :F¿ C ... G Fj1 ysupongamos que E’,. #É4 (por
tanto todas las demás caras son iguales); entonces la cara F,S está unívocamente deter-
minada a partir de la bandera A (Lema 3.1.2). Elegimos un ciclo ampliado Ox,...,
que incida en la bandera completa A y con la condición de que Cd..,.+í contenga a la
cara É, (para que sea ciclo asociado a .8, O~—,-+í debe contener a la cara F,.1, y no
contener a la cara F,.; la condición que le ponemos es posible porque É,~ contiene a la
cara F,.—i).
Consideramos ahora Ch.,. = ~ Ok,.~ = Od—r y o: = O, para todo i ~
d — y,d — r + 1. Entonces Of,... ,O~4 es un ciclo ampliado que incide en .8’. En







contiene a E’,.); y por otra parte, Ck...,.+1 = ¿ci—,- contiene a la cara É,L1 = É,.1 (de u’
uhecho contiene a É,.) y no contiene a F,.+í, por tanto tampoco contiene a F,~ (ya que E’,.
y F,S generan F,.+1).
Estos dos ciclos ampliados se diferencian sólo en la trasposición de dos de sus caras; té
se deduce por tanto que sus bases correspondientes (de vectores ortogonales exteriores) té




Proposición 3.3.7. (Orientación) Sea É C Rd±íun cono poliedral no degenerado (con u’
interior no vacío). Sean Ob,..., 0Id, Otd+I y Os’,.... 01d’ 01d+í dos ciclos ampliados con u’la misma orientación. Entonces las bases {e~, e~, eI,~~
1 } y {ejI... ~
6Jd~ 63d+í 1 de u’
Rd±í tienen la misma orientación. u’
té
Demos tracion: té
Sean A’ y A” las banderas en las que inciden los dos ciclos del enunciado. Puesto té
téque los dos ciclos tienen la misma orientación, estas dos banderas tienen la misma u
orientación, y así, por el Corolario 3.3.3, hay una cadena.8’ = ,ñ~,... ,A2~ — A” de u’
longitud par. Por la Proposición 3.3.6, para cada le = l,... , 2s existen ciclos orientados u’
ampliados té
a,1
¿k—i ~ a,d±1 y Qi,
que inciden respectivamente en las banderas Akí y A~, y tales que las bases corres- u’
—1 t. ~pondientes {e~N’, . . . ,eQ, e~d+í } y {Cg~,. . . , e~, 6b ci±í} tienen distinta orientación. u’
Tenemos así dos ciclos ampliados incidentes en cada bandera completa de la cadena: té
si le = 1,..., 2s —1, en A inciden los ciclos té
té
b,d’ b,d+1 y ¿k ¿k ¿k
u’
por otra parte, en la primera bandera inciden los ciclos u’u
~ ,Oid,O*d+t y ¿~,1,..., to,d, t~44~
u’uy en la última bandera inciden los ciclos
u’
0~ Ó• ¿•
¿~,... ,¿~d,cYt:1+1 y )i’•~ Jd~ )d+I’ té
Por la Proposición 3.3.4, las bases correspondientes a los dos ciclos que inciden en cada té
té
bandera completa tienen la misma orientación. Por la Proposición 3.3.6, los ciclos que
inciden en banderas consecutivas de la cadena tienen distinta orientación; como la ca- u’
dena tiene longitud par, se tiene finalmente que los ciclos que inciden en las banderas B~
y A25 tienen la misma orientación. Se tiene por tanto que las bases {e~
1, . . . , eI,~, ~ 1 u











Corolario 3.3.8. Sea 7’ un d-politopo abstracto de vértices Ví,. . .14.; sea]’ un cono
poliedral no degenerado del mismo tipo combinatorio que 2, y sean Vi,.. . , V,. los co-
rrespondientes vértices de 1’ (recordemos que un vértice ¾es el rayo vectorial sobre el
vector Vi). Para cada vértice 14 de 7’ elegimos un ciclo orientado C~, ... ,CId que incida
en 14, y con la condición además de que todos estos ciclos tengan la misma orientación.
Sea v~ := cI~ci(eí, A ... A eld), (donde ‘I~~ es el operador de Hodge, ver Sección 1.4).
Entonces, existen Áí,... , A,. positivos tales que
(a) o bien A~V1 := v~, para todo i = 1,..., y;
(b)obienA1¾:=—v~,paratodoi=l,...,y
Nota. Según el corolario anterior, podemos decir, que los vértices de 1’ son, o bien
todos los vectores v~ (obtenidos con el operador de Hodge, después de orientar conve-
nientemente los ciclos), o bien todos los vectores —y1 (por otra parte, si los vértices
fueran los vectores —v~ entonces podemos cambiar los ciclos orientados por otros con
la orientación contraria, y entonces obtendríamos que los vértices son la imagen por el
operador de Hodge de estos nuevos ciclos orientados).
Demos tracion:
Por las propiedades del operador de Hodge, el vector y1 := $ci(eI1 A ... A eld) es
ortogonal a los vectores ....... , e~; para ver que ~ = >.1V1, con Á~ > 0, es suficiente ver
que f(vI,eh) <0 para todo Ji tal que 14 « Ch.
Sea y5 otro vértice de 7’ y sea Gil,... ,Csd un ciclo orientado que incide en 1>5 con
la misma orientación que CIt... . , C~ y y5 = $ci(eJi A... A esd) (V~ puede ser igual a 14).
Sean Ch no incidente en VI y C,, no incidente en 1>5. Entonces, por las propiedades del
operador $, se tiene
f(v1, eh) = f($~(e~1 A... A e¿¿, eh) = $ci±i(eÍ1A... A ~ A eh) = detE[ií . . .
donde E[ii ... icih] es la matriz cuyas columnas son las coordenadas de los vectores
De la misma forma,
f(vJ,ek) = detE{ji . .
Por la Proposición 3.3.7, las bases {e~1,... el,,, eh} y {651,.. . , e>,,, ek} tienen la
misma orientación; por tanto se deduce que f(vl,eh)f(vJ,e¡<) > 0. Como consecuencia
se tiene que, si f(vI, eh) < 0, entonces se verifica el apartado (a) del enunciado; y si








3.4. Caracterización de matrices de Gram de politopos
u’
Recordemos que un cono poliedral J~ C no degenerado es el cono sobre un poli- u’
tétopo compacto P, y que entonces el tipo combinatorio de 1’ es por definición el tipo
combinatorio de P.
Nos planteamos el siguiente problema: por una parte tenemos un politopo abstracto té
7’; por otra, tenemos un espacio vectorial geométrico, E1 (Rd+í, f). Queremos ca- u’
u’
racterizar las matrices de Gram (respecto del producto escalar f) de los conos poliedrales u
1’ c E1 del tipo combinatorio de 7’. Denotamos por detf al determinante de la matriz u
de f respecto de cualquier base ortonormal (este determinante es igual a (—1)q, donde té
(p, q) es la signatura de 1). Sin pérdida de generalidad, podemos suponer que la base té
canónica de Rd+í es una base ortonormal para f (igual que hemos hecho para los
técasos esférico e hiperbólico). Como habitualmente, denotaremos por E’ a la expresión
matricial de f respecto de esta base, con lo que E será una matriz diagonal con las u’
entradas de la diagonal iguales a ±1. Cuando hablemos de coordenadas de vectores de u’
Rd±l, serán también respecto de esta base. u
u’
Recordamos la notación para submatrices y menores de una matriz: si G es una
matriz, denotaremos por a la submatriz de O que se obtiene tomando las u’
filas i1 . .. i,. y las columnas Ji . .. y, para submatrices cuadradas, denotaremos por u’35,
al determinante de dicha matriz. Para abreviar, denotaremos por 021 ,r al té
determinante de la matriz G~j’t]. té
té
Diremos que un cono poliedral realiza un politopo abstracto 7’ y una matriz O si
tiene el mismo tipo combinatorio que 7’ y su matriz de Gram es O, té
té
u’
Teorema 3.4.1. (Caracterización de matrices de Gram de politopos) Sea 7~ un d- u’
politopo abstracto con n caras (de codimensión 1) ordenadas, C1,... ,C,,. Sea O = (gq) té
una matriz simétrica de orden n, con gjj = ±1para todo i = 1,... , u, de rango d + 1 y té
té
signatura (p, d+ 1 —p). Entonces existe un cono poliedral É C (Rd±í, f) no degenerado
y con interior no vacio que realiza 7” y G si y sólo si se verifican las siguientes condiciones
(R) (Rango) Dados un vértice cualquiera de? y todas las caras Gil,... , C1,,, que inciden té
en él, la submatriz O[2”’] tiene rango menor o igual que d; té
u’(Pci+i) (AJenores principales de orden d+ 1) SiC11,... ,Cj~1 es un ciclo orientado ampliado u’
de?, entonces OÍI..ád+ldetf >0; u’
(Mci±í)(Menores mixtos de orden d + 1) Si C1~, . . . ,C~ , Cj~.1.1 y G11...., Cid, Csd#í son dos u’



















• Nota. La condición de que gil = ±1se debe a lo siguiente: si una matriz O tiene
• alguna entrada de la diagonal nula, entonces corresponde a un cono poliedral en el que
e
alguno de los hiperpíanos que lo definen es luz. A un cono poliedral de este tipo no
• podemos asignarle de forma canónica una matriz de Gram. puesto que alguno de los
• vectores ortogonales a las caras tiene norma O y entonces no se puede normalizar. Por
• otra parte. dada una matriz simétrica con todas las entradas de la diagonal no nulas,
• se puede ~norrnalizar”.dividiendo la fila y la columna i-ésimas por Ig~~1. En los casos
en los que estamos más interesados, los politopos hiperbólicos y esféricos, se tiene que
los vectores ortogonales a las caras tienen siempre norma positiva.
• Demostración:
• (=~.> Sea E’ c Ef un cono poliedral no degenerado que realiza 7’ y O. Para cada
• cara 01 de P, consideramos su vector normal exterior, e1, de modo que G = 0(P) =
• (f(e1.e1)).
• Consideremos un vértice cualquiera de 7’ y sean ....... , C1,.,. todas las caras que in-
• cíden en él. Como E’ es del mismo tipo combinatorio que 7’, los hiperpíanos Ha,... ,
• se cortan en una recta vectorial, o equivalentemente, los vectores ~ , el,,,, ortogo-
• nales a estos hiperpíanos generan un subespacio de dimensión d. Como consecuencia,
que es la matriz de Gram de estos vectores, tiene rango menorla submatriz C§’tj
• o igual que d. Con esto hemos probado (R).
• Veamos ahora (]‘ci+í). Sea C11 CId+í un ciclo orientado ampliado de 7’. En este
caso. los hiperpíanos H1, ,. . . se cortan en el origen de Rd+í, lo que equivale a
• que sus vectores ortogonales, el1,.. . , ~ son linealmente independientes. Entonces,
• su matriz de productos escalares, O [uí~+í], tiene signatura igual a la signatura de
• f. de donde se deduce en particular que su determinante tiene el mismo signo que el
• determinante de f. Por tanto es G(i~ti)detf > 0.










orientados ampliados de 7’, con la misma orientación. Entonces los correspondientes té
conjuntos de vectores {e11, . . . , %, el~~1 1 y {e51 efl , eld+I 1 son dos bases de Rd±í. té
Si llamamos E[ii ... i,.] a la matriz cuyas columnas son las coordenadas de los vectores
u’
se tiene té
0(Á:~tÁt) detf = det(E[i¡ ... iai ci+iY FE[ji ... icijci±i])detf=
— (detf)2det(E{ii . . . iciici+i])det(E[jí .. . ~ci~ci~]) té
té
Entonces detG(M~AM+t )detf > O si y sólo si las dos bases anteriores tienen la misma
orientación. Esto último es cierto por la Proposición 3.3.7. u’
u’
(~=) Supongamos ahora dados un poliedro abstracto 7’ y una matriz O simétrica té
té
de orden n, de rango d + 1 y signatura igual a la signatura de f, con las entradas de u
la diagonal iguales a +1 y que verifica las condiciones (R), (Pci+i), y (Mci±i).Tenemos u’
que encontrar un cono poliedral 1’ c Ef que realice? y O. té
Como la matriz O tiene rango d + 1 y la misma signatura que f, existe una matriz té
u’É E GL(R,n) tal que ÉtÉÉ = O, donde E’ es la matriz cuadrada de orden n cuya u’
primera submatriz principal de orden d + 1 coincide con E’ y el resto de las entradas u’
son nulas. Sea E la submatriz de É formada por las d + 1 primeras filas. Entonces se u’
verifica que EtFE = O. té
té
Llamamos eí,. . . , e,, a los vectores columna de E. Sea 1’ = É(en.. . , e,,), es decir, u’
1’ es la intersección de los semiespacios H ortogonales exteriores a los vectores e,.
Por la construcción, E’ realiza la matriz O. Como rg(EtFE) = d + 1, se tiene que té
rgE =d + 1, y por tanto, rgE = d + 1; se deduce entonces que entre los vectores té
u’
e
1,. . . e,, hay d + 1 linealmente independientes; esto implica que 1’ es no degenerado.
Veamos ahora que ]‘ tiene interior no vacio y que es del mismo tipo combinatorio u’
que 7’. Utilizaremos para ello la Proposición 3.2.1. Así pues, vamos a ver que se verifican té
las hipótesis de de esta proposícion. u
u’
En primer lugar, para la hipótesis (a), sea G11,... ,Cíd un ciclo orientado de 7’ mci- u’
dente en un vértice 1>. Elegimos una cara C5 que no pase por 1>; por la hipótesis (Pd+í), u’
1d5 ~ O y esto implica que los vectores e~
1,. . . , e,~, e5 son linealmente independi- u
entes. Como consecuencia, rg{ej1,... ~Cíd } = d. té
u
Se verifica además que, si C11,. .. , G1,,, son todas las caras que inciden en el vértice u’
1>, entonces el conjunto de vectores {e~1, ... , eh,, } también tiene rango d. En efecto, sea u’
C1,, otra cara de 7’ incidente en 1>; si e11, ... , e~4, e,~ fueran linealmente independientes, té










• degenerada), en contradicción con la hipótesis (R). Por tanto elk E L(e11,... , eQ, y se
• concluye finalmente que L(e11.... , e1,,,) = L(e11,... , ej.
Ahora vamos a escoger un vector u E Rd+l para cada vértice 1>. Para ello, para
cada vértice 14 deP elegimos un ciclo orientado G11,. . . ,C~ que incida en el vértice 14,
• tal que todos estos ciclos orientados tengan la misma orientación. Consideramos ahora
• el vector v~ asociado al vértice 14 definido como
4’d(C,i A... A
donde $ci es el operador de Hodge (ver Sección 1.4). El vector v~ que hemos elegido es
• unico, en el sentido de que si 61,... ,C,~ es otro ciclo que incide en 14 con la misma
• orientación que G11,... ,Cid, entonces se tiene que
• $ci(en A... A eíd) = Ay1, con A >0 (1)
La razón de esto es que los vectores e~1,... , ej~ y e¡1,. . . , ej~ generan el mismo espacio
vectorial (por el párrafo anterior) y además son bases con la misma orientación en este
• espacio, por corresponder a ciclos con la misma orientación (ver demostración de la
• Proposición 3.3.4). Esto quiere decir que el1 A... A eld = Ae¡1 A. . . A eld, con A > O (A es
• igual al determinante del cambio de las dos bases). Por tanto se tiene (1). Por supuesto,
por las propiedades de 4’, el vector v~ es ortogonal a los vectores elk, le = 1,... , d, donde
• son todas las caras que inciden en 14.
• Vamos a ver que los vectores u1 que hemos elegido verifican las hipótesis (b) y (c) de
• la Proposición 3.2.1. Así pues, sea L1 = (f(eh,vI)) la matriz de productos escalares de
los vectores ..... . , e,, y los vectores Vi,... , u,., es decir, si V es la matriz cuyas columnas
• son las coordenadas de los vectores VI, entonces Li = E
tFV. Tenemos que ver que esta
• matriz es del mismo tipo combinatorio que /2(7’) y que es totalmente no positiva.
e Supongamos primero que la entrada (h,i) de la matriz /2(7’) es cero; esto equivale
a que 14 E Ch. Por lo que hemos visto arriba, se tiene que f(eh,vI) = 0, es decir, la
entrada (h,i) de la matriz L
1 es igual a 0.
• Recíprocamente, supongamos que la entrada (Ji, i) de la matriz /2(7’) es no nula;
• esto significa que V~ ~ Ch, y debemos probar que entonces es f(eh,v1) ~ 0. Para verlo,
consideramos un ciclo orientado C11,... ,Cid de 7’ que incida en 14. Puesto que Ch no
incide en el vértice anterior, G11,... ,Cíd, Ch es un ciclo orientado ampliado, y por la
• hipótesis (]‘d+í) se tiene que GII...ídh ~ 0; esto implica que los vectores e~1,. . . ,
• son linealmente independientes; como además, por construcción, f(elk , u1) = O (le =













son del mismo tipo combinatorio, es decir, se verifica la hipótesis (b) de la Proposición té
3.2.1. té
u
Finalmente, veamos que se verifica la hipótesis (c). Consideramos dos entradas u
Li(h,i) = f(eh,v1) y Li(k,j) = f(e,,,v}) no nulas deL1 y vamos a probar que tienen té
el mismo signo, es decir, f(eh,vI )f(evv1) > 0. ti
té
Por las propiedades del operador de Hodge (Lema 1.4.1(a)) se tiene
u’
v~) = f(eh,
4’ci(e1, A . . . A eld)) = $ci+i(e~, A . . . A ~Id A eh) té
f(e,,,vI) =f(e,,,4’ci(e
1, A...A e14)) =$ci+í(es, A... A e54 A ek) u’
té
Además, también vimos que té
té
té
$ci+í(e~, A ... A el4 A ch) = detE[ii . . . icihj, u’
u’
donde ELií ... ¿ciii] es la matriz de coordenadas de los vectores e11,... , eI4,eh. Análo- u’
gamente, si E[ji . . . j~k] es la matriz de coordenadas de los vectores e11,.. . ,e14,e~, se té
tiene té




f(eh,vi)f(e¡c,vJ) = detE[ii . . . ¿ji] detE[ji . . .jcik] = u
= detE[i1 . . . idi] (detf) detE[jí . . . lic] (detf) = G (hIdh) (detf) té
té
•.,CI4~ Id téPuesto que hemos elegido los ciclos C C11,... C con la misma orientación, u’
por la hipótesis (Mci+i), se tiene entonces que G (tí ..igh)(detf) > 0. u’
Finalmente, si ocurre que todas las entradas no nulas de L1 son positivas, los u’
vectores —vi son los que verifican las hipótesis de la Proposición 3.2.1. u’
ti
té
La unicidad se obtiene del Lema 1.1.1. u’
U u’
té
Como casos particulares del teorema anterior, obtenemos la caracterización de las u’
matrices de Gram de politopos de un tipo combinatorio dado, en el espacio esférico o té
hiperbólico. También se obtiene fácilmente una caracterización de las matrices de Gram té
de politopos compactos hiperbólicos de un tipo combinatorio dado. u’
u’
Teorema 3.4.2. (Caracterización de matrices de Gram de politopos esféricos) Sea 7’ u’










• O = (gq) una matriz simétrica de orden n, con g~ = 1 para todo i = 1,... ,n y de
rango d + 1. Entonces existe un politopo P c Sci que realiza 7’ y G si y sólo si se
verifican las siguientes condiciones:
• (R) (Rango) Dados un vértice cualquiera de? y todas las carasel
1,... 6,,, que inciden
• en él, la submatriz G[~’{”] tiene rango d;
• (.P3) (Menores principales de orden .s) Si 2 < s =d, Fci. una (d — 8)-cara de 7’ y
• Gil,... ,C1, es un ciclo orientado truncado que incide en .Fci—5, entonces G11 ~ > 0;
(]‘ci+í) (Menores principales de orden d+ 1) SiC11, . . . , C~1 es un ciclo orientado ampliado
de 7’, entonces Gií...id+t > 0;
• (Mci±í) (Menores mixtos de orden d +1) SiC11,... ,c14,c14~1 ye11,... ,Cj~,C5~~i son dos
• ciclos ampliados con la misma orientación, entonces O > 0.
e
Además el politopo P es uníco salvo isometría esférica.
• Observación. En la demostración del teorema, quedará claro que la condición (P,) es
equivalente a:
• (Pd) Para todo ciclo orientado 6~,. .. ,C1~ de 7’ la submatriz G[:::d] es definida posi-
• tiva.
Demostracton:
• (=~.) Supongamos que existe]’ C S que realiza? y O. Esto es lo mismo que decir
que el cono poliedral 1’ G (Rd+í, f) verifica lo mismo, donde ahora f es el producto
escalar euclídeo. La restricción de una forma cuadrática definida positiva a cualquier
• subespacio es también una forma definida positiva; por tanto se tienen trivialmente las
• condiciones (P5), ó (Pci). La condición (R) se obtiene del Teorema 3.4.1 y de que f es
• definida; las condiciones (Pci+~) y (Md+í) se obtienen del Teorema 3.4.1.
(t=) Las condiciones (Pa) (o bien (E’d)) y (E’d+í) implican que la signatura de la
• matriz O es (d+ 1,0). Entonces se verifican las condiciones del Teorema 3.4.1, y se tiene
• el resultado.
• U
Teorema 3.4.3. (Caracterización de matrices de Gram de polítopos hiperbólicos) Sea
• 7’ un d-politopo abstracto con n caras (de codimensión 1) numeradas, ..... . ,C,,. Sea
• O = (90) una matriz simétrica de orden n, con ~ = 1 para todo i = 1,... <a y de
• rango d ±1.Sea VV un subconjunto no vacío del conjunto de vértices de 7’. Entonces
• existe un politopo]’ c H~’ que realiza 7’ y O, y tal que los vértices correspondientes a








(R) (Rango) Dados un vértice cualquiera de? y todas las caras C11,..., CI,,, que inciden u
en él, la submatriz @[~‘j’] tiene rango menor o igual que d; té
u(E’5) (Menores principales de orden s) Si 2 < s < d, Fci—~ es una (d — s)-cara de? que
incide en un vértice de VV y C11,... , C14 es un ciclo orientado truncado que incide u’
en Fci5. entonces 0111. >0; té
té
(]‘ci+í) (Menores principales de orden d+ 1) Si C11 Cid+í es un ciclo orientado ampliado u
de?, entonces ~ <0; u
(Mci) (Menores mixtos de orden d) Si C~1,. . . ,C14 y 4’,..., 4~ son dos ciclos de caras de ti
u7’ con la misma orientación que inciden en vértices de VV, entonces G~, ...~ > 0;
(M~±i)(Menores mixtos de orden d+ 1) SiC11,... ,C14, C14+, yCj,,. .. , 44, Cm,., son dos u’
ciclos ampliados con la misma orientación, entonces MtdM+’) < o. u
u
Observación. La condición (]‘~) es equivalente a la condición (]‘~) siguiente: u
(fl) Si C11,. . . ,C~ es un ciclo orientado que incide en un vértice de VV, entonces la té
submatriz G[7 7] es definida positiva, té
u
Estas condiciones nos están diciendo que la matriz correspondiente a la figura verticilar
de un vértice de VV es definida positiva, y por tanto esta figura verticilar es un símplex u
esférico, como corresponde a los puntos finitos del espacio hiperbólico, té
tiObservacion. Por el hecho de que el conjunto VV del enunciado sea no vacio no
u’
necesitamos la hipótesis general del Teorema 3.4.1 de que la signatura de O sea (d, 1),
ya que esto lo deducimos de la nueva hipótesis ]‘~. Si VV es vacío, aplicamos directamente u
el Teorema 3.4.1. Si el conjunto VV es el conjunto de todos los vértices de 7’, estamos té
dando un enunciado para politopos compactos. té
u
Demos tracton: u
(zt~.) Sea E’ C un d-politopo que realiza 7’ y O y con los vértices correspon- u
dientes a los vértices de VV finitos. Para cada cara C1 de E’, consideramos su vector u
tiortogonal unitario exterior, el (que está en la esfera de De Sitter). Por el Teorema 3.4.1,
se verifican (R), (Pci±í)y (M~÷1). u’
Veamos ahora (E’~). Sea C1, C14 un ciclo orientado que incide en un vértice u
1> E VV. Por el Lema 3.1.1, los vectores el,,... ,e14 son linealmente independientes. ti
Como el correspondiente vértice V de E’ es finito (por hipótesis), la forma cuadrática u
u’f restringida al hiperpíano ortogonal de V es definida positiva, y por tanto también se
tiene que la submatriz es definida positiva (por tanto tenemos (Pci)). Como u
consecuencia, todos sus menores principales son positivos, con lo que tenemos (E’~). u
Finalmente, veamos que se verifica (Mci). Sean entonces C11,... ,Cid y C11,.. . ,C,4 té









• de VV. Sean ¾y ¼ los vértices de 1’ correspondientes a 14, V~. Por el Corolario 3.3.8,
• se tiene que existen A1 > O y A5 > O tales que
o bien y1 = A1$~(e11 A... A el4) y ¼= A5$ci(e5, A... A e>4)
• o bien y1 = —Á~$ci(e1, A... A e~~) y y5 = —As$d(es,,. . .
En cualquier caso, aplicando el Lema 1.4.1(c),
• f(¾,y5) = .XjAjI($ci(e11 A... A C14),$d(Cj, A... A
= A1A5(detf) (Adf)(eñ A ... A e,4,e>, A .. . A e54) =
• = A1Ás(detf)G(%74) =
• Ahora bien, por hipótesis, ¾y Vjj son finitos, luego f(¾,V5) < 0. Como A1Á5 > 0, se
• tiene que 0(77) > 0, con lo que probamos (Mci).
(.c==) Veamos primero que la matriz O tiene signatura (d, 1). Sea 1> un vértice de
VV y sea C11,. . . , 64, C14+, un ciclo orientado que incide en 1>. Estudiando los signos de
• los menores principales encajados de O tenemos:
• •
• GtI :~ > 0, para todo s = 2,..., d, por la hipótesis (E’~);
• • G,~ ~ < 0, por la hipótesis (Pci+i);
• Como el rango de O es d + 1, se deduce que la signatura de O, es la deseada.
Entonces, por el Teorema 3.4.1, existe un cono poliedral no degenerado y con interior
• no vacio]’ cE (Rd±l,f), con el mismo tipo combinatorio que 7’ y cuya matriz de Grames
• O. En esta demostración encontrábamos vectores Vi,... , y,-, que eran los vértices de P,
• y por tanto verificaban que la matriz L1 = (f(e5,v1)) era del mismo tipo combinatorio
que la matriz del tipo combinatorio de 7’ y totalmente no positiva. Para terminar
la demostración debemos ver que los vértices v~ correspondientes a todos los vértices
• 14 E VV tienen norma negativa y cortan todos a la misma hoja del hiperboloide; es
• decir, hay que ver que f(v12v5) < O para todos los i,j tales que 14 y V~ estén en VV
• (considerando también i = 5).
Sean pues 14, fl E VV y sean como siempre C11,... ,C14 y C51,. .. ,C54 dos ciclos con
la misma orientación que inciden en estos vértices. Por el Corolario 3.3.8, se tiene que
• o bien y1 = A~4’ci(e~1 A... A e~4) y y5 = Ast¡(e5, A... A e54), con A1,A5 >0;
o bien v~ = —A1$ci(e1, A ... A e~4) y —y5 = Aj4’ci(es, A ... A e54), con A1,A5 > 0.
• En cualquier caso, e igual que en la demostración de la condición necesaria, se tiene
• que








Ahora, por la hipótesis (Ma) (esta hipótesis equivale a (]‘ci) si hemos tomado los dos té
vertices y los ciclos que inciden en ellos iguales) se tiene que 0(77) > 0. Como té
se tiene por tanto f(v1,v5) < 0, de donde se deduce que los vectores y, y v~
u’
generan rayos vectoriales que cortan a la misma hoja del hiperboloide Fi (—1), con lo ti
que terminamos la demostración. u’
E u’
ti
Nota. Se puede ver que el teorema para símplices (2.1.1) es un caso particular de este u’
teorema, pues las condiciones sobre los signos de los adjuntos de la matriz de Gram de u’
un símplex conciden con las condiciones (A’14). té
u’
Finalmente, vamos a dar el enunciado explícito para poliedros (es decir, dimensión u’
3) compactos hiperbólicos. Utilizaremos este teorema para los ejemplos del Capítulo 4. u’
té
Teorema 3.4.4. (Caracterización de matrices de Gram de poliedros compactos hiper- u’
bólicos) Sea 7’ un poliedro abstracto con n caras ordenadas C1,... ,C,,. Sea O = (g±,) té
una matriz simétrica de orden n, de rango 4, y tal que 911 = 1 y si C~ Q son caras té
u
adyacentes de?, entonces —l <9t5 < 1. Entonces existe un poliedro E’ E H
3 compacto
que r aliza? y O si y sólo si se verifican las siguiente condiciones: u’
(R) Dados un vértice cualquiera de 7’ y las caras ....... , C
1,, que inciden en él. la té
submatriz O[7 1 tiene rangoS; ti
u’(P3) Si CI,CJ,Ck son caras de? que inciden en un vértice, entonces Oijk > 0; u’
(E’4) Si CI,C5,Ck son caras de? incidentes en un vértice, yC¡ otra cara que no incide en té
ese vértice, entonces Gijk¡ < 0; u’
u’
(NI3) siC11,C12,C13 yC5, ,C52 , C53 son dos ciclos de caras de? con la misma orientación, u’
u’> o;
ti(M4) SiC11,C12,C13yC51 , C52 , C53 son dos ciclos con la misma orientación, 64 es una cara
u’
que no incide con el primer ciclo, y C1., una cara que no incide con el segundo, u’








Sea E1 = (Rd+l, f) un espacio geométrico. En esta sección vamos a considerar un u’
cono poliedral fi’, definido a partir de los vectores ortogonales a sus caras, es decir té










• En ambos casos vamos a estudiar el tipo combinatorio de E’. La forma de describir el
• tipo combinatorio será:
(1) dar todos los vértices;
• (II) dar todas las caras de codimensión 1<
e (III) dar las relaciones de incidencia entre vertíces y caras de codimensión 1 (por ejemplo
la matriz del tipo combinatorio de É).
e Descripción de un cono poliedral a partir de sus caras
• Sean e1,... , e,, E Rd+í. Consideramos el cono poliedral
•
donde recordamos que los semiespacios H~ vienen dados como
e
• H ={vERd+í f(v,e1)=0}.
• Supondremos siempre que el cono poliedral E’ es no degenerado, es decir, el conjunto
• de vectores {ei... . , e,,} tiene rango d + 1 (si 1’ es degenerado, entonces, por el Lema
e
• 1.3.3, podemos considerar el cono poliedral E’ = 1’ fl K donde K es un subespacio de
• Rd±í complementario a flL1 fi1 y 1’ es ya no degenerado).
• Para abreviar, en lo que sigue de esta sección, denotaremos W :— Rci+í. Denotare-
mos por E a la matriz cuyas columnas son las coordenadas de los vectores e1,... , e,. (ene la base canónica de Rd+1) y por E[ií . . ici~a] a la submatriz cuadrada de E formada
• por las filas zí . . . zci+i de E.
e
(1) Vértices
• Consideramos todas las posibles combinaciones de d elementos entre los n vectores
• e1,. , e,,. Para cada elección de d vectores, ....... , e14 (fijado un orden cualquiera




1 A... A e~4).
• Sea M la matriz de dimensión u x de productos escalares de los vectores e5 (5 =



















1 A... A el») = té
té
—
4’ci-i-1(el, A . . . A el
4 A e5) = detE[ii ... íd]] u
u’
Por ser E’ no degenerado, la matriz M tiené alguna entrada no nula. té
té
Observamos que v~~4 = O si y sólo si el1 A ... A e14 = O si y sólo si los vectores
e11,... , e14 son linealmente dependientes. Esto equivale también a que la columna de
M correspondiente al vector ~ sea idénticamente nula. u’
Se puede ver fácilmente cuáles de estos vectores van a ser vértices de P: u
ti
téLema C.1. (Vértices) La columna Al1114 correspondiente al vector V11...14 determina u
un vértice de P(ei,... , e,,) si y sólo si no es idénticamente nula y todas las entradas no
nulas tienen el mismo signo. Si el signo de las entradas no nulas es negativo, el vértice u’




Podemos suponer que y11 ,~ # 0. El vector v~1 .14 es ortogonal a el1,... , e~4, y como u’
estos vectores son linealmente independientes, se tiene que L(v11...14) = H11 O... OH14. u’
Entonces, por el Lema 1.3.4, el vector ~ es un vértice de Psi y sólo si f(e5, y11...4) = té
O para todo j = 1,. . . , n, equivalentemente, si todas las entradas no nulas de la fila ti
té
Al11...14 son negativas. Si el signo de todas estas entradas es positivo, entonces —y,1 ~ u’
es vértice de E’. u’
E ti
té
Puede ocurrir que dos vectores y1114 y y5154 verifiquen las condiciones del lema u’
anterior (y por tanto sean vértices), pero sean vectores proporcionales, es decir, definan u’
el mismo vértice de 1’ (recordamos que un vértice de un cono poliedral no degenerado ti
es un rayo vectorial, y que, con abuso de notación, estamos llamando también vértice ti
a cualquiera de los vectores que generan este rayo). Esto se detecta fácilmente, pues u’
u’
~ y y5, .. .54 definen el mismo vértice si y sólo si las dos columnas correspondientes
de la matriz Al tienen las mismas entradas nulas. u’
De esta forma hemos encontrado todos los vértices de É; si una columna Al,, •~ ti
tenía todas las entradas no nulas positivas, en vez de tomar el vector —ve, ...l~, cambiamos té
tila orientación del ciclo, es decir, tomamos por ejemplo el vector v~211 ~ u’
Notación. Sea Al0 la submatriz que consiste en elegir una columna de Al por cada ti










Una vez conocidos los vértices, podemos estudiar si el cono poliedral tiene interior
vacío y en ese caso para qué valor de s se reduce a una s-cara. Utilizando el Lema 1.3.1,
se obtiene trivialmente el siguiente resultado:
Lema C.2. (Conos poliedrales con interior vacío)
(a) El cono poliedral 1’ tiene interior vacío si y sólo si alguna fila de Al0 tiene todas
las entradas nulas (esta fila corresponde a un hiperpíano que contiene a todos los
vértices).
(b) Supongamos que zi,... , z~ son todas las filas de Al0 que tienen todas las entradas
nulas. Entonces E’ se reduce a una s-cara donde s = d — rg{eí,,... , e~ }. U
(U) Caras de codimensión 1
Supongamos que E’ tiene interior no vacío. Queremos ver cuáles de los hiperpíanos
H1 definen una cara de codimensión 1, es decir, cuáles de estos hipe4ilanos no son
superfluos. Esto es fácil, ahora que ya conocemos todos los vértices del cono poliedral;
en concreto, un hiperpíano H1 determina una cara de codimensión 1 si y sólo si los
vertices contenidos en H1 no están contenidos en ningún 115 con j ~ i. Esta información
se puede ver mirando las entradas nulas de cada fila de Al0.
(III) Incidencias
Notación. Sea A’11 la submatriz de Al0 que consiste en elegir una fila por cada cara de
codimensión 1 de E’.
Entonces la matriz Al~ determina las incidencias entre los vértices y las caras de
codimensión 1 de P.
Descripción de un cono poliedral a partir de su matriz de Gram
Consideremos ahora dada una matriz G simétrica de orden ii, rango d+1 y signatura
la de f. Entonces existen n vectores e1,... , e,, E E1 = (Rci+1, f) cuya matriz de Gram
es la matriz G; es decir, G = (f(e~,e5)) = G(e1,. . . , e,.). Queremos describir el tipo
combinatorio del cono poliedral E’ = E’(G) = É(ei, . . . ,e,,), en términos de la matriz
0. Supondremos que la base canónica de Rd+í es ortonormal para f, y denotamos por
E a la expresión matricial de f en esta base.
En primer lugar observamos que el cono poliedral 1’ es no degenerado por ser la







(1) Vértices de É(G) u’
u’
Dados d índices 1 =~i < < i~ <n, estudiamos si la intersección ~ O. . O H~4
determina un vértice de fr(o). Para ello, utilizamos la matriz G~Iií . . . icifl de orden u’
n x n que se forma orlando el menor principal GQ’7) con una fila y columna de G, u’
es decir, té
G¡Iií... := (o~;~~) 5k u’
té
La entrada (1~ le) de la matriz anterior es té
u’
= det(E[ii . . . icijf E E[ií . . . i~k}) ti
u’
Lema C.3. (Vértices) Sea ....... ici} c X. Entonces ti
u’
(a) dim(H11 O . . . O H~4) = 1 si y sólo si rg{e11, . . . ,e14} = d si y sólo si la matriz té
GHií ... iciH tiene alguna entrada no nula; té
ti
(b) Supongamos que se verifica (a); entonces Hl~ O . .. O H14 determina un vértice de téfr(o) si y sólo si todas las entradas no nulas de GHii . . . icij~ tienen el mismo signo. u’
Demos tracion: té
u’
Si rg{e11,... ,e~} = d, como rg{e1,. .. ,e,,} = d + 1, existe j E X tal que los ti
vectores e11,... ,e~4, e5 son linealmente independientes. En este caso, la entrada (ti) u’
delamatriz Gui1 .. . ia~¡ esnonula. Reciprocamente,si laentrada(j,k) deGHii . . .iciuJ es u’
u’
no nula, entonces los vectores el,, ... , e14, e} son linealmente independientes, y también u’
lo son los vectores e111... ,
6i
4,
6k~ Con esto tenemos (a). u’
Veamos ahora (b). Consideramos el vector 1)1,14 = 4’ci(e1, A ... A el
4). Por las té
u’propiedades de 4’ (Lema 1.4.1(a)), ~ es ortogonal a e~11... ,e14; como consecuencia,
vI~ 14 genera la recta vectorial ~ O... ~ u’
Supongamos que esta recta vectorial contiene un vértice de 1’; esto quiere decir que té
.141 e5)f(v11 ...I~, ek) > O (para todos los 5, le E {1,. . . ,n} tales que e1 y e~. no depen- té
dan linealmente de e~1,... , e14). Como consecuencia, detE[ii ... id]
t detE[ii . . . icik] > O u’
u’(aplicando de nuevo el Lema 1.4.1(a)), y por tanto la entrada (5, le) de la matriz u’
idIJ tiene signo igual al signo de detF. Se deduce por tanto que todas las u’
entradas no nulas de esta matriz tienen el mismo signo. u’
Recíprocamente, si todas las entradas de Gluii ... zdju tienen el mismo signo, en- u’
u’tonces, comparando dos entradas (5, k) y (5,1) no nulas, se tiene que f(v1
1...14, Ck) y
.14, e¡) tienen el mismo signo. Como consecuencia, por el Lema 1.3.4 se tiene que u’











• La matriz GiIií ... idi es “casi” una submatriz de la matriz de menores de orden
• d + 1 de O; en concreto, si llamamos G a la matriz cuyas entradas son los menores de
• orden d+ 1 de Oque contienen las filas y las columnas ~ ,ici, entonces Ojlii . . .iciI~
• y G se diferencian en
• • el signo de algunas filas y las correspondientes columnas,
• una permutación de las filas y la misma permutación de las columnas.
• Como consecuencia, y como el rango de O es d + 1, se tiene que rgO = 1, y también
• rgO~i~ ... idi = 1. Esto nos permite en particular conocer el signo de todas las entradas
• de OIIií ... idi a partir del signo de unas pocas.
• (II) y (III) Caras de codimensión 1 y relaciones de incidencia
• Sean ~i,• . . , ~ci tales que H~, O ... O H14 contiene un vértice de A(O); es decir, la
• matriz CHin... ,iciJj tiene todas las entradas no nulas del mismo signo, Entonces un
• hiperpíano H~ pasa por este vértice si y sólo si la columna i-ésima de Cliii,... ,iciui es
• idénticamente nula.
• Esto nos da las relaciones de incidencia entre vértices y caras. Finalmente, obser-
vamos que Ñ1 O A es una cara de codimensión 1 si y sólo si el conjunto de vértices que
contiene no está estrictamente contenido en ningún otro hiperpíano H~, con j~i.





























Fijado un tipo combinatorio de polítopo, 7’, en el Capítulo 3 hemos descrito el conjunto u’
de matrices que son matrices de Gram de politopos de este tipo combinatorio (en un
espacio que pensaremos que es esférico o hiperbólico). Todas estas matrices forman un té
conjunto Q en el espacio RN (con N = (~), y n el número de caras del politopo). La u
matriz de Gram refleja datos métricos del politopo: ángulo (o distancia) entre cada dos
hiperpíanos que contienen caras del politopo. Si dos caras son adyacentes, este dato u’
es menos el coseno del ángulo diédrico. Por tanto, las coordenadas de RN son de dos ti
tipos: Ni coordenadas correspondientes a ángulos diédricos, y Al2 correspondientes a u’
pares de caras no adyacentes del politopo. u
u
Dado un punto A E RNI, existe un politopo con estos ángulos (y del tipo com- u’
binatorio dado) si el punto A está en la proyección del conjunto g. Por tanto, el u’
espacio de (cosenos de) ángulos diédricos de politopos de un tipo combinatorio dado es ti
la proyección del conjunto Q de matrices de Gram sobre el espacio de coordenadas que u’
representan los ángulos diédricos. ti
u’
El capítulo se desarrolla en torno a dos hechos principales: u’
(1) Las condiciones del Teorema 3.4.1 (y los siguientes) son igualdades y desigual- ti
dades polinómicas en las entradas de la matriz de Gram. Como consecuencia, el conjunto té
uQ de matrices de Gram es un conjunto semialgebraico real. Entonces, por el Teorema u
de Tarski-Seidenberg (ver por ejemplo [BR]), su proyección es también un conjunto u’
semialgebraico real. Esto quiere decir que esta proyección, el espacio de ángulos, se té
puede expresar por medio de igualdades y desigualdades polinómicas en los cosenos té










• cripción de este tipo (Sección 4.2). El método de proyección que utilizamos para los
• ejemplos que hemos estudiado es el de eliminación directa de las incógnitas, despejando
y sustituyendo.
• (2) Unicidad dc la solución. Supongamos dados unos ángulos diédricos tales que
• existe un politopo con esos ángulos; una pregunta importante es saber si este politopo
es único (manteniendo por supuesto el tipo combinatorio). Esto equivale, en el lenguaje
anterior, a que el conjunto Q se proyecte de forma inyectiva. En dimensión 3, por los
• resultados de Cauchy ([Ca], ver también [HR]), la unicidad es cierta para poliedros
• trivalentes. Con el estudio que hacemos para descendientes de tetraedros se da en este
• caso una demostración alternativa de este resultado de unicidad (Proposición 4.3.6).
e
En los cálculos que haremos utilizamos frecuentemente las identidades de Sylvester.
• En la Sección 4.1. explicamos algunas relaciones que se obtienen de éstas, y sus signifi-
• cados geométricos. En la Sección 4.2, describimos el espacio de ángulos de prismas
• triangulares hiperbólicos (compactos o no) y esféricos. Este es un caso sencillo porque
se proyecta a un espacio de dimension una unidad menor. Con esto vemos entonces
el teorema de Andreev generalizado para prismas triangulares. En la Sección 4.3, se
• establece el teorema de Andreev generalizado para descendientes de tetraedros. Damos
• un método para eliminar las entradas de la matriz de Gram que no corresponden a
• ángulos diédricos. En estos casos este proceso es sencillo, pues las incógnitas se pueden
• eliminar sucesivamente mediante polinomios cuadráticos. Finalmente, en la Sección 4.4
se trata el ejemplo del cubo. La combinatoria del cubo, para el problema que estamos
• tratando, es de naturaleza bien distinta a la de los ejemplos anteriores, ya que las tres
• entradas de la matriz de Cram que no corresponden a ángulos diédricos ya no se pueden
• eliminar sucesivamente como en el caso de descendientes de tetraedros. Para este caso
• mostramos algunos ejemplos.
e
• 4.1 Lemas técnicos y significados geométricos
e
• Damos aquí algunos lemas que se utilizaran en el resto del capitulo. Estos lemas se
• deducen principalmente de los productos exteriores del espacio (Rci+ i, f) (ver Sección
• 1.4) y de las identidades de Sylvester (ver Apéndice A, en el Capítulo 1).
• Nata 4.1.1. (Interpretación de las condiciones (Mci) y (Alci±í) de los teoremas de
• caracterización de matrices de Cram del Capítulo 3). Sea O una matriz simétrica de
• rango d+ 1; según hemos venido haciendo en el Capitulo 3, podemos interpretar O como
• la matriz de productos escalares den vectores en un espacio geométrico (Rci+l,f), con









(a) Los menores de orden d+ 1 de O se pueden interpretar como productos escalares ti
de vectores en (Ad+íRd+í,Ad±íf): té
u’
= (Ad±íf)(611A . . . A 6i4~j, eg~ A . . . A e54~~) té
(ver Sección 1.4). El espacio Aci+lRd+í tiene dimensión 1 y Aci±ífes no degenerada. té
ti
Por tanto, el producto escalar de dos vectores es nulo si y sólo si alguno de los dos
vectores es el vector 0. Es decir, té
té
z1...14+1) —0 si y sólo si CIí,.Á4~í = O ó ~ 54+1 = O té
1134+1
ti
Observemos que, para algunos menores particulares, esto también se deduce de la iden- ti
tidad de Sylvester té
u’
C~, .14011 ...iajk ~ ...í4k — O(74d~)2 tété
pues si rgG = d + 1, se tiene que 01
1...145k = O. té
u’
Si pensamos en el caso hiperbólico, el producto escalar Ad+lf es definido negativo. u’
Entonces, la condición (Ald±l) del Teorema 3.4.1, C(1:7+i) < O dice entonces que los té
vectores 611 A.. .Ae1441 y eg~ A... Aes4+1 tienen norma del mismo signo, es decir, son pro- té
u’porcionales con constante de proporcionalidad positiva. Es decir, la condición (Alci+í)
equivale a que todos los vectores de Aci+lRd+í correspondientes a ciclos ampliados con
la misma orientación tengan norma del mismo signo. Como consecuencia inmediata, se u’
puede reducir la condición (Alci+i): si en un politopo hay R ciclos orientados ampliados, té
entonces para tener (Alci±~)es suficiente con calcular R — 1 menores mixtos adecuados. té
té
(b) Los menores de orden d de O se pueden interpretar como productos escalares u’
de vectores en (AdRd+l, Adf): u’
té
OC~?i~) iAdf)(61, A...Ae14,e}1 A...A 654) u’
ti
El espacio AdRd±ítiene dimensión d; para el caso hiperbólico, Mf tiene signatura (1, d), u’
es decir, la opuesta del espacio hiperbólico. Podemos entonces pensar en este espacio de ti
forma totalmente análoga a como lo hacíamos con el espacio hiperbólico; por ejemplo, ti
té
ahora la línea de nivel 1 es un hiperboloide de dos hojas. Si estamos estudiando el caso
compacto (Teoremas 3.4.3 y 3.4.4), es decir, queremos que todos los vértices sean finitos, u’
la condición (Pci) impone la condición de que ciertos vectores de AdRd+l tengan norma u’
positiva, es decir, estén en el hiperboloide de dos hojas. Y la condición (Mci) impone té
la condición de que todos estos vectores estén en la misma hoja de este hiperboloide. té








• el politopo tiene 5 ciclos orientados, basta calcular S — 1 menores mixtos adecuados
• para tener (Ma). También utilizaremos este espacio principalmente para probar: si dos
• menores O~ .14 y 0s~.. ~ de O son positivos y existe otro menor principal 0k1 . >~4 no
>0 (esto se utilizará en el Teoremanegativo, entonces se verifica
• 4.2.3, aunque daremos también una demostración algebraica).
• Lema 4.1.2. Sea O una matriz real simétrica de orden n.
(a) Supongamos rgO = d+1 y supongamos que el menor G~ ~ es igual a O. Entonces
• O(.. —0,para todo jí,...,Jci+í E {l,...,n}.
• (b) Si rgO = d + 1 entonces rg(A~O) = (¿4-1) donde A’~O es la matriz de menores de
orden r de O.
• (c) Si rgO =d + 1 y todos los menores principales de orden d + 1. son iguales a cero,
• entonces rg0 <d + 1.
• (d) rgO = d + 1 si y sólo si todos los menores principales de orden mayor que d + 1 son
• iguales a cero y hay algún menor principal de orden d + 1 distinto de cero.
• Demostraczon:
• Si O tiene rango d + 1, podemos ver O como la matriz de productos escalares de
• rz vectores u1,... ,u,, en el espacio vectorial Rci+í respecto de un producto escalar f
• no degenerado, y tal que entre los u1,..., u,, hay d + 1 linealmente independientes.
• Entonces (a) es inmediata, utilizando la Nota 4.1.1(a), porque u~1 A ... A 1114+1 = O.
• Para (b), se tiene que A~f es un producto escalar no degenerado en ArRd+í, y A~O
• es la matriz de productos escalares de los vectores n~1 A ... A nl7, para todo 1 =t~
• ... cci,.. =n. Puesto que entre los vectores ni,... ,u,, hay una base de Rd+í, se verifica
• que entre los vectores 1111 A ... A uf,. hay una base de ArRd+i. Entonces el rango de
A~G es igual a la dimensión de ArRci+í, con lo que se tiene el resultado.
• El apartado (c) se obtiene fácilmente a partir de (a) y el (d) a partir de (c). LI
e
• Vamos a utilizar frecuentemente las identidades de Sylvester para obtener relaciones
• determinantales entre los menores de las matrices de Gram de poliedros. Utilizaremos
• esta fórmula principalmente para orlar menores de orden 2 y 3.
• Así por ejemplo, si O es una matriz simétrica de orden 5 (como es la matriz de
• Gram de un prisma triangular), obtenemos las siguientes fórmulas, que apareceran en
• la Sección 4.2 y que resumimos aquí para conveniencia del lector.





(a) (Identidades de tipo estándar) Orlar un menor de orden 2 en una matriz de orden
0:201245 = 01240:25 —
0í2O(~~) = 0i230( 4) —
Orlar un menor de orden 3 en una matriz de orden 5:
0:23012345 = 012340í235 —
(b) Sea u la entrada (4,5) de la matriz O; entonces el discriminante de detO respecto
de u es
‘1234 2 + 0í2s(Gí2s4s)I~~
—
0i2340i235
(c) Modificaciones de una identidad de tipo estándar:
—OQ~)0í2a4s = —012340(~~) +
(d) Orlar un menor de orden 2 en una matriz de orden 5:
‘‘1235’ ‘123’ 1234012012345 = 01230:245 — O(124)Ok 1245) + 0¼25)0(1245)
00 o(123\oti245~ _ 0(124’~o(1234’~
1212345 = \124/\i235) + 012401235 \125 /k1235]
Si detO = O, entonces
2OQ~)o( ~~)o( ~~)=—o~ 2012301245 + 01250(124) + 01240(125)
(e) Orlar un menor de orden 2 en una matriz de orden 5 con dos filas iguales:
O1230~—O( 4)0(1 ) + O(1~)01234 = O
Demostracton:
(a) Demostramos la tercera igualdad, las otras dos son análogas. Orlando el menor
0123 con una fila y una columna de O, obtenemos la matriz
01234
oQ~)
Por la identidad de Sylvester, se tiene que detB = Oí
23detO. Calculando el determi-




























































(b) Evaluando la expresión anterior en u = O, se obtiene una factorización del
discriminante del polinomio en u
detC = —0123u
2 — 2G(l~~)~ __ u + (0I234s)¡~..~
(c) Orlando el menor G(~) en la matriz O [~~] (es la matriz O con algunas
columnas cambiadas de orden), por la identidad de Sylvester se tiene
o(123~0(í2345~ = o~oQ~~) — 0(1234 1235\k124/ki2435/ Xi 4 1243/
Ahora, cambiando de orden filas y columnas en los menores que aparecen en la expresión
anterior, se obtiene la identidad del enunciado.
(d) Si orlamos el menor 012 con una fila y una columna de 0, obtenemos la matriz
B G(123~ c(í23’~0123 ‘424) k125)0( 4) 0124
c(f~) 0(r) 0125
Por la identidad de Sylvester, se tiene que detB = G~2 detO. Desarrollando el deter-
minante de B por la primera columna y aplicando una identidad de Sylvester de tipo
estándar a cada adjunto, se tiene
1212345 = — o~1235) ,r(12S~Go(l2a4~
020 012301201245 0G~)012 ~ ~ :251 12kí245/
Dividiendo por 012 se tiene entonces el resultado.
La segunda igualdad es análoga, desarrollando el determinante de la matriz B por
la segunda columna.
Para la tercera igualdad, desarrollamos el determinante de la matriz II por la
primera fila
0~2G1234s = 012301201245 0(~~) [GQ~)Gi2s—0( ~~)oQ~)] +
+0(~~) [G(~)0(~) — G(1~)0124] =
= 01230:201245 — G«~)20í2s + 20(1)0(~)0(~) — GG~)2Gí24
Como 012345 = detO = 0, se tiene el resultado.
(e) Consideramos la matriz 0[}~] (que resulta de sustituir la fila quinta de O
por la fila tercera, con lo que esta matriz tiene dos filas repetidas), y orlamos el menor
0:2, con lo que obtenemos de nuevo una matriz con dos filas iguales:
¡ 0:23 G(~~) G(~~)
B = 0123 0Q~)
95
La matriz B tiene entonces determinante nulo. Si desarrollamos este determinante por
la primera fila, y aplicamos identidades de Sylvester de tipo estándar a los adjuntos de
B. se tiene
O = detB = G123012G(~t) — G(~]~)o120(~íijt) +
y dividiendo por 012. nos queda
O = 0x230(~?,~~) — ~ + G(~~)G:234
4.2 Prismas triangulares
En esta seccion vamos a estudiar el espacio de ángulos de los primas triangulares com-
pactos hiperbólicos, de los prismas triangulares hiperbólicos (no necesariamente com-
pactos) y de los prismas triangulares esféricos.
Consideramos un prisma abstracto 7’ con las caras
La numeración de las caras induce una numeracion en
son adyacentes, denotamos por E,> a la arista cornun.
La matriz de Gram de un prisma triangular en un




















numeradas según la Figura 4.1.
las aristas: si las caras C1 y
espacio (R



































































donde a15 = —cos ~ siendo &15 el ángulo diédrico en la arista S~~; y la entrada u es
el producto escalar de los vectores normales unitarios exteriores a las caras 04 y C5 del
prisma.
La forma de calcular el espacio de ángulos será: en primer lugar, calcular la entrada
u en función de las demás entradas de la matriz, utilizando para ello la condición de
que la matriz O debe tener rango 4; aplicarle a esta matriz (que ya sólo depende de los
ángulos diédricos) el teorema de caracterízacion de matrices de Gram que corresponda.
Las condiciones de los Teoremas 3.4.1, 3.4.2, 3.4.3 y 3.4.4 son desigualdades polinómicas
en las variables a15 y u; al sustituir u por su valor en términos de los a~1 ya no tendremos
expresiones polinómicas, sino que tendrán cocientes y raíces cuadradas. Finalmente
eliminamos los cocientes y las raíces cuadradas, teniendo cuidado con el sentido de las
desigualdades.
En los dos lemas siguientes vamos a estudiar los polinomios resultantes de sustituir
la incógnita u por su valor en función de las demás entradas de la matriz en los menores
0(1 ~) y0(~). Estas resultantes se pueden obtener por el método estándar mediante
el determinante de la llamada matriz de Sylvester. Calcularemos las resultantes de esta
forma, y también vamos a hacerlo de forma directa, para ir siguiendo el sentido de
las desigualdades. Estos dos lemas son la parte fundamental de los teoremas de esta
seccion.
Lema 4.2.1. (Resultante de 0(~) y det0 respecto de u)
(a) La resultante de o(~) y det0 respecto de u es el polinomio
—0:2301240:25 + 01201240:235 + 012012501234
(b) Si 0124 > 0, 0125 > O y 0123 <0, entonces R1 < O
(c) Si llamarnos F1 := 0~2 0123401235 — 0(1~)2 0(1~)2, entonces F1 =
Demastracton:
(a) Si expresamos 0(}~) y det0 como polinomios en u se tiene
= 012U + 0(M~) ¡u0
detG = —01~u
2 — 2G(~fl¡ u + detOg
0
Se tiene entonces que
012 0(}~) ~ o








— OLdetO¡ + 20í20(1~fl¡ o(4~) =(i) ti
— OhdetO¡ + 0:20(i25)¡0(i2~), — 0Q~Á)10o 123) tété
— 012012401235 — o ~/ 123) o(1245) __ ~0(12t 0(1 2¾01123) (iii) té4 ~25/ ¡~0 ‘4 4/ \ 1 5
— 0120:240:235 — 0i2s0(t~)2 (‘v) u’
— 01201240235 + 01201250:234 — 0:230:240:25, tété
tédonde hemos utilizado las siguientes identidades de Sylvester: para (i), la segunda iden-
tidad del Lema 4.1.3(a), evaluada en u = O; para (u), utilizamos la segunda identidad u’
que aparece en el Lema 4.1.3(d), evaluada en u = 0; para (iii), se utiliza la siguiente u’
identidad, análoga a la segunda del Lema 4.1.3(a) evaluada en u O té
u’
0120(~) ¡__ = 0:250(m) — 0(1~)¡0C~); ti
u’
finalmente, para (iv) se utiliza la identidad de Sylvester de tipo estándar u’
u
0:201234 = 01230124 — 0(~2)2 té
ti
ti
(b) Por las hipótesis, se tiene que 0:230:240:25 < 0; por tanto, té
u’
= ~0:2a0124012s + 012 01240:235 + 0:20:2501234 < té
< —G:230í240125 + 01201240:235 + 0:20:2501234 — 0:2301240:25 = u’
u
— 0124 (0:201235 — 0:230:25) + 0125 (0:20:234 — 01230124) = u’
— 01240(125) 01250(1),
ti
donde para la última igualdad hemos utilizado dos identidades de Sylvester de tipo u’
estándar (una de ellas es la (iv) del apartado anterior). u’
u’
Por las hipótesis que tenemos, se deduce que R
1 < 0. u’
(c) Utilizando identidades de Sylvester de tipo estándar (sólo en la primera igual- té
dad), sustituimos los menores mixtos por menores principales: té
u’
= 0~2G:2340í23s — 0(1~)20(t~)2 titi
— 0~20:234G1235 — (01230:24 — 0:201234) (01230125 — 0120:235) = ti
— —0~230í240:2s + 0:20:23012401235 + 0:2 01230:2501234 té
u’






Lema 4.2.2. (Resultante de 0({~) y detO respecto de u)
(a) Sea I’2 : 0:240:235 — 012501234. Se verifica que
= 0(123) 0(234)+ ~P23’~~ 11235)
:25 Xl 245 ‘424/ 1245
y la resultante de los polinomios det0 y 0(~~),respecto de la variable u es igual
a E2 :=
(b) Supongamos que 0:23 # 0, ~ < 0, 01235 < 0, y u = o( 8~) _ 0123401235
~GI23
entonces








o~:243)(u) Si 0123 < 0, entonces k 2 5 < O si y sólo si se verifica 812 ó Sf
2, donde
{ 01123)<(~
‘424$12 = 0(~)F2 < ~.0} y Si2~%~
1a :24)
o, 0(t) >0 }
>0
(c) Supongamos que 012 > 0, 0:23 =
= detG¡~0 Entonces
(d) Supongamos que 012 >
—0123
0, 01~4
es negativo si y sólo si se verifica $12.
> 0, 01234 > 0, 0:235 > 0, y sea




detO = —0~~u2 — 20(}~)



























ITÁ=0 + ~(1~3)(~20(1234\ _ 0(1243) ___ +0 (123)deto (1)kk1235/ ~ ‘4245 ___ \ 24
= —0:23 (012a4o124s,~
+oQ~) (20í2a40(N~) __ QQ ~)det0p =
¡ c>n/123\pf 235\
= 01234 kI.Si23~~ri245, -t tUI 1
424/UZ\ :245)1 ) +
— 123 2 \ __ (11>
+det0¡~0 k’-’
23’-’’24 O ( 24) ) —
= r (rn’123\ ~n(ltlS4\ +Ot)0( 1235) itio —O
2detO¡ ~)+
+ det01 ~01201234= 01234 ~ ___ +0
— 0124det0¡ ~)+
donde para (i) utilizamos la identidad estándar 0124det0 = 0123401245 0(1243)2
1245
evaluada en u = 0, y la identidad del Lema 4.1.3(c); y para (u) se utiliza la primera
igualdad del Lema 4.1.3(d), evaluada en u = O, y la identidad estándar 0:201234 =
0:230:24 0(í24).
Finalmente, para probar el resultado, vemos que
123 1235
1245 (\011245+ o()o(~j~~)~ = oQ~)o(1234) + o )(es decir, la misma expresión pero sin evaluar en u = O). Para ello, operamos en la
~123~r( 234\Lr(123\n(’235~
expresión 0IK125/~~~Jk 1245/~’~’-’k 124/’-’’~ 1245> hasta ver que es igual a h’2, que no depende
de u (utilizaremos identidades de Sylvester de tipo estándar en la primera y última
igualdades):
o(~~)oQ~~) + 0(123)0(1235) =
123 124’ —





012301240125 — 0(125)0:24 — 01230:240125 +01424) 0125
012
01230:25 — oQ~)2 0(23)2 — 01230:24
0124 + 0125
012 012
= 0:2401235 — 0:2501234 =
(b) Supongamos que 0123 # O y u = a(1234) ~ 1G123401235





























































como polinomio en u y sustituimos u por su valor:
• oQ~) = —0(1~)u+0 (1243) __
~0(i23)0(i234) ___ + 0Q~3) 0:2340:235 — 0i230Q~) ¡u=O
• -0:23
• 0(~)0:2a4 + 0(1~) 012340:235
—0123
• donde la última igualdad se deduce del Lema 4.1.3(e), cambiando de orden filas y
• columnas y evaluando en u = 0.
• (b)(i) Consideremos primero el caso en que 0123 > 0; en este caso, 0(t~~) < O si y sólo
• si el numerador es positivo, es decir, si y sólo sí
• 0(1~) 012340:235 > —0(1~)0:234 (1)
• Si se verifica Sf~, es decir, G(fl~) >0 0({ ~) =O y alguno de lo~ dos no nulo,
• entonces es inmediato que se verifica la desigualdad (1). Supongamos ahora que se
• verifica 8:2, es decir, 0(I~)0(1~) > O y 0(}~3)F2 < O. Tenemos dos casos:
• (A) G(~) > O y 0(m) > 0; en este caso la desigualdad (1) es equivalente a
1232 0(123)202
• 0(124) 0123401235 > 152 :234’
• y por ser 01234 < 0, esto equivale a
e
• O(}’~) 20:235 < 0Q~)20í234
• Sustituyendo los menores mixtos por menores principales (mediante identi-
• dades de Sylvester estándar) y operando, obtenemos:
(1) .~. G(i~)2Gí235 — c(~~)2G12a4 < O
• .~. ~ — 01201234) 0:235 — (0:230152 — 0120:235) 0:234 < O
• 0:23 (012401235 — 0:5201234) c O
e
• Ahora bien, como 0( 13~)>0 y estamos en 8:2, se verifica F
2 = 012401235 —
e
01520:234 ~z0, y como 0123 > O, tenemos finalmente que la última desigualdad
• es cierta.
• (B) 0(~) c O y G(~) c O; en este caso, siguiendo los mismos pasos que antes
• aunque con el sentido contrario de las desigualdades, se tiene que (1) es equi-









$12), E2 > 0; como también es 0:23 > 0, se tiene que la última desigualdad es ti
cierta, té
té
Recíprocamente, supongamos ahora que es 0(}~) cc O (o equivalentemente, se
verifica la desigualdad (1), ya que estamos en el caso 0:23 > 0), y probemos que ti
entonces se verifica 812 E~ ~ u’
té
En primer lugar, si 0(~) = 0, entonces, como 01234 < O debe ocurrir que 0(n) < u’
0; por tanto se verifica S’~. De la misma forma, si 0({~) = O, entonces debe ser u’
> O y también se verifica S~. té
Supongamos ahora que @ ( ~ )~o (123) son ambos no nulos. té
té
• Si 0(n) cc 0, entonces debe ser 0({~) c 0, y además, en este caso la de- u’
sigualdad (1) es equivalente a 0:23F2 > 0. Como es 0:23 > 0, se verifica ti
E2 > O, y por tanto G( 123»p2 <O. Por tanto, se veriflea $12. ti
• En segundo lugar, si 0(1%> OyO(4% cc 0, entonces se verifica ~ ti
• Finalmente, si 0(1% > O y O (~)> 0, entonces la desigualdád (1) equivale té
a 0123F2 < 0; por tanto es F2 ~z0, y entonces 0Q23~F té124/2 < 0, con lo que se
verifica ‘S:2.
(b)(ii) Consideremos ahora el caso en que 0:23 < 0. En este caso o({~{~) <0 si y sólo sí ti
el numerador es negativo, es decir, si y sólo si ti
ti
té
G(~~) 012340:235 . —0Q~)01234 (2) u’
u’
En primer lugar, si se verifican las condiciones de ~i2, entonces la desigualdad (2)
se verifica automáticamente. Supongamos ahora que se verifican las condiciones de u’
812. Siguiendo los mismos pasos que en el caso (b)(i), tenemos que: té
té
(A) si 0(1%> 0, entonces ~1452) > O y E
2 cc 0; por tanto la desigualdad (2) es u’
ahora equivalente a 0~23F2 > 0, que es cierta en el caso en el que estamos; u’
(B) por el contrario, si 0 ( {%cco, entonces G(~) cc O y E2 > 0, y la desigualdad ti
(2) es equivalente a 0123F2 .c 0, que también es cierta. u’
u’
Recíprocamente, supongamos que se verifica la desigualdad (2). En primer lugar, si u’
oQ23) = O, entonces o(~% > 0, y si GQ~) = 0, entonces 0(1% .c O. Por tanto ti
en estos casos se verifican las condiciones de ~I2~Supongamos ahora que ninguno té
de los dos menores es igual a O; veamos que entonces se verifica 8:2. Tenemos tres u’
ti
casos: té
• Si oQ~) ~cO y GQ% <o, entonces la desigualdad (2) es equivalente a
0









• Si 0(~)cc 0y0(~) >0, entonces se verifican las condiciones de ~i2~
• Finalmente, si G(j% > 0, entonces es 0(~) > O, y la desigualdad (2) es
equivalente a 0í23F2 > 0 por tanto, F2 < 0 (porque 0123 < 0), y entonces se
verifica $12.
(c) Supongamos que 0123 = O, u = detG1,0 y que tenemos las demás hipótesis
u=0
del apartado (c) del enunciado. Por ser 0123 = O se tiene
oQ~~) = 0Qi~I) ¡u~ 012 (3)
(1234\ polino
(la primera igualdad se obtiene desarrollando G\ :235) como mio en u, y para la
segunda igualdad se utiliza la segunda identidad de Sylvester del Lema 4.1.3(a), evaluada
en u = 0. Como C(t~) > O y 012 > 0, se deduce entonces que 0(fl~)1 _ > O (en
particular, u está bien definido) y además se tiene que C(})o(~) > 0.
En este caso, al sustituir u por su valor en 0(~~) GQ~ )u+0( ~ se
tiene que oQ~) cc 0 equivale a
2G( 1245)3 __
Como 0({~)~ > 0, entonces la desigualdad (4) es equivalente a
—0(~~)det0¡0 + ~ < 0, (5)
Sea r la resultante, respecto de la variable u de los polinomios H y 0Q~), donde
H = 20({~fl u + det0¡~ .0 (es decir, H es el determinante de O cuando 0123 es
0).
Vamos ahora a comparar r con la resultante, R2, de detO (cuando 0:23 # 0) y
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Teniendo en cuenta que 0123 = O y utilizando la igualdad R2 = 01234F2 obtenida en el té
apartado (a), tenemos que ti
0:234F2 = 0({%r (6) u’
ti
nI :243La expresión (5) es igual a —r; por tanto se tiene que -‘ :245) <0 equivale a r > O. u’
té
~(l23 124
En resumen, hemos visto que las hipótesis generales de (c) implican ~kí52)0(123) > u’
O; por otra parte hemos visto que 0Q~) cc O equivale a r > 0. Para probar (c), tenemos té
entonces que ver que r > O si y sólo si 0(1%F2 cz 0. Ahora bien, de (6) se deduce que u’
________ té
= ~I234 it Como 0:234 < 0, se tiene lo que queremos probar. u’
té
(d) Supongamos ahora que 0:2 > 0, 0:24 > 0, 01234 > O y 01235 > 0. Observamos ti
que 0123 > O, puesto que la submatriz 0[{~]es definida positiva. Sustituyendo u por u’
ti
su valor en 0Q~), nos queda (igual que hemos hecho en el apartado (b)), que
u’
G(í24fl = 0Q~)0234 — G({~) 0:2340:235 u’k1245/ —0:23 u’
u’
Por ser 0:23 > 0, se tiene que 0(~~) > O si y sólo si el numerador es negativo, es u’
decir, si y sólo si u’
oQj~) 0:2340:235 > 0Q~)0:234 (7) u’
u’
Hacemos la demostración siguiendo los pasos de (bfti). Supongamos en primer ti
lugar que se verifica S~. En este caso es inmediato que se verifica (7). Supongamos ti
que se verifica Sfl. Ahora tenemos que distinguir dos casos: si 0(1% > 0, entonces té
té
F2 > O (por hipótesis); por otra parte, en este caso la desigualdad (7) equivale a que
0:23F2 > 0 (ver la demostración del apartado (b)), que es cierto en las condiciones que
(123\0
tenemos. Por el contrario, si O 124/~ entonces F2 < 0, y 0123F2 < 0, y esta última u’
desigualdad es equivalente, en este caso, a la desigualdad (7). ti
Recíprocamente, supongamos que se verifica la desigualdad (7). Tenemos varios u’
u’
casos. Si G(1%G(1~) > O, entonces 0(M~)F2 > 0, con lo que se verifica 8~. Si alguno u’
de los dos menores es nulo o si oQ% > O y O (123)<o entonces (7) implica que se u’
verífica $‘~. Finalmente, (7) implica que el caso 0(}% < O y 0({~) > O nunca puede u’
darse. ti
Con esto terminamos la demostración del lema. LI u’
u’
té
Teorema 4.2.3. (Teorema de Andreev para prismas triangulares compactos hiper- u’
bólicos: espacio de ángulos) Sea 7’ un prisma triangular abstracto con las caras nu- té










a12,... ,a35 E (—1,1), con a15 = —cosa15. Entonces existe un prisma triangularp CH3
compacto con ángulos aq en las correspondientes aristas si y sólo si el punto de A E R9
de coordenadas (a
12,... , ass) está en la región 7?. descrita por las siguientes desigual-
dades polinomicas:
7ZC11 =(7?~ = {sCH 0:23 =0,S2,$ía,S23})
u (R2 = {85H 0123 cc 0,812,813,824)
u (7Z3 = {$311 0123 cc
u (7Z4 = {$5~,012a < 0,S:2,$3,$23})
u (7? — {
8CH 0:23 <O,<52,513,$23})
u(7z6={$5”jo123cco,sf2, 813,323})
u (7Z7 = {8CH 0123 < 0,S:2,$13,823})
u(n8={s3’%o123cc0,$;2, $a,$23})
u(7z9={$3”,o123cco,á’;2, ~i3~23})
donde hemos denotado por $3”, $12, etc., los siguientes conjuntos de ecuaciones:
<‘CH _ fa1> E (—1,1), i —1 ..,90124 > 0,0134 > 0,0234 > 0,0125 > 0,0235 > 0,0:35 > O
01235<0 i— 0:~~ < o~ 124 152
oQ%>o, 0(143)> ~, 0(m) >0, 0(~) > O






— 0:25 01234) cc O
— 013501234) < O
— 025301234) c O
} r 0(123\= •> ‘424]123\
~124]
}}














(=z~) Supongamos en primer lugar que P c H
3 es un prisma triangular compacto.
Sean a:,..., a~ sus ángulos y a
15 = — cosajj; vamos a ver que A = (a12,... ,aas) E
JZCH. La matriz de Gram de P, O = 0(P), verifica las condiciones del Teorema 3.4.4.
La entrada u se puede calcular a partir de los a~5, pues como el determinante de O
es 0, u es raíz de un polinomio de segundo grado cuyos coeficientes son polinomios en
a12,...
det0 = ~0123u2 — u+det0¡0;
8:3=







de aquí se deduce entonces que (la factorización del discriminante se debe al Lema
4.1.3(b))
u =
01 U34) + 0:2340:2351235 uo
0123 # 0
Para ver cuál de las dos soluciones es el valor de u, observamos que por la condición
(M4) del Teorema 3.4.4, se verifica que 0(~) < 0, puesto que los ciclos C1,C2,C4 y
C,C5,C2 tienen la misma orientación. Cambiando de orden filas y columnas, se tiene
que 0(~) > O; por otra parte, se tiene que
o (12~4) — 0l2au+0(~~)~,
con lo que 0(~,~) > O si y sólo si -0:23u cc ~ Tenemos entonces que
o’:234)
~ cl: k :235 ¡~=~
—0123







con lo que se tiene finalmente que
o11234)k 1235 ~ — 0123401235
—0:23
Si 0:23 = 0, entonces, de nuevo por (M
4), es
expres:on como polinomio en u, también es 0(t~) > O
> 0, y desarrollando esta
(o sea, distinto de O), por
lo que en este caso
det 0¡ =
20Q~) ¡¡¿=0
Paso 1. Veamos en primer lugar que A verifica todas las desigualdades de 87<. En efecto,
(i) por ser P compacto, los menores principales de orden 3 correspondientes a los
vertices del prisma son todos positivos (por (P3) del teorema);
(u) 01234 .c O y 0:235 cc O por las condiciones (P4);
(iii) finalmente, los menores mixtos de orden 3 que aparecen en Ro son positivos
por las condiciones (M3).
Paso II. Supongamos que 0:23 =0; vamos a ver que en este caso A E R.~. Para esto, por
las simetrías del prisma, basta probar que A verifica 812.
(i) Veamos primero que oQ~)o(~) > 0. Si pensamos en el significado de los
menores de orden 3 como los productos escalares en (A3R4, A3f) de los vectorese: A 62 A 63 , e~ A e



















































y 0:23 > O, y tener A3f signatura (1,3), se tiene que 0(123\01123)
• — 124/\152 >0 (ver4.1.1(b)). También podemos verlo utilizando la segunda identidad de Sylvest r
del Lema 4.1.3(a), y cambiando de orden algunas filas y columnas; se tiene
• oQ%oQ% = —0120Q~) + 0:230(152)
• Examinando los signos del segundo miembro de la igualdad anterior, tenemos
• que
• • 0:2 = 1 — 012 = sena
12 > 0,
• e oQ~~)cco, por (M4), y 0(lfl > 0, por (AL);
e estamos en el caso en que 0123 es mayor o igual que O.
• Se tiene por tanto que G(1%0(I% es estrictamente positivo.
• (u) Veamos ahora que GQ~2)(0:240:23s — 0:250:234) c 0. Por el Lema 4.2.2(a), y
cambiando de orden filas y columnas, esta expresión se puede escribir en términos
• de menores mixtos como:
1232 523
• 0(~~)(G1240:2as — 0:2501234) = G(124)0(í245) + 0(1)0(~)c(~~~) (8)
• Ahora, en cuanto a los signos de los términos que aparecen en la última expresión,
• sabemos que 0(1~) y 0(243/ son negativos por la condición (M4) del Teorema45
3.4.4, y 0(~)0(1% > O por (i), y por tanto se deduce el resultado.
• Con esto hemos visto que si 0:23 =0, entonces A E lZí.
• Paso III. Finalmente, supongamos que 0:23 < O. Se tiene que 0:234 <0 y 0:235 <0 por la
condición (P4); además, 0(u) .c O por (M4). Entonces, por el Lema 4.2.2(b)(ii),
• se tiene que el punto A verifica las condiciones de 8:2 o de ~i2~ De forma análoga,
• por ser 0Q~) .c 0, A verifica 813 ó S~, y como 0Q~g)<O, A verifica $23 ~ S~3.
• Por tanto se deduce que A está en alguna de las regiones 1Z2,... , 7?~.
(.¡~==) Consideremos ahora un punto A = (a12,... ,aas) E 7?. Tenemos que probar
• que existe un prisma triangular compacto P c H
3 con angulos al
5 = arccos(—a15).
• En primer lugar construimos una matriz
• ¡1 012 0:3 014 a:s\
• 0:2 1 023 a24 025
• 0=0(A) = 0:3 023 1 034 035
• 014 024 034 1 u )
• 015 025 035 U 1








— u’(a) Si 0:23 # 0, tomamos u — .c~,,3 . Como A verifica las desigual- e
dades de 8~H, en particular 012340:235 > 0, por lo que u es un número real.
(b) Si 0:23 = 0, tomamos u = detG1,•=0 ‘hay que comprobar que el denominador téaquí
ti
es distinto de 0. En efecto, orlando el menor 0:23 en O se tiene la identidad de u’
Sylvester (Lema 4.1.3(a)) u’
té
0:230:2345 = 0:2340:235 — 0(1~~)2
u’
Como 0123 = O, y 0:234,0:235 ~ 0, se tiene que 0(~,4) ~ 0. Por otra parte,
desarrollando 0(1234) como polinomio en u se tiene
té0(~~) 0:2311 + (4~~)¡~~
y de nuevo por ser 0123 = 0, es 0Q~fl1 = 0(~,~) # 0. té
té
Veremos ahora que la matriz O verifica todas las condiciones del Teorema 3.4.4, con u’
lo que habremos demostrado la existencia del prisma triangular que estamos buscando. u’
(1) En primer lugar, el rango de O es 4 y su signatura es (3,1). En efecto: O tiene los té
té
siguientes menores principales encajados: 1 = G~, 012, 0124, 01234, cuyos signos
son 0: > 0,0:2 > 0, ~ > 0 y 01234 <0, porque A verifica las desigualdades de u’
s¿17H. Además, det0 = 0 por la elección de u. Se deduce por tanto que la signatura u’
de O es (3,1). La condición (R) se reduce a la condición (P3), por ser el prisma un u’
poliedro trivalente. té
(II) La condición (P3) del Teorema 3.4.4 se verifica porque A E 83”, y por lo mismo u’
u’se tiene que 0:234 y 01235 son estrictamente negativos. Para ver (P4), faltaría u’
comprobar todavía que los menores principales de orden 4 01245, 0:345, 02345 son u’
estrictamente negativos. Teniendo en cuenta la Nota 4.1.1(a), automáticamente té
obtendremos que estos menores son no nulos cuando probemos las condiciones ti
(1V!4). Por la signatura de O (que ya hemos obtenido en (1)) deduciremos entonces té
u’
que son negativos. u’
(III) Para ver que se verifica la condición (AL) del Teorema 3.4.4, puesto que todos los u’
menores principales correspondientes a los vértices del prisma triangular son posi- té
tivos, es suficiente (por la Nota 4.1.1(b)) ver que los menores 0(~fl,o(}fl, o(fl~), té
oQ~) yO(124) son todos positivos. Como A E R~, los cuatro primeros menores u’té
son ya positivos, luego falta comprobar el signo de 0(I~). u’
(III.i) Supongamos en primer lugar que 0:23 =0, es decir, que A E 7Zi; por la identidad té
de Sylvester (tercera igualdad del Lema 4.1.3(d)) tenemos u’
u’











• Como 012, 0:25, 0124, son estrictamente positivos (porque A verifica$~”), 01245 =
• O (por la signatura de 0), o(% y o(123) son no nulos porque A verifica $, y
0123 =O, se deduce entonces que el segundo miembro de la igualdad anterior es es-
trictamente positivo. Por tanto también 20( %0(1%GQ% > O. Por otra parte,
0(123)0(~~~) >0 porque A E %~. Como 0Q~)o(~) = —0Q~)0(~) <O, se
• 124
• deduce entonces que 0(% es negativo, y (cambiando el orden de columnas) que
• es positivo.e oU~1)
• (III.ii) Supongamos por el contrario que 0123 cz 0, es decir, que A E 7Z2 U ... U R~.
• Desarrollamos oQ% = 0(121) como polinomio en u y sustituimos u por su
• valor:
• 0Q% = 0:2u + 0Q~j)~ —
12 (:235) — 0123401235 — 125 __
1234 012 —0:23
<0 debemos ver que el nume-Puesto que ~0:23 es positivo, para ver que
rador de la expresión anterior es negativo, es decir,
— 01230Q~4)1___ < 012 0:23401235,
e
• que es equivalente, aplicando una identidad de Sylvester de tipo estándar, a
oQ~)oQ~) cc ~ 0123401235 (9)
e El segundo miembro de la desigualdad anterior es positivo. En cuanto al signo del
• primero, como el punto A está en alguna de las regiones 7?2,... , R~; en particular
• A verifica $12 o ~i2
(i) Si A verifica ~i2, entonces 0(~) = O y ~(1%—0(s) =O, por lo que
0(123)0(}% < O y (9) se verifica automáticamente.
• ~125 __
• (u) Si A verifica $12, entonces o(123) o(123) > 0, es decir, —o(~)0(~) > O, por lo
e
que (9) es equivalente a
• oQ~)2GQ~)2 0120123401235.e
• Por el Lema 4.2.1(c),Llamamos E: al polinomio 0120123401235 —
E = 0:23 R:, donde 1?: es una expresión que (por el apartado (b) del mismo lema)
• es negativa. Por tanto, F
1 > 0, con lo que se verifica la desigualdad (9).
• (IV) Finalmente debemos ver que se verifica la condición (M~±)del Teorema 3.4.4. Las
condiciones (M.~) y (E4) equivalen a que la matriz A







O tenga los siguientes signos (ver Figura 4.1 y comparar las orientaciones de los
ciclos ampliados):
1234 1235 1245 1345 2345
1234 — + + — +
1235 + — — + —
1245 + — — + —
1345 — + + — +
2345 + — — + —
Como A verifica 8QCH, ya sabemos que 0:234 <0 y 0:235 <0; por otra parte, como
det0 = 0, esta matriz A
40 tiene rango 1 (Lema 4.1.2(b)). Esto nos permite conocer el
signo de todos los menores de orden 4 a partir del signo de unos pocos, por ejemplo es
suficiente probar que
<0 (o equivalentemente 0({~)>0)
~G~A)<o (ó O ~ >0)
~C~Á)<0 (ó O (~~) < 0)
0Q~) <o (¿ oQ~35)< O)
Por las simetrías del prisma triangular bastará con probar una de las desigual-
dades. Vamos a probar, por ejemplo, que 0Q~ )<o. Consideramos distintos casos
(correspondientes a las distintas regiones que componen 7?):
(i) Supongamos que 0123 <0, es decir, estamos en una de las regiones 7?2,. .. , Rg; en
particular, A verifica las ecuaciones de S:2 o las de ~ Por tanto, por el Lema
4.2.2 (b)(ii), se tiene que G(~~) es negativo.
(u) Supongamos que 0123 > O, es decir, estamos en la región 7?.:, es decir, se verifica
812. Entonces, de nuevo por el Lema 4.2.2 (b)(i), se tiene que 0(~~) es negativo.
(iii) Finalmente supongamos que 0123 = O (también estamos en la región 7?:). Por ser
0:23 = O se tiene (por (3))
G(1234) = 0(1234) ¡¿=0 — ______________
012
Como estamos en ~i, se tiene entonces que G({~2) > O, y podemos aplicar el






























































A la región 7?c~ que hemos obtenido en el Teorema 4.2.3 la llamamos espacío
de (cosenos de) ángulos de los prismas triangulares compactos hiperbólicos. Vamos a
ver ahora descripciones similares de los espacios de ángulos de los prismas triangulares
hiperbólicos, no necesariamente compactos, y de los prismas triangulares esféricos. Las
demostraciones serán análogas a la del Teorema 4.2.3, y se utilizará esencialmente el
Lema 4.2.2. Observemos que el conjunto 7?.2 U . .. U Rs del Teorema 4.2.3 podemos
expresarlo, utilizando intersecciones, como
{~C11} n {0í23 < 0} n ({$í21 u {$2}) n ({$íal U n (18231 U {$23})
Expresamos de esta forma los espacios de ángulos en los casos siguientes.
Teorema 4.2.4. (Teorema de Andreev para prismas triangulares hiperbólicos, no nece-
sariamente compactos) El espacio de (cosenos) de ángulos de los prismas triangulares
hiperbólicos (no necesariamente compactos) es el conjunto 7?’~ definido por las siguien-
tes desigualdades polinomicas:
= {$ff,023 = O,S:2,S:3,323}
u (ís~Ñ n {G:23 <01 q ({$:2} U {$12}) n ({S:3} q 18131)
u (í~q n {0:~ > o} n (í$12} U {<512}) n ({s+ó u {$I’31)
u (s2ó u
n (s~ u {$;~3 }))
donde hemos denotado por ~ $:2, etc., los siguientes conjuntos de ecuaciones:
O1234<O,Oíns<O J




8:2 = ~skí24J\152 }0(}~)(0:240123s — 012501234) < O84’~= {G(123)2 G(123)2 }
y los demás conjuntos de forma análoga.
Demostración: (análoga a la demostración del Teorema 4.2.3)
(t) Supongamos que existe un prisma triangular P c H3 con los ángulos dados.
Su matriz de Gram 0(P) verifica el Teorema 3.4.3, y la entrada u se expresa en función
de las demás entradas de la matriz exactamente de la misma forma que para el caso
compacto. Por este teorema, se verifica 012 > 0, 01234 < 0, 01235 c 0, c(:~:~) < O y
Por tanto, aplicando el Lema 4.2.2(b) y (c), se tiene:
(1) si 0123 = 0, entonces se verifica 512;












































(III) si 0123 < O, entonces se verifica $12 ó S~2~ ti
De forma análoga se procede con S~, 823, etc, ti
té
(@) Dado ahora un punto A E 7Z~, construimos una matriz O = O(A) exactamente té
de la misma forma a como lo hicimos en la demostración de 4.2.3. Tenemos que ver que ti
esta matriz verifica las condiciones del Teorema 3.4.3. En primer lugar, el rango de O es
ti
4 (pues hemos elegido u para que det0 = 0) . Puesto que A verifica las condiciones de5ff, se verifica ~ > O y 01234 <0, con lo que la signatura de Ges (3,1). Ya sólo falta u’
probar (M4), pues (P4) se deducirá de (Aif4) y de la signatura de 0. Para ver (k14), es u’
suficiente ver (por las simetrías del prisma triangular, igual que en 4.2.3) que el menor té




Teorema 4.2.5. (Teorema de Andreev para prismas triangulares esféricos) El espacio
de (cosenos) de ángulos de los prismas triangulares esféricos es el conjunto ~S definido u
por las siguientes desigualdades polinómicas:
= (~‘fl, ¡
kIo:21 ~ 19:21) ~ (~~{S1~} U {3í3}) U ({S.’3} U {sg:}) tircm<\ uit u ’
donde hemos denotado por S~, $‘~, etc., los siguientes conjuntos de ecuaciones: ti
té
1 ajj E (—1,1), i = 1,... ,9 ~ f o({~) =0, G(1~) =0 ti
= Y <~12 = } ti
~
0v,,. > 0,01234 > 0,0íns > O j ¶j~ 0(t%2 + 0(}~)2 > o
= JO (~)G(~)> 0 1 ti
1 0(~~)(Gí2401235 — 012501234) > 0 J ti
ti
y los demás conjuntos de forma análoga. té
u
Demostrac ion: u’
(~) Sea P un prisma triangular de la esfera S3. Su matriz de Gram, O = 0(P) ti
verífica las condiciones del Teorema 3.4.2. Por (P
4) y (.P2) de este teorema, se verifican té
ti
las desigualdades de $~. La entrada u de O se puede calcular a partir de las demás u
entradas, utilizando que el determinante de O es O. Por ser 012 > O y G1234 > O, la ti
submatriz O [] es definida positiva; en particular 0123 > O y entonces detO es un ti
polinomio en u de grado 2. Para saber cuál de las dos raíces es el valor de u, observarnos ti
que se verifica 0Q?~) > 0, por la condición (M4) del Teorema 3.4.2. Procediendo de uforma análoga a como lo hicimos en la demostración del Teorema 4.2.3, se tiene que u’
G(~) _ +vm?~a1235












• Q@) Supongamos ahora A E ‘R3; construimos una matriz O = O(A), con u =
• ________________
• —0123 Puesto que A verifica 8~ y det0 = O (por la elección de u), se
• tiene que O es de rango 4 y semidefinida positiva. Por otra parte, por el Lema 4.2.2(d),
• se tiene que 0(3~§) > O, por lo que (haciendo las mismas consideraciones que hemos
• hecho en los teoremas anteriores) se tiene que la matriz O verifica la condición (M
4);
• como consecuencia de esto y de la signatura de 0, también verifica la condición (P.~).
Por tanto se verifica el Teorema 3.4.2, y entonces existe un prisma triangular esférico
• con los ángulos dados. LI
• Lectura geométrica
• Vamos a ver el significado geométrico de las ecuaciones que describen el espacio de
ángulos de prismas triangulares.
• (1) (Menores principales de orden 3) En el caso hiperbólico, los menores principales
• de orden 3, Oí5k, indican dónde se cortan las caras 01, 05, Ok:
015k es positivo, cero o
negativo si y sólo si las tres caras se cortan en un punto finito, infinito o ultrainfinito,
respectivamente. Puesto que estamos en el caso compacto, todos los vértices tienen que
• ser finitos, y es por esto por lo que aparecen las condiciones 0124 > 0, etc. en
• Observemos que estas condiciones no aparecen en el caso de prismas hiperbólicos no
• necesariamente compactos. Si algún vértice del poliedro tiende a un vértice infinito,
• entonces el menor principal correspondiente tiende a O. Así, las condiciones Oí5k = O
(cuando C
1, C5, Ck inciden en un vértice) son ecuaciones del borde del espacio de ángulos
• (en codimensión 1).
• En el caso esférico, los menores principales de orden 3 son siempre positivos (en
• correspondencia con que siempre hay compacidad en este espacio).
• (II) El signo de los menores principales de orden 4 refleja la signatura del espacio.
• (III) En el caso hiperbólico compacto, ya hemos comentado el significado de los
menores mixtos de orden 3 (Nota 4.1.1(b)).
• (IV) Finalmente, estudiamos el polinomio E2 = 012401235 — 012501234. Estudia-
• mos el caso hiperbólico. Supongamos entonces un prisma triangular compacto P G H
3
• y sea & su matriz de Gram y e:,... ,e~ los vectores normales exteriores a sus caras.
• Denotando como habitualmente Vijk := $3(eI A e~ A 6k), y E[1234] a la matriz de
coordenadas de los vectores ~í, . . . , e4, y utilizando las propiedades del operador de
• Hodge (Lema 1.4.1) se tiene








u’(detf) $4(e: A 62 A 64 A 63)2 (detf) f($3(eí A ~2 A 64), ~~)2 u’




té(para el caso esférico, se tendría = sen , ). Es decir, ~I242(d(v:24 ~di ~ mide
la altura /21 desde el vértice ~:24 hasta la cara 03 (ver Figura 4.2(a)). De la misma u’
forma, ~m mide la altura h2 desde el vértice y:25 hasta la cara
0a~ Teniendo esto en tia’
25




es decir, a que la altura h~ es menor que la altura h2. tité
Por otra parte, supongamos por ejemplo que nuestro prisma P verifica las ecua- té
ciones de la región 7?.:, es decir, las prolongaciones de las caras Cí, 02,
0s se cortan té
en un punto V finito. Hay dos posibilidades, que este punto V esté más cercano de u’
téla cara 04 o que esté más cercano de la cara Os (ver Figura 4.2(b)). Comparando las té
orientaciones de los ciclos 01,02,03 y 0:, 02,04 en ambos casos, vemos que el primer e
caso posible equivale a la condición 0(1% > O, y el segundo equivale a que o(~% < O. u’
Geométricamente, puede verse que en el primer caso la altura h
1 es menor que ~2, por té
tanto, por lo anterior, es F2 <O. Con esto hemos visto (geométricamente) que P verifica té
la condición 0(~)F2 < O, que aparece en el espacio de ángulos izaR. tété
La condición E2 = O equivale a decir que las dos alturas h y h2 son iguales, es u’
decir, que los vértices y124 y y125 son iguales. Notamos que esto es lo que cabía esperar. té
En efecto, E2 lo hemos obtenido al sustituir el valor correcto de u en el menor mixto té
oQ~) (Lema 4.2.2). Como, por hipótesis, 0:243 # 0, este menor mixto es igual a O si
u’
y sólo si el menor 01245 es igual a 0; y esto último equivale a que las caras Cí, 02, 04,05
inciden en un vértice. té
Puesto que las pirámides cuadrangulares se pueden aproximar por prismas trian- té
tégulares, la ecuacion F2 = O define una hipersuperficie del borde del espacio de ángulos
del prisma triangular. u’
Otra forma importante en que una sucesión de prismas triangulares puede degenerar ti
es que las caras 0~, 02, 0~ se aproximan entre sí y desarrollan un “tubo largo fino” (ver té
[HRD;en este caso, la suma de los ángulos a:2,a23,aaí tiende a ir, es decir, 0123 tiende u’
u’
a 0.
La Figura 4.8 muestra el espacio de ángulos diédricos (realmente ángulos, no u’










= 3. a51 = &52 = &53 En esta figura se puede apreciar una parte del borde











































































































• 4.3 Descendientes de tetraedros hiperbólicas
e
En esta sección nos vamos a ocupar de la familia de poliedros que se obtiene del tetraedro
• truncando vértices sucesivamente; llamamos a estos poliedros descendientes de tet rae-
• dros y vamos a estudiar para ellos el teorema de Andreev generalizado. Consideremos
• uno cualquiera de estos tipos combinatorios de poliedros, 7’, con las caras numeradas
e
y asignemos números a0 E (O, ir) a sus aristas; en primer lugar damos unas condiciones
sobre los a~ para que se pueda construir una matriz O = (a~}) de rango 4 y signatura
• (3,1), y con a15 = — cos a15. Esto significará que existe una configuración de planos,
• numerados, en H
3 tal que si dos caras de 7’ son adyacentes, entonces los dos planos
• con la misma numeración se cortan según el ángulo (a~~) dado. Para ver si esta confi-
guración de planos determina un poliedro del mismo tipo combinatorio que 7’, bastará
ahora aplicar el Teorema 3.4.4.
• Sea 7’ un descendiente del tetraedro, es decir, existe una sucesión de poliedros (abs-
• tractos) P4,7’s,. . . ,7’,, tal que P4 es un tetraedro, 7’,, 7’, y Pr se obtiene truncando
un vértice Vr: de 7’r—:~ Llamamos a la sucesión ~ , 7’,. un camino generador
de 7’. La numeracion de las caras de 7’ induce, por restricción, una numeración en
• las caras de cada Pr~ La operación de truncar un vértice de un poliedro “preserva
• las adyacencias”, es decir, si dos caras son adyacentes en un poliedro, siguen siendo
• adyacentes en el poliedro que se obtiene después de truncar el vértice. En particular,
• dado un camino generador de 7’, se verifica que dos caras de P son adyacentes si y sólo
sí son adyacentes en todos los poliedros 7’r del camino que contienen ambas caras.
• A partir de la numeración de las caras de los poliedros de un camino generador,
• obtenemos una sucesión de conjuntos de índices encajados, 14 G 15 C •.. G 1,, =
• {1,.. . ,n}, donde cada ‘r es el conjunto de índices de las caras de Pr (el subíndice del
e
conjunto coincide con su cardinal; como siempre, llamamos c1,... , C,, a las caras de 7’).
• Vamos a describir el camino generador 7’~,PS,... , 7’,. = 7’ a partir de la numeración
• de las caras de 7’, utilizando la sucesión de subconjuntos {~r,1r, kr, ir} C ‘r siguiente:
• los índices ~r,Jr,lCr corresponden a las tres caras de
7’r—í que inciden en el vértice que
se va a truncar; el índice 1r corresponde a la nueva cara de 7’r (para r = 4, tomaremos
e {i
4, y~, k4, 14} = £4). Esta sucesión de subconjuntos verifica las siguientes propiedades:
• e para todo y, se tiene ~r,J,-,lCr E ‘r—í y
1r ~ Ir—:;
• para cada subconjunto {ir,1,-, lCr, ir1, las caras Cír~Cir~Ckr~C¡r~ de? son totalmente
• adyacentes, es decir, cada una es adyacente a las otras tres.
• Natación. Por abuso de notación llamaremos cuaterna a cada uno de los subconjun-








este conjunto que está unívocamente determinado: los, elementos 1r~ Jr, lCr sólo están
determinados salvo permutacion.
Ejemplo. En el prisma triangular con las caras numeradas como en la Figura 4.4, un
camino generador es el determinado por 14 = {1.2.3.4} G 1.~ = {l.2,3,4,5}. Este
camino se puede describir también mediante las cuaternas [1. 2,3.4], [1,2,3,15 = 5].
Otro camino generador para el mismo prisma (y con la misma numeracion de las caras)
es el determinado por £4 = {l.2.3.5}.f.~ = {l. 2. 3. 5.4}. que también se puede describir
con las cuaternas [1.2. 3.5J. [1.2.3,1.5 = 4].
Por la construccion. se tiene que los vértices de un descendiente del tetraedro, o
bien son vértices del tetraedro inicial, o bien han aparecido al truncar un vértice. De
aquí se deducen inmediatamente los siguientes lemas.
Lema 4.3.1. Dadas las tres caras que inciden en un vértice cualquiera de un descen-



































Sea Pr el primer poliedro (de un camino generador) en el que aparece el véflfl[flPrintej
Entonces las tres caras que inciden en él son tres de entre Clr , Cir ~Ckr ~CIr~y la cuarta té























Lema4.3.2. SeaP un descendiente de un tetraedroysea[i
4,j4,lCt14],...,[i,,,j,.,k~,l,.]
un camino generador. Entonces para cada índice r = o,.. . , u existe otro índice .s < r
deforma que ir,jr,kr e {i,,j5,lC8,13}; en otras palabras, existe /2 E 1, de forma que
el conjunto {~r,Ir, lCr, /4 coincide con el conjunto {is,Is, k3,!~} (además de la cara
que es adyacente a las Ves caras Cir . C1~ , Ck7, también la cara Cñ es adyacente a las tres
caras anteriores).
Demostración: Consideramos el vértice de Prí determinado por las caras Ci,, Csr~ ~
Si este vértice era uno de los de P4, entonces {~r,Ir, lCrl c {i4,j4, lC4,h}. Si el vértice
se ha obtenido en el paso s, entonces {~r,Ir, kr} G {i,,js, k8, 1,}. LI
Obsérvese que un descendiente de tetraedro es un poliedro trivalente, y por tanto,
si tiene u caras, tiene 3n —6 aristas. Sea a = (aí,. . . ,aa,,...6) ángulos asignados a sus
aristas. Consideramos la matriz 0(a, ~) simétrica, de orden n, con unos en la diagonal,
tal que
• si C1 y £21 son caras adyacentes de P entonces la entrada (i,j) de esta matriz es
igual a —cosa15;
• el resto de las entradas son indeterminadas, ~ = ....... , zAr).
Notaciones. Puesto que los ángulos a los fijamos desde el principio, no haremos alusión
a ellos en la notación; así, denotaremos O~ := 0(a, ±). Los menores principales o
mixtos de esta matriz los denotaremos con la notación habitual, 0~ (7 ); si alguno de
estos menores no contiene ninguna indeterminada, entonces, para simplificar notación,
no pondremos el subíndice ~. También denotamos por 0±(Ir) a la submatriz de 0±
formada por las filas y columnas con índices en el conjunto ‘r’ Finalmente, como no
vamos a dar más que un valor ~o a las indeterminadas ~, denotaremos O(ir) : 0±~(lY).
Si [i4,j4, lC4, 14],..., [in,Jn, k,,, 4,] es un camino generador de 7’, entonces, para
cada r, la submatriz de 0±formada por las filas y columnas ~r,Jr, lCr,
tr no contiene
ninguna indeterminada (puesto que las caras correspondientes a estos índices son total-
mente adyacentes). Con el convenio que acabamos de hacer, denotamos por G~rjrkr¡r
al determinante de esta matriz.
Proposición 4.3.3. Sea 7’ un poliedro abstracto de n caras que es descendiente de
un tetraedro. Sean al,... ,a
3,,..6 ángulos asignados a sus aristas. Sea [i4,j4,k4,¿4],.
[i,.,j,,, lC,,, 1,,] un camino generador de P y supongamos que Oírjrkr¡r .c O, para todo
r=4,...,n. Entonces
(i) existe un valor ±c~ de las indeterminadas tal que la matriz O := 0±~tiene rango 4
y signatura (3,1);
(u) existe como mucho un valor ±oque verifique (i) y la siguiente propiedad: para cada
r y para todo /2 E ir—í, /2 # ir,jr,lCr, es 0(~~~g’,) >0.
Demostracton:
(i) Las matrices G±(Ir)son submatrices encajadas de 0±= 0±(I,,).Vamos a dar,
por inducción sobre r, valores ±~a las indeterminadas de G±(Ir),de modo que la matriz
0(Ir) = 0±o(Ir)tenga rango 4 y signatura (3, 1).
Para el primer paso de la inducción, la submatriz G±(14)no tiene indeterminadas,
pues las 4 caras de 7’ correspondientes a estos índices son totalmente adyacentes. Por
otra parte, esta matriz tiene menores encajados positivos de orden 1 y 2 y su determi-








Se tiene además del mismo modo que la signatura de la matriz O[irirkrírj es (3,1), para
todo r. u’
Supongamos que hemos dado valores a todas las indeterminadas de la matriz ti
0±(Ir—í) y que, con estos valores, esta matriz tiene rango 4 y signatura (3, 1); va- u’
mos ahora a dar valores al resto de las indeterminadas de la matriz O±(Ir). Estas té
té
nuevas indeterminadas corresponden a las entradas de índices (ir, t), para todo t E ‘r—í, u’
t ~ jr,Jr, lCr. u’
Para ir,Jr,kr, por el Lema 4.3.2, existe s < r y existe /2 E f~ de forma que u’
u’el conjunto {~r,Jr, kr, /2} coincide con el conjunto {íS,JS, k8, 1~}. De esta forma, por
hipótesis, se tiene que el menor principal Oirjrkrh = Oi.jakel, es estrictamente negativo, té
Damos el siguiente valor a la entrada (ir, h) de O = 0±~: u
• M
0~rjrk, # 0, entonces definimos té
u’
téO(trJrk;¡b ¡O<¡r,hfr0 — Oirjrkr1r0~r5rkrh
0(ir,h)
- Jr lCr ti
u’
por hipótesis, Oírj,kr¡, < O, luego el radicando de la expresión anterior es estricta- ti
mente positivo. ti
• M O~rjrkr = 0, definimos tité
ti
0jr5r kTlThIG(ir,h)=O . té
Oo(lr. h) 2GQírrJIrkkrrl,D¡ G(lr,h)0
té
téaquí hay que observar que el denominador es no nulo; en efecto: por una parte,
rlr\ __ o /i,5,.k, Ir \) ‘~14. k
7hI~0<, h>0’ por ser = O (como no depende entonces u’
de ninguna indeterminada, denotaremos O(7¿~’;) • 0~(irirkj,J); y por otra ti
parte, de la identidad de Sylvester de tipo estándar, se tiene u’
té
Oi,.5,.k.
01,.j,.k,.I,.h = Oi,.j,.k,.I,.Oi,.j,.k,.h —
ti
ti
con lo que u
2
= G1,.~,.k,.I,.GI,.5,.k,.h > ~ té
u’
Con esta definición se tiene que Oí,.j,.k,.ñí,. = O, pues si llamamos x a la entrada té
0(lr, /2), entonces u’
té










y hemos definido 0(/,., /2) como una solución de esta ecuación. Se deduce de esto que
la matriz 0[i,.j,.k,.h ir] tiene rango 4 y signatura (3,1) (puesto que, según hemos visto,
la submatriz 0[irjrkrh] = 0[i,13lC8j8] tiene esta signatura). Esto significa que existen
vectores e~,.,65 , 4 ,ek eX E E
3,: cuya matriz de productos escalares es O[irlrkrlr/2].
Por otra parte, por la hipótesis de inducción, 0(Irí) tiene rango 4 y signatura (3,1).
Esto equivale a que existen y — 1 vectores 6:,.. . , 6r~i E E3’1 tales que su matriz de
productos escalares es 0(Irí). Ahora bien, ~r,Jr, lCr, /2 E Ir—li esto significa que la
matriz de Gram de los vectores el,., e
5,., 6k,.,eh es también igual a O[irjrkrh]. Consider-
amos la aplicación lineal ~ : -~ RA que aplica e~,.,e57,
6k,.,6h en ~V e%, 4,4. Esta
aplícacion es un isomorfismo que preserva el producto escalar. La matriz de productos
escalares de los vectores e
1,... ,e,....q,cp
1(e~ ) es entonces de rango 4, y signatura (3,1)
y contiene a la submatriz C(1~). Tomamos esta matriz como 0(1,.).
Como 0(1,.) tiene rango 4, el menor mixto de orden 5, 0(’2;7~¿~) es igual a O. Con
esto podemos encontrar las entradas de G(Ir) que no conocíamos: para todo t E Ir—i,
t # /2, se tiene
—0 (t.>iht%t) ¡G(I,.,t>=0
0(lr,t) = 01,.j,.k,.h
y con esto hemos probado la primera parte de la proposición.
(u) Observamos que para los casos en los que hay dos posibilidades de elección para
las indeterminadas, las condiciones 0(Q~’~j) > O del enunciado fuerzan (de la misma
forma que en el caso de prismas triangulares, ver el principio de la demostración del
Teorema 4.2.4) a tomar el valor que hemos tomado.
LI
Observamos que los menores mixtos de orden 4 que aparecen en la proposición
anterior no tienen necesariamente que aparecer en la condición (M
4) del Teorema 3.4.4,
puesto que las caras de 7’ correspondientes a los índices i,., Jr, lCr no tienen por que
incidir en un vértice de 7’, y por tanto no tenemos necesariamente un ciclo ampliado.
Sin embargo, en cualquier realización de 7’, se tiene también que los menores
del apartado (u) de la proposición son positivos, según probaremos en el Lema 4.3.5.
Recordemos que un elemento prismático triangular de un poliedro 7’ es un conjunto
de tres caras , £22, £23 de 7’ tales que son adyacentes dos a dos y no inciden en un
vértice de 7’. Un elemento prismático triangular divide el conjunto de caras de 7’
distintas de £21 ,C2,C3 en dos conjuntos {C¿~,. . . C~ } y {C51,. . . £25,. }, dependiendo de la
componente conexa de biP\(C: U £22 U £23) en la que estén. Decimos que dos caras estan
separadas por un elemento prismático triangular si están en distinta componente conexa.







una realización afín cualquiera P G RA de 7’ tal que los píanos que contienen a las té
caras 01,02,03 se cortan en un punto V (finito); consideramos el conjunto de caras
de P (distintas de 0:, 02, 03) tales que los semiespacios correspondientes contienen el u’
punto V. Entonces este conjunto coincide con uno de los dos conjuntos anteriores. La té
traducción de esta propiedad a conos poliedrales da el siguiente lema: té
u’
Lema 4.3.4. Sea P c t un cono poliedral no degenerado, con interior no vacío, y u’
sea 0~, 02, 03 un elemento prismático triangular. Sean 0~1,..., ¿e,. y ~ los
té
dos conjuntos de caras que hemos descrito arriba. Entonces P1 := A1 n A; n A; q
y ~2 := H~ fl 117 fl 117 fl (flkH,7) son conos poliedrales no degenerados, u
en los que las caras 01,02,03 inciden en un vértice trivalente (es decir, ninguna otra




Como P es no degenerado, podemos cortar con un hiperpíano afín (Lema 1.3.2) u’
para obtener un poliedro compacto P con un elemento prismático triangular. Sea H1 fl té
H2 A = L(v) (una recta vectorial); entonces, por el comentario anterior, el vector té
está contenido en Ñk1HJ y —v E Afl1HJ7, o a la inversa. Por consiguiente, y es vértice u’
té(trivalente) de É1 y —v es vértice de ~‘2 (o al revés). LI
ti
Lema 4.3.5. Sea P c E
3,: un cono poliedral no degenerado con interior no vacío Sean
01,02,03 un elemento prismático triangular. Sean 04 y 05 caras de 1’ distintas de u’
01,02,03. Entonces G(1234) es no nulo, y es positivo si y sólo si las caras ¿~ y ts té1235




Por el lema anterior, los hiperpíanos H
1, 1(2, 1(3, 1(4 sólo se cortan en el origen de
y lomismocon H1,H2,H3,H.j; portantolos vectores eíAe2Ae3Ae4 y e1Ae2Ae3Aes u’
de A
4R4 son no nulos. Como este espacio tiene dimensión 1 y la forma cuadrática Mf té
es no degenerada, se tiene que té
u’
= (A4f)(eí A 62 A 63 A e
4,e~ A e2 A e~ A e~) # O té
ti
u’
Supongamos que ¿4 y G~ están separadas por el elemento prismático; entonces el cono
poliedral r~..1H7 tiene el tipo combinatorio de un prisma triangular. Para este caso u’
hemos visto ya (principio de la demostración del Teorema 4.2.4) que 0(1~) es positivo. ti
Recíprocamente, supongamos que ¿4 y
6s no están separadas por el elemento té









• poliedral con las caras 01, ¿2 y éa incidentes en un vértice trivalente. Entonces
• ¿:, ¿2, ¿a, ¿4 y 6:, ¿2, ¿3~ ¿s son ciclos ampliados de este cono poliedral con la misma
• orientación, por lo que 0Q~) es negativo, por el Teorema 3.4.4.
• LI
• En la Proposición 4.3.3, observamos que las caras de 7’ correspondientes a los
• indices 4-, Jr~ k,. forman un elemento prismático triangular. Además las caras £2,,. y Ch
están separadas por este elemento prismático, luego, por el lema anterior, se tiene que
• en cualquier realización de 7’ el menor mixto 0(Q5;1<;’g) es positivo.
• A la vista de la Proposición 4.3.3 y del Lema 4.3.5, y utilizando el Teorema 3.4.4,
• tenemos una caracterización para la existencia de poliedros compactos hiperbólicos del
e tipo combinatorio de un descendiente de tetraedro, a partir de sus ángulos diédricos:
dado un descendiente 7’ de tetraedro de n caras y asignados ángulos diédricos a sus
• aristas, en las hipótesis de la Proposición 4.3.3, por esta proposición construimos una
• matriz que es la matriz de Gram de un cierto poliedro en H3; para ver si este poliedro
• es del mismo tipo combinatorio que 7’ basta ahora aplicar el Teorema 3.4.4 a la matriz
que hemos construido. Finalmente, puesto que un descendiente de tetraedro es un
• poliedro trivalente, es conocido por los lemas de Cauchy (ver [HRj) que los ángulos
• diédricos determinan el poliedro salvo isometrías hiperbólicas. Alternativamente, de la
• Proposición 4.3.3 también se deduce este resultado de unicidad.
• Resumimos lo anterior en el siguiente teorema.
• Teorema 4.3.6. (Existencia y unicidad de descendientes de tetraedros) Sea 7’ un des-
• cendiente de tetraedro y asignamos ángulos a
1 a sus aristas. Entonces existe un poliedro
P c H
3 (resp. poliedro compacto) del mismo tipo combinatorio que 7’ y con los ángulos
dados en las correspondientes aristas, si y sólo si
• (i) los ángulos a~ verifican las hipótesis de la Proposición 4.3.3; y
(u) la matriz O construida en esta proposición verifica las condiciones del Teorema
3.4.3 (resp. Teorema 3.4.4)
Además el poliedro P es único salvo isometrías hiperbólicas.
• o
• Se puede intentar dar, para los descendientes del tetraedro, una descripción del
espacio de ángulos del estilo de la que hemos hecho para prismas triangulares en el
Teorema 4.2.3, es decir, dada por desigualdades polinómicas en los cosenos de los ángulos
• diédricos.
• En primer lugar, utilizando un camino generador del poliedro, se puede ver que es
posible reducir bastante el número de condiciones (M











Aún así las ecuaciones que se obtienen al eliminar las incógnitas (ya en el ejemplo más té
sencillo después del prisma triangular), son demasiado complicadas para tratar con ellas. u’
té
4.4 Ejemplos y comentarios sobre el cubo u’té
ti
En esta seccion vamos a ocuparnos de otro ejemplo de poliedro, el cubo. Consideraremos u’
algunos casos particulares, es decir, fijaremos el valor de algunos ángulos, y para estos té
casos estudiaremos el espacio de ángulos, aplicando el Teorema 3.4.4. té
ti
Sea pues 7’ el cubo abstracto con las caras numeradas según la Figura 4.5. La u
matriz de Gram de 7’ en un espacio (R4. f) es de la forma u’
1 0:o U 014 0:5 0:6 ‘\ u’1 023 0 025 026
U 023 1 034 035 036 ¡ u’034 045 a
46 ¡ té7 01 15 0o~ 03,5 045 1 u’ ti
16 026 036 046 W u
ti
donde los ~ se corresponden con los pares de caras adyacentes del cubo (o~ = — cos ci3,)












Cubo de Lambert ti
Supongamos que el cubo tiene todos los ángulos rectos menos 3, que corresponden té
tia 3 aristas no adyacentes dos a dos (ver Figura 4.5). Este cubo se utiliza, por ejemplo,
para dar estructura de caleidoscopio, y más general, de variedad hiperbólica cónica a
con singularidad en los anillos de Borromeo ([Th], [HLMW]). La matriz de Gram de









Nos centramos en el caso compacto hiperbólico. Supongamos que existe un cubo com-
pacto P c con ángulos a = —arccos a, ¡3 = —arccos b, y = —arccos c. Se puede
ver fácilmente que los ángulos a, ¡3 y y deben ser agudos. En efecto, si P es compacto,
la cara 02 es un cuadrilátero compacto hiperbólico con ángulos <2, ir/2, ir/2, a, y por
tanto debe ser a < 7r/2. Entonces, estamos en un caso en el que podemos aplicar el
Teorema de Andreev (ver Apéndice B, Capítulo 1), con lo que obtenemos
Proposición 4.4.1. Existe un cubo de Lambert compacto hiperbólico con ángulos a, fi
y y si y sólo si a, fi, y E (0, w/2).
Demos tracton:
Aplicando el teorema de Andreev, a debe ser menor que <2, porque forma parte
del elemento prismático cuadrangular formado por las caras 0~, C~, C3~ 06, con ángulos
ir/2, ir/2, <2, a; de la misma forma, ¡3, y < ij2. Con esto se verifican ya todas las
condiciones del Teorema de Andreev.
LI
Vamos a verlo también utilizando los métodos que hemos desarrollado. Supongamos
que la matriz O tiene rango 4. Entonces, por el Teorema 3.4.4, existe un cubo de
Lambert con ángulos a, 9,-y si y sólo si:
(I’3) 0125 = 1 — o2 > 0, es decir, a E (—1,1) (esto ya lo sabíamos porque a es el coseno
de algún ángulo). Análogamente, los demás menores principales de orden 3 no
imponen ninguna restricción.
(M
3) Esta condición es equivalente (por la Nota 4.1.1(b)) a que los 7 menores mixtos
rl
125 ~ rl 2t1S\ r (34¾r (235\r(263 ~ 0(461) sean po
‘-‘k 235)’ ‘—‘k 34s)’’-’ 4:5)’’—’ k263)‘ ‘3k364)’ t>k461, ‘162 sitivos. Calculamos
estos menores:
= 0(r~) = 0(r) = —u
— 0(~,~) = 0(~~) = —v
0(w) = —w
Por tanto la condición (M
3) equivale a que u, y, w <0.
(M4) La condición de menores mixtos de orden 4 es equivalente (por la Nota 4.1.1(a)) a
que los 11 menores mixtos 0(~~), G(~~), 0(~~), 0(~~), 0(3451), 0(3456),
G(t~), 0(1~) 0(1623) 0(2635> 0(3642 egativos. Calculamos estos1624 2634]’ \3641) sean n
menores:
= b(1 — a2) 0(~~) = 0(~1~) = auw G(~~) = —bu
= —6v 0(~~) = 0(364) = buv 0(~~) = —a(1 — b2)w







Por tanto, teniendo ya en cuenta la condición (M3), la condición (114) equivale a u’
que a, b, c<0. té
u’
(Pi) La condición (114), y rg0 = 4 implican que la condición (P) equivale simplemente
a que un menor principal de orden 4 es negativo. Calculamos por ejemplo el menor ti
0:245 = (1 — a%(l — y
2). Entonces 01245 < O si y sólo si y2 > 1 (por las simetrías té
de la matriz 0, se obtendrán también como condiciones necesarias para que los
u’
menores principales de orden 4 sean negativos que u2 > 1 y w2 > 1). u’
A la vista de los cálculos anteriores concluimos lo siguiente: si existe un cubo de u)
Lambert compacto hiperbólico con ángulos a, ¡3«~’, entonces a, ¡3, < <2 o equivalen- u
temente o, b, c < 0. Recíprocamente, dados a, b, c E (—1,0), entonces existe un cubo u’
ti
compacto hiperbólico con ángulos a = — cos a, ¡3 = — cos b, y = — cos c si y sólo si exis-
ten u, y, w E (—~, —1) tales que la matriz O tiene rango 4. Vamos a ver que para u’
cualesquiera valores de a, b, c E (—1,0) existe una uníca terna (u, y, tú) que verifica lo u’
anterior. u’
ti
Los valores de u, u, tú deben ser, pues, raíces de los menores principales de orden 5 u’
y del determinante de O (por el Lema 4.1.2, para estos valores el rango de la matriz O u’
será 4). Calculamos estos determinantes: té
u’
012345 = u2v2 — ~2 — + ~ + a2b2 — a2 — b2 + 1 u
012346= u2)— ~,2 ~2 ~ + c2b2 — c2 — b2 +1 u’
té
22 2 2 22 22 2 2
—u —tú +cu +06 —a —c +1 ti
22 2 2 22 22 2 2 té0
12456=vw—v—w+av+ac—a—c+l
013456 =u
2w2 —u2 —w2+b2w2+a2b2—a2—b2+1 u’
0
23456—v
2w2 ~,2 ~2 +b2w2 +b2c2 b2 c2 +1 ti
té222 22 22 22 2 2 2 22det0=—uvw +uv +uw +vw —u —v —w +au +b2v2+c2w2— u’
—2abcuvw —a2 b2c2 +a%2 + a2c2 + b2c2 ~a2 —b2 — c2 + 1 té
té
té
Podemos calcular u y u a partir de 012345 y 012346, despejando por ejemplo u en 012346
y sustituyendo en 012345, con lo que se obtiene una expresión que depende sólo de u’
u. Esto equivale a calcular la resultante de 012345 y 012346 respecto de u. De forma té
análoga se calcula tú. Calculamos las resultantes: té
té
res(G














Si llamamos A = a2, B — a2b2 + a2c2 — 2a2 — b2c2 y O — a2(1 — c2)(1 — b2) =
a2b2c2 + a2 — a2c2 — o2b2, las 4 soluciones de q(v) son
—11+ B2—4A0 -11+ B2—4A0
vi = — 2A 1)2= 2A
-11- B2-4AC -11- B2-4AC
= — 2A v
4= 2A
En primer lugar vamos a ver que las 4 raíces son números reales, y que 1)3, 1)4 tienen
valor absoluto menor que 1:
Lema 4.4.2. Supongamos a, b, c E (—1,0); entonces
(a) 11 <0;
(/2) B
2 —4AC es simétrico en a, b, c y es estrictamente positivo; —B — 112 — 4AC > 0;
(c) vf = >2 >1, v~ = c 1
Demostracton:
(a) 11 = a2b2 + 0262 — 2a2 b2c2 = —a2(1 — b2) — a2(1 — c2) — b2c2 < 0;
(b) Desarrollando 112 — 4AC se tiene
112 — 4AC = a%~ + ~ + b4c4 — 2a4b2c2 — 2a2b4c2 — 2a2b2c4 + 4a2b2c2 =
= (a2b2 — a2c2 — Pc2)2 + 4a2b2c2(1 — c2) > O
(la primera expresión de 112 — 4AC muestra su simetría). Por otra parte, por ser 11 < O,
—11 > V¡ArEriC equivale a 112 > B~ — 4AC, y esto es cierto por ser A y O no
negativos; por tanto se tiene —11 — 1112 — 4AC > 0.
(c) v~ y son las dos raíces del polinomio cuadrático Q(x) = Ax2 + Bm + O. Por
ser A = a2 > O, y = Q(z) es una parábola convexa; por otra parte, observemos que
Q(1) = A + 11 + O = —b2c2(1 — a2) < O. Se deduce entonces que la menor de las dos
raíces es menor que 1 y la mayor de ellas es mayor que 1. Por ser A > O, v~ es la raíz
mayor; por tanto se tiene el resultado.
LI





donde 11 = a2b2 + a%2 — 2a2 — b2c2
O = a2(1 — c2)(1 — 1?)







Sustituyendo este valor de y en el polinomio 0:2346, y teniendo en cuenta que u debe u’
ti
ser negativo, se obtiene el valor para u:
Ii— c2 — ~2 — b2 + 12c2 u’ti
V 1~c2~v2 u’
u’
Aquí habría que comprobar que el radicando es positivo; en lugar de hacer esto, obser- u’
vamos que, mediante un cálculo directo, se puede ver que el valor anterior de u coincide u’
con el siguiente: té
u’
B’2—4A’C’ A’ = c2 té
u=u
1 —v 2.4’ , donde 11’ = c
2b2 + c2a2 — 262 — b2o2 , té
C’=c2(1—a2)(1—b2) u
u’
es decir, u se obtiene de la misma forma que 1):, teniendo en cuenta las simetrías de la u’
matriz de Gram. té
ti
De la misma forma podemos calcular el valor de tú:
u’
2A” o” b2(l — a2)(l b2) u’
w = = — + fl¡’2 — 4A”O” donde 11”— b2a2 + b2c2 —2b2 — a2c2 u’
té
u’
Se comprueba (directamente con ordenador) que los valores u
1, ~i, tú anulan todos u’
los menores principales de orden 5 y también el determinante de 0. Además, por lo que u’
hemos visto antes, son los únicos valores en estas condiciones que son menores que —1. té
té
té
El cubo de Lambert es un ejemplo ilustrativo de cómo utilizar el metodo que hemos
dado para encontrar el espacio de ángulos. Este ejemplo, sin embargo, es muy sencillo, u’
porque casi todos los ángulos son iguales a ir/2 (además de que el cubo es un poliedro u’
regular); por ejemplo, hemos obtenido que la resultante de los menores 012345 y 012346 ti
respecto de la variable u es un cuadrado perfecto, q(v)2, donde además q(v) es un u’polinomio bicuadrático. De esta forma, hemos podido calcular y en función de los u’
u’
parámetros a, b, e. En el caso general, la resultante anterior es un polinomio en y de u’
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