The generalized approximate message passing (GAMP) algorithm under the Bayesian setting shows significant advantages in recovering under-sampled sparse signals from cormpted observations. Compared to conventional convex optimization methods, it has a much lower complexity and is computationally tractable. Under the GAMP framework, the sparse signal and the observation are viewed to be generated according to some pre-specified probability distributions in the input and output channels. However, the parameters of the distributions are usually unknown in practice and need to be decided. In this paper, we propose an extended GAMP algorithm with buHt-in parameter estimation (PE-GAMP). Specifically, PE-GAMP treats the parameters as unknown random variables with simple priors andjointly estimates them with the sparse signals along the recovery process. Sparse signal recovery experiments confirm PE-GAMP's convergence behavior and show that its performance matches the oracIe GAMP algorithm that has the knowledge of the tme parameter values.
INTRODUCTION
Sparse signal recovery (SSR) plays the critical role in the Compressive Sensing (CS) framework [1] [2] [3] [4] . Besides signal recovery, it also lays the foundation for applications such as dictionary learning [5] , sparse representation-based cIassification [6] , etc. Specifically, SSR tries to recover the sparse signal x E IR N given a M x N sensing matrix A and a measurement vector Y = Ax + w E IR M , where M < N and w E IR M is the unknown noise introduced in this process. Although the problem itself is ill-posed, perfect recovery is still possible provided that x is sufficiently sparse and A is incoherent enough [1] . Lasso [7] , a.k.a ll-minimization, is one of most popular approaches proposed to solve this problem:
arg min II Y -Ax ll~ + I'll x lh, (1) '"
where II Y -Ax ll § is the data-fidelity term, Il x ll l is the sparsitypromoting term, and I' balances the trade-off between them.
From a probabilistic view, Lasso is equivalent to a maximum TheMLestimation is then arg max", p(x , y) , which is the same as (1) .
Under the Bayesian setting it is possible to design efficient iterative algorithms to compute either the maximum a posterior (MAP) or minimum mean square error (MMSE) estimate of the signal x.
Most notable among them are the "message-passing" based al gorithms [8] [9] [10] [11] . They perform probabHistic inferences on the corresponding factor graph using Gaussian and/or quadratic approximations of loopy belief propagation (Ioopy BP), hence the name message passing [12] . Loopy BP has two variants: sum-product message passing for the MMSE estimate of x and max-sum message passing for the MAP estimate of x. Approximate message passing (AMP) is proposed based on a quadratic approximation of max-sum message passing [8] [9] [10] . It has low complexity and can be used to find solutions of Lasso accurately. In fact, AMP is able to match the performance of theoretical Lasso in noiseless signal recovery experiments [8] . Its empirical convergence is guaranteed in the large system limit for A with i.i.d Gaussian entries [10] .
Various methods based on the above AMP framework has been proposed to perform sparse signal recovery [11 , 13, 14] . [13, 14] treat each AMP iteration as a signal denoising process and introduces the denoiser into the AMP algorithm. In [11] , a generalized version of the AMP algorithm (GAMP) is proposed to work with essentially arbitrary input and output channel distributions. It can approximate both the sum-product and max-sum message passings using only scalar estimations and linear transforms. The parameters {A , 8} in the input and output channels are usually unknown, and need to be decided for the AMP/GAMP algorithm. Various methods have been proposed to estimate the parameters for the GAMP algorithm. For example, the Expectation-Maximization (EM) algorithm [15] can be used to perform parameter estimation [16] [17] [18] [19] .
Main Contributions
In this paper, we propose an extension to the GAMP framework by treating the parameters A, 8 as unknown random variables with simple prior distributions and estimating them jointly with the signal x under the same framework: PE-GAMP. This enables us to compute the following posterior distributions of the parameters directly from loopy belief propagation.
• Sum-product the integration involved in the message passing process can be computed, the parameter estimation will be automatically taken care of and no special treatments are needed. However, in practice the channel distributions are usually complicated, and the integration usually doesn't have closed-form solutions. In this case, we can compute the MMSE or MAP estimates of the parameters A, fJ using Dirac delta approximations of the posterior distributions and use them to simplify the message passing process. For the max-sum message passing, the maximization problem involving multiple variables can be efficiently solved by using the approximate maximizing parameters. Previous EM based parameter estimation can only be used with sum-producl message passing, since it relies on the marginal distri-
bution p( x Iy, A , fJ ) to compute the expectation of the log likelihood logp(x , Y; A, fJ). While our proposed PE-GAMP could be applied to both sum-producl and max-sum message passings, wh ich give MMSE and MAP estimations of the signal respectively. Using the popular input and output channel distributions adopted by the sparse signal recovery model, we can also show that the recovery performance of the proposed PE-GAMP is able to match the oracle-GAMP that knows the true parameter values. A longer version of this paper with more details and experiments is given in [20] .
GAMP WITH BUILT-IN PARAMETER ESTIMATION
The generalized factor graph for the proposed PE-GAMP framework that treats the parameters as random variables is shown in Fig. l . Inference tasks performed on the factor graph rely on the " messages" passed among connected nodes of the graph. Here we adopt the same notations used by [11] . Take the messages being passed between the factor node <Pm and the variable node X n for example, ß<!> =--+x n is the message from <Pm to X n , and ß <!>m+--Xn is the message from X n to <Pm. Both ß <!>= --+ Xn and ß<!> = +--X n can be viewed as functions of X n . In the following section 2.1 and 2.2, we give the messages being passed on the generalized factor graph in "log" domain for the sum-producl message passing algorithm and the max-sum message passing algorithm respectively.
Sum-product Message Passing
Sum-produCI message passing is used to compute the marginal distributions ofthe random variables in the graph: p(x IY) , p(A ly) , p( fJ ly).
In the following, we first present the sum-producl message updates equations in the (t + l)-th iteration. 
Max-sum Message Passing
Max-sum message passing is used to compute the '10int" MAP estimates of the random variables in the graph:
For the max-sum message passing, the message updates from the variable nodes to the factor nodes are the same as the aforementioned sum-producl message updates, i.e. (2b,2d,3b,3d). We only need to change the message updates from the factor nodes to the variable nodes by replacing "f" in (2a,2c,3a,3c) with "max". Take ßg~-=:A l for example, we will have 
!AI (AI IY).
Other approximations often make it quite difficult to compute the message ßg~2AI in (3a) due to the lack of closed-form solutions.
Updaled Messages under Dirae Delta Approximation
The updated messages from the factor nodes to the variable nodes are then:
h . w ere AO n , <1> = are sca ar estlmates Tom t e prevIOus t -t iteration.
Max-sum Message Passing
Take Al for example, a straightforward way to solve the problems in (7) is to iteratively maximize each varaible in {xn , A \Al } while keeping the rest fixed until convergence. However, it is inefficient and quite unnecessary. In practice, one iteration would suffice. Hence we propose to use the following solutions as the approximate maximizing parameters:
(t)\ , (t) )
A(t )
/10" +-Al := arg mA~ og, 6n X n , /lI , AO n /Io n +-Al + LlO n +-Al .
The updated messages from the factor nodes to the variable nodes can be obtained by replacing "I" in (9) with "max" like before.
NUMERICAL RESULTS
For the sparse signal recovery task, we usually assurne the sparse signal x and the noise ware generated from the following popular input and output channels:
• Bernoulli-Gaussian (BG) Input Channel: p(xjI A) = (1 -
Al)8(xj ) + AIN(xj; A2 , A3).
• Laplace Input Channel: p(Xj IA) = ~" exp (-AI IXj I).
• Additive White Gaussian Noise (AWGN) Output Channel:
p(wM) = N(Wi ;O,B1 ).
Using the above channeIs we can create two sparse signal recovery models: I) BG+AWGN; 2) Laplace+AWGN.
Discussion: For the model with BG input channel , max-sum message passing cannot be used to perform the inference task on the sparse signal since the x that maximizes the messages ßg~2AI
would be O. p(x , .x, iJ ly) from sum-produet message passing cannot produce any useful MAP estimation of x for the same reason. In this case, we can only use sum-produet message passing to perform MMSE estimation of x. For the model with Laplace input channel, although max-sum message passing can be used to obtain the MAP estimation of x, it cannot be used to compute the MAP estimation of Al, since the >-I that maximizes (10) is always 00 and the maximizing 81 is always 0. On the other hand, sum-produet message passing can be used to compute the MMSE estimation and MAP estimation of X n based on p(xnI Y), however they doesn' t have the best recovery performance. Here we propose to employ sum-produel message passing to compute the "marginal" MAP estimates {>-I , 81} using the marginal posterior distributions p(AI IY), p( B1 IY) , as opposed to the MAP estimates in (11) . {>-I , 8I} can then be used as the inputs to max-sum message passing to obtain the MAP estimate of x. This essentially is the Lasso mentioned at the beginning of this paper, except now that we have provided a way to automatically estimate the parameters. In this case, the two recovery models mentioned earlier both rely on sum-produet message passing to perform parameter estimation. "MMSE parameter estimation" is often quite difficult to compute. In this paper we will focus on using the "MAP parameter estimation" approach to estimate the parameters. Using Dirac delta approximation we can compute MAP estimations of the parameters as follows:
A (t+ l ) <I> +-0 = arg max Ll<l> +-0 . Since we don ' t have any knowledge about the priors of A, e, we fairly choose the "uniform" prior for each parameter.The recovery performance ofthe proposed PE-GAMP will be compared with EM-GAMP [16] and the oracle GAMP algorithms that already know the true parameters.
Noiseless Sparse Signal Recovery
We first perform noiseless sparse signal recovery experiments and draw the empirical phase transition curves (PTC) ofPE-GAMP, EM-GAMP [16] and oracle-GAMP. We fix N = 1000 and vary the oversampling ratio ( The results of the two recovery models are shown in Fig. 2(a) . The PTC curve is the contour that correspond to the 0.5 success rate in the domain ((J, p) E (0 , 1)2, it divides the domain into a "success" phase (Iower-right) and a "failure" phase (upper-Ieft). Specifically, EM-GAMP by [16] doesn't have an implementation for the recovery model with Laplace input channel, we can only show the results for the model with BG input channel. We can see that the performance ofPE-GAMP matches that ofthe oracle-GAMP in both models. PE-GAMP does the job fairly weil in estimating the parameters A, e and recovering the sparse signals x.
Noisy Sparse Signal Recovery
We next try to recover the sparse signal x from a noisy measurement vector y. We would Iike to see how the proposed PE-GAMP behaves when an increasing amount of noise is added to the measurement. Specifically, S = 200, M = 500, N = 1000 are fixed, and y is generated: y = Ax + vw. v > 0 controls the amount of noise added to y, the entries of ware i.i.d Gaussian N(O, 1) . For each v, we randornly generate 100 tripies of {x , A , w}. The signal to noise ratio (SNR) is used to evaluate the performances and the box plots of the results are shown in Fig. 2(b) . For the recovery model with BG input channel, we can see that the proposed PE-GAMP is able to perform as weil as the oracle-GAMP in recovering noisy sparse signals. For the recovery model with Laplace input channel, the proposed PE-GAMP performs slightly worse than the oracle-GAMP, this is probably due to the mismatch between the assumed distribution and the actual distribution of x.
CONCLUSION AND FUTURE WORK
We proposed a message passing algorithm with built-in parameter estimation to recover under-sampled sparse signals. The parameters are treated as random variables with pre-specified priors, their posterior distributions can then be directly approximated by loopy belief propagation. This allows us to perform MAP and MMSE estimations of the parameters and to update them during the message passing process to recover sparse signals. In this paper we mainly focus on MAP parameter estimation and perform numerical experiments on a series of noiseless and noisy sparse signal recovery experiments. The experiments show that the proposed PE-GAMP is able to match the performance of the oracle GAMP that knows the true parameters. In the future we would like to explore the MMSE estimation of the parameters and apply the proposed PE-GAMP on real datasets.
