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Abstract
Definitions, theorems and examples are established for a general model of Laurent polynomial spaces and
ordered orthogonal Laurent polynomial sequences, ordered with respect to ordered bases and orthogonal with
respect to inner products · =L ◦  decomposed into transition functional  and strong moment functional,
or, more generally, sample functionalL couplings. Under this formulation that is shown to subsume those in
the existing literature, new fundamental results are produced, including necessary and sufficient conditions
for ordered OLPS to be sequences of nth numerators of continued fractions, in contrast to the classical result
concerning nth denominators which is shown to hold only in special cases.
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1. Introduction
An orthogonal Laurent polynomial sequence (OLPS) can be described simply as an ordered
orthogonal basis for an inner product space whose elements are Laurent polynomials, finite linear
combinations over a subfield of the complex numbers of the integer powers of a variable z.
From this point of view, orthogonal polynomial sequences are examples of OLPS since they
are orthogonal bases ordered by polynomial degree for the space with standard ordered basis
{1, z, z2, . . .}.
Issues of ordering have largely been ignored, but in the cases of doubly infinite powers, for
example the space  of all Laurent polynomials, standard ordered bases and related terminology
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such as degree in rational function spaces are a matter of choice. Furthermore, when it comes to
actual computation, a theory that explicitly integrates ordering is indispensable and may prove to
be a key to efficiency if an accompanying theory of order selection can be developed. Explicitly
including ordering and, hence, detaching the theory from any particular ordering of bases for 
has always seemed desirable, and it is clear now that a robust treatment should also apply to all
subspaces, including classical polynomial spaces, and be blatantly generalizable to superspaces
of . In addition, it is useful to explicate the theory of OLPS from the perspective of transitions
· =L ◦  between inner products · and functionalsL, detached from and, separately, dependent
on particular functional linkages  between them. This viewpoint affords a connection to a
constellation of closely related topics which include
• Orthogonal Laurent polynomials • Gaussian quadrature
• Linear functionals • Integral transforms
• Continued fractions • Moment theory
We strive to give the foundation for a highly autonomous theory of OLPS which integrates
the notion of ordering. Throughout the work for this article, the notation, definition and theory as
given in [5], a 1999 survey by Jones and Njåstad, dating back to the work of Njåstad and Thron
[7] around 1980, was used as a guide. We refer the reader to the monograph [2] by Bultheel,
González-Vera, Hendriksen and Njåstad which intersects in many ways with our explication and
the canonical theory of linear algebra, like that found in Hoffman and Kunze [4], for example.
2. Definitions
Z denotes the usual integral domain of integers, N the positive integers, and C the field of
complex numbers, in which we denote the complex conjugate of c by c¯. Additionally, R and Q
denote the fields of real and rational numbers, respectively. It is convenient for us to let
 :=[f : D → C : D ⊆ C], (2.1)
the set of functions with domain and codomain in C. We allow the identification of the element c
in C and the constant function f (z) = c for z ∈ D ⊆ C where D is given by context. The function
space over C of finite linear combinations of elements of the basis [zn : n ∈ Z] is called the space
of (complex) Laurent polynomials, and it is denoted by ; hence,
 :=
[
n∑
i=m
ciz
i : m, n ∈ Z, ci ∈ C for m  i  n
]
, (2.2)
the elements of which are called Laurent polynomials, or L-polynomials. A set V is called a
Laurent polynomial space, or L space, over F if F is a subfield of C and
V ⊆  such that V is a vector space over F. (2.3)
For an L space V, if there exists k ∈ N ∪ [∞] such that
{An}kn=1 is a sequence of Laurent polynomials (2.4a)
and
[An : 1  n < k + 1 ∞] is a basis for V, (2.4b)
then {An}kn=1 is called an ordered basis for V, and V is said to have order implied by {An}kn=1.
For a non-zero A in V over F with order implied by {An}kn=1, if there exists a unique positive
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integer ρ = ρ(A) such that A is a linear combination over F of the basis vectors {An}ρn=1, but not
a linear combination of {An}ρ−1n=1 , then ρ is called the rank of A in the ordered basis {An}kn=1. We
define the rank of 0 to be 0. If A has rank ρ > 0 in {An}kn=1 and if there exist unique scalars an,
1  n  ρ, such that A = ∑ρn=1 anAn, then we call aρ the leading coefficient of A with order
implied by {An}kn=1, and we denote it by κ(A). If κ(A) exists and is 1, then A is called monic
with respect to {An}kn=1.
The objects of our focus in this work are ordered bases with additional properties that derive
from the concepts of distance and angle between vectors. Toward those and other ends, it is useful
to display the following standard definitions. A (sesqui-linear) form on a vector space V over F
is a function
· : V × V → F, (2.5a)
such that, for all A,B,C ∈ V and all a ∈ F,
(aA + B) · C = a(A · C) + (B · C) (2.5b)
and
A · (aB + C) = a(A · B) + (A · C). (2.5c)
A form that also satisfies
A · B = B · A (2.5d)
for all A,B ∈ V is called Hermitian, and a Hermitian form where
A · A  0, with equality only for A = 0 (2.5e)
for all A ∈ V is called positive. A positive Hermitian form is called an inner product.
We will be concerned with decompositions of maps from×  toC into transition functionals,
or transitionals,
 : ×  →  (2.6)
and sample functionals
L :  → C. (2.7)
A functionalL :  → C is called a strong moment functional, or SMF, if there exists a bisequence
{μn}∞−∞ inC such thatL is linear on andL(zn) = μn for all n ∈ Z.μn is called thenth moment
of L. A class of examples that is of particular interest arises from Riemann–Stieltjes integrals
with respect to functions from the set
 :=[φ ∈  : φ is a SMDF], (2.8)
where a strong moment distribution function, or SMDF, is a function φ : R∗ → R for R∗ := (R− ∪
R+) where R− :=[x ∈ R : x < 0] and R+ :=[x ∈ R : x > 0] such that φ is bounded and non-
decreasing on R− and on R+ (separately) with infinitely many points of increase in R∗ (i.e.,
[x ∈ R∗ : there exists an ε > 0 such that (x − ε, x + ε) ⊆ R∗ and φ(x − δ) < φ(x + δ) for all δ
such that 0 < δ < ε] is an infinite set), and the improper integrals∫
R∗
xn dφ(x) =
∫ 0
−∞
xn dφ(x) +
∫ ∞
0
xn dφ(x), n ∈ Z,
exist.
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More generally, given an ordered basis {An}kn=1 of an L space V and a transitional , we are
interested in functionalsL :  → C when there exists a bisequence {σn}∞−∞ in C and a mapping
⊕ where
⊕ : Z × Z → Z is a bijection (2.9a)
such that
σn = σi⊕j =L(Ai  Aj) for all i, j such that 1  i, j < k + 1. (2.9b)
We call σn the nth sample ofL with respect to , {An}kn=1 and ⊕.
In a subsequent section of this article, we adapt a standard theorem from linear algebra to give
a solution to the following general problem:
Give conditions on the samples σn ofL such that the mapL ◦  is an inner product on V.
Returning finally to distance and angle in an inner product space, a set of vectors where the
inner product of any two different members is zero is called orthogonal. An (ordered) orthogonal
Laurent polynomial sequence, or OLPS, or, more specifically, an OLPS with respect to (inner
product) · for an L space V is an ordered basis {Bn}kn=1 which is orthogonal as a set; that is, (2.3),
(2.4), and (2.5) hold for · and {Bn}kn=1, and
Bi · Bj = 0 for all Bi, Bj ∈ {Bn}kn=1, i /= j. (2.10)
If · is an inner product, then Bn · Bn > 0, and if Bn · Bn = 1 for all Bn ∈ {Bn}kn=1, then {Bn}kn=1
is said to be normalized, or that the OLPS {Bn}kn=1 is orthonormal, with respect to ·. In an L space
V with order implied by an ordered basis {An}kn=1, an OLPS {Bn}kn=1 is called monic if every Bn
in {Bn}kn=1 is monic with respect to {An}kn=1.
We will ultimately give an adaptation of the Gram–Schmidt orthogonalization process for a
solution to the OLPS problem that originated this work:
Give conditions and formulas for ordered OLPS in terms of samples σn ofL when the map
L ◦  is an inner product on V.
3. Some basic theorems
The results below follow mostly by standard arguments. Only for exceptions, or when appro-
priate and useful for our purposes, do we provide proof details.
Theorem 3.1. If V is a non-trivial L space, then there exists an ordered basis {An}kn=1 for k an
element of N ∪ [∞]. k is invariant over all ordered bases of V.
Remark 3.2. In the standard terminology from linear algebra, if k = ∞, V is called infinite-
dimensional. Otherwise, V is said to be finite-dimensional of dimension k. The trivial space [0]
is said to be of dimension 0.
Theorem 3.3. If {An}kn=1 is an ordered basis for an L space V, then the rank ρ(A) with respect
to {An}kn=1 exists, is in N, and is unique for each A in V.
Theorem 3.4. Suppose A has rank ρ in ordered basis {An}kn=1 for an L space V. Then there
exist unique scalars an, 1  n < k + 1, such that A = ∑kn=1 anAn. Furthermore, an = 0 for all
n > ρ, and the leading coefficient κ(A) = aρ exists, is unique, and is non-zero if A /= 0, while
κ(0) is undefined.
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Theorem 3.5. Every L space is an inner product space under the inner product
· : ×  → C (3.1a)
given by( ∞∑
i=−∞
aiz
i
)
·
⎛
⎝ ∞∑
j=−∞
bj z
j
⎞
⎠ = ∞∑
m=−∞
ambm. (3.1b)
Remark 3.6. All the sums in (3.1b) are actually over only finitely many values of the indices i,
j , and m since, for each pair of Laurent polynomials, all but finitely many of the terms aizi and
bj z
j are zero.
Theorem 3.7. Every L space with order implied by {An}kn=1 for some k ∈ N ∪ [∞] is an inner
product space under the inner product
· : ×  → C (3.2a)
given by( ∞∑
i=−∞
aiAi
)
·
⎛
⎝ ∞∑
j=−∞
bjAj
⎞
⎠ = ∞∑
n=−∞
anbn. (3.2b)
Theorem 3.8. Let  be an inner product on an L space V over F. Then · =L ◦  is an inner
product on V for any SMFL such that 0 /= μ0 ∈ F.
Remark 3.9. The preceding three theorems imply that every L space is an inner product space and
that any inner product on any L space can be decomposed into a sample and transition functional
coupling.
Proof. A · B=μ0(A  B) for all A,B ∈ V sinceL(A  B) =L((A  B)1)=(A  B)L(1).
Thus, · inherits the inner product properties from . 
Theorem 3.10. Let V be a non-trivial L space over F and · be an inner product on V such that
· =L ◦  for transitional  and functionalL. If  is commutative on V, then the scalar field
F is a subfield of R.
Proof. For A /= 0, the computation a(A · A) = (aA) · A =L((aA)  A) =L(A  (aA)) =
A · (aA) = a¯(A · A) implies any scalar a is real. 
Theorem 3.11. If · is an inner product on an L space V with order implied by {An}kn=1 for
k ∈ N ∪ [∞], then V has an OLPS {Bn}kn=1 with respect to · such that any Laurent polynomial
in V has the same rank in both {An}kn=1 and {Bn}kn=1. There exists a unique such OLPS which
is monic with respect to {An}kn=1. There is also exactly one such OLPS that is normalized with
respect to ·.
Proof. The conclusions follow substantially upon application of the Gram–Schmidt orthogonal-
ization process on {An}kn=1.
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For 1  n < k + 1, let
Bn :=
∣∣∣∣∣∣∣∣∣
A1 · A1 A1 · A2 · · · A1 · An−1 A1
A2 · A1 A2 · A2 · · · A2 · An−1 A2
...
...
...
...
An · A1 An · A2 · · · An · An−1 An
∣∣∣∣∣∣∣∣∣
, (3.3)
where |A| denotes the determinant of a square matrix A. Verification of the claimed properties of
{Bn}kn=1 is a canonical exercise, as is each of the other existence and uniqueness statements for
the monic orthogonal and orthonormal bases. Except for the following, we omit details.
The leading coefficients are
κ(Bn) = |Gn−1| for 1  n < k + 1, (3.4)
in terms of the Gram determinants,
|G0| :=1 (3.5a)
and
|Gm| :=
∣∣∣∣∣∣∣∣∣
A1 · A1 A1 · A2 · · · A1 · Am
A2 · A1 A2 · A2 · · · A2 · Am
...
...
.
.
.
...
Am · A1 Am · A2 · · · Am · Am
∣∣∣∣∣∣∣∣∣
for 1  m < k + 1. (3.5b)
The fact that the determinants |Gn| are positive for all n can be shown by induction on n and the
fact that
Bn · Bn = |Gn−1||Gn|, (3.6)
since Bn · Bn = Bn · (|Gn−1|An) = |Gn−1|(Bn · An) = |Gn−1|(Bn · An) = |Gn−1||Gn|, the jus-
tification of which follows from the definitions, the induction hypothesis, and properties of inner
products and determinants.
The monic OLPS is
{Bn/|Gn−1|}kn=1, (3.7)
and the normalized OLPS is
{Bn/
√
Bn · Bn }kn=1, (3.8a)
where the leading coefficients are
κ(Bn/
√
Bn · Bn) =
√|Gn−1|/|Gn|.  (3.8b)
Theorem 3.12. Let V be a Laurent polynomial space over F with order implied by ordered basis
{An}kn=1 for k ∈ N ∪ [∞]. Let  : ×  →  andL :  → C, and set σi⊕j =L(Ai  Aj)for 1  i, j < k + 1. Then:
(A)L ◦  is an inner product on V over F if and only if
L ◦  maps V × V to F, (3.9a)
L((aA + B)  C) = aL(A  C) +L(B  C) (3.9b)
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and
L(A  (aB + C)) = aL(A  B) +L(A  C) (3.9c)
for all a ∈ F and all A,B,C ∈ V,
σj⊕i = σi⊕j for all i, j such that 1  i, j < k + 1, (3.9d)
and∣∣∣∣∣∣∣∣∣
σ1⊕1 σ1⊕2 · · · σ1⊕m
σ2⊕1 σ2⊕2 · · · σ2⊕m
...
...
.
.
.
...
σm⊕1 σm⊕2 · · · σm⊕m
∣∣∣∣∣∣∣∣∣
> 0 for all m such that 1  m < k + 1. (3.9e)
(B) Furthermore, if (3.9) holds, then {Bn}kn=1 such that
Bn =
∣∣∣∣∣∣∣
σ1⊕1 · · · σ1⊕(n−1) A1
...
...
...
σn⊕1 · · · σn⊕(n−1) An
∣∣∣∣∣∣∣ (3.10)
is an OLPS in V with respect to the inner product L ◦  with ranking the same as the
ordered basis {An}kn=1.
Proof. (A, ⇒) Positivity of the Gram determinants (3.9e) is inferred in the proof of Theorem
3.11.
(A, ⇐) We are hypothesizingL ◦  is a Hermitian form on V and that the determinants satisfy
the condition given in (3.9e).L(0  0) =L((00)  0) = 0L(0  0) = 0. Hence, it remains to
showL(A  A) > 0 for all non-zero A ∈ V .
Suppose A is a non-zero Laurent polynomial in V . The rank ρ(A) exists, and A is in an
L space, which we denote by VA, having basis {An}ρ(A)n=1 . L ◦  is a Hermitian form on the
finite-dimensional space VA. With
Fn =
⎛
⎜⎜⎜⎝
f (A1, A1) f (A1, A2) · · · f (A1, An)
f (A2, A1) f (A2, A2) · · · f (A2, An)
...
...
.
.
.
...
f (An,A1) f (An,A2) · · · f (An,An)
⎞
⎟⎟⎟⎠ , 1  n  m,
it is a standard theorem from linear algebra for a form f on a finite-dimensional vector space
with ordered basis {An}mn=1 that f is positive if and only if f (Aj ,Ai) = f (Ai, Aj ) for all i, j
with 1  i, j  m and the determinants |Fn| are positive for all n = 1, 2, . . . , m. Thus, (3.9d)
and (3.9e) implyL ◦  is positive on VA; that is,L(A  A) > 0.
(B) The OLPS formula results by incorporating the σn sample notation in Eq. (3.3). 
Theorem 3.13. Let 〈{zp(n)}kn=1〉 be the Laurent polynomial space over F with order implied by
ordered basis {zp(n)}kn=1 for some k ∈ N ∪ [∞] and injection p : [n ∈ N : 1  n < k + 1] → Z.
LetL :  → C be a strong moment functional, moments μn =L(zn), n ∈ Z. Then:
(A) A · B =L(AB) is an inner product on 〈{zp(n)}kn=1〉 over F if and only if
F is a subfield of R, (3.11a)
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μp(i)+p(j) ∈ F for all i, j such that 1  i, j < k + 1, (3.11b)
and
for all m such that 1  m < k + 1, (3.11c)∣∣∣∣∣∣∣∣∣
μp(1)+p(1) μp(1)+p(2) · · · μp(1)+p(m)
μp(2)+p(1) μp(2)+p(2) · · · μp(2)+p(m)
...
...
.
.
.
...
μp(m)+p(1) μp(m)+p(2) · · · μp(m)+p(m)
∣∣∣∣∣∣∣∣∣
> 0.
(B) If (3.11) holds, then {Bn}kn=1 such that
Bn =
∣∣∣∣∣∣∣
μp(1)+p(1) · · · μp(1)+p(n−1) zp(1)
...
...
...
μp(n)+p(1) · · · μp(n)+p(n−1) zp(n)
∣∣∣∣∣∣∣ (3.12)
is an OLPS in 〈{zp(n)}kn=1〉 with respect to the inner product A · B =L(AB) with ranking
the same as the ordered basis {zp(n)}kn=1.
(C) If F = R and p is a bijection from N to Z, then the L space 〈{zp(n)}kn=1〉 is the space
R :=
[
n∑
i=m
riz
i : m, n ∈ Z, ri ∈ R for m  i  n
]
of all real Laurent polynomials, and the following conditions are equivalent:
(I) L(A2) > 0 for all non-zero A in R.
(II) (3.11c) with k = ∞ holds.
(III) L(R) > 0 for all non-zero R in R such that R(x)  0 for all x ∈ R∗ :=R − [0].
Furthermore, (I)–(III) are implied by the condition
(SMDF)L(Q) =
∫
R∗
Q(x) dφ(x) for some φ ∈  and all Q in R.
Remark 3.14. A SMFL that satisfies condition (III) is called positive definite.
Proof. (A and B) These result essentially as a corollary of Theorem 3.12, taking  as function
multiplication. (3.11a) is a consequence of Theorem 3.10.
(C) 〈{zp(n)}kn=1〉 = R follows immediately from the assumptions that the scalar field is R
and p : N → Z is bijective. We actually established a more general equivalency in the proof of
Theorem 3.12 that reduces under the additional suppositions to (I)–(II). (III) implies (I), trivially.
(I) implies (III) can be established with a standard argument showing any R under (III) can be
written as a finite sum
∑n
i=1 A2i of squares of non-zero elements Ai in 
R
. The definition of 
was designed so that the integration in (SMDF) yields a SMF and that (III) follows if condition
(SMDF) holds. 
Remark 3.15. In the case {zp(n)}kn=1 = {1, 1/z, z, 1/z2, z2, . . .}, the statements of Theorem 3.13
(C) are well known. Jones and Njåstad in [5] cite Sri Ranga for (II) if (SMDF) and (II) iff (III),
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for example, where (II) is given in a bimodal and, hence, more complicated form. Theorem 3.13
gives a comparatively simple and unifying result for all L spaces under the usual inner products
and with monomial ordered bases, including standard orthogonal polynomial spaces. Subspaces
with monomial bases of particular forms and orderings have previously been considered, with
recent examples including a series of papers beginning with [3]. The general result, Theorem
3.13, on ordered monomial bases appears in the literature for the first time in the present article,
not to mention Theorem 3.12 which applies more broadly to any L space.
Theorem 3.16. Let 〈{zp(n)}kn=1〉 be the Laurent polynomial space over F with order implied by
ordered basis {zp(n)}kn=1 for some k ∈ N ∪ [∞] and injection p : [n ∈ N : 1  n < k + 1] → Z.
For f ∈ , let f (x) denote the restriction of f : D → C to domain D ∩ R. LetL :  → C be
a linear functional on [l(x) : l ∈ ], and let μn :=L(xn), n ∈ Z. Then:
(A) A · B =L(A(x)B(x)) is an inner product on 〈{zp(n)}kn=1〉 over F if and only if
μp(i)+p(j) ∈ F ∩ R for all i, j such that 1  i, j < k + 1, (3.13a)
and
for all m such that 1  m < k + 1, (3.13b)∣∣∣∣∣∣∣∣∣
μp(1)+p(1) μp(1)+p(2) · · · μp(1)+p(m)
μp(2)+p(1) μp(2)+p(2) · · · μp(2)+p(m)
...
...
.
.
.
...
μp(m)+p(1) μp(m)+p(2) · · · μp(m)+p(m)
∣∣∣∣∣∣∣∣∣
> 0.
(B) If (3.13) holds, then {Bn}kn=1 such that
Bn =
∣∣∣∣∣∣∣
μp(1)+p(1) · · · μp(1)+p(n−1) zp(1)
...
...
...
μp(n)+p(1) · · · μp(n)+p(n−1) zp(n)
∣∣∣∣∣∣∣ (3.14)
is an OLPS in 〈{zp(n)}kn=1〉 with respect to the inner product A · B =L(A(x)B(x)) with
ranking the same as the ordered basis {zp(n)}kn=1.
(C) If p is a bijection from N to Z, then the L space 〈{zp(n)}kn=1〉 is the space
F :=
[
n∑
i=m
aiz
i : m, n ∈ Z, ai ∈ F for m  i  n
]
of all Laurent polynomials over F, and the following conditions are equivalent:
(I) L(|A(x)|2) > 0 for all non-zero A in F.
(II) (3.13b) with k = ∞ holds.
Furthermore, (I) and (II) hold ifL(Q) = ∫
R∗ Q(x) dφ(x) for some φ ∈  and all Q in F.
Remark 3.17. A linear functionalL on [l(x) : l ∈ ] is also sometimes referred to as a strong
moment functional, and μn =L(xn) is called its nth moment.
Proof. (A and B) These follow as corollaries of Theorem 3.12 with A  B = A(x)B(x).
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(C) The proof is essentially the same as the corresponding parts of the proof of part (C) of
Theorem 3.13. 
Theorem 3.18. Suppose φ is a SMDF, and set μn :=
∫
R∗ x
n dφ(x) for n ∈ Z and A · B :=∫
R∗ A(x)B(x) dφ(x) for all A,B ∈ . Then μn ∈ R, and · is an inner product on  and on
R. On R, A · B = ∫
R∗ A(x)B(x) dφ(x). Furthermore, A · B is an inner product on Q if and
only if μn ∈ Q for all n ∈ Z, in which case A · B =
∫
R∗ A(x)B(x) dφ(x).
Proof. The conclusions follow as corollaries of Theorem 3.16, parts (A) and (C). 
4. Some examples
4.1. In Theorem 3.12 with inner product · =L ◦  on any general L space V over F with order
implied by {An}kn=1, a degenerative case in terms of samples σi⊕j :=L(Ai  Aj) is
σi⊕j =
{
1, i = j,
0, i /= j. (4.1)
Specifically,∣∣∣∣∣∣∣∣∣
σ1⊕1 σ1⊕2 · · · σ1⊕m
σ2⊕1 σ2⊕2 · · · σ2⊕m
...
...
.
.
.
...
σm⊕1 σm⊕2 · · · σm⊕m
∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣
1 0 · · · 0
0 1 · · · 0
...
...
.
.
.
...
0 0 · · · 1
∣∣∣∣∣∣∣∣∣
, 1  m < k + 1, (4.2)
if and only if(
k∑
i=1
aiAi
)
·
⎛
⎝ k∑
j=1
bjAj
⎞
⎠ = k∑
n=1
anbn for all
k∑
i=1
aiAi,
k∑
j=1
bjAj ∈ V, (4.3)
if and only if
{An}kn=1 is the monic and normalized OLPS. (4.4)
4.2. We give an extended example based on a class of strong moment distribution functions.
The Laplace transform f (s) of a function F(t) is defined by
f (s) :=
∫ ∞
0
F(t)e−st dt. (4.5)
One way to obtain formulas for strong moment bisequences such as
μLn := 2−1
∫ ∞
0
tn−1e−t−1/t dt, n = 0,±1,±2, . . . , (4.6)
is to insert a real-valued modifying functionF(t)with domain containing the positive real numbers
and consider the integrals
μLn {F(t)}(s) :=
∫ ∞
0
tnF (t)e−st dt. (4.7)
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Under some restrictions such as uniform continuity on the integrands, elementary methods of
calculus imply
μLn {F(t)}(s) = −
d
ds
μLn−1 {F(t)} (s), (4.8a)
and
μLn {F(t)}(s) =
∫ ∞
s
μLn+1{F(t)}(x) dx, (4.8b)
and, recalling the definitions (4.5) and (4.7),
μL0 {F(t)}(s) :=
∫ ∞
0
F(t)e−st dt = f (s). (4.8c)
Reconsidering (4.6), μLn = 2−1μLn {t−1e−1/t }(1).
The Laplace transform of t−1e−1/t is known to be 2K0(2
√
s), where Kν(z) is a modified
Bessel function of the second kind. Hence,
μL0 {t−1e−1/t }(s) = 2K0(2
√
s), (4.9a)
μLn {t−1e−1/t }(s) = (−1)n
dn
dsn
2K0(2
√
s) for n = 1, 2, 3, . . . , (4.9b)
and
μLn {t−1e−1/t }(s) = I |n|2K0(2
√
s) for n = −1,−2,−3, . . . , (4.9c)
where I 12K0(2
√
s) := ∫∞
s
2K0(2
√
x) dx and I |n|2K0(2
√
s) := ∫∞
s
I |n|−12K0(2
√
x) dx for
|n| > 1.
Using (4.9a), (4.8a), elementary calculus, and the known fact that ddz
( 1
zn
Kn(z)
) = −1
zn
Kn+1(z),
an induction argument shows that μLn {t−1e−1/t }(s) = 2√sn Kn(2
√
s) for n = 0, 1, 2, . . .. Also,
by a change of variables t → 1/(su), it follows that μL−n{t−1e−1/t }(s) = snμLn {t−1e−1/t }(s).
Subsequently,
μLn {t−1e−1/t }(s) =
∫ ∞
0
tn−1e−st−1/tdt = 2√
sn
K|n|(2
√
s) for n = 0,±1,±2, . . .
(4.10)
Formulas via Laplace transforms for the moments corresponding to various modified Laguerre
distributions, including (4.10), are given in Table 1.
A symmetry in moments (4.10) results when s = 1; in particular, μL−n = μLn for all integers
n, since
μLn = K|n|(2), n = 0,±1,±2, . . . (4.11)
Table 2 gives known numerical values for these moments. We refer to [1] for the component facts
used above involving Laplace transform and Bessel functions.
Corresponding to these moments, by Theorem 3.18,
A ·L B :=
∫ ∞
0
A(t)B(t)(2t)−1e−t−1/t dt (4.12)
is an inner product on andR. Under the ordering given by {zp(n)}∞n=1 = {1, 1/z, z, 1/z2, z2, . . .}
with p(n) = (−1)n+1(n − 1)/2, an OLPS with respect to ·L on  and R is {BLn (z)}∞n=1
where
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Table 1
Moments μn =
∫∞
0 t
nF (t)e−st dt , parameter s > 0
F(t) μn Comments
t−1e−1/t 2√
sn
K|n|(2
√
s) Modified Bessel function Kν(z)
1√
πt
e−1/t (−1)n dndsn e
−2√s√
s
n  0
I |n| e−2
√
s√
s
n < 0, see Note
k
2
√
πt3
e
−k2
4t (−1)n dndsn e−k
√
s 0 < k < ∞, n  0
I |n|e−k
√
s n < 0, see Note
[1 + |t − k|/(t − k)]/2 e−sks
∑n
j=0
(n
j
)
kj sj−n 0  k < ∞, n  0
I |n| e−sks 0 < k < ∞, n < 0, see Note
1 n!
sn+1 n  0
tm
(m+n+1)
sm+n+1 m + n + 1 > 0, gamma function 
Note: I1f (s) := ∫∞s f (x) dx and I |n|f (s) := ∫∞s I |n|−1f (x) dx for |n| > 1.
Table 2
Numerical values for μLn =
∫∞
0 t
n−1e−t−1/t dt = 2K|n|(2)
n μLn
0 0.22779
±1 0.27973
±2 0.50752
±3 1.29477
±4 4.39183
±5 18.86210
Note: Kn+1(2) = nKn(2) + Kn−1(2), n > 1.
BLn (z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
K0(2) K1(2) K1(2) · · · K|0+p(n−1)|(2) 1
K1(2) K2(2) · · · K|−1+p(n−1)|(2) 1/z
K1(2) · · · K|1+p(n−1)|(2) z
...
...
...
K|p(i)+p(1)|(2) · · · K|p(i)+p(j)|(2) · · · K|p(i)+p(n−1)|(2) zp(i)
...
...
...
...
K|p(n)+p(1)|(2) · · · K|p(n)+p(j)|(2) · · · K|p(n)+p(n−1)|(2) zp(n)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
(4.13)
4.3. The field of rational numbers is oftentimes overlooked, in spite of the fact that representation
and implementation on modern computing technology restricts number systems to those based on
subsets of Q. Here, we seek a SMDF φ such that μn ∈ Q for all n ∈ Z, where μn :=
∫
R∗ x
n dφ(x).
Then, by Theorem 3.18, A · B = ∫
R∗ A(x)B(x) dφ(x) is an inner product on,
R
, andQ. The
symmetric, Legendre-like
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φ(x) =
{
x, x ∈ [−2,−1] ∪ [1, 2],
0, otherwise (4.14)
has corresponding moments
μn =
{
4n+1−2
2n+1 , n even,
0, n odd,
(4.15)
the form of which shows the rationality we desired.
4.4. Polynomials orthogonal on the unit circle C were investigated by Szegö [8] around 1920.
With A  B = AB and L(Q) = ∫
C
Q(z) dν(z) = ∫ π−π Q(eiθ )dψ(θ), where ψ is real-valued,
bounded, and non-decreasing with infinitely many points of increase in −π  θ  π , it is easy to
check that the associated moments μn =
∫ π
−π e
inθ dψ(θ) exist for all n ∈ Z and satisfy μ−n = μn,
and
A ·ψ B :=L(A  B) =
∫ π
−π
A(eiθ )B(eiθ ) dψ(θ) (4.16)
is an inner product on . Given any linearly independent sequence of Laurent polynomials
{An}kn=1, Theorems 3.11 and 3.12 apply to the L space V = 〈{An}kn=1〉 with ordered implied
by {An}kn=1, yielding results on OLPS and the Gram determinant conditions on the samples
σi⊕j = Ai ·ψ Aj .
For instance, the simplest case results whenψ(θ)=θ/(2π). Thenμn =
{
1, n = 0
0, n /= 0 and, further,
if An = zp(n) for injection p : [n ∈ N : 1  n < k + 1] → Z, then σi⊕j = μp(i)−p(j) =
{1, i=j
0, i /=j
leading back to Example 4.1. In this case,A ·ψ B =
∫ π
−π A(e
iθ )B(eiθ ) dθ/(2π) is an inner product
on , R and Q, and {zp(n)}kn=1 is the monic, normalized OLPS in the space V it spans. With
k = ∞ and p(n) = n − 1, V is the space of polynomials ordered by polynomial degree, and the
OLPS, or sequence of Szegö polynomials with respect to ψ(θ) = θ/(2π), is the standard ordered
basis {1, z, z2, . . .}.
5. Recurrence relations
Let · be an inner product on L space V ordered with respect to OLPS {An}kn=1. Rank ρ,
leading coefficient κ , and monic are relative to {An}kn=1; in particular, {An}kn=1 is monic. A
starting point for recurrence formulas for OLPS comes from the fact that the projection of any
Laurent polynomial in V of rank n onto the subspace of L polynomials of rank n − 1 or less is
orthogonal to that subspace.
If rank ρ(Rn) = n and leading coefficient κ(Rn) = 1,
thenAn = Rn −∑n−1j=1 Rn·AjAj ·AjAj . (5.1)
If qmn exists such that Rn = qmnAmn for some mn with 1  mn  n − 1, then An is given in
terms of A1,A2, . . . ,An−1. Under certain special conditions which depend to a great extent
on ordering, a three-term recurrence of the form An = bnAn−1 + anAn−2 holds with an /=
0, providing an entryway (see [6], Section 2.1) to the connecting topic of continued fractions
K(an/bn) with nth approximant An/Bn and associated sequences {An}kn=1 and {Bn}kn=1, the
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so called nth numerators and nth denominators, respectively. The following, completely general
theorem gives necessary and sufficient conditions for OLPS to be sequences of nth numerators,
in contrast to canonical, but only special-case, nth denominators of continued fractions.
Theorem 5.1. Let {An}kn=1 be an OLPS with respect to an inner product · on an L space V. Let
rank ρ and leading coefficient κ of elements of V be relative to {An}kn=1. Then:
{An}kn=1 satisfies the system of three-term recurrence relations
A−1 :=1, A0 :=0, andAn = bnAn−1 + anAn−2 for 1  n < k + 1 (5.2a)
where
bn :=qn − (qnAn−1) ·An−1
An−1 ·An−1 for n  2, (5.2b)
a1 :=A1, and an := − (qnAn−1) ·An−2
An−2 ·An−2 /= 0 for n  3 (5.2c)
(a2 and b1 are free)
if and only if, for all n such that 2  n < k + 1, ρ(qnAn−1) = n, κ(qnAn−1) = 1, (qnAn−1) ·
An−2 /= 0 if n  3, and (qnAn−1) ·Aj = 0 if 1  j  n − 3.
Proof. (⇒) Solving (5.2) for qnAn−1, we have qnAn−1 =An + (qnAn−1)·An−1An−1·An−1 An−1 +
(qnAn−1)·An−2
An−2·An−2 An−2, which, by Theorem 3.4, demonstrates that ρ(qnAn−1) = n, κ(qnAn−1) =
1, and (qnAn−1) ·Aj = 0 if 1  j  n − 3. (qnAn−1) ·An−2 /= 0 if n  3 follows from the
assumption that an /= 0.
(⇐) This direction follows substantially by (5.1) with Rn = qnAn−1 and uniqueness of
coefficients, Theorem 3.4. 
As applications of the preceding theorem, we might recount standard results (cited in [5],
Sections 1.2 and 3.1, for example) on three-term recurrence formulas for OLPS in the space
of polynomials with order implied by standard basis {1, z, z2, . . .} or in the space of Laurent
polynomials with order implied by {1, 1/z, z, 1/z2, z2, . . .}. In particular, the following is a
corollary:
Let {Qn(z)}∞n=1 be the monic OLPS inR,
order implied by {1, 1/z, z, 1/z2, z2, . . .} = {zp(n)}∞n=1,
orthogonal with respect to a positive definite strong moment functionalL
(hence, A · B =L(AB) for all A,B inR).
Then {Qn(z)}∞n=1 satisfies a system of three-term recurrence relations
if and only if
the sequence is regular (i.e., ρ(z(−1)n+1Qn−1(z)) = n for all n  2).
(5.3a)
Taking qn = z(−1)n+1/κ(An−1 − zp(n−1)) and An = Qn in Theorem 5.1, {Qn(z)}∞n=1 is the
sequence of nth numerators of the continued fraction K∞n=1(an/bn) where an and bn are given by
Eq. (5.2a). Actually, it has been customary in the existing literature (see [5], Theorem 3.3 for an
example and further references) to initialize the sequence index at 0. Accordingly, with Q−1 :=0
and Qm :=Qm+1 for m = 0, 1, 2, . . ., (5.3a) reads as follows:
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{Qm(z)}∞m=0 satisfies a system of three-term recurrence relations
if and only if
the sequence is regular (i.e., ρ(z(−1)mQm−1(z)) = m + 1 for all m  1).
(5.3b)
Here, the rank of Qm is ρ(Qm) = m + 1, and if ρ(R) = m + 1, m has been called the L-degree
of R. Also, note that Q−1 :=0, Q0 :=1, and Qn :=bn+1Qn−1 + an+1Qn−2 for n  1 imply that
{Qn(z)}∞n=1 is the sequence of nth denominators of K∞n=1(an+1/bn+1) where the a’s and b’s are
given again by (5.2) with qn = z(−1)n+1/κ(An−1 − zp(n−1)) and An = Qn = Qn−1. Compare
this to the nth numerators {Qn(z)}∞n=1 of K∞n=1(an/bn).
Stronger than and subsuming of (5.3), the next theorem gives necessary and sufficient con-
ditions for three-term recurrence of OLPS when order is implied by {1, 1/z, z, 1/z2, z2, . . .}
or by {1, z, 1/z, z2, 1/z2, . . .}; stronger since it applies to a wider range of inner product spaces,
including those treated in Theorem 3.18 in which A · B := ∫
R∗ A(x)B(x), dφ(x) for SMDF φ(x).
Theorem 5.2. Let · be an inner product on F and {Qn(z)}∞n=1 be the monic OLPS with order
implied by {zp(n)}∞n=1 such that p(n) = (−1)n+1n/2 for all n ∈ N, or p(n) = (−1)nn/2 for
all n ∈ N, where n/2 denotes the greatest integer less than or equal to n/2.
Suppose (zmA) · B = A · (zmB) for all A,B ∈ F, m = ±1. Then {Qn(z)}∞n=1 satisfies the
systems of three-term recurrence relations
Q−1 :=1, Q0 :=0, and Qn = bnQn−1 + anQn−2 for n = 1, 2, 3, . . . , (5.4a)
and
Q0 :=0, Q1 = 1, and Qn+1 = bn+1Qn + an+1Qn−1 for n = 1, 2, 3, . . . , (5.4b)
where
bn :=qn − (qnQn−1) · Qn−1
Qn−1 · Qn−1 for n  2, (5.4c)
a1 :=Q1, and an := − (qnQn−1) · Qn−2
Qn−2 · Qn−2 /= 0 for n  3, (5.4d)
with
qn := z
p(n)/n/2
κ(zp(n)/n/2Qn−1(z))
for n  2 (5.4e)
if and only if
ρ(zp(n)/n/2Qn−1(z)) = n for all n  2. (5.5)
Remark 5.3. As mentioned above, the condition ρ(zp(n)/n/2Qn−1(z)) = n in the case
{zp(n)}∞n=1 = {1, 1/z, z, 1/z2, z2, . . .} is known by the term regular; that is, Qn is regular (with re-
spect to {1, 1/z, z, 1/z2, z2, . . .}) ifρ(z(−1)nQn(z)) = n + 1, and an OLPS {Qn(z)}∞n=1 is referred
to as regular if all its members are regular.
Proof. The supposition that the OLPS {Qn(z)}∞n=1 is monic implies rank and leading coefficient,
defined in terms of {zp(n)}∞n=1, are also relative to {Qn(z)}∞n=1. Hence the hypothesis of Theorem
5.1 are met with {An}kn=1 = {Qn}∞n=1.
(⇒) The recurrence relations (5.2) imply ρ(qnQn−1(z)) = n for all n  2 by a direct appli-
cation of Theorem 5.1. ρ(qnQn−1(z)) = ρ(zp(n)/n/2Qn−1(z)), hence ρ(zp(n)/n/2Qn−1(z)) =
n.
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(⇐) Qn(z) = ∑nm=1 Qn,mzp(m) for unique scalars Qn,1,Qn,2, . . . ,Qn,n, where Qn,n =
κ(Qn)=1. The hypothesis ρ(zp(n+1)/(n+1)/2Qn(z))=n + 1 implies κ(zp(n+1)/(n+1)/2Qn) /=
0; that is, the coefficient of zp(n+1) in the sum
∑n
m=1 Qn,mzp(m)+[p(n+1)/(n+1)/2] is non-zero.
Hence, Qn,n−1 /= 0 since it can be shown that p(n − 1) + [p(n + 1)/(n + 1)/2] = p(n + 1) if
n  2. Qn − zp(n) = ∑n−1m=1 Qn,mzp(m) and Qn,n−1 /= 0 imply κ(Qn − zp(n)) = Qn,n−1. Thus,
0 /= κ(zp(n+1)/(n+1)/2Qn) = Qn,n−1 = κ(Qn − zp(n)) for all n  2. (5.6)
Set qn :=zp(n)/n/2/κ(zp(n)/n/2Qn−1(z)) for n  2, as in (5.4e).
If n  2, then ρ(qnQn−1) = n since qnQn−1 is proportional to zp(n)/n/2Qn−1 which has
rank n by hypothesis.
qnQn−1 = z
p(n)/n/2Qn−1
κ(zp(n)/n/2Qn−1)
if n  2; (5.7)
hence, κ(qnQn−1) = 1 for all n  2.
By (5.7) and the supposition that (zmA) · B = A · (zmB) for all A,B ∈ F, m = ±1,
(qnQn−1) · Qj = 1
κ(zp(n)/n/2Qn−1)
[Qn−1 · (zp(n)/n/2Qj)]. (5.8)
From the definitions, zp(n)/n/2Qn−2(z) = zp(n) + Rn(z)whereρ(Rn(z)) < n − 1, soQn−1 ·
(zp(n)/n/2Qn−2) = Qn−1 · zp(n) by orthogonality. But, zp(n)=Qn(z) − Qn,n−1zp(n−1) + Sn(z)
where ρ(Sn(z)) < n − 1. Hence, by orthogonality, Qn−1 · (zp(n)/n/2Qn−2) = −(Qn−1 ·
Qn,n−1zp(n−1)); that is, Qn−1 · (zp(n)/n/2Qn−2) = −Qn,n−1(Qn−1 · zp(n−1)). But, Qn−1 ·
zp(n−1) = Qn−1 · Qn−1 /= 0, and we have noted above that the coefficient Qn,n−1 is non-zero.
Thus, Qn−1 · (zp(n)/n/2Qn−2) /= 0. Then, considering (5.6) and (5.8), (qnQn−1) · Qn−2 /= 0 if
n  3.
Also by the definitions, ρ(zp(n)/n/2Qj) < n − 1 if 1  j  n − 3. By orthogonality, Qn−1·
(zp(n)/n/2Qj) = 0, and hence (qnQn−1) · Qj = 0, if 1  j  n − 3.
Invoking Theorem 5.1, the recurrence relations (5.2) hold for {Qn(z)}∞n=1 with qn as defined
in (5.4e). 
Theorem 5.4. Let {Qn(z)}∞n=1 be the monic OLPS for an L space V with order implied by
{q0qn−1}∞n=1 for L polynomials q0 and q, q0 /= 0 and q non-constant, where the inner product ·
on V has the property that (qA) · B = A · (qB) for all A,B ∈ V. Then {Qn(z)}∞n=1 satisfies the
systems of three-term recurrence relations
Q−1 :=1, Q0 :=0, and Qn = bnQn−1 + anQn−2 for n = 1, 2, 3, . . . , (5.9a)
and
Q0 :=0, Q1 = q0, and Qn+1 = bn+1Qn + an+1Qn−1 for n = 1, 2, 3, . . . , (5.9b)
where
bn :=q − (qQn−1) · Qn−1
Qn−1 · Qn−1 for n  2, (5.9c)
a1 :=q0, and an := − Qn−1 · Qn−1
Qn−2 · Qn−2 for n  3. (5.9d)
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Proof. With order implied by {q0 qn−1}∞n=1, it is clear that ρ(qQn−1) = n and κ(qQn−1) =
1. (qQn−1) · Qj = Qn−1 · (qQj ) = 0 if 1  j  n − 3. If n  3, (qQn−1) · Qn−2 = Qn−1 ·
(qQn−2) = Qn−1 · (q0qn−1) = Qn−1 · Qn−1 /= 0. Apply Theorem 5.1. 
Classical orthogonal polynomial spaces are examples, taking q0 = 1 and q = z, in the wider
class of L spaces that fall under the hypotheses of Theorem 5.4.
The formulation of ordered OLPS, appearing here for the first time, has thus been shown to
subsume, extend, and improve previous theories and examples and to provide a framework for
the characterization of such systems by properties of their constituent parts. To finish our work
here, a novel example is given below, intended to further clarify and justify the development of
the constructs set forth in this paper.
Consider the proper subspace V of F having ordered basis
{An}∞n=1 =
{
1, z + 1
z
, z2 + 1
z2
, . . .
}
;
that is, A1 :=1 and An :=zn−1 + z1−n for n  2. Such a space may be of interest for the properties
it possesses, such as R(1/z) = R(z) for all R(z) ∈ V , or the commonalities between {An}∞n=1 and
the standard ordered basis {1, z, z2, . . .} for the space of polynomials. These and other features
could be exploited more fully in future study.
For our purposes, let · be an inner product on V such that A · B =L(AB) for SMF L,
moments μn :=L(zn) for n ∈ Z. By Theorem 3.10, F is a subfield of R. Hence, the samples
σi⊕j = Ai · Aj =L(AiAj ) are real. Now A1A1 = 1, A1Aj = Aj = zj−1 + z1−j for j  2,
and, for i, j  2, AiAj = Ai+j−1 + Ai−j+1 = zi+j−2 + zi−j + zj−i + z2−i−j . Thus,
σ1⊕1 = μ0, σ1⊕j = σj⊕1 = μj−1 + μ1−j , and (5.10)
σi⊕j = σj⊕i = μi+j−2 + μi−j + μj−i + μ2−i−j , for i, j  2.
By an application of Theorem 5.1 with qn = z + 1/z, the OLPS {Qn(z)}∞n=1, monic with
respect to {An}∞n=1, can be shown to be the sequence of nth numerators of the continued fraction
1
b1 +
a2
z + 1
z
− β2 +
α3
z + 1
z
− β3 +
α4
z + 1
z
− β4 +
α5
z + 1
z
− β5 + · · ·
(5.11a)
where a2 /= 0, b1 is free,
βn :=
((z + 1
z
)Qn−1) · Qn−1
Qn−1 · Qn−1 for n  2, (5.11b)
and
αn := − Qn−1 · Qn−1
Qn−2 · Qn−2 for n  3; (5.11c)
that is, if Rn denotes the nth denominator of (5.11a),
Qn
Rn
= Knm=1 (am/bm) =
1
b1 +
a2
z + 1
z
− β2 +
α3
z + 1
z
− β3 + · · · +
αn
z + 1
z
− βn
, (5.12)
where
Q−1 :=1, Q0 :=0, and Qn = bnQn−1 + anQn−2 for n = 1, 2, 3 . . . (5.13)
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In this special case,
Q0 :=0, Q1 = 1, and Qn = bn+1Qn−1 + an+1Qn−2 for n = 2, 3, 4, . . . ; (5.14)
hence, {Qn+1}∞n=0 is the sequence of nth denominators of the continued fraction
1 + a2
z + 1
z
− β2 +
α3
z + 1
z
− β3 + · · ·
To express the formulas for the constants αn and βn in terms of the moments μn, recall that
Bn · Bn = |Gn−1||Gn| by Eq. (3.6), where Bn = |Gn−1|Qn and |Gn| is the nth Gram determinant
corresponding to {An}∞n=1,
|G0| :=1 and |Gn| =
∣∣∣∣∣∣∣∣∣
σ1⊕1 σ1⊕2 · · · σ1⊕n
σ2⊕1 σ2⊕2 · · · σ2⊕n
...
...
.
.
.
...
σn⊕1 σn⊕2 · · · σn⊕n
∣∣∣∣∣∣∣∣∣
for n  1. (5.15)
Hence,
Qn · Qn = |Gn||Gn−1| , (5.16)
and thus, considering Definition (5.11c),
αn = −|Gn−1||Gn−3||Gn−2|2 for n  3. (5.17)
Now by Definition (5.11b),
β2 = μ1 + μ−1
μ0
, (5.18a)
and one can show
βn = An · Qn−1
Qn−1 · Qn−1 + Qn−1,n−2 for n  3. (5.18b)
where Qn−1,n−2 is the coefficient of An−2 in Qn−1 = ∑n−1m=1 Qn−1,mAm. In view of the deter-
minant representation (3.3) of Bn and the fact that Qn = Bn/|Gn−1|,
An · Qn−1
Qn−1 · Qn−1 =
|Gn−2|
|Gn−1|2
∣∣∣∣∣∣∣∣∣
σ1⊕1 σ1⊕2 · · · σ1⊕n−2 σ1⊕n
σ2⊕1 σ2⊕2 · · · σ2⊕n−2 σ2⊕n
...
...
...
...
σ(n−1)⊕1 σ(n−1)⊕2 · · · σ(n−1)⊕(n−2) σ(n−1)⊕n
∣∣∣∣∣∣∣∣∣
(5.18c)
and
Qn−1,n−2 = −1|Gn−2|
∣∣∣∣∣∣∣∣∣∣∣
σ1⊕1 σ1⊕2 · · · σ1⊕(n−2)
σ2⊕1 σ2⊕2 · · · σ2⊕(n−2)
...
...
...
σ(n−3)⊕1 σ(n−3)⊕2 · · · σ(n−3)⊕(n−2)
σ(n−1)⊕1 σ(n−1)⊕2 · · · σ(n−1)⊕(n−2)
∣∣∣∣∣∣∣∣∣∣∣
(5.18d)
for n  3. In this way the numbers αn and βn resolve to the moments ofL.
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