The Compact Muon Solenoid (CMS) is one of the two large, general purpose experiments situated at the LHC at CERN. As with all high energy physics experiments, knowledge of the beam conditions and luminosity is of vital importance.
Introduction
The Large Hadron Collider (LHC) [1] at CERN has been successfully providing proton-proton and leadlead collisions since autumn 2009. The high-energy beams with very large intensities pose issues concerning the beam losses and the safety and operation of the detectors.
The Compact Muon Solenoid (CMS) [2] is a multi-purpose detector designed around a 3.8 T solenoid magnet at interaction point (IP) 5 of the LHC. The detector systems in CMS have been designed with very high radiation tolerance, however, beam losses may still cause harm to detector components so their advent must be detected. The CMS is equipped with a Beam Conditions and Radiation Monitoring (BRM) [3] system that allows diagnosis of adverse beam conditions and can initiate beam aborts or shut down vulnerable detectors, if necessary. The BRM is composed by eight subsystems, as sketched in Figure 1 , working on different time scales, that monitor the beam conditions and the radiation levels throughout CMS. In order to be useful as beam monitoring devices, the detectors must be radiation hard. The BRM sub-detectors are decoupled from the LHC power supply and the central CMS data acquisition and must be active whenever there is beam in the LHC.
In the following sections, a brief description and performance report with real LHC beam of the BRM sub-detectors will be provided. 
BCM1F system overview
The Fast Beam Conditions Monitor (BCM1F) delivers with nanoseconds time resolution information on both, the beam halo and collision products near the beam pipe and close to the IP in CMS. It uses radiation hard single-crystal Chemical Vapor Deposition (sCVD) diamond sensors for particle detection with a low leakage current in the range of pico-Amperes.
Four modules, consisting of a sensor, a pre-amplifier and an optical driver, are arranged around the beam pipe at a distance of 4.5 cm from the beam axis, and on two planes located at 1.8 m on both sides of the IP. This distance is optimal for the separation of incoming and outgoing particles and corresponds to a time-of-flight of ∼6 ns for relativistic particles. The whole design fulfils the requirements of size to fit in the space-constrained region near the tracker. The time resolution is 1.3 ns, less than the time between bunch crossings [4] . The radiation hardness is sufficient to operate them several years inside CMS. BCM1F measures the flux of beam halo particles as well as of collision products, thereby providing CMS Background 1 to the LHC control.
Readout chain and data acquisition
The sensors have a size of 5 × 5 × 0.5 mm 3 . They are metallized on both sides and operate as solid state ionization chambers, as illustrated in Figure 1 . A charge-sensitive, radiation-hard amplifier ASICs of the type JK16 [5] collect the induced charge and shape proportional signals. Using an optical driver, the signals are transmitted as analogue optical signals to a service room where they are converted back to electrical signals in the optical receiver. The analogue signals are then fanned-out into a discriminator and into an analog-to-digital converter (ADC). The ADC samples the waveform of the signals to obtain a precise digital image whilst the discriminator supplies logical signals to a scaler and to a time-to-digital converter (TDC). The data acquired by these three readout devices are processed immediately. Relevant results are displayed in the control room and passed on to the central CMS data acquisition. Raw data are stored permanently on disk for off-line analysis.
Performance of BCM1F 2.2.1. Signal sampling
The signals from the sensors are fed into a CAEN v1721 flash ADC where they are digitized. The amplitude spectra from proton-proton collisions is shown in Figure 2 . The pedestal peak around zero constitutes the baseline. In the signal region the first maximum is associated to minimum ionising particles (MIP). The peak on the right is caused by saturation of the front-end electronics. Fig. 2 . Pulse height spectrum of signals from proton-proton collisions. The peak around zero corresponds to the pedestal peak, a MIP signal is seen at ∼8 ADC counts and the last peak at ∼10 MIPs is due to the saturation of the front-end.
The amplitude spectrum is used to monitor the pulse height and to estimate the signal to noise ratio. Another task of the ADC is to monitor the baseline stability and to do performance studies.
Particle rates
The discriminated signals of each channel are input into a CAEN v560B scaler that provides the hit rate. In Figure 3 , the rates show the different steps of a fill: before beam injection the rates come from noise, cosmics and possibly from de-activation of the material in the vicinity of BCM1F. As beams are injected and accelerated the rates increase due to a higher beam-gas interaction caused by the increase of the vacuum pressure. The vacuum pressure stabilises during the flat-top and the rate of BCM1F is constant. When the collisions start the rate jumps by orders of magnitude and is due to hits arising from the collisions, expected to be proportional to the luminosity. After dumping the beams, BCM1F records hits with a rate that drops exponentially with a lifetime of ∼34 minutes. This decay can still be observed for longer time scales. Further investigation of this effect will be important to estimate the radiation dose in the CMS pixel detector area.
Timing information
The discriminated analogue signals are also digitised by a multi-hit CAEN v767 TDC board with 0.8 ns resolution. Using the LHC orbit as a trigger and the internal 40 MHz clock that is very close to the 40.07 MHz of LHC, the TDCs provide the time of the hits within an LHC orbit. The time can be converted into the bunch number in an orbit which allows the identification of each single bunch. Figure 4 shows the arrival time distribution of the particles within an orbit in an LHC fill. Clearly seen are the peaks from colliding and non-colliding bunch trains consisting of eight proton buches spaced by 150ns. Figure 5 is a zoom into a train of colliding and non-colliding proton bunches in CMS spaced by 50ns.
The Albedo effect
After the occurrence of collisions, long tails with exponential shapes are observed in the rates of the TDCs after bunch crossing. This can be clearly seen in Figure 4 . Fitting the exponential and the constant contributions, a lifetime of (2.12 ± 0.02) μs is obtained. Simulations using the FLUKA Monte Carlo [6] describe well the shape of the hit rate distribution and give information about the particle contents of the albedo. The tails are mostly caused by neutrons, photons, electrons and positrons. Further investigations are needed to understand the origin of these particles and evaluate the impact on CMS operations.
Sensitivity of the system to beam conditions
BCM1F showed to be very sensitive to beam conditions inside CMS such as vacuum quality, collimator and van der Meer scans. In addition, the BCM1F is being used as a luminosity estimation due to the good agreement of the rates with the instant luminosity provided by the CMS Forward Hadron Calorimeter. Figure 6 illustrates the effect of an increase of the beam-gas interaction rates for Beam 2 entering the CMS experiment as the consequence of an increase of the vacuum pressure.
BCM2 system overview
When too high beam losses at the LHC occur, the generated particle shower can damage electronics or cause a quench in the superconducting magnets. Therefore the LHC is equipped with Beam Loss Monitors (BLM) that can automatically assert a beam dump if the losses reach a dangerous level [7] . Since the experimental caverns are not equipped with BLMs, it is the responsibility of the experiments to monitor the beam conditions in these areas. CMS is equipped with the Beam Conditions Monitoring (BCM) system using diamonds as detectors and a readout electronics identical to the BLM system [8] .
The detector is composed of pCVD diamonds with a size of 1×1 cm 2 and a thickness of 400 μm. They are metallised with 0.1 μ m tungsten-titanium. The bias voltage is 200V which gives a signal that is comparable with a 1m long ionisation tube. The measured signal current of the detector is proportional to the particle flux. In test beam studies the detectors were cross calibrated with a BLM tube and the measured signal is therefore directly comparable [6] . The BCM system consists of the BCM1L and the BCM2 sub-detectors. BCM1L is composed of two rings of 4 diamond detectors with an inner radius of 4.5 cm at Z = ±1.8m. BCM2 has two detector rings at Z = ±14.4m, the inner ring with 4 diamonds with an inner radius of 5 cm and a outer ring with 8 diamonds with an inner radius of 28 cm.
The readout electronics measures with several integration times up to 83s at the same time. The shortest integration time of 40 μs is used. The longer integration times give a good monitoring signal because of a higher sensitivity.
While the BLM system uses ionisation chambers, this was not an option for CMS since they are too big to be placed inside the CMS detector. Diamond behaves like a solid state ionisation chamber and is radiation hard, compared e.g. to silicon. Monte Carlo simulations predict for the most exposed detectors, the BCM2 inner rings, a half life of 6 years at LHC design conditions (14 TeV, 10 34 cm −2 s −1 , 10 7 s collision time per year). Since these intensities are not yet achieved we do not expect significant degradation in the next 10 years.
Performance of BCM
In Figure 7 the signals from BCM2 and BCM1L for a typical LHC fill can be seen. For the BCM data an integration time of 5.2 s with an average over 1 minute is used. The signals follow the luminosity. BCM2 is about 6 times more sensitive to collision products than BCM1L because of its location. Following sections show events categorised by their duration.
Short time scale events
Short time scale events, shorter than the readout time of 1 s, can be analysed using the different integration times. An example of these events are the so-called UFO events or beam losses believed to be produced by dust particles falling into the beam, they have a duration of about 1 ms and happen quite often around the LHC. Only one UFO was close enough to CMS as to give a clear signal in the BCM detectors. Figure 8 shows the raw data of that event.
During the beam squeeze a spike that reached about 25% of the abort level showed up in the data. Collisions started later but the beam was dumped after one minute for reasons unrelated to the UFO.
Long time scale events
During the machine commissioning in 2011 a collimator scan with the last collimator before CMS (TCT) was performed. Beam losses produced there pose the biggest threat for CMS. In Figure 9 the signals from BCM1L and BCM2, averaged over one side, as well as the positions of the collimators can be seen. When the beam scrape the collimator, signals are clearly seen in BCM2 and BCM1L. BCM1L detects about the same signal on the upstream and the downstream side of the event. This is as expected, since there is no significant material between the +Z and −Z positions that could absorb particles or produce showers. BCM2 detects signals almost only downstream. On the upstream side the particle shower is not developed yet. It is produced inside CMS and then detected downstream. There was no correlation in signals from horizontal or vertical detectors with respect to horizontal or vertical collimator movement. The detected particle shower develops in both directions. A typical beam loss over a longer time scale is due to a bad vacuum quality. The beam interacts with the gas and high losses are produced. On 25 th OCT 2010 the vacuum degraded during collisions and thereby producing high beam losses as measured by BCM1L and BCM2, see Figure 10 . Since the collision and background signals can be clearly identified, these kind of beam losses can be used to study background.
Background discrimination
The signal in the BCM detectors during collisions is the sum of the signal coming from collision products and the signal due to machine induced background, both detected with different sensitivities by BCM1L and BCM2. BCM2 is 6 times more sensitive to collisions than BCM1L but both detect roughly the same background. By comparing both signals a background value and a pure collisions signal can be calculated. Figure 11 shows the calculated background and collision signal for the vacuum bump event.
BSC system overview
The Beam Scintillator Counter (BSC) is composed of 36 channels of Polyvinyl-Toluene (PVT) scintillation tiles [9] with embedded wavelength shifting fibers. 32 channels of the BSC cover 1.2m 2 area at ± 10.86m from the IP (3.9≤ η ≤4.4). A further 4 channels are located at ±14.4m for improved time measurement. The tiles connect via clear PMMA fibers to four banks of Thorn 9902KA phototubes whose signal is transported to NIM and VME readout hardware for triggering logic and monitoring capabilities respectively. The NIM logic produces 14 technical triggers based on the time of flight and number of channels over threshold which are converted from NIM to LVDS before being sent to the CMS Global Trigger. The VME readout comprises of Scalars for rate measurements, a Time-to-Digital Convertor (TDC) for timing measurements and 4 fast-ADCs used to monitor the signal amplitudes, particularly during the heavy ion runs, to provide a crude centrality measurement. Individual channel and trigger rate data is displayed to allow real-time monitoring of the beam conditions from beam injection through to collisions and the eventual beam dump.
Performance of the BSC
The initial goal of the BSC system was to provide full time monitoring and triggering during the low luminosity commissioning phases of the LHC. Most other CMS subdetectors were either unable to detect such small signals or conditions were considered too unstable for their operation. In total 14 technical triggers were provided to the Global Trigger (GT) from the BSC trigger logic. Perhaps the most important and widely used of these triggers were the Minimum Bias triggers. Figure 12 shows the detection efficiencies of the BSC minimum bias triggers and the equivalent trigger produced by the Forward Hadron (HF) calorimeters. Subsequently, the BSC acted as a primary minimum bias trigger for the first several months of LHC and CMS operations. The efficiencies finally converge at higher luminosities (track multiplicities) and eventually the HF calorimeter triggers replaced those of the BSC.
The minimum bias trigger timing proved to be exceptionally robust. As the luminosity increased, the Albedo effects began to propagate through to this trigger, contaminating the trigger performance slightly. The trigger requires only a single channel per end to fire to register a minimum bias event. A more stringent Fig. 12 . Measurements of the detection efficiency of the BSC minimum bias triggers (threshold 1 & threshold 2) for increasing number of tracks recorded by the CMS tracker provides insight in to the 'turn on' performance of these triggers. Pythia6 D6T Tune was used to generate the HF minimum bias detection efficiency. trigger, requiring two or more channels per end to fire was also available and did not suffer from such albedo effects.
The BSC continued to perform as a beam monitor until June 2011 when the CMS luminosity surpassed the maximum limit at which the BSC could operate (3−4×10 32 cm −2 s −1 ). Until that point, the BSC provided pre-collision background measurements and will continure to provide online luminosity monitoring and a high-multiplicity trigger during the 2011 heavy ion runs.
Conclusions
The BCM1F has been used as a beam conditions monitoring tool since the LHC restart in autumn 2009. Thanks to the data acquisition architecture it provides: rates, bunch identification and relative luminosity estimation and background rates to the CMS and LHC operators.. BCM1F became a key tool in the BRM system by giving valuable beam information and it shows, in the day-by-day operation, that new monitoring capabilities are still to be exploited.
