In this paper, we develop a formal testing procedure, based on an innovative decomposition of the covariance matrix of interest rates, to identify the sources of time variation in the covariance among interest rates. We empirically show that common factors driving U.S. interest rates display a clear time-varying volatility. This conclusion remains valid whether or not we include in the sample the most volatile episodes in the U.S. monetary history or when we consider recent periods. Furthermore, we conclude that loadings on the common factors exhibit a consistent pattern across time. We report strong empirical support for the constant factor loading assumption when considering recent time periods and when controlling for events of extreme volatility.
Introduction
To the extent that economic and political conditions do change over time, one would expect the volatility of interest rates to change as well. Indeed, changes in business cycle conditions and monetary policy may affect real rates and expected inflation and cause interest rates to behave quite differently in various time periods. For instance, a large number of papers (see among others Ang and Bekaert, 2002 and Smith, 2002) have found several episodes of large fluctuations in the volatility of the U.S. short-term interest rates such as the 1979-1982 period, corresponding to the monetary experiment, and the oil price shock in 1974. Moreover, over different time periods, the term structure of the volatility of interest rates, the so-called volatilitycurve, looks different. Indeed, while recently the volatility-curve appears to be hump-shaped, Dai and Singleton (2003) show that it was less humped over the 1954-1978 period and Piazzesi (2003) attests that the hump disappeared during the monetary experiment. Moreover, besides volatilities, one would except that the whole covariance matrix of interest rates to change as well. Indeed, time variation in the covariance matrix may arise from several sources, i.e., changing volatilities and/or changing correlations (see among others Christiansen, 2000) . In the present paper, we introduce an alternative suitable decomposition of the covariance matrix of interest rates.
The covariance matrix of bond yield changes is often used as an input for principal component analysis where the loadings (eigenvectors) and the volatility (eigenvalue) of the common factors are jointly estimated (see Litterman and Scheinkman, 1991) . Empirical analysis generally determines that three factors, called the level, slope, and curvature, explain most of the movements in interest rates. These labels have turned out to be extremely useful in thinking about the driving forces of the yield curve since the latent factors implied by estimated affine models typically behave like principal components (see Piazzesi, 2003) . Such a decomposition allows one to disentangle the sources of time variation in the covariance matrix of interest rates which is crucial for managing interest-rate risk exposure and pricing interest-rate derivatives. 1 Without any testing procedure, several authors have studied the evolution through time of this decomposition of the covariance matrix of interest rates. For instance, Bliss (1997) breaks down his 1970-1995 sample period into three subperiods and notices that the factor loadings exhibit a consistent pattern across the different subperiods (see also Chapman and Pearson, 2001 ). However, Phoa (2001) reports evidence that results on the curvature may be less robust than those on the level and slope. On the other hand, there is evidence of increased volatility of the factors during particular periods, such as restrictive monetary policy ones (see among others Bliss, 1997 and Piazzesi, 2003) . While the above studies are mainly exploratory in nature, the goal of the current paper is to propose appropriate tests to formally identify the sources of time variation in the covariance of interest rates.
The first step in comparing two or more covariance matrices is creating a metric or statistic by which the comparison can be evaluated. A solution based on maximum likelihood methods has been known for some time for the case of covariance matrix equality (see Anderson, 1958) . Basically, in this case, each separate covariance matrix is compared to the average of all the covariance matrices. The more different each covariance matrix is from the average, the less likely it is that the covariance matrices are equal to one another. In this paper, we expand on this approach by adding other levels of similarity to the comparison, although the overall approach remains the same. This approach is based on the Common Principal Component 1 Principal component analysis is used in risk management for immunization strategies (Barber and Copper, 1996) , durations (Litterman and Scheinkman, 1991) , Value-at-Risk computations (Singh, 1997) , and reduction in dimension for scenario simulation (Jamshidian and Zhu, 1996) . This technique is also useful to price and hedge caps and swaptions (Driessen, Klaassen and Melenberg, 2002 and Longstaff, Santa-Clara and Schwartz, 2001a), or to quantify the cost of using a mispecified term structure model to price American swaptions (Longstaff, Santa-Clara and Schwartz, 2001b).
(CPC) analysis and its offspring, the partial CPC analyses, which extend the classical principal component analysis in the case of several populations (see Flury, 1984 Flury, , 1987 Flury, , 1988 . For each hypothesis (matrix equality, CPC, etc), a new set of matrices is constructed by maximum likelihood methods, and is constrained so that the hypothesis in question is true. The likelihood that a particular hypothesis is true is determined by the relative degree of difference between the original and constrained matrices. The difference between the likelihood function values is distributed as a chi-square and therefore a standard χ 2 test is used to detect significant differences in matrix structure.
Moreover, since each hypothesis may be considered as a particular model of the term structure of interest rates, we complement the classical likelihood ratio study by using a model building approach based on alternative information criteria. Following this second approach, we will be able to identify the overall best fitting model, i.e., the one with the smallest value of the information criterion.
We apply our methodology to the U.S. term structure of interest rates over the period January 1960 -December 1999. By initially running separate principal component analyses in four successive subperiods, we observe that the factor loadings remain fairly constant across subperiods whereas the volatility of the factors fluctuates substantially through time. Based on our formal testing procedure, several conclusions can be drawn. We unsurprisingly show that the assumption of a constant covariance matrix is systematically rejected for U.S. interest rates over the last four decades. We also show that common factors driving interest rates display a clear time-varying volatility. This conclusion remains valid whether or not we include in the sample the most volatile episodes in the U.S. monetary history, such as the first oil price shock, the 1979-1982 monetary experiment, and the 1987 October stock market crash, or when we consider more recent periods, such as the Greenspan era. Furthermore, we conclude that loadings on the common factors exhibit a consistent pattern across time. We report strong empirical support for the constant factor loading assumption when considering recent time periods and when controlling for events of extreme volatility. Our findings are consistent with the stylized facts of U.S. term structure data and strongly support multi-factor models allowing for time-variation in the covariance matrix of bond yields.
The remainder of the paper is organized as follows. Section I describes the estimation, testing, and model selection procedures. Section II presents an empirical analysis based on the U.S. term structure of interest rates over the last four decades. Section III concludes the paper.
I Understanding Similarities among Time-Varying Covariance Matrices of Bond Yields
A The General Framework
The approach taken in this paper is to break down the covariance matrix of bond yields at any point in time through principal component analysis. The term structure is defined as X t = (X 1t , X 2t , ..., X Mt ) 0 , where M is the number of maturities, and its associated covariance matrix is denoted Σ t , t = 1, ..., T . We consider three cases of interest:
• First, Σ t may be assumed constant and equal to Σ for all t. In this case, both the eigenvectors and eigenvalues are required to be constant through time:
where Λ = diag(λ 1 , ..., λ M ). The j th column of A gives the eigenvectors associated with the j th factor, and the diagonal elements of Λ give the eigenvalues, i.e., the variances of the factors.
• Second, Σ t may have constant eigenvectors but time-varying eigenvalues. This idea is formally expressed by the assumption that there exists a constant orthogonal matrix A of dimension M × M which jointly diagonalizes all covariance matrices Σ t :
where Λ t = diag(λ 1t , ..., λ Mt ). In the case of several groups of data, Flury (1984) calls this assumption the Common Principal Component (CPC) analysis.
• Finally, we may assume that all the eigenvectors and eigenvalues are time-varying. In this last case, covariance matrices at different points in time are assumed to be totally unrelated.
Graphically, the difference between the above assumptions can easily be presented in a two-dimensional example. Consider two subperiods and two variables, x 1 and x 2 , in each subperiod. Panel A in Figure 1 shows the two axes or principal components, z 1 and z 2 , obtained from a standard principal component analysis run in each subperiod separately. We observe that the first principal components are not the same in the two subperiods and then, by orthogonality, the second components differ too. This situation corresponds to the third assumption above. In each graph, the ellipse indicates the variability -the eigenvalue -associated with each principal component. Panel B in Figure 1 presents the two principal components estimated by running a joint analysis in both subperiods. We observe that, by construction, the two axes are the same in both subperiods but, according to the ellipse shapes, the variability of each principal component appears not to be the same. This case conforms with the second assumption above. Note that if the variability of each principal component were equal, i.e., if the ellipse shapes were identical, then the first case would be encountered.
< insert Figure 1 >
According to factor analysis theory, three sources of time variation may be considered for covariance matrices: the factor loadings, the factor variances, and the residual covariance. When a covariance matrix of bond yield innovations is broken down through principal component analysis, the first two sources are overwhelmingly dominant. Indeed, Piazzesi (2003, Table 1 , p. 45) shows that for the postwar period, the first three principal components already capture over 96% of the total variation in U.S. bond yield changes.
In the case of bond yield levels, the proportion is even higher (over 99.5%). Consequently, the residual covariance is a minor source of time variation in the covariance matrix of interest rates. In this particular case, factor analysis and principal component analysis lead to very similar results. In the following, we therefore only consider factor loadings and factor variances, and focus our attention on their temporal properties.
B Maximum Likelihood Estimation and Likelihood Ratio Tests
B.1 Maximum Likelihood Estimation
Suppose that the whole time period is divided into N consecutive subperiods of size l 1 , ..., l N of multivariate observations X, with covariance matrix Σ n in the n th subperiod. Each random vector is now denoted X n = (X 1n , X 2n , ..., X Mn ) 0 , with mean zero. When X n is a sample from the Mvariate normal distribution, X n ∼ N(0, Σ n ), the joint log-likelihood function of Σ 1 ,..., Σ N given the sample covariance matrices S 1 ,..., S N is given by:
where C is a constant term and tr denotes the trace operator (see Anderson, 1958) . The maximum likelihood estimate of Σ under:
is given by the M × M pooled sample covariance matrix, S = l
P N n=1 l n S n , where l is the total number of observations in the N subperiods.
A CPC analysis assumes that the sources of variation are constant through time, but their magnitude may differ across subperiods. This is formally expressed by the assumption that there exists a unique orthogonal matrix A, which jointly diagonalizes the N covariance matrices Σ n :
where A is the M × M matrix of the eigenvectors and Λ n is the diagonal matrix of eigenvalues (λ 1n , ..., λ Mn ) in the n th subperiod.
Here, the challenge is to estimate the A and Λ n matrices from the sample covariance matrices S n , n = 1, ..., N . If we assume that the CPC framework is valid, Σ n can be written as AΛ n A 0 , and the joint log-likelihood function given in Eq. (3) can be rewritten as:
Flury (1984) shows that the maximum likelihood estimate of Eq. (4) can be obtained by minimizing the following expression with respect to A:
This equation is precisely a measure of the global deviation from diagonality of the matrices A 0 S n A thanks to the Hadamard inequality. This inequality states that for any positive definite symmetric matrix H, one has det H ≥ det diag(H), with equality if and only if H is diagonal. 2 Minimizing this function can be viewed as trying to find a matrix A, which diagonalizes jointly the matrices S n , n = 1, ..., N, "as much as it can". A numerical algorithm can be found in Flury (1988, Appendix C).
B.2 Likelihood Ratio Tests
The main advantage of the normality assumption is that likelihood-ratio tests can be derived. For instance, Anderson (1958) shows that a test of the null hypothesis: H E q u ality : Σ n = Σ for all n = 1, ..., N against the general alternative one:
H U n related : at least one Σ n differs from the others can be conducted using a likelihood ratio-test. The statistic for testing the hypothesis of equality versus the hypothesis of unrelated covariance matrices is:
where L(S 1 , ..., S N ), respectively L(S, ..., S), is the unrestricted, respectively restricted to matrix equality, maximum of the likelihood function. The statistic is asymptotically
A CPC analysis relies on the assumption that the matrix of eigenvectors is constant, while the eigenvalues are allowed to vary. In this case, two likelihood-ratio tests can be derived:
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• The first test examines whether the eigenvectors are constant through time. Such a test can be achieved by contrasting the CPC hypothesis (H C P C ) with the unrelated covariance matrice hypothesis (H U nrelated ) as follows:
Since the number of parameters estimated in a CPC analysis is M(M − 1)/2 for the orthogonal matrix A, plus NM for the eigenvalues Λ n , and the number of parameters in the unrelated case is given by NM(M − 1)/2+NM, then the statistic is asymptotically χ 2 with (N −1)M(M − 1)/2 degrees of freedom.
• The second test studies whether the eigenvalues are constant through time. Such a test can be achieved by contrasting the equality hypothesis (H E q u ality ) with the CPC hypothesis (H C P C ) as follows:
T Equality versus CPC = T Equality versus Unrelated − T CPC versus Unrelated
where S is the pooled sample covariance matrix andΣ n is the covariance matrix when the CPC hypothesis is assumed to be true. Since the number of parameters estimated in a CPC analysis is M(M − 1)/2 for the orthogonal matrix A, plus NM for the eigenvalues Λ n , and the number of parameters in the equality case is given by M(M − 1)/2 + M, then the statistic is asymptotically χ 2 with (N − 1)M degrees of freedom.
C Model Building Approach
In this section, we turn to consider each assumption given in Section I-A as a particular model of the term structure of interest rates among which the best model will be found. The constant covariance assumption is directly related to the traditional principal component model. The second assumption corresponds to the CPC model and the unrelated covariance assumption matches the period-by-period principal component model.
We have shown that likelihood ratio tests can be constructed to discriminate among the candidate models. However, it is well known that the chi-square test is not always a very accurate fit index in practice since it is affected by both the sample and model size. Indeed, larger samples produce larger chi-squares that are more likely to be significant (type I error) and small samples may be too likely to accept poor models (type II error). Moreover, more complicated models with many parameters tend to have larger chi-squares.
Instead of successively testing for the fit, or lack of fit, of each model, the overall best fitting model should be chosen. As models with more parameters tend to fit better out of necessity, the best model in this scheme is chosen using a "penalized log-likelihood", which is a simple difference between the log-likelihood and the number of parameters. The best model can be evaluated using an appropriate information criterion. The Akaike Information Criterion (AIC) balances the goodness of fit of a particular model against the number of parameters used to fit the model and is defined as:
Alternatively, the best fitting model can be evaluated using a Bayesian Information Criterion (BIC), such as the one proposed by Schwarz (1978) . The BIC controls for the sample size and gives a more severe complexity penalty than the AIC. The BIC is defined as:
where l denotes the total number of observations in the N subperiods. For each information criterion, the model with the lowest value is the best fitting one.
D Generalization of the Covariance Matrix Decomposition
A straightforward generalization of our covariance matrix decomposition can be proposed. Indeed, the CPC assumption can be partially relaxed by assuming that the Σ t have some constant eigenvectors while allowing others to be time-varying. This assumption allows a subset of m (< M) factors to have constant loadings and a subset of M − m factors to have time-varying loadings. This can formally be expressed by the hypothesis that the matrix A is partitioned into eigenvectors which are constant and others that are time-varying:
where Establishing the maximum likelihood function essentially follows the same lines as for the CPC assumption, aside from respecting additional orthogonality constraints for the time-varying eigenvectors. The same system of equations as in the CPC analysis is obtained, but a more intricate second equation links constant and time-varying eigenvectors, making a solution laborious to find. Luckily, an approximate solution is available, which is based on the insight that the m common components are estimated accurately by an ordinary CPC analysis (see Flury, 1987 , Lemma 1). 4 In this case, likelihood ratio tests can be straightforwardly constructed following the same approach as before and the associated information criteria directly computed.
II Empirical Analysis A Data and Preliminary Results
We now apply the methodology presented in the previous section to the U.S. term structure of interest rates over the last four decades. The data used in this empirical analysis are the zero-coupon bond yields from January 1960 to December 1999. According to the NBER, this sample period contains six major recessions and six major expansions. 5 Several major historical and economic events occurred during our period of analysis (e.g. the Vietnam war, the oil price shocks, the monetary experiment, the 1987 crash, the Gulf war), among which some strongly impacted U.S. interest rates. The bond yields are from the Fama Treasury Bill Term Structure CRSP file (1, 2, 3, 4, 5, 6 months) and the Fama-Bliss Discount Bonds CRSP file (1, 2, 3, 4, 5 years). The eleven bond yield time-series are continuously compounded and available with a monthly frequency. 6 We report in Table 1 that, over the last four decades, the bond yields increase on average with the maturity: the term structure is upward sloping. The volatility of bond yield is globally decreasing with a hump at 5-6 months. Bond yields are highly autocorrelated (around 0.980), and their distribution appears to be slightly leptokurtic. On the other hand, bond yield changes are far less persistent (around 0.100), but their distribution appears to be more leptokurtic. Although the excess kurtosis does not affect the estimates of (partial) CPCs, time dependence affects both the estimation and the testing procedure. 7 Furthermore, in the most recent decade, the excess kurtosis decreases and the bond yield changes become almost Gaussian. For all these 5 The NBER peaks are 1960, 1969, 1973, 1980, 1981, 1990, and 2001 , and the NBER troughs are 1961, 1970, 1975, 1980, 1982, and 1991. 6 This database is a refinement of the one used by Fama and Bliss (1987) , and is continuously updated by the Center for Research in Security Prices (CRSP). 7 We thank Michael Rockinger for pointing out the significant effect of strong temporal dependence on our testing procedure.
reasons, we use the demeaned bond yield changes in the following empirical analysis.
< insert Table 1 >
In order to get a feel for the time evolution of the volatility of interest rates, we report in Figure 2 the volatility of bond yield changes for different sample periods. This illustrates the fact that the volatility curve may look really different in successive time periods. Additionally, we run the Jennrich test for the intertemporal stability of the correlation matrices by considering an extensive number of partitions of the original sample. The values of the statistics indicate that the assumption of stability of the correlation matrix is systematically rejected at the 1% significance level, and this, regardless of the compared time periods. 8 We then conclude that both the variance and the correlation of interest rate changes are definitely time-varying.
< insert Figure 2 >
As a first exploratory attempt, we run four separate principal component analyses using 10-year non-overlapping subperiods covering respectively the sixties, the seventies, the eighties, and the nineties. We observe in Figure  3 that the eigenvalues fluctuate substantially through time whereas the factor loadings do not seem to change appreciably across subperiods. In order to get additional insight into the factor loading properties, we run a simple experiment with the following idea in mind: if the factor loadings were constant through time then their estimation should not be affected by any given partition of the total sample. To this end, we run several CPC analyses by considering different sample breakdowns, i.e., two, three, four, and eight subperiods. Figure 4 shows that the estimated factor loadings on the first three CPCs are not substantially affected by the number of subperiods considered. This last argument provides preliminary support for the constant factor loading assumption. Figure 5 plots the values of the standard-deviations of the first three factors, computed using a 12-month moving window. The value of each factor is obtained by computing a linear combination of the original time series of bond yield changes, where the weights are given by the factor loadings obtained from a single principal component analysis run over the 1960-1999 sample period. We note that time-varying volatility is really about three episodes: the oil price shock in 1974, the 1979-1982 monetary experiment, and the 1987 stock market crash. The monetary experiment corresponds to the period during which the Federal Reserve focused primarily on reducing the rate of growth of monetary aggregates, rather than targeting interest rates, in an effort to reduce inflation. We then partition our total sample into three subperiods in order to embrace the monetary experiment and run a separate principal component analysis in each subperiod (see Figure 6 ). The first period is from January 1960 through September 1979, the second one from October 1979 through October 1982, and the third one from November 1982 through December 1999. In Figure 6 , what stands out is the consistent pattern of the factor loadings and the really high variability of the eigenvalues.
< insert Figures 3 and 4>

< insert Figures 5 and 6>
Piazzesi (2003) recognizes that any volatility study therefore has to decide first on how to treat such volatile episodes. In order to control for the most highly volatile events, we divide the total sample into four subperiods and successively exclude the year 1974, the monetary experiment, and the October 1987 month. More precisely, the first period is from January 1960 through December 1973, the second one from January 1975 through September 1979, the third one from November 1982 through September 1987, and the last one from November 1987 through December 1999. This alternative breakdown of the sample will make possible to assess the impact on our conclusions of the presence of episodes of extreme volatility.
B Empirical Results
B.1 Likelihood Ratio Tests
In order to disentangle the sources of time-varying covariance structure of interest rates, we compare the following alternative assumptions, i.e., matrix equality, CPC, pCPC(m), and matrix unrelatedness, using likelihood ratio tests. Our tests are run successively with four subperiods of equal size (see Panel A of Table 2 ), with the three subperiods suggested by the evolution of interest rates (see Panel B of Table 2 ), and with respectively four, three, and two subperiods excluding the highly volatile periods (see Panels C, D, E of Table 2 ).
Based on the value of the likelihood ratio test presented in Eq. (7), we can clearly reject the constant covariance assumption when testing it against the unrelated covariance assumption, and this, whatever the sample partition considered (see Panels A-E of Table 2 ). For instance with the three subperiods considered in Panel B, i.e., before the monetary experiment, the monetary experiment, and after the monetary experiment, the T statistic is equal to 1750.87 which is significant at the 1% confidence level.
The constant eigenvalue assumption is also strongly rejected when tested against the CPC assumption (see Panel H of Table 2 ). Indeed, the likelihood ratio test presented in Eq. (9) allows one to conclude that, whatever the time period and the number of subperiods considered, the constant eigenvalue assumption appears to be excessively restrictive for U.S. interest rates.
Similarly, according to the values taken by the likelihood ratio test presented in Eq. (8), we can reject the constant factor loading assumption when testing it against the unrelated covariance assumption (see Panels A-E of Table 2 ).
With the notable exception presented in Panel E, the CPC assumption can indeed be rejected at the 1% confidence level. Note that the partial CPC assumptions are also successively rejected using the different breakdowns considered.
It appears from this battery of statistical tests that the two main components of the covariance matrix, i.e., the eigenvalues and the factor loadings, seem to be time-varying. The likelihood ratio approach allows one to conclude that the most general assumption, and then the least parsimonious one, should be preferred for modeling the dynamics of the covariance structure of interest rates. In the following, we are going to see how this conclusion may be affected when controlling for potential biases known to impact likelihood ratio tests.
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B.2 Model Building Approach
Following a model building approach, we now turn to analyzing the Akaike and the Bayesian Information Criteria (AIC and BIC) associated with each model: the traditional principal component model, the CPC model, the partial CPC models, and finally, the period-by-period principal component model. In order to clarify the presentation, we report in Table 2 the chosen model according to each criterion using an asterisk.
Regardless of the time period and the number of subperiods considered, both criteria clearly reject the constant covariance assumption. This fundamental result implies that the traditional principal component model may turn out to be inaccurate. Moreover, whatever the chosen criterion, the assumption of a constant variance per factor is clearly rejected. Indeed, both information criteria choose models with time-varying eigenvalues. It is important to point out that, while unsurprisingly these results arise when exceptionally volatile episodes are present in the sample, they remain valid when one considers the 1960-1999 period after having dropped the first oil price shock, the monetary experiment, and the 1987 stock market crash (see Panel C of Table 2 ) or when one considers more recent periods (see Panels D and E of Table 2 ). This result shows that our conclusion on the time-varying pattern of the covariance matrix and factor variances is not only due to the presence in the sample of well-known highly volatile episodes.
Furthermore, we study the evolution through time of the factor structure within a given chairman era, such as the Greenspan one. The justification of this partition traces back to the fact that U.S. monetary policy regimes are usually associated with Fed chairmen. Indeed, Piazzesi (2003) claims that the different look of the volatility curves over different subperiods may be explained by the varying degree of policy inertia under different Fed chairmen. This argument may plead in favor of both constant covariance matrix and constant factor variance within a given chairman term. We then divide the Greenspan era into two equal subperiods: the first one covering August 1987 -October 1993, and the second one covering November 1993 -December 1999. In this case too, the constant covariance matrix and the constant factor volatility hypotheses are clearly rejected since both the BIC and AIC choose the CPC model (see Panel F of Table 2 ). Since the previous result may be influenced by the 1987 stock market crash, we also consider the nineties only. Let us recall that over this decade, bond yield changes are almost Gaussian (see Table 1 ). In this case too, both the AIC and BIC conclude that the CPC model appears to be the best model (see Panel G of Table 2 ).
According to the BIC, whatever the sample partition, the best fitting model appears to be the CPC one, attesting that the factor loadings have not changed appreciably in the successive time periods. Nevertheless, on panels A to C, the AIC attests that the loadings on the factors may be time-varying. Since the BIC gives a more severe complexity penalty than the AIC, the different conclusions highlight the fact that the number of parameters to be estimated is much larger in the presence of time-varying factor loadings. 9 According to the principle of parsimony, as long as the competing models provide almost similar in-sample empirical performance, the simplest model should always be chosen, i.e., the CPC model, as indicated by the BIC. Additional partitions also plead in favor of the constant factor loading assumption.
In particular, we report strong empirical support for the constant factor loading assumption when considering recent time periods, i.e., the post-first oil crisis era, and when controlling for the monetary experiment and the 1987 stock market crash (see Panels D and E of Table 2 ). These results tend to show that rejection of the constant loading assumption is mainly driven by the inclusion in the sample of a limited number of events of extreme volatility.
III Concluding Remarks and Discussion
In this paper, we show that understanding the sources of time variation in the covariance matrix of interest rates within the context of a principal component analysis greatly expands the set of questions that can be addressed in the study of the dynamics of interest rates. Using a formal testing procedure, we show that the assumption of a constant covariance matrix is systematically rejected for U.S. interest rates over the last four decades. We also show that common factors driving interest rates display a clear time-varying volatility. This conclusion remains valid whether or not we include in the sample the most volatile episodes in the U.S. monetary history, such as the first oil price shock, the 1979-1982 monetary experiment, and the 1987 stock market crash, or when we consider more recent periods, such as the Greenspan era. Using a model building approach, the CPC model has been shown to be the most appropriate and parsimonious specification for U.S. interest rates. Specifically, we conclude that the best fitting model for interest rates is a model with, on one hand, a time-varying variance per factor and on the other hand, constant factor loadings.
Recent developments in interest rate forecasting and option pricing also plead in favour of a CPC-type model. Indeed, Diebold and Li (2002) provide a new interpretation of the Nelson and Siegel (1987) yield curve as a three-factor model -where factors correspond to the level, slope, and curvature -and show that allowing for time-varying factor loadings improves the in-sample fit by only a few basis points. Moreover, they conclude that a forecasting model with constant factor loadings not only fit well in-sample, but also provides outperforming out-of-sample predictions at both short and long horizons. Furthermore, Han (2002) develops a string market model for discount bonds that incorporates both stochastic volatilities and correlations of the bond yields. Under the assumption that, as in the CPC model, the instantaneous covariance matrices at any time are diagonalized by the same matrix, the covariance of bond yields is determined by the instantaneous variances of the level, slope, and curvature factors. His model leads to smaller pricing errors for swaptions and eliminate the large relative pricing errors between swaptions and caps.
While our results suggest that factor loadings should be considered as constant, and that even when the covariance matrix of interest rates is timevarying, a practical question remains still open: Should we use a traditional principal component analysis or a common principal component analysis to estimate common factors? We do think that the common principal component analysis approach has a manifest advantage over the standard principal component analysis for the following reasons. First, a traditional principal component analysis does not estimate risk factors that are orthogonal in each subperiod while a common principal component analysis systematically finds the most orthogonal ones by applying a real joint-diagonalization criterion. Moreover, unlike traditional principal components, the common principal components are maximum likelihood estimates and then can be used to construct likelihood ratio tests. An even more relevant shortcoming concerns the fact that applying a traditional principal component analysis to the whole sample period is equivalent to estimating the factors from a weighted sum of subperiod covariance matrices. However, it is well known that pooling covariance matrices is not appropriate unless all subperiods are assumed to have identical variability -a clearly rejected hypothesis for U.S. interest rates. If the direction of the factors substantially differs from one subperiod to another, the period with the highest variability will largely determine the direction of the extracted components. 
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Note Figure 1 : In this figure, we consider two variables, x 1 and x 2 , in two subperiods. Panel A shows the two axes or principal components, z 1 and z 2 , obtained from a standard principal component analysis run in each subperiod separately. We observe that the first principal components are not the same in the two subperiods and then, by orthogonality, the second components differ too. In each graph, the ellipse indicates the variability (the eigenvalue) associated with each principal component. Panel B presents the two principal components estimated by running a CPC analysis jointly over both subperiods. We observe that, by construction, the two axes are the same in both graphs but, according to the ellipse shapes, the variability of each principal component appears not to be the same.
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