Abstract: Active remote sensing of atmospheric XCO 2 has several advantages over existing passive remote sensors, including global coverage, a smaller footprint, improved penetration of aerosols, and night observation capabilities. China is planning to launch a multi-functional atmospheric observation satellite equipped with a CO 2 -IPDA (integrated path differential absorption Lidar) to measure columnar concentrations of atmospheric CO 2 globally. As space and power are limited on the satellite, compromises have been made to accommodate other passive sensors. In this study, we evaluated the sensitivity of the system's retrieval accuracy and precision to some critical parameters to determine whether the current configuration is adequate to obtain the desired results and whether any further compromises are possible. We then mapped the distribution of random errors across China and surrounding regions using pseudo-observations to explore the performance of the planned CO 2 -IPDA over these regions. We found that random errors of less than 0.3% can be expected for most regions of our study area, which will allow the provision of valuable data that will help researchers gain a deeper insight into carbon cycle processes and accurately estimate carbon uptake and emissions. However, in the areas where major anthropogenic carbon sources are located, and in coastal seas, random errors as high as 0.5% are predicted. This is predominantly due to the high concentrations of aerosols, which cause serious attenuation of returned signals. Novel retrieving methods must, therefore, be developed in the future to suppress interference from low surface reflectance and high aerosol loading.
Introduction
Recent studies show that half of the predicted anthropogenic CO 2 is missing for unknown reasons, resulting in a high level of uncertainty in carbon partitioning models [1, 2] . Therefore, detailed observations of surface and columnar CO 2 concentrations are urgently required to provide better constraints for atmospheric inversions of carbon sinks and sources [3, 4] . Since 2000, several instruments and satellites that use passive remote sensing techniques to retrieve CO 2 concentrations have been sent into orbit, including the Atmospheric Infrared Sounder (AIRS), Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY), IASI, Greenhouse Gases This paper is organized as follows: the calculation methods for the errors, data sources, and the parameter configuration are presented in Section 2; results of the sensitivity analysis for the orbit height, solar radiance, surface reflectance, and AOD are shown in Section 3 alongside the parameter optimization for China's CO 2 -IPDA. Section 3 also discusses the performance of China's IPDA based on maps of relative errors generated using real annual reflectance and AOD products. Finally, we summarize the significant results of this study and present our conclusions in Section 4.
Materials and Methods
In this study, three parameters were initially considered for the performance evaluation of the CO 2 -IPDA: the systemic error, random error, and spatial coverage. The major product of CO 2 -IPDA is XCO 2 . However, the XCO 2 data provided by this product is subsequently used to invert carbon fluxes to reveal the spatial-temporal distribution of carbon sinks and sources. Errors that vary geographically would be detrimental for these inversions. Additionally, the coverage of XCO 2 determines where scientists can retrieve reliable carbon fluxes. In general, the systematic error remains constant globally. Moreover, systematic errors depend strongly on the technological level of the hardware systems. There is almost no correlation between the systematic error and energy consumption or volume occupation of the satellite. Therefore, systematic errors are not a major concern of this work. The coverage could be a critical advantage of IPDA over passive sensors, and is related to orbit height; consequently, this parameter is considered in this study. Finally, random errors are the primary focus of this work because they vary geographically and are strongly related to the design parameters of the CO 2 -IDPA.
The performance evaluation requires consideration of the interactive relationship between the sensor, environmental, and product models. Hence, all three are involved in this work, as shown in Figure 1 . Parameters for the sensor and product models were chosen according to the configuration of China's planned CO 2 -IPDA. Parameters for the environmental model were derived from remotely sensed data. In this section, we demonstrate the methodologies used to simulate random errors, systematic errors, and orbit sampling in this work, as well as the values of relevant parameters used in the simulations.
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Random Errors
The total error consists of systematic and random errors. Systematic errors have several sources, but a major proportion is caused by hardware defects, a global and constant bias that has little impact on retrieved CO2 sources and sinks. The remaining proportion fluctuates over various 
The total error consists of systematic and random errors. Systematic errors have several sources, but a major proportion is caused by hardware defects, a global and constant bias that has little impact Remote Sens. 2017, 9, 768 4 of 21 on retrieved CO 2 sources and sinks. The remaining proportion fluctuates over various temporal and spatial scales, but is relatively small compared to the constant bias and the random error. Reduction of systematic errors relies on rigid instrument calibration and accurate meteorological parameters, but not on the subsequent processing methods. Random error refers to errors that are highly localized in space and time; these can yield false CO 2 sources and sinks. Spatial and temporal averaging can help reduce random errors, meaning that there is a trade-off between resolution and accuracy. Consequently, we will focus on evaluations of the random error in this work.
The random error of XCO 2 measurements is equivalent to that of optical depth, owing to the differential absorption effect of CO 2 , which can be expressed as shown in Equation (1) .
where δ CO 2 is the optical depth due to absorption of CO 2 , n shots denotes the number of statistically independent pulse pairs, SNR L on,o f f represents the statistical fluctuation of laser pulse energy measurements, and SNR on,o f f is the mean signal-to-noise ratio (SNR) of the lidar returns. A typical lidar setup that uses direct detection allows the averaging of a large number of statistically independent speckle cells, satisfying the condition that the mean carrier-to-noise ratio is considerably greater than the speckle-related SNR. Additionally, only two dominant error sources, dark current noise and the solar background noise, are considered herein for simplification. SNR on,o f f can then be expressed as in Equation (2) 
where M is the internal gain factor of the detector, R denotes the responsivity of the detector, B is the electrical bandwidth, e is the elementary charge, F is the excess noise factor of the detector (which accounts for additional noise due to the internal amplification statistics), and i 2 D is the dark current noise density. P back is the solar background radiance, which is expressed in Equation (3).
where FOV is the field of view, L is the solar radiance at the top of the atmosphere, A is the effective detection area of the telescope, and Q is the surface reflectance. P on,o f f is expressed in Equation (4) .
where D is the total optical efficiency of the CO 2 -IPDA, O is the overlap function, E is the pulse energy of the transmitted laser radiation, ∆t eff is introduced to account for the effective pulse length of the lidar returns and is calculated using Equation (5), ∆τ L is the pulse length, B is the electronic bandwidth, ∆h is the effective target altitude within the footprint of the laser pulse, c is the speed of light, τ is the one-way atmospheric transmission, and r G is the distance between the target and the laser. Further descriptions of relevant parameters, such as molecular spectra, laser line shape, etc., can be found in existing studies [24, 29, 30] or textbooks [31] .
In the following sections, we present sensitivity studies of several key parameters for random errors. Figure 2 shows the importance of these parameters and the method employed to estimate the random errors using the equations shown above. 
Systematic Errors
Referring to studies by Kiemle et al. [25] and Ehret et al. [29] , sources of systematic error can be divided into four categories: atmospheric, line parameter, transmitter, and satellite. For a space-borne CO2-IPDA, a constant global bias has no impact on the estimation of carbon sources and sinks, as only the gradients of atmospheric CO2 are relevant [22] . The error derived from the linewidth, a transmitter-related parameter, can be corrected using a gas absorption cell, which is a common part of the frequency stabilization unit [12] . Therefore, this factor will not be discussed further.
Systematic errors are not the focus of this work. Besides, a very detailed evaluation method for the systematic errors of a CO2-IPDA has already been presented by Ehret et al. [29] . Consequently, in this study, we present the evaluation results for systematic errors using the methodology presented in Ehret et al., which is not discussed further. The calculated systematic errors are shown in Table 1 . a the background value of XCO2 is set as 400 ppm and the unit of error is also ppm. b according to reference [30] . c according to reference [29] . d theoretical calculation by using equations presented in [29] and parameters herein. e the error derived from that factor is combined into the random error in this work. 
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Orbit Sampling
At present, the orbit parameters for the CO 2 -IPDA have not been finalized. The current configuration is very similar to that of the A-train, as shown in Table 2 . We investigated the performance of a CO 2 -IPDA with an orbit altitude of 450 km, which is consistent with the ASCENDS value.
The orbit nadir can be calculated using Equations (6)- (12) . The parameters that emerge from these equations are set out in Table 2 . In the simulations carried out in this study, the sample density was downscaled to 1% of the original density in the along-track direction to improve the calculation speed. According to the laser parameters shown in Table 2 , the repetition frequency is 20 Hz. Hence, ∆t n − ∆t n−1 is 0.05 s, providing over 50 million samples per month globally, which is a problematically large dataset for subsequent visualization. Consequently, we set ∆t n − ∆t n−1 to 5 s and the accumulation period to 1 month. It is worth noting that this downscaling process will reduce the number of samples in each track, but will not reduce the number of tracks, so the distribution pattern will remain unchanged.
∆α = arctan((− sin ω∆t· cos ∆t + cos ω∆t· sin n∆t· cos i)/(cos ω∆t· cos n∆t + sin ω∆t· sin n∆t· cos i)). 
Environmental Parameters
In this study, the aerosol products were taken from MODIS. The MODIS Collection 6 (C6) aerosol optical depth (AOD) products, with a 3-km spatial resolution at nadir, were released in 2016, and have generally been shown to achieve the required accuracy, as validated by sun photometer observations from the Aerosol Robotic Network (AERONET) in China. In this study, the AOD products from both MODIS Terra and MODIS Aqua, covering the study region with a spatial resolution of 3 km and spanning the period from November 2015 to October 2016, were downloaded from the NASA Land and Atmospheres Archive and Distribution System (LAADS) website. Using these data, we calculated the yearly average for each pixel. Although there are numerous blank values in the daily product, Remote Sens. 2017, 9, 768 7 of 21 the combined yearly product covers almost the whole of China and surrounding regions, except for the Taklimakan Desert in northwestern China.
Surface reflectance over land areas was obtained using the MODIS (Terra/Aqua) 5 km, 16 d composite bidirectional reflectance distribution function (BRDF)-adjusted data at band 6 (1.64 µm). We collected 3 products on the 5th, 15th, and 25th of each month because the temporal variation in the surface reflectance is small. The yearly product was then calculated by averaging. There are no blank values in our study area. For the reflectance over oceans, a constant value of 0.05 was used because this parameter was relatively homogenous and this study predominantly focuses on land areas.
Image registration was carried out for the reflectance and AOD products to generate spatially and temporally consistent input datasets for further analysis. Table 3 lists the parameters used in the simulation in this study. The load-related parameters are consistent with those of China's CO 2 -IPDA, which is under development at the Shanghai Institute of Optics and Fine Mechanics, the Chinese Academy of Sciences. The default values of reflectance and AOD are also presented here. In the experiments described below, we analyzed the model's sensitivity to different parameters separately. Each subsection below describes the variation of one target parameter. Settings for other parameters are as given in Table 3 . In the experiment described in Section 3.4, the default values of reflectance and AOD were replaced by measurements to provide a more realistic simulation. Moreover, the horizontal resolutions of the retrievals over land and over ocean are different, as shown in Table 3 . 
CO 2 -IDPA Configuration

Results
Critical Orbit Parameters
Among all the orbit-related parameters, the orbit altitude and solar radiation were identified as the critical parameters that differed from those for other space-borne CO 2 -IPDAs. To improve the performance of other passive sensors, the transit time of the satellite was set to noon and the orbit height was set significantly higher than that of the ASCENDS satellite. It is worth noting that there is no relationship between solar radiance and orbit height. Moreover, the relationships between the random errors and the solar radiance, and between the random errors and the orbit height, are linear. In Figure 3 , the relative random error is shown to be a function of the solar radiance and orbit height, highlighting the critical orbit parameter. Figure 3 demonstrates the results of the simulation when the solar radiance was set to vary from 5 to 60 mW/(m 2 nm sr) and the orbit height from 300 to 850 km. The assumed maximum solar radiation is significantly higher than the most extreme possible case (the mean solar radiation at 1.6 µm is approximately 5 mW/(m 2 nm sr)), exaggerating the possible effects of solar radiation. This simplifies the simulation because accurately calculating the solar radiation for given conditions is a complex procedure. Nevertheless, the effect of solar radiation is almost negligible compared to that of the satellite orbit height, according to Figure 3 . Compared to the results for a track height of 405 km, results obtained using a value of 700 km showed that the relative random error almost doubled. Fortunately, using an orbit height of 705 km will not result in a relative error exceeding the ideal target as long as other parameters meet or surpass the original hypothesis, as shown in Table 3 . We think that the current orbit parameter configuration can fulfill the demand for accurate and precise global XCO 2 measurements.
Remote Sens. 2017, 9, x FOR PEER REVIEW 8 of 21
Results
Critical Orbit Parameters
Among all the orbit-related parameters, the orbit altitude and solar radiation were identified as the critical parameters that differed from those for other space-borne CO2-IPDAs. To improve the performance of other passive sensors, the transit time of the satellite was set to noon and the orbit height was set significantly higher than that of the ASCENDS satellite. It is worth noting that there is no relationship between solar radiance and orbit height. Moreover, the relationships between the random errors and the solar radiance, and between the random errors and the orbit height, are linear. In Figure 3 , the relative random error is shown to be a function of the solar radiance and orbit height, highlighting the critical orbit parameter. Figure 3 demonstrates the results of the simulation when the solar radiance was set to vary from 5 to 60 mW/(m 2 nm sr) and the orbit height from 300 to 850 km. The assumed maximum solar radiation is significantly higher than the most extreme possible case (the mean solar radiation at 1.6 μm is approximately 5 mW/(m 2 nm sr)), exaggerating the possible effects of solar radiation. This simplifies the simulation because accurately calculating the solar radiation for given conditions is a complex procedure. Nevertheless, the effect of solar radiation is almost negligible compared to that of the satellite orbit height, according to Figure 3 . Compared to the results for a track height of 405 km, results obtained using a value of 700 km showed that the relative random error almost doubled. Fortunately, using an orbit height of 705 km will not result in a relative error exceeding the ideal target as long as other parameters meet or surpass the original hypothesis, as shown in Table 3 . We think that the current orbit parameter configuration can fulfill the demand for accurate and precise global XCO2 measurements. The orbit altitude influences the distribution of samples as well as the influence on the random error. Unlike passive remote sensing of CO 2 , the IPDA yields a uniform coverage in terms of latitude regardless of the satellite's altitude. This feature is significant for determining carbon fluxes in high-latitude regions, where the uncertainty of the carbon flux is relatively high because of the insufficient coverage of in-situ and passive remotely sensed measurements. Furthermore, samples from both ascending and descending tracks should provide useful datasets because the IPDA relies on reflected laser signals but not solar signals. In terms of the cloud effect, the cloud fraction should be low for IPDA data compared with passive sensor data, because the diameter of the laser footprint on the ground is 45 m (70.5 m) for a satellite altitude of 450 km (705 km) with a divergence angle of 0.1 mrad. Additionally, the IPDA can utilize reflected signals from thick clouds, particularly low altitude clouds. Therefore, IPDA samples are more useful than those from passive sensors such as GOSAT and OCO-2.
The different settings for the orbit altitude will also influence the distribution of samples, as shown in Figure 4 . In this experiment, the observation period was set to one month. Using an orbit altitude of 705 km, samples are more evenly distributes than when using an orbit altitude of 450 km. There are evident gaps in Figure 4b . Therefore, we show a close-up image of the Jing-jin-ji area, where China's capital and another municipalities are located, to investigate the details of the sample distribution. Figure 4d shows that a group of tracks, taken using an orbit altitude of 450 km, are clustered together to give a high-density sample area. However, there are also large blank areas between different clusters. In contrast, there is no evidence for clusters of tracks when using an orbit altitude of 705 km.
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The different settings for the orbit altitude will also influence the distribution of samples, as shown in Figure 4 . In this experiment, the observation period was set to one month. Using an orbit altitude of 705 km, samples are more evenly distributes than when using an orbit altitude of 450 km. There are evident gaps in Figure 4b . Therefore, we show a close-up image of the Jing-jin-ji area, where China's capital and another municipalities are located, to investigate the details of the sample distribution. Figure 4d shows that a group of tracks, taken using an orbit altitude of 450 km, are clustered together to give a high-density sample area. However, there are also large blank areas between different clusters. In contrast, there is no evidence for clusters of tracks when using an orbit altitude of 705 km. However, a different phenomenon emerges when we expand the observation period, as shown in Figure 5 . A uniform distribution pattern of nadir points is acquired using an orbit height of 450 km, as shown in Figure 5a . Using an orbit height of 705 km, there are no evident differences between one-month accumulations and two-month accumulations, as shown in Figure 5b . The number of nadir samples is the same for the two different orbit heights because the laser repetition frequency and the observation period were unchanged. Consequently, more samples were obtained in each track at an orbit height of 705 km.
The differences in the observation period influence the distribution pattern of nadir points because different orbit heights yield different revisit periods (c. 26 days for 705 km and c. 41 days for 450 km). An orbit height of 450 km is therefore a better choice for research based on long-period observations. However, for studies looking to infer monthly CO 2 fluxes from global or regional XCO 2 measurements from the CO 2 -IPDA, an orbit height of 705 km might be a better choice.
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Critical Hardware Parameters
The energy of a single pulse and the laser repetition frequency determine the output photon number per unit time, which eventually determines the SNR of received signals. The repetition frequency was fixed after the laser was developed; consequently, only the pulse energy is considered here. In reality, many other hardware parameters, such as line width, wavelength stability, and the quantum efficiency of detectors, also affect the performance of the CO2-IPDA. However, these parameters do not affect the allocation of satellite resources and are therefore not included in this analysis. The diameter of the telescope is the major determining factor for the volume of the CO2-IPDA load, while the pulse energy determines its power consumption. Three contour lines for the relative error are drawn in Figure 6 , representing our ideal target (0.3%), medium target (0.5%), and threshold (1%). Figure 6 shows that pulse energy plays an almost identical role to telescope diameter in determining the relative error. This phenomenon is to be expected because the laser energy determines the total number of photons emitted, while the diameter of the telescope determines the proportion of photons that can arrive at the detector. According to Equations (1)-(3), the relative random error is inversely proportional to E and to the square of diameter. Hence, increasing the diameter has a larger effect than increasing E. However, from an engineering perspective, it is easier to double E than to double the diameter.
Considering the standard diameter of commercially available telescopes, a diameter of 1 m is considered a suitable design. Based on this premise, the corresponding single-pulse energy can be halved compared with the original design, which leaves a margin to reduce energy consumption. 
The energy of a single pulse and the laser repetition frequency determine the output photon number per unit time, which eventually determines the SNR of received signals. The repetition frequency was fixed after the laser was developed; consequently, only the pulse energy is considered here. In reality, many other hardware parameters, such as line width, wavelength stability, and the quantum efficiency of detectors, also affect the performance of the CO 2 -IPDA. However, these parameters do not affect the allocation of satellite resources and are therefore not included in this analysis. The diameter of the telescope is the major determining factor for the volume of the CO 2 -IPDA load, while the pulse energy determines its power consumption. Three contour lines for the relative error are drawn in Figure 6 , representing our ideal target (0.3%), medium target (0.5%), and threshold (1%). Figure 6 shows that pulse energy plays an almost identical role to telescope diameter in determining the relative error. This phenomenon is to be expected because the laser energy determines the total number of photons emitted, while the diameter of the telescope determines the proportion of photons that can arrive at the detector. According to Equations (1)-(3), the relative random error is inversely proportional to E and to the square of diameter. Hence, increasing the diameter has a larger effect than increasing E. However, from an engineering perspective, it is easier to double E than to double the diameter.
Considering the standard diameter of commercially available telescopes, a diameter of 1 m is considered a suitable design. Based on this premise, the corresponding single-pulse energy can be halved compared with the original design, which leaves a margin to reduce energy consumption. The combination of a pulse energy of 75 mJ and a diameter of 1 m would leave sufficient buffer space for the extreme conditions that might be encountered during actual measurements. In conclusion, there is some room for compromise in the design parameters for the pulse energy or telescope diameter.
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Critical Environmental Parameters
When other conditions remain unchanged, the relationship between each parameter discussed above and the performance of the CO2-IDPA load is linear. Nevertheless, the relationship between critical environmental parameters and the performance of the CO2-IPDA is nonlinear. Referring to Equation (2), the composition of the errors in a single pulse is very complex. When the reflectance is so large that the dark current noise is a relatively small component of the total error, the relative random error is inversely proportional to P, which is linearly related to the reflectance. However, when the dark current noise dominates the total noise, any slight increase in P leads to a significant improvement in the SNR. This explains why the relationship between reflectance and relative random error is not linear.
Regarding reflectance, when the surface reflectance is greater than 0.4, the relative error decreases slowly and almost linearly with increasing reflectance. In contrast, the relative error increases dramatically with decreasing reflectance when the reflectance is lower than 0.15. This relationship could be an obstacle to obtaining accurate and precise measurements with high spatial resolution over seas, where the reflectance is rarely greater than 0.08. Meanwhile, the land surface reflectance varies between 0.1 and 0.6 with respect to different land cover types, implying that the spatial distribution of the performance of the CO2-IPDA may be heterogeneous. Figure 7 demonstrates accelerating growth in the relative error with increasing AOD. Surprisingly, the increase in the relative error caused by high aerosol loadings overwhelms that caused by low surface reflectance. P is proportional to τ 2 and τ = . Hence, P is inversely proportional to the square of AOD. This explains why the effect of AOD is larger than that of reflectance. Figure 7 explicitly demonstrates that the relative error could easily exceed the threshold of 1%. When AOD is greater than 2, meaningful measurements cannot be acquired by the CO2-IDPA. Taking into account the frequent occurrence of heavy pollution [32] and the high AOD levels [33] in China, it would be a challenging task to retrieve XCO2 accurately over most urban areas. 
When other conditions remain unchanged, the relationship between each parameter discussed above and the performance of the CO 2 -IDPA load is linear. Nevertheless, the relationship between critical environmental parameters and the performance of the CO 2 -IPDA is nonlinear. Referring to Equation (2), the composition of the errors in a single pulse is very complex. When the reflectance is so large that the dark current noise is a relatively small component of the total error, the relative random error is inversely proportional to P, which is linearly related to the reflectance. However, when the dark current noise dominates the total noise, any slight increase in P leads to a significant improvement in the SNR. This explains why the relationship between reflectance and relative random error is not linear.
Regarding reflectance, when the surface reflectance is greater than 0.4, the relative error decreases slowly and almost linearly with increasing reflectance. In contrast, the relative error increases dramatically with decreasing reflectance when the reflectance is lower than 0.15. This relationship could be an obstacle to obtaining accurate and precise measurements with high spatial resolution over seas, where the reflectance is rarely greater than 0.08. Meanwhile, the land surface reflectance varies between 0.1 and 0.6 with respect to different land cover types, implying that the spatial distribution of the performance of the CO 2 -IPDA may be heterogeneous. Figure 7 demonstrates accelerating growth in the relative error with increasing AOD. Surprisingly, the increase in the relative error caused by high aerosol loadings overwhelms that caused by low surface reflectance. P is proportional to τ 2 and τ = e −AOD . Hence, P is inversely proportional to the square of AOD. This explains why the effect of AOD is larger than that of reflectance. Figure 7 explicitly demonstrates that the relative error could easily exceed the threshold of 1%. When AOD is greater than 2, meaningful measurements cannot be acquired by the CO 2 -IDPA. Taking into account the frequent occurrence of heavy pollution [32] and the high AOD levels [33] in China, it would be a challenging task to retrieve XCO 2 accurately over most urban areas. Figure 8 demonstrates the combined effect of two key environmental parameters on the performance of China's CO2-IDPA. The ideal target cannot be reached in regions where the AOD is greater than 1.3. The reflectance of most human settlements where anthropogenic CO2 is emitted into the atmosphere is lower than 0.35, suggesting that the maximum AOD that allows the ideal performance target to be met may be 0.8, unless further improvements are made to the hardware system or the retrieving algorithm. Ideal results are very likely to be obtained over forests because aerosol loadings are usually low. In desert areas, where the reflectance can reach 0.6, the retrieval threshold will not be exceeded even when AOD > 2, indicating that China's CO2-IPDA could yield useful results when these regions experience sandstorms. As shown in Figures 7 and 8 , environmental parameters seem to play a much more significant role in determining the performance of the CO2-IDPA when the margins for improvement in the hardware and orbital parameters are small. To this end, a detailed simulation will be carried out, supported by real measurements of reflectance and AOD acquired by remote sensing satellites, to explore the performance of China's CO2-IDPA in China and surrounding regions, and to facilitate finalization of the prototype design. Figure 8 demonstrates the combined effect of two key environmental parameters on the performance of China's CO 2 -IDPA. The ideal target cannot be reached in regions where the AOD is greater than 1.3. The reflectance of most human settlements where anthropogenic CO 2 is emitted into the atmosphere is lower than 0.35, suggesting that the maximum AOD that allows the ideal performance target to be met may be 0.8, unless further improvements are made to the hardware system or the retrieving algorithm. Ideal results are very likely to be obtained over forests because aerosol loadings are usually low. In desert areas, where the reflectance can reach 0.6, the retrieval threshold will not be exceeded even when AOD > 2, indicating that China's CO 2 -IPDA could yield useful results when these regions experience sandstorms. As shown in Figures 7 and 8 , environmental parameters seem to play a much more significant role in determining the performance of the CO 2 -IDPA when the margins for improvement in the hardware and orbital parameters are small. To this end, a detailed simulation will be carried out, supported by real measurements of reflectance and AOD acquired by remote sensing satellites, to explore the performance of China's CO 2 -IDPA in China and surrounding regions, and to facilitate finalization of the prototype design. Figure 8 demonstrates the combined effect of two key environmental parameters on the performance of China's CO2-IDPA. The ideal target cannot be reached in regions where the AOD is greater than 1.3. The reflectance of most human settlements where anthropogenic CO2 is emitted into the atmosphere is lower than 0.35, suggesting that the maximum AOD that allows the ideal performance target to be met may be 0.8, unless further improvements are made to the hardware system or the retrieving algorithm. Ideal results are very likely to be obtained over forests because aerosol loadings are usually low. In desert areas, where the reflectance can reach 0.6, the retrieval threshold will not be exceeded even when AOD > 2, indicating that China's CO2-IPDA could yield useful results when these regions experience sandstorms. As shown in Figures 7 and 8 , environmental parameters seem to play a much more significant role in determining the performance of the CO2-IDPA when the margins for improvement in the hardware and orbital parameters are small. To this end, a detailed simulation will be carried out, supported by real measurements of reflectance and AOD acquired by remote sensing satellites, to explore the performance of China's CO2-IDPA in China and surrounding regions, and to facilitate finalization of the prototype design. 
Performance Evaluation in China and Surrounding Regions
Figures 9 and 10 demonstrate the yearly average AOD and reflectance, respectively. No available AOD data were obtained in Taklimakan Desert for the whole year. This was mainly due to an intrinsic constraint on the commonly used AOD inversion method, known as the dark target method, which applies only to areas with low surface reflectance. Except for desert areas, other areas with high aerosol loadings include almost all the major Chinese cities. Very high pollution levels (AOD > 1.0) were observed in northern, eastern, and central China, the Sichuan Basin, and the Pearl River Delta region. Regarding the reflectance distribution, the surface reflectance is higher in northwestern China and lower in the southeastern region. Figure 11 demonstrates the spatial distribution of relative random errors calculated using the methodology described in Section 2 and data presented in Figures 9 and 10 . The spatial resolution was set to 50 km over land and 100 km over oceans, and the temporal resolution was set to 16 days. There are blank areas in Figure 11 because of a lack of AOD data. Figure 11 demonstrates that the relative random error is lower in western China compared with eastern China. Moreover, compared with land areas, the relative random error over seas is higher, even though the spatial resolution was downscaled to 100 km. The relative random error can be kept below 0.3% in most of the surrounding areas except for northern India. Figure 12 demonstrates the relative random error when the orbit height was changed to 450 km. Figure 12 shows that the relative random error can be kept below 0.3% for nearly all the land areas of China and surrounding regions. Moreover, the performance also clearly improves over seas and oceans.
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Discussion
Comparisons with Passive Sensors
Three satellite-borne CO2 sensors already exist: GOSAT, OCO-2, and TanSat. Additionally, GOSAT-2 is scheduled to be launched in 2018. Consequently, it is necessary to explain why yet another satellite-borne CO2 sensor is needed. Unlike the existing sensors, China's CO2-IPDA is an active sensor for CO2 measurements. The IPDA has several advantages over passive sensors, such as improved coverage in high-latitude regions, the ability to obtain a greater number of samples over cloudy areas, relatively small systematic errors, and the capability to undertake night measurements. Based on the experiments above, we can now compare the coverage and systematic error of the planned CO2-IPDA with OCO-2, which is currently the best CO2 satellite sensor. Figure 13 demonstrates the global map of XCO2 from OCO-2 in 2016. Referring to Figure 4 , the CO2-IPDA would provide useful supplementary data that could fill the gaps shown in Figure 13 .
The lack of precise knowledge on carbon sequestration in boreal terrestrial ecosystems imposes a great challenge on the resolution of the mystery of the missing carbon. With the help of CO2-IPDA, XCO2 could be efficiently mapped in high northern high latitudes. Table 4 demonstrates the validation results for OCO-2. The bias was calculated as the absolute difference between OCO-2 retrievals and Total Carbon Column Observing Network (TCCON) measurements. Because there are no real measurements available for CO2-IPDA, we compared the performance of the CO2-IPDA with that of OCO-2 using theoretical systematic and random errors. The systematic error was compared with the bias while the random error was compared with the Root Mean Square (RMS) error. Figure 11 except the orbit height. The orbit height for Figure 11 is 705 km, while for this figure it is 450 km.
Discussion
Comparisons with Passive Sensors
Three satellite-borne CO 2 sensors already exist: GOSAT, OCO-2, and TanSat. Additionally, GOSAT-2 is scheduled to be launched in 2018. Consequently, it is necessary to explain why yet another satellite-borne CO 2 sensor is needed. Unlike the existing sensors, China's CO 2 -IPDA is an active sensor for CO 2 measurements. The IPDA has several advantages over passive sensors, such as improved coverage in high-latitude regions, the ability to obtain a greater number of samples over cloudy areas, relatively small systematic errors, and the capability to undertake night measurements. Based on the experiments above, we can now compare the coverage and systematic error of the planned CO 2 -IPDA with OCO-2, which is currently the best CO 2 satellite sensor. Figure 13 demonstrates the global map of XCO 2 from OCO-2 in 2016. Referring to Figure 4 , the CO 2 -IPDA would provide useful supplementary data that could fill the gaps shown in Figure 13 .
The lack of precise knowledge on carbon sequestration in boreal terrestrial ecosystems imposes a great challenge on the resolution of the mystery of the missing carbon. With the help of CO 2 -IPDA, XCO 2 could be efficiently mapped in high northern high latitudes. Table 4 demonstrates the validation results for OCO-2. The bias was calculated as the absolute difference between OCO-2 retrievals and Total Carbon Column Observing Network (TCCON) measurements. Because there are no real measurements available for CO 2 -IPDA, we compared the performance of the CO 2 -IPDA with that of OCO-2 using theoretical systematic and random errors. The systematic error was compared with the bias while the random error was compared with the Root Mean Square (RMS) error. Regardless of the version of XCO2 products, both random and systematic errors from CO2-IPDA products were lower than those from OCO-2. Furthermore, quality filters were applied to the XCO2 products used in [31, 32] according to Mandrake's report [35] . The upper limits for AOD_sulfate and AOD_dust are 0.4 and 0.3, respectively. Referring to Figure 7 , with an AOD below 0.3, the predicted random error for CO2-IPDA was below 0.3% for nearly all the land areas of China. Consequently, the launch of CO2-IPDA would significantly improve the precision of XCO2 products, especially for areas where the air pollution is too great to obtain useful retrievals using OCO-2.
Selection of an Appropriate Weighting Function
As well as the precision and sampling coverage, the issue of the weighting function must be addressed. The direct physical quantity provided by CO2-IPDA is the total differential absorption optical depth, not the amount of CO2. Different on-line wavelength selections yield different weighting functions. Because our goal is to map the distribution of carbon sinks and sources, we need retrievals to be sensitive to CO2 in the lower troposphere where emission and uptake of carbon occurs. A weighting function is defined in Equation (13) . p and T are atmospheric pressure 33 / a the bias should be a positive/negative-sensitive statistic index. However, we applied an absolute value operation to the bias presented in [31, 32] to calculate the global mean. The root mean square is abbreviated as RMS.
Regardless of the version of XCO 2 products, both random and systematic errors from CO 2 -IPDA products were lower than those from OCO-2. Furthermore, quality filters were applied to the XCO 2 products used in [31, 32] according to Mandrake's report [35] . The upper limits for AOD_sulfate and AOD_dust are 0.4 and 0.3, respectively. Referring to Figure 7 , with an AOD below 0.3, the predicted random error for CO 2 -IPDA was below 0.3% for nearly all the land areas of China. Consequently, the launch of CO 2 -IPDA would significantly improve the precision of XCO 2 products, especially for areas where the air pollution is too great to obtain useful retrievals using OCO-2.
As well as the precision and sampling coverage, the issue of the weighting function must be addressed. The direct physical quantity provided by CO 2 -IPDA is the total differential absorption optical depth, not the amount of CO 2 . Different on-line wavelength selections yield different weighting functions. Because our goal is to map the distribution of carbon sinks and sources, we need retrievals to be sensitive to CO 2 in the lower troposphere where emission and uptake of carbon occurs. A weighting function is defined in Equation (13) . p and T are atmospheric pressure and temperature, respectively, σ is the absorption cross-section, g is the acceleration due to gravity, and M air is the average mass of a dry air molecule.
Using the US standard atmosphere model [36] and HITRAN2012 [37], we simulated a weighting function for several candidate on-line wavelengths belonging to line R18 in the 30012←00001 CO 2 band. Figure 14a demonstrates that the central wavenumber is not the best candidate in terms of the WF. 6361.195/6361.305 cm −1 would be very sensitive to the lower troposphere. However, their corresponding differential optical depth would be small according to Figure 14b . As a consequence, the relative error would be enlarged dramatically according to Equation (1) . 6361.225 cm −1 is moderately sensitive to the lower and is evidently better than the central wavelength in terms of the WF. Meanwhile, its corresponding differential optical depth is over 0.8. Consequently, 6361.225 cm −1 could represent a good compromise for selection of an on-line wavenumber.
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Usage of the Planned CO2-IPDA in China
With its current configuration, the ideal target for China's CO2-IPDA is predicted to be the majority of mainland China. Some major forested areas, including the Greater Khingan Mountains and Xishuangbanna Tropical Rainforest, are located in this area, suggesting that the launch of the CO2-IPDA could clarify the carbon uptake of China's major carbon sinks and thus deepen our understanding of the effect of this vegetation on the carbon cycle. Moreover, the CO2-IPDA would provide accurate measurements for the major grasslands in China, including the Hulunbuir Grasslands, Xilin Gol Prairie, Ili Grassland, and Nagqu Alpine Grassland, which will provide precious opportunities to study the inter-annual variations in the grassland characteristics. Based on the performance evaluation from the border of the Taklimakan Desert, inversions for Taklimakan Desert should give relative random errors of no more than 0.5. This could help verify the discovery of a hidden carbon sink in desert regions [38] .
However, the accuracy of the measurements for carbon source regions is a concern. Figure 11 shows that the ideal target will not be met for nearly all of China's cities. Referring to economic data [39], In (b), the dotted curve denotes the spectrum for R18, and the colored straight lines represent the wavenumbers shown in the left-hand panel, using the same color key. The spectrum shown in the right-hand panel was calculated using T = 296 K and p = 101325 Pa, and the line has a Voigt shape.
Our previous study showed that selecting an on-line wavenumber in R16 may give lower interference from water vapor [30] . Consequently, a displacement of 0.2 cm −1 from the line center of R16 (i.e., 1.6 µm) probably represents the optimum solution for selection of an on-line wavelength.
Usage of the Planned CO 2 -IPDA in China
With its current configuration, the ideal target for China's CO 2 -IPDA is predicted to be the majority of mainland China. Some major forested areas, including the Greater Khingan Mountains and Xishuangbanna Tropical Rainforest, are located in this area, suggesting that the launch of the CO 2 -IPDA could clarify the carbon uptake of China's major carbon sinks and thus deepen our understanding of the effect of this vegetation on the carbon cycle. Moreover, the CO 2 -IPDA would provide accurate measurements for the major grasslands in China, including the Hulunbuir Grasslands, Xilin Gol Prairie, Ili Grassland, and Nagqu Alpine Grassland, which will provide precious opportunities to study the inter-annual variations in the grassland characteristics. Based on the performance evaluation from the border of the Taklimakan Desert, inversions for Taklimakan Desert should give relative random errors of no more than 0.5. This could help verify the discovery of a hidden carbon sink in desert regions [38] .
However, the accuracy of the measurements for carbon source regions is a concern. Figure 11 shows that the ideal target will not be met for nearly all of China's cities. Referring to economic data [39], China's CO 2 -IPDA will not be able to obtain inversion results with errors of less than 0.3% for the regions responsible for more than 80% of China's total GDP, which could be problematic for carbon inversions in these areas. We attribute the poor performances of the CO 2 -IPDA to the large quantities of air pollution present in the urban areas of China. From Figures 9 and 11 , a clear correlation is evident between AOD and the relative random error. Hence, we propose that with the current hardware system design and planned orbit, AOD is the most critical factor in determining the accuracy of the inversion results from China's CO 2 -IPDA over land areas. A novel retrieval method that suppresses errors derived from high aerosol loadings is urgently needed to solve the anticipated problem in the estimation of China's carbon emissions using data from the new satellite.
Regarding the remote sensing XCO 2 data from sea areas, only the medium goal could be realized for coastal seas, and this would require a decrease in the spatial resolution to 100 km. The relatively low reflectance of water is identified as the primary cause of the low accuracy over seas. It is noteworthy that CO-IPDA's detection accuracy over China's Bohai Sea and Yellow Sea will be very limited because of the combined effect of high aerosol concentrations and low reflectance. This disadvantage poses a challenge in estimations of the carbon exchange between land and sea. Over the South China Sea, the ideal target can be met.
In general, China's CO 2 -IPAD can achieve useful XCO 2 measurements that will facilitate a more accurate determination of carbon fluxes and thus an in-depth understanding of carbon cycle mechanisms. In just 0.031% and 0.705% of areas in China and the surrounding regions, errors will exceed 1% and 0.5%, respectively. The ideal target (i.e., errors below 0.3%) will be met in 74% of regions.
If the orbit height was reduced to 450 km, the situation would be very different. A relative random error of less than 0.2% would be expected for over 75% of regions, and the ideal target could be met in over 95% of regions. This is a very promising outlook. Moreover, in this scenario, an on-line wavenumber that provided better sensitivity to CO 2 in the lower troposphere could be selected, because the relative random error would be less than 0.2% in most areas. This error leaved room for the selection of a weighting function that lowers the differential absorption optical depth but increases sensitivity to the lower troposphere. Consequently, we strongly recommend that the planned orbit height for the CO 2 -IDPA should be reduced.
Conclusions
In this study, we analyzed the sensitivity of some critical parameters to the relative random error of China's CO 2 -IDPA and evaluated its performance in China and surrounding regions. We found that the satellite transit time does not have a noticeable impact on the relative random error. But the relative random error would be reduced by 0.1% (Noting: the total budget of relative random error is just 0.3%) if the current satellite height was adopted rather than a satellite height of 450 km (ASCENDS's parameter). Moreover, a high-altitude orbit would lead to obvious gaps between adjacent tracks compared with a low-altitude orbit. The current configuration of the laser, detector, and telescope can yield retrievals of adequate accuracy under normal conditions. However, the high aerosol loadings in China will certainly lead to a significant deterioration in performance. A synthetic simulation based on real measurements of environmental parameters revealed that, using the current configurations of the CO 2 -IPDA, accurate measurements of XCO 2 (random error < 0.3%) look possible for most regions, including the major forests and grasslands in China. However, our study also showed that in the most densely populated regions, the accuracy of XCO 2 measurements is unlikely to reach the ideal target (random error < 0.3%). A similar conclusion also holds for the coastal seas. The medium target (random error < 0.5%) can be fulfilled in all the above-mentioned areas. In contrast, passive sensors have failed to carry out successful inversions under similar conditions. However, the development of a novel inversion method for CO 2 -IPDA is still required to improve its performance to meet the ideal target of 0.3% in those areas where aerosol concentrations are frequently high. Finally, if the orbit height could be reduced to 450 km, the ideal target would be achieved for over 95% of regions.
