We note some interesting properties of the class of point processes which are Markov with respect to the \connected component" relation. This class is closed under the operations of superposition, random translation, and independent cluster generation with a.s. nonempty clusters. A wide range of examples is given.
De nitions
Let X be a nite simple point process 3, x5] in a compact region (with non-empty interior) W IR d . A realisation of X is, loosely speaking, a nite set x = fx 1 ; x 2 ; : : : ; x n g where each x i 2 W and n 0. Let be the sample space of all possible realisations. Assume X has a probability density f : ! IR + with respect to the unit rate Poisson point process on W.
Given a realisation x, construct the nite graph with vertices x i and edges joining every pair (x i ; x j ) of points satisfying kx i ? x j k r for some xed r > 0. The graph consists of one or more connected components c 1 ; c 2 ; : : : ; c k . Let C(x) = fc 1 ; c 2 ; : : : ; c k g be the set of these components.
If f(x) can be factorised in the form
'(c) (1) where is the normalising constant and ' : ! IR + , then we say that X is a connected component Markov point process. These processes were introduced in 1, x4.6, x5.10], 5, 6] . The purpose of this note is to draw attention to some interesting properties of this class of processes. where an r-clique is a set y = fy 1 ; y 2 ; : : : ; y k g such that ky i ?y j k r for all y i ; y j 2 y and g : ! IR + . An r-clique y x is necessarily a subset of some connected component c 2 C(x), hence by collecting terms associated with each component, we nd that f is of the form (1) (2) where n(x) is the number of points in x, jC(x)j denotes the number of connected components of x, > 0 is the intensity parameter and > 0 is the interaction parameter. This density can be expressed in the form (1) Proof. This is a special case of Theorem 2 with each cluster containing only one daughter point. The closure properties of this class suggest that in some applications of spatial statistics, it may be appropriate to assume only that the observed spatial pattern belongs to this class.
The representation of familiar point processes as connected component Markov point processes may suggest new algorithms for simulating such processes, exploiting the factorisation (1) and its properties. Some algorithms of Geyer and M ller 4] are of this type.
