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We retrieve the dispersion properties of photonic crystal waveguides near the band edge with high experi-
mental accuracy. The dispersion diagram of the waveguide modes in the complex-valued plane is directly
measured in the far field by using a Fourier space imaging technique. We show that the investigation of the
modes in k space provides a clear signature of the transition between propagating, evanescent, and localized
modes. It allows us to determine the impact of the structural disorder and of the dissipation on the group
velocity of the propagating wave in the slow light regime.
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I. INTRODUCTION
The propagation properties of quantum or classical waves
are of fundamental interest. Since the investigations of waves
propagating in a periodic medium by Lord Rayleigh in
1887,1 the topic has played a crucial role in a large number
of fields such as solid-state physics,2 acoustic physics,3 semi-
conductor superlattices,4 integrated optics,5 and photonic
lattices.6 One of the basic properties associated with periodic
structures is the existence of frequency band gaps, which are
widely used to engineer the propagation of waves. Such band
gaps occur when the wave vectors of two modes and the
reciprocal vector G of the periodic structure satisfy the Bragg
condition.2 Within the band gaps, the modes have complex-
valued wave vectors and are evanescent whereas out with
band gaps, the modes ideally propagate with purely real-
valued wave vectors.
The presence of disorder can drastically affect the wave
propagation and even lead to the Anderson localization,
which was investigated, for instance, recently in photonic
lattice7 by controlling the amount of transverse disorder. As a
positive consequence of the disorder in Bragg structures,
band edges in photonic crystals were envisaged to promote
and observe the transition toward Anderson localization of
electromagnetic waves in three-dimensional 3D
structures,8,9 which was traditionally investigated in random
media such as GaAs powders.10
Alternatively, Bragg resonances are also the cornerstone
for the realization of one-dimensional 1D integrated nano-
photonic structures with slow light propagation.11,12 In such
structures, disorder is undesirable and strongly impacts on
the light propagation not only as a source of extrinsic
losses13 but also as catalyst of localization especially in the
slow light regime. This apparent antagonism between the use
of Bragg resonances for localization or slow light transport
requires the determination of the transition region between
the propagating and the localization regimes.
The theoretical impact of disorder on the wave transport
in 1D system has been intensively investigated with the con-
clusion that an infinitesimal disorder is sufficient to localize
the eigenstates.14,15 To describe the transport close to a Bragg
condition in ideal 1D photonic periodic structures, the two
main analytical theories, i.e., the Floquet-Bloch FB Refs.
16 and 17 and the coupled-mode CM theories,18 focus on
the dispersion curves k. The dispersion curve, which de-
scribes the frequency  of the wave as a function of its wave
vector k, provides a clear insight into all essential propaga-
tion phenomena in photonic structures. Recent theoretical
studies on photonic waveguides19,20 have demonstrated that
the presence of nanometer scale disorder drastically modifies
the ideal dispersion near a band edge.
In contrast to the theoretical progress, no direct and com-
plete i.e., complex valued experimental determination of
the 1D dispersion curve k of periodic integrated dielectric
structures near a stop band, identifying the role of the struc-
tural disorder, has been reported. The dispersion relation at
frequencies in the vicinity of a band gap was measured in
singly periodic planar waveguide via a prism coupler21,22 in a
photonic crystal structure loaded with quantum dots23 and
recently in a passive photonic crystal waveguide with phase-
sensitive scanning near-field optical microscopy.24 Such
studies focused mainly on the real part of the wave vector
and did not reveal the role played by the disorder. In addi-
tion, in all cases no clear evidence of the transition between
propagating, localized, and evanescent modes was reported.
Although some effects of the disorder on the wave transport
can be inferred from the transmission of the medium25–28 or
from speckle pattern analysis,29 we show that the determina-
tion of the dispersion curve in k space provides a physical
picture of the wave propagation inside a medium subject to
residual disorder.
In this paper we report the measurement of the entire
experimental dispersion diagram k of a periodic quasi-1D
model system operating near a band gap. By entire we mean
the dispersion of the real and imaginary parts of the wave
vector inside the medium. In particular, we focus on the role
of disorder and the transition from light propagation to local-
ization. We show that the k space imaging unambiguously
sets the upper bound of the group velocity of the wave
propagating near a disordered band edge.
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II. EXPERIMENTAL DISPERSION CURVES
Our model system, shown in Fig. 1a, consists of a pho-
tonic crystal waveguide defined by three lines of missing
holes along the K direction in a two-dimensional 2D tri-
angular photonic lattice confining the light in the x ,y plane.
Such a structure, commonly called a W3 waveguide, can be
considered as a periodic wire with the periodicity of the di-
electric permittivity defined along the line defect by the air
holes etched to form the 2D PhC lattice. The ministop band
MSB arises from the anticrossing of the dispersion curves
of two different Bloch modes coupled by the periodic modu-
lation of the dielectric constant along the wire.30
To determine the intensity profile of a Bloch mode experi-
mentally Figs. 1b and 1c as well as its dispersion curve
Fig. 2, we image its out-of-plane scattered components
both in the standard real imaging space see inset of Fig.
1c and in the back focal plane of a high numerical aperture
NA=0.9 microscope objective see inset of Fig. 1d. The
image in the back focal plane corresponds to the 2D spatial
Fourier transform of the field radiated from the sample. It
provides an accurate determination of the wave vectors of
the different plane-wave components that constitute the
Bloch modes propagating in the PhC, as recently demon-
strated in Ref. 31. The wave vectors of the Bloch modes
corresponding to spatial frequencies located inside the band-
width of the imaging setup are directly and uniquely in-
ferred.
To achieve a high modal selectivity, the modes are excited
by a narrow bandwidth 0.001 nm laser diode tunable from
1.48 to 1.66 m range via standard lens fibers and access
ridge waveguides Fig. 1a. The W3 waveguide triangular
lattice parameter a=0.40 m, hole diameter d=0.27 m,
and total length L=24 m was designed to operate in the
vicinity of the ministop band30 for a TE polarized light
around a wavelength of 1.55 m. The GaInAsP/InP planar
waveguide is single mode in the frequency range of interest
with an effective index of 3.25. Details about the structural
parameters and the fabrication are given in Ref. 31.
In Fig. 2, the experimental dispersion curves colored
curves are compared and superimposed with the theoretical
prediction dark curves calculated with a 2D plane-wave
expansion PWE method.32 The experimental plot is ob-
tained by stacking together 200 normalized angular spectra,
similar to the top spectrum, recorded in 0.5 nm wavelength
steps and measured along the kx direction of the PhC wave-
guide. The energy position of the zoomed angular spectra
profiles in Fig. 1d is highlighted by labeled arrows. A very
good agreement between the experimental and theoretical
data is achieved in Fig. 2 provided that the dispersion of the
refractive index of the constituting material of the InP planar
waveguide is taken into account. Note that the wave vector
of the forward propagating mode is negative, as already ex-
plained in Ref. 33. The band gap is located at k0.17 in
units of 2/a for normalized energies u ranging from 0.2592
to 0.2618. In principle, only forward propagating modes can
be excited in ideal structures. Backward contributions are,
however, measured for modes whose dispersion curve is flat,
i.e., for low group velocity, such as the curve corresponding
FIG. 2. Color online Theoretical thin line and experimental
2D color map dispersion curves of a W3 PhC waveguide. The
dashed rectangle locates the zooming region highlighted in Fig. 3.
The labels 1, 2, and 3 correspond to the energy of the selected
spectrum in Fig. 2. Top: normalized angular profile of the spectrum
1.
FIG. 1. Color online a and b Top view optical micrograph of the PhC waveguide and near infrared image of the propagating mode,
respectively. Inset: Scanning electron microscope zoom of the PhC holes. c and d Intensity profile and angular spectrum of the field
along the direction of propagation, respectively. Top: Schematics of the experimental setup used in both cases. O: microscope objective, L:
imaging lens.
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to wave vectors k between −0.15 and 0.15. The contributions
located at opposite k values and the discontinuities of the
experimental dispersion curve of the slow mode located be-
tween −0.1k0.1 are an unambiguous signature of the
presence of structural disorder. These observed scattered dis-
continuities correspond to localized states. In the following
we concentrate on the band gap located inside the dashed red
rectangle in order to estimate the disorder that produces these
discontinuities in the dispersion diagram.
Figure 2 shows that radiated fields are also detected inside
the band gap where light propagation is normally forbidden.
These contributions come from the evanescent modes that
remain localized at the waveguide input and have a finite
imaginary wave vector component ki. The real part of their
wave vector k, calculated with PWE, is represented by a
dotted line in Fig. 2 and is in agreement with the experimen-
tal values that are determined from the k-space positions of
the Fourier spectra. Our near infrared NIR imaging micro-
scope enables us to switch between the Fourier imaging
space and the real imaging space Fig. 1b.31 As a result,
the penetration length lc=1 / 2ki can be simultaneously in-
vestigated in both the real and the Fourier spaces, as revealed
by Figs. 1d and 1c, respectively note that in the Fourier
space, the real and imaginary parts of the wave vector can be
retrieved whereas in the real space, only the imaginary part is
measured. In real space a decrease in lc translates into an
exponential decay of the profile of the envelope of the field
with the largest damping in the middle of the band gap spec-
trum 3. For propagating mode, i.e., outside of the band gap,
the mode profile decay is negligible.
As expected from the Fourier transform of a decaying
exponential function, the intensity of the angular spectrum
Fig. 1c is well fitted with a Lorentzian function dotted
line in spectrum 3 as long as lcL. The convolution with a
sinc function has to be considered when the sample size and
lc become comparable spectrum 2. The transition from a
Lorentzian line shape no effect of the boundaries to a
“sinc” line shape size effect of the k-space spectrum is
analogous to the phenomenological criteria of localization.
According to this criterion, a wave function is considered
localized if the eigenstate is not sensitive to the boundary
condition.34 In Fig. 3, the real-space imaging reveals the
presence of modes fully localized inside the waveguide, i.e.,
modes that follow strictly the phenomenological criteria of
localization. For a perfect sinc line shape spectrum 1,
which corresponds to the Fourier transform of a field con-
stant over the entire sample, the mode can be considered as
propagative. Note that the determination of the penetration
length from the intensity decay profile in Fig. 1c is not
accurate as the one retrieved from the linewidth of Fourier
spectra due to interference processes between different
modes. Nevertheless, the intrinsic modal selection in the
Fourier space and the line-shape fitting procedure previously
described provide a very accurate value of ki, as plotted in
Fig. 3a.
III. RENORMALIZATION OF THE DISPERSION CURVES
Figure 4 is a magnification of the region of the ministop
band. It highlights the departure of the experimental disper-
sion properties from an ideal 2D W3 waveguide. The non-
ideal behavior comes from the structural disorder and from
the dissipation due to the intrinsic leaky nature of the
quasiguided mode propagating in the planar structure, i.e.,
the intrinsic out-of-plane losses into the air and into the sub-
strate. By highlighting the anticrossing between a “slow”
mode, whose dispersion curve is relatively flat, and a “fast”
mode, our goal is to give an upper quantitative limit of the
structural disorder through its impact on the ideal band gap.
In addition to the dispersion curves of the real k and imagi-
nary ki parts of the wave vector Fig. 4a, the transmission
curve Fig. 4b and the dispersion of the group index ng
Fig. 4c allow us to unambiguously define the frequency
regions of ideal behavior gray band, and the regions of the
renormalization of the dispersion curve due to disorder and
dissipation white band. In the gray regions, the experimen-
tal dispersion of k and ki as well as the dispersion of the
group index follow, with high precision, the PWE calculation
of the ideal structure. The departure from the ideal case
white band takes place either for large group indices
0.26181u0.2623 and 0.2584u0.2592, which are
revealed by an abrupt change of the curvature of the disper-
sion curve highlighted by the group index ng=1 / du /dk or
for long penetration lengths i.e., small ki of the evanescent
modes inside the band gap. In both cases, the impact of dis-
order and dissipation can be correlated with the interaction
time of the field within the sample: a slow group velocity for
propagating modes outer white domain and a long penetra-
tion length for evanescent modes inner white domain imply
a long interaction time with the disorder and the pure dissi-
pation.
IV. ONE-DIMENSIONAL MODELING OF THE DISORDER
AND OF THE DISSIPATION
In Fig. 4c we show that the disorder and the pure dissi-
pation have a drastic impact on the group index, i.e., on the
group velocity of the propagating wave. The theoretical di-
vergence of the group index, which implies ultraslow light, is
destroyed due to the renormalization of the energy u in the
presence of disorder. As a result, the group index does not
exceed ten. Note that the group index is not a well defined
quantity in a 1D disordered structure due to the statistical
nature of the problem. The density of states, which is pro-
FIG. 3. Color online Imaging of a localized mode whose high-
est intensity is inside the W3 waveguide with u=0.2596.
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portional to the group index for an ideal 1D structure, is a
more appropriate physical quantity. Nevertheless, in the cur-
rent case, the linewidths of the far-field spectra are broader
than the k-space distribution induced by the disorder near the
anticrossing region. As a result, we define the group index
from the dispersion curve of the position of the maxima of
the k-space spectra. The saturation effect of the 1D density of
states due to disorder is well known,35 and can be calculated
for instance by using the effective-medium model and the
coherent-potential approximation CPA.36 However this cal-
culation does not take into account the dissipation such as
intrinsic out-of-plane losses. We develop here a simple 1D
transfer quasiperiodic matrix model involving the effective
indices of the modes of the 2D system to estimate quantita-
tively the amount of disorder as well as of dissipation. This
model allows us to directly reproduce the experimental dis-
persion curves. We use a similar approach as the one used in
Ref. 37: We consider a linear chain of N cells of length a
with a modal propagation inside the cells, and transmission
and reflection at each junctions of the cells, as illustrated in
Fig. 5a. The complex amplitudes m1 and m2 of two contra-
propagating modes with index n1 and n2, respectively, are
then related by a transfer matrix An between cell n and n
+1, which can be expressed as
m1
m2

n+1
= Anm1
m2

n
, 1
An = e−i2/0an1 00 ei2/0an2 1/Tn* − Rn/Tn*
− Rn/Tn 1/Tn
 ,
2
with Tn and Rn as the appropriate complex transmission and
reflection coefficients. For a periodic and an infinite struc-
ture, it can be shown by applying Bloch’s theorem that the
eigenvalues  of An have the form =expikea=expika
−kia. As a result, the dispersion curves  versus k are de-
termined from the phase of these eigenvalues. By choosing
the proper values of the input parameters: the indices n1 and
n2, the modulus Tn, and the phase T of the transmission
coefficient, we show in Fig. 5b that the 1D transfer-matrix
model reproduces perfectly the 2D PWE calculation. For in-
stance, for the filling factor f =0.31, a very good fit is ob-
tained with n1=19.9694 slow mode, n2=3.3131 fast
mode, Tn=0.9955, and T=0.065 in all the cells. The
reflection coefficient is given by Rn=	1− Tn2, which corre-
sponds to undamped junctions. In contrast to 2D PWE cal-
culation, in the framework of such a 1D model, the effects of
the disorder and of the pure dissipation can be determined
separately and analytically. We first discuss the influence of
the disorder.
The continuous shape of the experimental dispersion
curves near the anticrossing suggests that the disorder is suf-
ficiently small to treat the chain as a quasiperiodic system. In
addition, with the hypothesis of a random variation of the
structural disorder that is considered statistically independent
and homogeneous in each cells, the ensemble-average be-
havior of the system is determined by the average transfer
matrix over all the realization of the disorder. The system is
then modeled by a periodic chain with the same averaged
transfer matrix A¯ between each cell. As in the ideal case, the
calculation of the eigenvalues of A¯ gives a direct access to
the dispersion curves in presence of “small” structural disor-
der.
The random variable that we consider is the radius r of
the holes with a Gaussian distribution pr whereas the lat-
tice parameter a is kept constant. The calculation is similar in
the case of the fluctuation of the position of the hole. All the
FIG. 4. Color online a Zoom of the experimental open circle and theoretical blue line dispersion curves near the stop band of the
PhC waveguide. The imaginary part of the wave vector inside the band gap is represented with plain red points for the experimental data and
small dash line for the theory upper scale. b Transmission of the waveguide log scale. c Theoretical and experimental group indices.
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coefficients of the transfer matrix in presence of the disorder
are given by A¯ ij =
Aijprdr. Their calculation requires in-
vestigating the input parameters of the 1D transfer-matrix
model that are influenced by the distribution of the size of
the holes.
A fluctuation of the radius r of the holes induces a con-
comitant fluctuation of the filling factor f . From the 2D PWE
calculation, we determine the corresponding variation of the
fitting parameters of the 1D model. A positive variation of
the indices produces a horizontal rigid shift of the dispersion
curves toward larger k whereas a positive variation of the
phase of the transmission coefficient produces an oblique
rigid shift toward the decreasing k vectors. As a result of the
fitting procedure, the input parameters of the 1D model pos-
sess a linear dependence versus the radius, and their varia-
tions are given by 	n1	r =
	n2
	r 13
f0
r0
and 	
T	r 18
f0
r0
. It fol-
lows that the average transfer matrix can be written as
A¯ =  1/Te−i2un1−1/2r22u	n1/	r − 	
T/	r2 − R/Te−i2un1−1/2r22u	n1/	r − 	
T/	r2
− R/Tei2un2−1/2r
22u	n2/	r + 	
T/	r
2
1/Tei2un2−1/2r
22u	n2/	r + 	
T/	r
2  , 3
where r is the standard deviation of the Gaussian radius
distribution. The dispersion curves obtained with such an
averaged transfer matrix are shown in Fig. 5c near the up-
per band edge for different r, as well as the corresponding
group index in Fig. 5d. When r reaches 1.7 nm, the model
reproduces well the experimental data, which settles an up-
per limit for the disorder related to the fluctuation of the size
of the holes. This simple calculation shows that a radius
FIG. 5. Color online a Schematic of the modeled 1D chain see text. b 2D plane-wave expansion circles and 1D transfer-matrix
lines calculations of the W3 dispersion curves for f =0.31. c Theoretical renormalization of the dispersion curves of the fast mode green
color and slow mode orange color near the upper band edge for different standard deviations of the hole size r label in nanometers. d
Corresponding group index of the fast mode for the same r. The open circles are the experimental data.
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fluctuation of only 1.7 nm already limits the group index to
eight. Note that for r as low as 0.1 nm, which constitutes a
challenging technological limit, the maximum of the group
index is still limited to only 150.
Until now we have considered a global fluctuation of the
radius of all the holes in the same elementary supercell case
a in Fig. 6. Figure 6 shows that the transverse disorder,
i.e., the disorder inside a given elementary supercell, can be
taken into account within our simple 1D model. The varia-
tion induced by a fluctuation of the size of the hole depends
on the position of the hole in the supercell. The variation of
the size of the holes that border the W3 defect induces the
largest rigid shift of the anticrossing, which is not surprising
considering that the transverse profile of the guided mode
extend only over a couple of holes. If we take into account
the size fluctuation of only the two symmetric first lines of
holes case b, the standard deviation r that fits the experi-
mental data is 2.8 nm. In this case, the holes located on each
sides of the W3 defect are still correlated. However, it is
possible in a linear approximation to treat the uncorrelated
case if independent random variables are associated to each
line of holes. For instance, if only two independent lines of
holes are considered, the terms 2u	ni	r 
	
T
	r 
2 in the aver-
age matrix A¯ are replaced by 2u	ni	r p 
	
T
	r p
2
+ 2u	ni	r q 
	
T
	r q
2, with i=1,2, and where the indices
p and q differentiate between the lines of holes. In the case
of the uncorrelated two first lines of holes case c, the
input parameters of the 1D model that results from the 2D
PWE calculation are 	ni	r p= 
	ni
	r q3.7
f0
r0
and 	
T	r p
= 
	
T
	r q2.25
f0
r0
. It follows that the standard deviation r
that fits the experimental data is 4.3 nm. When all the lines of
holes of the PhC are uncorrelated case d with random
Gaussian distributions, we find r=3.9 nm. As a result, the
correlation in the transverse direction case a overesti-
mates the effect of the disorder compared to the uncorrelated
one case d.
Note that in general a 1D model can only treat the disor-
der in the longitudinal direction i.e., the propagating direc-
tion. Here, the incorporation of the disorder in the transverse
direction relies on the use of the 2D PWE, which provides
the input parameters of the 1D model, as well as on the
approximation of independent random variables for each
holes. Moreover, we have used a linear approximation of the
input parameter 	ni	r and
	
T
	r in order to add the independent
contributions of all the holes. Such an approximation is sat-
isfied for the small fluctuation range considered here accord-
ing to the 2D PWE calculation.
The effect of the dissipation, which constitutes the second
source of renormalization, is directly incorporated in the
transfer matrix of the ideal structure as a damping factor
during the propagation inside the cells: The terms e−i2/0an1
and ei2/0an2 are replaced by e−i2/0an1−1 and
ei2/0an2−2 with 1 and 2 as the propagation losses of the
slow and fast modes, respectively. The ratio of the fast mode
and slow mode losses is given by 1 /2=n1 /n2, where
the coefficient =7 takes into account the difference of the
overlap between the field map and the hole map for the two
modes. For fast mode losses of 33 cm−1, the calculated dis-
persion curve without disorder is identical to the dispersion
curves obtained in the case of a pure hole size fluctuation
with r=1.7 nm. Such a value is in agreement with the ones
obtained from internal light source measurement.38 This 1D
model allows us also to settle a maximum value for the
out-of plane losses.
It is not surprising within the hypothesis of the current
model that the calculated dispersion curves have the same
shape in presence of small structural disorder or with out-of
FIG. 6. Color online Left: Variation of the theoretical W3 anticrossing of the dispersion curves for a decrease in the filling factor down
to 0.27 for the first case 1, second case 2, or third case 3 lines of holes, separately, as labeled in the inset, with the filling factor of all
the unchanged lines of holes equal to 0.31. The dark continuous and dotted lines correspond to bulk filling factor of 0.31 and 0.27,
respectively. Right: Schematic representation of different disorder configurations with the corresponding standard deviation r of the radius
distribution that fits the experimental data; a Identical fluctuation of the size of the holes in a given elementary supercell dotted trapeze,
b correlated disorder of the two first symmetric lines of holes with the other holes unperturbed, c uncorrelated fluctuations of the two first
symmetric lines of holes with the other holes unperturbed, and d random disorder in all the structure.
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plane losses as both cases represent a damping process that
affect the investigated mode. The structural disorder mainly
redistributes the energy among modes that belong to the
“closed” system, in contrast to the out-of plane losses. As the
Fourier space imaging technique provides a modal analysis,
probing the imaginary part of the wave vector gives a direct
access to such an energy transfer between the modes of the
structure. This is particularly highlighted in Fig. 2 for u
0.258 where ki undergoes strong fluctuations whereas the
transmission is similar to the region u0.263 where ki is
almost unaffected by the disorder. For the current sample
length L, which is of the order of magnitude of 1 / 2ki, the
transmission is not affected by the modal redistribution in-
duced by the disorder as it cannot discriminate the contribu-
tions of the different states excited in the system.
V. CONCLUSION
In conclusion, we have measured the dispersion curve
near the stop band of a 1D periodic waveguide in the k space.
This experimental technique allows us to accurately deter-
mine the band edges, i.e., the onset of forbidden guided wave
propagation, in real structures under real condition of opera-
tion. Based on a simple 1D transfer matrix, the W3 wave-
guide constitutes a model system to investigate the impact of
the structural disorder induced by the fabrication on the fun-
damental optical properties of the PhC devices. The present
study can in principle be extended to Bloch modes with spa-
tial harmonics located below the light line with the use of
linear probe gratings,39 which offer control on the dissipa-
tion. The imaging in Fourier space that gives access to the
imaginary part of the dielectric permittivity is also of prime
importance for the investigation of gain materials repre-
sented by the imaginary part of the dielectric permittivity
such as bulk, quantum well, quantum wire, and quantum
dots, and/or to investigate dispersion effects in optical am-
plifiers structures operating in the slow light regime. Finally,
our approach, which also provides the renormalization of the
2D equifrequency surfaces of PhCs,31 is particularly appeal-
ing for detecting the presence of a photon mobility edge in
2D structures, as recently numerically predicted in Ref. 40.
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