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ABSTRACT 
 
Video analysis for object tracking has a strong demand 
due to the proliferation of surveillance video applications. 
This paper presents a novel low complexity and reliable 
multi-object tracking algorithm that uses the motion vectors 
directly from the coder by an optimal adaptation error 
optimization. Such a tracking scheme is very suitable for the 
surveillance and real time video analysis applications. The 
proposed method is applied on H.264/AVC scalable layered 
structured videos known as SVC with different spatial and 
temporal resolutions. Results depict that in such a 
compressed nature of videos, reduction of additional 
computation and complexity significantly improve the 
tracking efficiency.  
 
Index Terms— Compressed domain analysis, motion 
vectors, scalability, scalable video coding. 
 
1. INTRODUCTION 
 
Vision-based object tracking has significant role in many 
applications now-a-days such as video communication, 
human computer interaction, video compression, video 
surveillance, monitoring and security etc. Especially with 
increasing demands in surveillance applications, tracking in 
compressed video streams is essential for the sake of 
memory management and time and speed requirements over 
the network for the real time scenarios. 
Scalable video coding (SVC), an extension of 
H.264/AVC; enables the video services with low resolutions 
but with high reconstruction quality for decoding [1].  The 
resultant data streams still constitutes a valid data stream but 
with comparatively low frame resolution or data rate. 
According to the terminal characteristics and end-user 
requirements the original data stream is encoded with low 
spatial or temporal or quality resolution for network 
flexibility and customizability. In H.264/AVC design some 
additional features are added in addition to traditional video 
standards to facilitate the coding methodology enhancing 
the existing capabilities of previous standards such as 
quarter sample accurate motion compensation, variable 
block size motion compensation, multiple reference 
pictures, motion vectors over picture boundaries and 
directional spatial prediction [2, 3]. 
The outline of the paper as follows: Section 2 gives a 
brief background of existing tracking algorithms in pixel 
and compressed domain. In Section 3, the methodology of 
the proposed tracking algorithm is discussed. Experimental 
results are presented in Section	   4.	   Finally the paper is 
culminated with section 5 including conclusion and 
suggestions for the future work. 
 
2. RELATED WORK  
 
Over the years the main focus was on tracking in pixel 
domain where the different features have been utilized for 
the sake of tracking. Most discussed approaches for pixel 
domain tracking use contour representation [5], 
segmentation, object modeling and ontologies [6], colour  
[7], texture features [8] , optical flow   [9], semantic and 
probabilistic decomposition of the video frames with 
learning capabilities [10], temporal comparisons between 
consecutive frames [11] or a combination of the above 
mentioned techniques. All these approaches required full 
decoding of frames followed by pixel domain analysis over 
the consecutive frames. Optimal state estimate is obtained 
by Kalman filter [12], particle filters [13, 14] and object 
recognition [15] algorithms.  These methods have a great 
deal of accuracy and robustness at the cost of complex 
manipulations that make these methods infeasible for 
tracking in real time applications. 
For tracking in compressed domain available motion 
vectors at macroblock level are utilised from MPEG-2 
encoded bit streams in [16]. Because of fixed size 8×8 
macroblock structure, the tracking error is introduced. 
Another method presented in [17] for tracking of moving 
objects in MPEG compressed streams is based on object 
segmentation using motion vectors within the Groups of 
pictures (GOP)  using forward motion vectors of only P 
frames. Similarly a method utilising these motion vectors 
together with confidence measures based on DCT 
coefficients and texture measures is proposed in [18]. This 
method also works for the MPEG videos with additional 
calculations of residual, spatial and texture measures adding 
further delays for real time applications. A similar technique 
is discussed in [19], but fails for non rigid object and object 
with change in shape and size. An algorithm for context 
specific unsupervised object detection is proposed in [20]. 
The algorithm utilizes motion information along with colour 
descriptors. Model based cluster selection is employed for 
clustering of macroblocks to dominant colour cluster in I-
frames, while in P-frames the temporal tracking is 
employed. A model based approach is used in [22] relying 
on computing size invariant image features using edge and 
texture detection methods. The method described in this 
paper does not perform object segmentation nor object 
classification.  
The method presented in this paper utilises motion 
vectors extracted from compressed bit-streams. Both P and 
B frames have been used to enhance the tracking accuracy 
exploiting the state of the art above described features of 
H.264 video encoding scheme. After object selection 
tracking is performed without further object segmentation as 
described in the next section. 
 
3. PROPOSED ARCHITECTURE 
 
The inherent features of H.264/AVC are used in order to 
reduce the computational complexity and processing time at 
the analysis side, so that real time processing and parallel 
multiple bit-stream processing can be achieved. The 
proposed architecture of the system is illustrated in 1. The 
core of the proposed architecture is the object tracker and 
model update modules. The object selection provides the 
coordinates of the selected target along with the relevant 
motion vectors extracted are passed to the object tracker 
module for the first frame. The object tracker calculates the 
new position of the target based on this information after 
calculating necessary tracking parameters. This new 
calculated target position is used for model update block 
that corresponding to the blocks that are inside the target 
object for the updated position in subsequent frames.   
 
 
Fig.1. Framework of proposed architecture  
 
The primary objective of these motion vectors is video 
compression. Since camera motion, illumination effects and 
background movements contaminate the motion vectors 
corresponding to the true motion, some kind of pre-
processing is required before these are fed to the object 
tracker a shown in the Figure 2. This is achieved by noise 
removal and adaptive thresholding blocks in the proposed 
architecture. It removes the motion vectors whose 
magnitudes are very high or very low based on the 
knowledge of environmental conditions, camera motion and 
illumination in the video sequences. 
 
  
    (a) Before processing           (b) After processing 
Fig.2. Adaptive Thresholding for noisy motion vectors 
 
In the tracking mode, smooth motion vectors are used to 
propagate those sub-macroblocks which are selected 
manually by user in the first frame. Since the noise found in 
the vector field may be modeled as the presence of outliers 
into a rather regular vector field, to smooth the vector field a 
projection function is used that may be mean or median 
filter or majority function. The proposed algorithm works 
well in the case where the number of intra coded sub-
macroblocks MBIC is less than half of the total number of 
sub-macroblocks in the target tracking area. 
In H.264/AVC and SVC coding structure, feature of 
hierarchical B-frames is efficiently utilized for a fixed GOP 
size as depicted in Figure 3. Hierarchical prediction 
structures are used for improved compression and 
supporting several levels of temporal scalability. In SVC 
extension the enhancement layer frames are typically coded 
as B frames. The P1 frame is predicted from I0, similarly B 
frames are bi-directionally predicted. B1 is predicted from I0 
and P1. This central B frame (B1) is also used for the 
prediction of other B frames in the same GOP. Motion 
vectors of B frames are also decoded and processed that 
enhances the efficiency of the system. First the motion 
vectors of P1 frame are decoded then projected to I0 and 
their averaged, scaled and reversed values are processed. 
GOP boundaries are comfortably crossed by using backward 
motion vectors of the last P or B frames of each GOP 
depending upon the temporal resolution.  
 
   
Fig. 3. Hierarchical B frames in a sub-GOP size of 4. 
4. SIMULATION RESULTS 
 
The proposed method is applied on the compressed domain 
surveillance videos such as: “Cartrack” [23], “Coastguard” 
[24] and “Walk” [25] test sequences representing different 
surveillance scenarios and object motions, which thoroughly 
assess the efficiency and robustness of tracking schemes. 
The performance of the proposed method is evaluated for 
different spatial resolution levels - the QCIF (176 × 144) 
and CIF (352 × 288) formats and temporal resolution - using 
P frames only and with both P and B frames.  
In the “Cartrack” test sequence, intention is to track the 
cars with changing both in scale and direction with 
illumination variation adding the noise in real object motion. 
Similarly in the “Coastguard” and “Walk” sequences, linear 
motion of boat and people on road have to be tracked 
respectively. The camera motion significantly adds the noise 
in motion information as shown in the Figure 4. It is 
observed that in for “Coastguard” sequence the noise occurs 
due to the vertical motion of camera in frames 60 to 75. All 
the test sequences are encoded using reference software for 
standard SVC encoder (JSVM, [26]).  
 
 
Fig. 4. Average reliability of motion vectors 
 
For the verification of results percentage accuracy is 
calculated for these test sequences. If at least 75 percent of 
object comes under the tracking window, it is assumed that 
the object is tracked successfully in respective frame. 
Percentage accuracy (A) is calculated by:  
A = (1 – F / N) × 100 %       (1) 
where N is total number of target blocks in tracking window 
and F are blocks being not tracked correctly. 
The proposed algorithm is applied on these test sequences 
with different spatial and temporal resolutions. It is 
observed that by using higher resolution accuracy is 
improved. The best results are obtained using CIF with P 
and B frames case as presented in Figure 6. Although the 
inclusion of B frames adds some delay to the system as 
compared to using only P frames but on the other hand 
higher accuracy and system efficiency is achieved.   
 
 
(a) 
 
 
(b) 
 
 
(c) 
Fig. 5. Simulation results of test sequences with a) Cartrack 
b) Coastguard c) Walk  
 
The calculated numeric values of Precision (positive 
predictive value) and recall (sensitivity) for the QCIF and 
CIF sequences are measured for 50 frames. Similarly F-
measure (F) is calculated that is the harmonic mean of the 
calculated precision and recall values. Higher F-measures 
represents maximum precision and recall. 
   F = 2PR / (P + R)                    (2) 
Sequence Resolution Frames Precision 
(P) 
Recall 
(R) 
F 
(2PR/P+R) 
Cartrack QCIF P 0.87 0.795 0.83 
Walk QCIF P 0.962 0.84 0.896 
Coastguard QCIF P 0.93 0.87 0.899 
Cartrack CIF P & B 0.89 0.82 0.852 
Walk CIF P & B 0.982 0.892 0.935 
Coastguard CIF P & B 0.955 0.91 0.932 
 
Table 1. Numeric calculated values of Precision, recall and 
F-measure for the selected test sequences 
Higher F-measure values are observed for sequences of 
higher temporal and spatial resolution. In the upper half of 
the Table 1, only P frames are used for QCIF resolution 
produces satisfactory results. Using higher resolution 
improves the results a little but since still these are 
compressed streams there is not much more difference. 
The proposed method is not only proved to be efficient 
in single object tracking but also for multi-object tracking 
applications. In the test sequences, the method is applied on 
the “Cartrack” sequence for simultaneously tracking multi 
cars. The results are shown in Figure 7 that shows that not 
only the cars are tracked with accuracy but also the scaling 
and turning effects of cars are coped well using adaptive 
feedback. The algorithm updates the number of motion 
vectors representing the dominant motion vectors and 
processed after noise cancellation. 
The performance of proposed compressed domain 
algorithm (MV_based) is compared with sate of the art SIFT 
and Kalmn_estimate approaches. The proposed algorithm is 
very efficient in terms of the computation complexity and 
processing time per frame. By decreasing the GOP size in 
codec, the efficiency of the algorithm is enhanced making it 
feasible for the real time surveillance applications as shown 
in the Figure 8. 
The numeric values of precision and recall for all the 
algorithms using 50 frames are calculated and the net 
average values are mentioned in Table 2. The precision and 
recall values are fairly close for all the algorithms. Using 
Intel Pentium 4 CPU, 1.9 GHz processor the processing 
time for MV_based is 10ms/frame. Similarly the calculated 
time for Kalman_estimate and SIFT are 188ms/frame and 
165ms/frame respectively, that are higher than the 
MV_based prove the concept of their non-practicability 
especially for real time streaming applications. 
 
Algorithm P R F (2PR/P+R) 
Tavg  
(ms/frame) 
Kalman_estimate 0.903 0.845 0.872 188 
SIFT 0.885 0.815 0.85 165 
MV_based 0.831 0.75 0.788 10 
 
Table 2. Comparison of proposed method with popular pixel 
domain algorithms 
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Fig.6. Tracking results of the three selected test sequences, Top row: Cartrack sequence using both P and B frames a) Frame 
1, b)   Frame 40, c) Frame 82, d) Frame 100, Middle row: Walk sequence using both P and B frames a) Frame 1, b) Frame 
32, c) Frame 74, d) Frame 100, Bottom row: Coastguard sequence a) Frame 1 b) Frame 64, appearance of ship in background 
c) Background movements and camera motion mislead the tracker d) By applying adaptive thresholding. 
  
Fig.7. Multi object tracking in “Cartrack” without any 
significant time delay and processing complexity 
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(b) 
Fig.8. Effect of decreasing GOP size for “Cartrack” 
sequence with SIFT and Kalman_estimation methods with 
a) GOP size = 64 b) GOP size = 16 
 
 
7. CONCLUSION 
 
In this paper an efficient algorithm utilizing the intrinsic 
motion information for object tracking in H.264/AVC 
compressed data streams is proposed. Tracking is employed 
in hierarchical B frame structure of H.264/AVC. The 
algorithm is also applied on the sequences encoded in 
scalable mode. Results shows that the algorithm performs 
well in static background and where scene illumination does 
not change too much. Significant improvement in terms of 
computational cost is achieved comparing this method to the 
existing pixel domain techniques. The algorithm is not 
object specific since different kind of objects are tracked in 
different environments. The algorithm is very fast and can 
be applied in real time applications. The only drawback of 
this method is paradoxically one of its strong points: the use 
of motion vectors directly from the compressed data stream. 
The dependencies on motion vectors can lead to poor results 
if they do not represent the actual object motion. The 
proposed algorithm tries to minimize this effect by filtering 
out the noisy motion vectors. 
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