Abstract. We apply the Kurzweil-Henstock integral setting to prove a Fredholm Alternative-type result for the integral equation
Introduction
The Kurzweil-Henstock integral setting has been shown to be useful not only in giving simple treatment to sophisticated matters (e.g.: [26] , [27] ), but also in sharpenning many classical results (e.g.: [3] , [4] ). Its utility can also be verified in different approaches to Integral Equations (e.g.: [9] , [30] , [31] ).
When we consider real-valued functions, the integrals defined by Kurzweil ([21] ) and independently by Henstock ([13] ) coincide. The KurzweilHenstock integral generalizes the integrals of Riemann, Lebesgue and Newton and has good convergence properties (e.g.: [12] , [14] , [22] , [23] , [25] , [28] ).
However, in a general Banach space-valued context, it may happen that the space of Henstock integrable functions is properly contained in the space of Kurzweil integrable ones. In this context, one can find an abstract Riemann integral which is not Henstock integrable ( [9] , Example 1.1). Moreover, while the abstract Fundamental Theorem of Calculus holds for the Henstock integral ( [6] ), it may not be valid for the Kurzweil integral because if the Kurzweil integral of a function is zero, then it is not necessarily true that the function itself is zero almost everywhere in Lebesgue's sense ( [9] , Example 1.1). On the other hand, we can establish abstract Monotone Convergence Theorems for the Kurzweil integral but not for the integral of Henstock ([8] , Example 17) .
In this paper, we deal with Banach space-valued functions. Although our results concern only the Kurzweil integral, we present both the abstract integrals of Kurzweil and of Henstock in view of their differences and uses in the proofs. It is worth mentioning however that the main results also hold if we replace the Kurzweil integral by that of Henstock. Despite being non-complete, the associated spaces of all equivalence classes of either Kurzweil or Henstock integrable functions, equipped with the Alexiewicz norm, have good functional analytic properties ( [1] , [18] , [11] ). Because of these non-completeness, usual Fixed Point Theorems can not be applied in order to obtain results on existence or uniqueness of a solution of the linear Fredholm integral equation
and, in particular, of the linear Volterra integral equation
where x and f are Kurzweil or Henstock integrable functions, [a, b] is a compact interval of the real line R.
On the other hand, the ideas due to C. S. Hönig ([19] ; see also [10] ) of
• transforming equations (1) and (2) into integral equations with respect to the Riemann-Stieltjes integral and of • using isometries to obtain results on existence or uniqueness of a solution of such Stieltjes equations, put aside the problem of non-completeness. Suppose α fulfills certain properties. Hönig's result for equation (2) establishes the existence and uniqueness of a solution:
(A) given a Kurzweil integrable function f : [a, b] → X, X a Banach space, equation (2) admits one and only one Kurzweil integrable solution x f with resolvent given by the Neumann series (see [19] or [10] , Corollary 28).
Hönig's result for equation (1) gives an explicit solution provided it is known beforehand that there exists a solution and it is unique:
(B) if f : [a, b] → X, X a Banach space, is a Kurzweil integrable function such that there is one and only one Kurzweil integrable solution x f of (1), then f → x f is bicontinuous and the resolvent of (1) has similar integral representation, that is
where φ satisfies similar conditions required for α.
In the present notes, we give conditions for the existence of a solution of (1). In order to do this, we answer affirmatively to a conjecture of Hönig which goes back to 1978. This will imply a Fredholm Alternative-type result for a Volterra-Stieltjes integral equation. Finally, assuming that α satisfies adequate conditions, we apply Hönig's ideas mentioned above to obtain a Fredholm Alternative-type result for equation (1):
either equation (1) has one and only one solution with resolvent having similar integral representation, or the corresponding homogeneous equation
has non-trivial solutions. In this case, further conditions are assumed so that (1) admits a solution.
This paper is organized as follows. Section 2 is devoted to definitions and basic properties of the abstract Riemann-Stieltjes integrals and the presentation of a Fredholm Alternative-type result for Riemann-Stieltjes integral equations. In Section 3, we present the abstract integrals of Kurzweil and of Henstock. Also in Section 3 we give some auxiliary results and we present the Fredholm Alternative-type result for linear integral equations with respect to the Kurzweil integral. An application to boundary value problems can be found in Section 4.
The Riemann-Stieltjes integrals

Definitions and terminology.
A bilinear triple (we write BT ) is a set of three vector spaces E, F and G, where F and G are Banach spaces with a bilinear mapping B : E × F → G. For x ∈ E and y ∈ F , we write xy = B (x, y) and we denote the BT by (E, F, G) B or simply by (E, F, G). A topological BT is a BT (E, F, G) where E is also a normed space and B is continuous. We suppose that B ≤ 1.
If E and F are normed spaces, then we denote by L (E, F ) the space of all linear continuous functions from E to F . We write E = L (E, R ) and
, where R denotes the real line.
Throughout this paper, X, Y and Z always denote Banach spaces.
In particular, when 
where T D [a,b] denotes the set of all tagged divisions of [a, b] . Any subset of a tagged division of [a, b] is a tagged partial division of [a, b] and, in this case, we write d ∈ T P D [a,b] .
We now will define the Riemann-Stieltjes integrals by means of tagged 
The integrals [a,b] dα (t) f (t) and [a,b] α (t) df (t) defined above are known as Riemann-Stieltjes integrals.
Given Banach spaces X and Y and u ∈ L (X, Y ), we denote by u * ∈ L (Y , X ) the transposed operator defined by x, u * (y ) = u (x) , y , where x ∈ X and y ∈ Y . Then, for y ∈ Y and u ∈ L (X, Y ), we have
where y :
2.2. Functions of bounded B-variation, of bounded semi-variation and of bounded variation. 
Given a BT
and the variation of f is given by
Let X and Y be Banach spaces. Given c ∈ [a, b], we define the spaces
all of which are complete when endowed with the norm given by the variation V (f ) (in the first two cases) and the semi-variation SV (α) (in the last case).
The reader may want to consult [16] for more details and properties of all these spaces.
Preliminary results.
Let E be a normed space. By C ([a, b] , E) we mean the space of all continuous functions from [a, b] to E endowed with the usual supremum norm · ∞ . We define
The next result is well-known. It gives the Integration by Parts Formula for the Riemann-Stieltjes integrals. For a proof of it, see [16] .
], F ) and the Integration by Parts Formula
The next result is the Riemann-Stieltjes integral version of the well-known Saks-Henstock Lemma (Lemma 3.2 in the sequence). Its proof follows the standard steps (see for instance [29, Proposition 16] ).
Lemma 2.1 (Saks-Henstock Lemma). If ε > 0 and δ is a constant gauge of [a, b] such that for every
Remark 2.
1. An analogous result holds for [a,b] dα (t) f (t) as well.
A proof of the next result can be carried out by following the ideas of [7] , Corollary 8 using Theorem 2.1 and Lemma 2.1.
Suppose K is weakly continuous as a function of the first variable and uniformly of bounded semi-variation as a function of the second variable, that is,
). When functions of bounded variation are considered instead of functions of bounded semi-variation, we replace
A proof of the next result can be found in [2] or in [16, Theorem II.1.1].
2.4. The Fredholm Alternative and the Riemann-Stieltjes integrals.
We now prove the conjecture of Hönig (see [17] , the Remark after Theorem 9 c ).
where
Proof. It follows by straight application of Theorem 2.3 and the Saks-
It remains to prove that for every y ∈ BV
] which is δ-fine and, therefore,
where the first summand is smaller than ε by the Saks-Henstock Lemma (Lemma 2.1) and the second summand tends to zero as s → s 0 by the left continuity of the function
The proof is complete.
We denote by K (X, Y ) the subspace of L (X, Y ) of the compact linear operators and we write K (X) = K (X, X). In accordance to the Remark after Theorem 15 in [17] and because Conjecture 2.1 is true, we have the following three theorems. For a proof of them consult [17] .
for every s 0 ∈ ]a, b[ and every x ∈ X . Suppose the function
Then the Fredholm Alternative holds for these equations: Let X be a Banach space. By I X or I we mean the identical isomorphism of X. (5) is finite and equals the dimension of the vector space of all solutions of equation (7) which is also equal to the codimension of
3. 
In this case, we write f ∈ K ([a, b] , X). We use "∼" to indicate the indefinite integral of a function f ∈ K ([a, b] , X) , that is,
If we consider only constant gauges in the definition of f ∈ K ([a, b] , X), then we obtain the Riemann integral [a,b] 
In this case, we set H [a,t] f (s) ds = F (t) − F (a), for every t ∈ [a, b].
It is immediate that the inclusion H ([a, b] , X) ⊂ K ([a, b] , X) holds and if
, X) (see for instance [25] ). We use the notation K and to clearly distinguish between the integrals of Kurzweil and of Riemann (or Riemann-Stieltjes) respectively.
Let f ∈ H ([a, b] , X) and g : [a, b]
→ X be such that f = g almost everywhere in Lebesgue's sense. Then g ∈ H ([a, b] , X) and g (t) =f (t), for every t ∈ [a, b] (see for instance [6] ). An analogous result holds for [18] ), but they are ultrabornological ( [11] , Theorem 3.1 and Corollary 3.2).
As it should be expected, the integrals of Kurzweil and of Henstock are linear, additive over non-overlapping intervals and invariant over sets of Lebesgue measure zero. The indefinite integral of a Kurzweil (and hence of a Henstock) integrable function is continuous. See [12] , [14] , [22] , [23] , [25] , [28] For a proof of the next two results see [13] or [29] .
Lemma 3.1 (Cousin Lemma). Given a gauge δ of [a, b], there exists a δ-
fine d = (ξ i , t i ) ∈ T D [a,b] .
Lemma 3.2 (Saks-Henstock Lemma). If ε > 0 and δ is a gauge of [a, b] such that for every δ-fine d
The result that follows is due to Hönig and can be found in [18] or in [7, Theorem 6] .
In an analogous way, it can be proved that
A proof of Theorem 3.2 can be found in [7, Theorem 9] . Any function F : [a, b] → X, is said to be differentiable at ξ ∈ ]a, b[ with derivative DF (t), whenever for every ε > 0, there is an open neighborhood
is weakly differentiable almost everywhere if for every x ∈ X, the function
For a proof of the next two theorems, see [6] . 
Theorem 3.3. If f ∈ H ([a, b] , X), then its indefinite integral is differentiable almost everywhere and Df
(t) = f (t) for almost every t ∈ [a, b]. Theorem 3.4. If α : [a, b] → L (X, Y ) is differentiable almost everywhere and f ∈ H ([a, b] , X), then the function g α,f (t) = D σ (αf (t)) (t) belongs to H ([a, b] , Y ) and K [a,b] g α,f (t) dt = K [a,b] dα (t) f (t) .
Auxiliary results.
Suppose α ∈ SV ([a, b] , L (X, Y )) and f ∈ C ([a, b] , X). Then the Riemann-Stieltjes integral [a,b] dα (t) f (t) exists (Theorem 2.1). Furthermore, if we define
and
is continuous for every x ∈ X, and
In this case, we write α ∈C σ × SV
we consider functions of bounded variation instead of functions of bounded semi-variation, we write α ∈C σ × BV
Under these circumstances we have
Proof. By the hypothesis with respect to the first variable of α = α (t, s), for every s ∈ [a, b] and every x ∈ X,
. By the continuity of the indefinite integral, the function 
is Riemann integrable and
where we applied Theorem 2.1 to obtain the last equality. Also by Theorem 2.1, the Riemann-Stieltjes integral [a,b] 
, the Fundamental Theorem of Calculus (Theorem 3.3) implies that given t ∈ [c, d] and x ∈ X, the derivative (with respect to s) of the indefinite integral of α t (·) x exists and
Hence,
for every x ∈ X and every t ∈ [c, d]. It follows then that
for every step function g :
where the second summand is equal to zero by (10) , the first summand is smaller than
and the third summand is smaller than V α t y − g ∞ < ε. The result follows.
Let X be a Banach space. By G ([a, b] , X) we mean the space of all regulated functions f :
where ρ > 0. When equipped with the usual supremum norm, 1, 2, . . . , |d|, and
is equiregulated if and only if E is equicontinuous.
We call any subset A ⊂ X relatively compact if the closure of A in X is compact.
Then F α maps bounded and equiregulated subsets of C ([a, b] , X) to relatively compact subsets of Y if and only if
For a proof of Lemma 3.3, see [17, Theorem 4d] . As a direct consequence of Lemma 3.3 we have
X and 
If for every bounded and equiregulated subset
Proof. At first we will show that
, X) be equiregulated and bounded and let M > 0 be such that y ∞ < M for every y ∈ E. Let A = {ỹ; y ∈ E}, that is, A is the subset of all indefinite integrals of elements of E. We will prove that A is equiregulated. By Remark 3.1, it is enough to show that A is equicontinuous which is true: let s ∈ [a, b], ε > 0 and δ = ε/M , then for everyỹ ∈ A and every r ∈ [s, b] with 0 < r − s < δ,
and a similar inequality holds for r ∈ [a, s] with 0 < s − r < δ. Now, according to equations (9) and (8) (see Theorem 3.6 and its proof),
and then Suppose
] and x ∈ X. Under these conditions we have
The next theorem is Hönig's result for the linear integral equation concerning the integral of Kurzweil mentioned as result (B) in the introduction. It can be found in [19, Theorem 3.2] . 
(i.e., the equation
with [a,t] φ (t, ρ) xdρ ∈ X for every t ∈ [a, b] and every x ∈ X, and such that given
The following observations are borrowed from [19] . Now we are able to present the main result on the Fredholm Alternative for equation (11) 
and every x ∈ X, α t (s) ∈ K (X) and [a,t] α (t, ρ) xdρ ∈ X. Under these conditions we have 
and its corresponding homogeneous equation
Consider also the integral equations
Then
where the first summand is smaller than ε, the third summand is smaller than ε (s − a), and the second summand is equal to
Therefore equations (20) and (14) are equivalent and the same applies to equations (22) and (15) . By (23) and the definition of h, we have (16) and the result follows.
The next result is a consequence of Theorem 3.9. 
with [a,t] φ (t, ρ) xdρ ∈ X for every t ∈ [a, b] and every x ∈ X, and such that given f ∈ K ([a, b] , X), the solution of equation (12) is given by 
An application.
Many hypothesis imposed on problems described by integral or differential equations can be weakened by the application of the Kurzweil-Henstock integral setting in solving them. In what follows, we make some comments on the possibility of enlarging the conditions of the functions involved in a certain differential equation.
It is known that the boundary value problem
x (a) = c 1
where the functions involved are continuously differentiable, can be represented by the linear Fredholm integral equation See [20] . Suppose g is Kurzweil integrable (with, say, g highly oscillating as for instance g = dG/dt where G (t) = t 2 sin t −2 , 0 < t ≤ 1, and G (0) = 0). We will prove that f is continuous. Take All proofs presented here are borrowed from [5] . 
