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Abstract
We study the problem of safe learning and exploration in sequential control prob-
lems. The goal is to safely collect data samples from an operating environment to
learn an optimal controller. A central challenge in this setting is how to quantify
uncertainty in order to choose provably-safe actions that allow us to collect useful
data and reduce uncertainty, thereby achieving both improved safety and optimality.
To address this challenge, we present a deep robust regression model that is trained
to directly predict the uncertainty bounds for safe exploration. We then show how
to integrate our robust regression approach with model-based control methods
by learning a dynamic model with robustness bounds. We derive generalization
bounds under domain shifts for learning and connect them with safety and stability
bounds in control. We demonstrate empirically that our robust regression approach
can outperform conventional Gaussian process (GP) based safe exploration in
settings where it is difficult to specify a good GP prior.
1 Introduction
In many sequential learning tasks, we often must iteratively collect new data and then learn from
them, creating a dependency between learning and experiment design. For example, we can learn
from previous experimental outcomes to choose the next experiment to optimize future experimental
outcomes [1]. This iterative interaction between learning and experiment design poses challenges,
most notably how the updated model should inform new data collection. This challenge is further
complicated when operating within a dynamical system, as both learning and experiment design must
be integrated with dynamics modeling and controller design. We are further interested in the settings
that require safety and stability guarantees of the closed-loop controller.
Figure 1: Illustration of Motivation
Motivating Application. Consider a motivating prob-
lem of safely landing a drone at fast landing speeds
(e.g., beyond a human expert’s piloting abilities). We
typically only have partial knowledge of the underlying
dynamics and thus need to collect data to learn a better
dynamics model. However, collecting relevant training
data poses safety risks as one needs to guarantee that
landing quickly will not crash the drone before we have
collected such data. We typically start with nominal
controller designed based on a nominal dynamics model that has high uncertainty when flying close
to the ground at high speeds. Figure 1 describes the setting, where the goal is to eventually learn to
execute the orange trajectory while not being overconfident and execute the green trajectory instead
(which crashes into the ground); the initial nominal controller may only be able to execute the
blue trajectory. The goal then is to iteratively (i.e., episodically) execute increasingly aggressive
trajectories, while certifying (with high probability) the safety each trajectory to be executed.
To date, the most popular methods for safe exploration in dynamical systems are based on Gaussian
processes (GPs) [2], mainly due to their straightforward uncertainty quantification mechanism [3,
4, 5, 6, 7]. However, GPs are sensitive to model selection. Safety constraints can be violated if the
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model (i.e., the kernel) is mis-specified and hyperparameters are not well-tuned. For instance, when
equipped with a kernel that is overly optimistic in its ability to extrapolate, GP-based exploration can
choose overly aggressive behaviors, which is highly undesirable for safety-critical tasks.
Our Contributions. In this paper, we propose a deep robust regression approach for safe exploration
in model-based control. We take the perspective that each episode of exploration can be viewed as a
data shift problem, i.e., the “test” data in the proposed exploratory trajectory comes from a shifted
distribution compared to the current training set. Our approach learns to quantify uncertainty under
such covariate shift, which we then use to learn robust dynamics models to quantify uncertainty
of entire trajectories for safe exploration. In the drone example above, we would aim to gradually
increase the speed of landing by choosing controls for executing higher speed trajectories, while
simultaneously reducing uncertainty of dynamics model.
Our approach builds upon robust linear regression under covariate shifts [8], which we extend to
training deep neural networks. The resulting method learns to directly predicts an uncertainty bound
via minimizing a relative loss in terms of a base distribution using a minimax approach, where the
adversarial player is a worst-case competing probabilistic estimator from source data samples. We
analyze learning performance from both generalization and data perturbation perspectives, which
show a relation between learning errors on the target data and source prediction variances. We utilize
spectral normalized neural networks [9, 10], which guarantees certain stability properties, and derive
corresponding bounds in the robust regression framework. Our results on robust regression are of
independent interest beyond our application to control.
We integrate our robust regression analysis to address exploration in model-based control, and derive
safety and stability bounds for control performance when learning robust dynamics models. We
propose a novel safe exploration algorithm that guarantees safety during control deployment, and
also derive convergence guarantees to optimal dynamics estimator and controller. We empirically
show that our approach outperforms conventional GP-based safe exploration with much less tuning
effort in two scenarios: (a) inverted pendulum trajectory tracking; and (b) fast drone landing using an
aerodynamics simulation based on real-world flight data [10].
2 Robust Regression
2.1 Robust regression under covariate shifts
Covariate shift refers to the distribution shift caused only by the input variables P (x), but not the
conditional output distribution P (y|x). This assumption is valid in many cases, especially in dynami-
cal systems. In our motivating safe landing example, there is a universal “true” aerodynamics model,
but we typically only observe training data from a small part of the state space. We now briefly recap
the original robust regression model. The method tries to robustly minimize a relative loss function
defined as the difference in condition log-loss between an estimator Pˆ (y|x) and a baseline conditional
distribution P0(y|x) on the target data distribution Ptrg(x)P (y|x). This loss essentially measures
the amount of expected “surprise" in modeling true data distribution Ptrg(x)P (y|x) that comes
from Ptrg(x)Pˆ (y|x) instead of Ptrg(x)P0(y|x): relative loss L := EPtrg(x)P (y|x)
[
− log Pˆ (Y |X)P0(Y |X)
]
.
We constrain the true condition probability P (y|x) to satisfy certain statistical properties Γ of
the source data distribution Psrc(x): Γ := {P (y|x)||EPsrc(x)P (y|x)[Φ(X,Y )] − c| ≤ λ}, where
c = 1n
∑n
i=n φ(xi, yi) is a vector of statistics measured from the source data. We then seek to
find the regression model that is robust to the “most surprising" distribution that can arise from
covariate shift: minPˆ (y|x) maxP (y|x)∈Γ L. The solution of this problem has the parametric form:
Pˆ (y|x) ∝ P0(y|x)e
Psrc(x)
Ptrg(x)
θTΦ(x,y), with parameters obtained maximum condition log likelihood
estimation with respect to the target distribution: θ = arg maxθ EPtrg(x)P (y|x)
[
log Pˆθ(Y |X)
]
.
2.2 Robust regression with deep neural networks
To apply the ideas in Section 2.1, we observe that one can directly compute the gradient of the
original problem, since it is only associated with source training samples, without regularization:
Obj(θ) := EPtrg(x)P (y|x)
[
log Pˆθ(Y |X)
]
,∇θObj(θ) = EPsrc(x)Pˆθ(y|x)[Φ(X,Y )]− c.
2
Algorithm 1 Stochastic Gradient Descent for
Deep Robust Regression under Covariate Shift
Input: Source data points {(xi, yi)}, density ra-
tios ri = Psrc(xi)Ptrg(xi) , DNN φ(x) with initialization,
DNN SGD optimizer Opt, learning rate γ, regu-
larizer λ, epoch number T .
Θ← random initialization, epoch = 0
While epoch < T
For each mini-batch
Evaluate φ(x)
Compute µ(φ(x),Θ) with Eq. 1;
Compute σ(x,Θ) with Eq. 2.
Compute∇ΘxObj(Θ) with Eq. 4;
Compute∇ΘyObj(Θ) with Eq. 3.
Θx ← Θx − γ(∇ΘxObj(Θ);
Θy ← Θy − γ(∇ΘyObj(Θ);
Back-Propagate through networks.
Opt(γ).step()
Output: Trained NN φ(x) and Θ
This sidesteps the need to explicitly evaluate the
objective function, which we cannot do without
ground truth on the target distribution by lever-
aging structural properties of the linear minimax
problem. But it is a non-standard gradient compu-
tation in deep learning. We provide a derivation
that is straightforward for implementation using
deep learning packages. We also present new the-
oretical results in Section 2.3.
If we utilize a quadratic feature function on the
last layer of the network and incorporate additional
parameters Θ = [Θx,Θy], we obtain a Gaussian
distribution and the following form of mean and
variance of the predicted output variable:
µ(φ(x),Θ) (1)
= (2rxΘy + σ
−2
0 )
−1(−2rxΘTxφ(x) + µ0σ−20 ),
σ2(Θ) = (2rxΘy + σ
−2
0 )
−1, (2)
where (µ0, σ20) is the mean and variance of the
base distribution P0(y|x), φ(x) is the output of the deep neural networks, the corresponding quadratic
feature function is Φ(x, y) = Vector([y φ(x)T ]T [y φ(x)T ]), and rx is the density ratio of a data
point Psrc(x)Ptrg(x) . Note that we regard rx as density ratio estimated independent from this framework.
Then the gradient for the additional parameters Θ becomes:
∇ΘyObj(Θ) =
1
n
n∑
i
y2i −
1
n
n∑
i
µ2(φ(xi),Θ)− σ2(Θ), (3)
∇ΘxObj(Θ) =
1
n
n∑
i
(yi − µ(φ(xi),Θ))φ(xi). (4)
We then back-propagate the gradients to variables in NN. We show a gradient descent version for
learning both the parameters in NN and Θ in Algorithm 1.
Figure 2: Robust Regres-
sion with 3 data points
Figure 2 shows an intermediate step using robust regression to explore
stateless space. Intuitively, the method produces less certain predictions
where there is less training data distribution support. The density ratio
and base distribution P0(y|x) determine the uncertainty, and uncertainty is
only reduced when there are training data samples. Moreover, when the
mean estimator is inaccurate, variance estimator is large to compensate the
possible error in prediction with larger uncertainty. We refer a more detailed
discussion of the stateless case to the Appendix A.2.6.
2.3 Learning performance analysis
The learning performance of our deep robust regression approach can be analyzed from two perspec-
tives: generalization error under distribution shift and error bound under data perturbation based on
Lipschitz continuity. We first establish a general form of the bounds and then derive concrete versions
for both linear and deep predictors. The proofs are in the appendix.
Theorem 1. [Generic generalization and perturbation bounds] Assume S is a training set
with i.i.d. data xi, ..., xn sampled from Psrc(x) , F is a regression function class satisfying
supx∈X ,f,f ′∈F |f(x) − f ′(x)| ≤ M , RˆS(F) is the Rademacher complexity on S, W is the up-
per bound of true density ratio supx∼Psrc(x)
Ptrg(x)
Psrc(x)
≤ W , θy ∈ (0, B], the weight estimation
supx∈S r(x) ≤ R, base distribution variance is σ20 , and λ is the upperbound of all λi among
the dimensions of φ(x). When learning a fˆ ∈ F on Ptrg(x, y), the following generalization error
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bound holds with probability at least 1− δ,
EPtrg(x,y)[(y − fˆ(x))2] ≤W
(2RB + σ−20 )−1 + λ+ 4MRˆS(F) + 3M2
√
log 2δ
2n
 .
If we assume that target data samples x’s stay in a ball B() with diameter  from the source data
S, B() = x| supx′∈S ‖ x− x′‖ ≤ , the true function f(x) is Lipschitz continuous with constant L,
and the robust regression mean estimator fˆ is also Lipschitz continuous with constant Lˆ, then,
sup
x∈B(),y∼f(x)
[(y − fˆ(x))2] ≤ ((2RB + σ−20 )−1/2 +
√
λ+
(
L+ Lˆ
)
‖‖)2. (5)
We can further upper bound the Rademacher complexity if we know the function class.
Corollary 1. [The linear case] IfH is linear function class with ‖ θx‖ ≤ A, i.e. we only use linear
features for φ(x), and supx∈S ‖ x‖ ≤ X, the following holds with probability at least 1− δ,
EPtrg(x,y)[(y − fˆ(x))2] ≤W
(2RB + σ−20 )−1 + λ+ 8A2X2B2 + 3A2X2B2
√
log 2δ
2n
 .
The corresponding perturbation bounds for a linear function class is,
sup
x∈B(),y∼f(x)
(y − fˆ(x))2 ≤ ((2RB + σ−20 )−1/2 +
√
λ) +
(
L+
A
B
)
||||)2. (6)
For deep robust regression, we utilize spectral normalized deep neural networks [9] and upper bound
the Radermacher Complexity using the bounded spectral complexity [9].
Corollary 2. [The neural network case] Let neural networks φ(x) = FA(x) use L fixed nonlinear-
ities (σ1, ..., σL), which are ρi-Lipschitz and σi(0) = 0. Let reference matrices (C1, .., CL) be given,
as well as spectral norm bounds (si)Li=1, and l1 norm bounds (bi)
L
i=1. If
√∑
i ||xi||22 ≤ I , for robust
regression using network FA with weight matrices A = (A1, ..., AL) and maximum dimension of
each layer is at most D obey ||Ai||σ ≤ si, ||ATi − CTi ||2,1 ≤ bi, and ||FA(x)||2 ≤ X, the following
holds with probability at least 1− δ,
EPtrg(x,y)[(y − fˆ(x))2]
≤W
(2RB + σ−20 )−1 + λ+ 32AX
Bn
3
2
+
288A2X
nB2I
lnn
√
RA ln(2D2) + 3A
2X2
B2
√
log 2δ
2n
 , (7)
whereRA is the spectral complexity of networks FA(x),RA :=
(∏L
j=1 s
2
jρ
2
j
)(∑L
i=1(
bi
si
)
2
3
)3
; The
corresponding perturbation bounds for spectral normalized deep neural networks is,
sup
x∈B(),y∼f(x)
[(y − fˆ(x))2] ≤ ((2RB + σ−20 )−1/2 +
√
λ) +
(
L+
A
B
RA
)
||||)2 (8)
3 Control with a Robust Regression Dynamics Estimator
We propose to learn the non-linear dynamics using deep robust regression under covariate shift, which
is used to safely explore and collect data to improve model accuracy and derive improved control
polices.1 In order to connect learning to control, we need to adapt the general analysis of robust
regression to fit the control context, i.e., to analyze entire trajectory behaviors. Instead of assuming
the target data is IID samples from a static target data distribution, which can be too conservative
considering robustness on a large target data distribution consisting of all possible unseen states, we
propose to only consider one trajectory as the targe data distribution at a time, and to use robust
dynamics regression to establish safety and stability guarantees. We then enlarge the set of safe
trajectories episodically by collect training data along the executed trajectory and update the dynamics
model accordingly. We now introduce the dynamics model and controller design. Note that all the
norms in this section are the 2-norm. All proofs are in the appendix.
1 Note that robust regression is also applicable to the standard experimental design setting (e.g., Bayesian
optimization), and we conduct an empirical evaluation of that setting in the Appendix A.2.6.
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3.1 A mixed model for robotic dynamics
Consider the following mixed model for continuous robotic (drone & pendulum in our experiments)
dynamics:
M(q)q¨ + C(q, q˙)q˙ +G(q)−Bu = d(q, q˙)︸ ︷︷ ︸
unknown
, (9)
with generalized coordinates q ∈ Rn (and their first & second time derivatives, q˙ & q¨), control input
u ∈ Rm, inertia matrix M(q) ∈ Sn++, centrifugal and Coriolis terms C(q, q˙) ∈ Rn×n, gravitational
forces G ∈ Rn, actuation matrix B ∈ Rn×m and some unknown residual dynamics d ∈ Rn. Note
that the C matrix is chosen to make M˙ − 2C skew-symmetric from the relationship between the
Riemannian metric M(q) and Christoffel symbols. Here d is general, which potentially captures both
parametric and nonparametric unmodelled terms.
Definition of safety in trajectory tracking. The state vector is denoted as x(t) = [q(t), q˙(t)],
x ∈ R2n. The main objective for a robotic system is to track some time-varying desired trajectory
xd(t) = [qd(t), q˙d(t)]. Simultaneously, we want to guarantee safety: x(t) ∈ S,∀t, with high
probability, where S is some safety set. It is obvious that xd(t) ∈ S,∀t. However, because we do
not know d a priori, the tracking error x˜(t) , x(t) − xd(t) may be large such that ∃t, x(t) /∈ S.
There are two 1-d examples following.
𝛼 𝑙
𝑚
𝑢 𝑔
unknown 
external wind
unsafe
region
𝑧
unknown 
aerodynamics
𝑚 𝑔
ground
𝑢
safe condition:
landing speed < 1m/s
Figure 3: Illustration of two examples
Example 1 (inverted pendulum with external wind).
In addition to the classical pendulum model, we con-
sider some unknown external wind. Dynamics can be
described as ml2α¨−mlg sinα− u = d(α, α˙), where
d(α, α˙) is external torque generated by the unknown
wind. Our control goal is to track αd(t) = sin(t), and
the safety set is S = {(α, α˙) : |α| < 1.5}.
Example 2 (drone landing with ground effect) For this example, we consider drone landing
with unknown ground effect. Dynamics is mz¨ + mg − cTu2 = d(z, z˙), where cT is the thrust
coefficient. The control goal is smooth and quick landing, i.e., quickly driving z → 0. The safety set
is S = {(z, z˙) : when z = 0, z˙ > −1}, i.e., the drone cannot hit the ground with high velocity.
3.2 Model based nonlinear control
We design a nonlinear controller, which can leverage robust regression of d(q, q˙) in Eq. 9. Define
the reference trajectory as q˙r = q˙d − Λq˜, where q˜ = q − qd, and the composite variable as
s = q˙ − q˙r = ˙˜q + Λq˜, where Λ is positive definite. The control objective is to drive s to 0 or a small
error ball in the presence of bounded uncertainty. With the robust estimation of d(q, q˙), dˆ(q, q˙), we
propose the following nonlinear controller:
u = B†(M(q)q¨r + C(q, q˙)q˙r −Ks+G(q)− dˆ(q, q˙)), (10)
where K is a positive definite matrix, and † denotes the Moore-Penrose pseudoinverse.
With the control law Eq. 10, we will have the following closed-loop dynamics:[
M(q) 0
0 I
] [
s˙
˙˜q
]
+
[
C(q, q˙) +K 0
−I Λ
] [
s
q˜
]
=
[
d− dˆ
0
]
=
[

0
]
. (11)
where  = d− dˆ is the approximation error between d and dˆ.
3.3 Stability analysis and trajectory bound
To connect learning with control, we set ‖‖2 = ‖d− dˆ‖2 to correspond with the bounds in Section
2.3. The first option is to connect to Theorem 1, where target data is only a single trajectory xtrg(t)
that deviates from those in the training data, which means W is further bounded. The second option
is to use a perturbation bound, where xtrg(t) ∈ B(). We omit rewriting of the bounds here and refer
to appendix A.1.1, but emphasize that ‖‖ is upper bounded with ‖‖ ≤ supx∈xtrg(t) ‖(x)‖ when
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we define target data in a specific set and use robust regression for learning dynamics. We show
‖x(t)− xd(t)‖ , ‖x˜(t)‖ (Euclidean distance between the desired trajectory and the real trajectory)
is bounded when the error of the dynamics estimation is bounded. Again, recall that x = [q, q˙] is our
state, and xd(t) is the desired trajectory.
Theorem 2. Suppose x is in some compact set X , and m = supx∈X ‖‖. Then x˜ will exponentially
converge to the following ball: limt→∞ ‖x˜(t)‖ = γ · m, where
γ =
λmax(M)
λmin(K)λmin(M)
√
(
1
λmin(Λ)
)2 + (1 +
λmax(Λ)
λmin(Λ)
)2. (12)
3.4 Safe exploration algorithm
Algorithm 2 Safe Exploration for Control using
Robust Dynamics Estimation
Input: Pool of desired trajectories with parame-
ter k, xkd(t), k = 1, 2, ....,K, cost function J , ro-
bust regression model of dynamics f , controller U ,
safety set S, base distributionN (µ0, σ20), parame-
ter β
Dynamics model f0 = N (µ0, σ20)
Training set = ∅, f = f0
While t = 1, ..., T
Safe trajectory list L = ∅
For i = 1, ...,K
Predict (µ, σ2) = f(xkd(t))
σm = maxσ(x
k
d(t)); m = βσm
If worst-case trajectory in S
Add xkd(t) to L
Track x∗d(t) = arg minxd(t)∈L J(xd(t))
to collect data x′(t) using controller U
Add data x′(t) to Training set
Train dynamics model f ′, f = f ′
Output: dynamics model f , last desired trajectory
xT (t) and actual trajectory x′T (t)
Theorem 2 indicates that if we can design a com-
pact set X and find the corresponding maximum
error bound m = supx∈X ‖‖ on it, we can use
it to decide whether a trajectory in this set is safe
or not by checking whether its worst-case possible
tracking trajectory is in the safety set S.
In practice, we design a pool of desired trajectories
and use the current predictor of the dynamics to
find the worst-case possible tracking trajectory for
each of the desired ones. Note that the worst-case
tracking trajectories can be computed by generat-
ing a “tube" using euclidean distance in Theorem 2.
We then eliminate unsafe ones and choose the most
“aggressive" one in terms of the primary objective
function for the next iteration. Instead of evaluat-
ing the actual upper bound, we use βmaxx σ(x)
for measuring m as an approximation, since it
is guaranteed that the error is within βmaxx σ(x)
with high probability as long as the prediction is a
Gaussian distribution, if the true function is drawn
from the same distribution. We refer a detailed dis-
cussion to Appendix A.1.2. Algorithm 2 describes
this safe exploration procedure.
3.5 Convergence analysis
We show that using Algorithm 2, we are able to reach optimality in terms of learning the dynamics
model, i.e. converge to the optimal predictor in the function class.
Theorem 3. If there exists an optimal predictor f∗ in function class F , f∗ = arg minf∈F,x∈X (y −
f(x))2, with mean and variance estimates (µ∗(x), σ2(x)∗), the sequence of estimator from robust
regression in each step consist of µ0, µ1, ..., µt and σ0, σ1, ..., σt, for any , the output of Algorithm 2
converge to f∗, ‖fˆ(x)− f∗(x)‖ ≤  with T as the smallest integer that satisfies the following with
at least probability 1− δ:
T∑
t=1
t∑
i=1
√
2(σ2i (x) + σ
2
i−1(x)) log
( |X |
2δ
)
+ (µt(x)− µ∗(x)) ≤ T. (13)
Given the convergence of the dynamics model, we can prove the optimal desired trajectory is collected
and tracked with good control performance at the end.
Corollary 3. If there exist an optimal trajectory parameter k∗ for the controller to track x∗d(t) safely
and obtain minimal cost function among all the safe trajectories when the estimated dynamic model
fˆ(x) satisfies ‖fˆ(x) − f∗(x)‖ ≤  for all x ∈ X , x∗d(t) is collected by Algorithm 2, as well as
being tracked with ‖x′(t)− x∗d(t)‖ ≤ γ for all t, with γ in Theorem 2, where x′(t) is the tracking
trajectory using f∗(x) as dynamics estimation.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 4: Top Row. Results on the pendulum task: (a) the first, (b) the third, and (c) the fifth iteration
phase portrait of angle and angular velocity, dashed line shows the worst-case possible trajectory in
tracking, according to Theorem 2; heatmap shows the prediction of unknown dynamics (the wind);
(d) the unknown dynamics ground truth. Bottom Row. Results on the drone landing task: (e) the
first, (f) the fifth, and (g) the tenth iteration phase portrait with height and velocity; heatmap shows
the prediction of unknown dynamics (the ground effect); (h) the ground effect ground truth.
4 Experiments
We conduct experiments on simulation on the inverted pendulum and drone landing examples as
discussed in Section 3.1. We use kernel density estimation to estimate density ratios. We demonstrate
that our approach can reliably and safely converge to optimal behavior. We also compare with a
Gaussian process (GP) version of Algorithm 2. In general, we find that it is difficult to tune kernel
parameters, and all GP models underperform compared to our approach.
Example 1 (inverted pendulum with external wind). Recall that the safety set is S = {(α, α˙) :
|α| < 1.5} in the pendulum case, and the final control goal is to track αd(t) = sin(t). Therefore our
desired trajectory pool is P(C) = {αd(t) = C ·sin(t), 0 < C ≤ 1}. The ground truth of wind comes
from quadratic air drag model. We use the angle upper bound in trajectory as the reward function
for choosing “most aggressive" trajectories. Figure 4 demonstrates the exploration process with
selected desired trajectories, worst-case tracking trajectory under current dynamics model, tracking
trajectories with the ground truth unknown dynamics model, and actual tracking trajectories. Here
we use base distribution N (0, 0.4) to start with and β = 0.5. As shown in Figure 4 (a) to (c), the
algorithm selects small C to guarantee safety at the beginning, and gradually is able to select larger
C values and track it with small error.
Example 2 (drone landing with ground effect) Recall that the safety set is S = {(z, z˙) :
when z = 0, z˙ > −1}, which means the drone can not hit the ground with high velocity. Our desired
trajectory pool is P(C, hd) = {zd(t) = e−Ct(1+Ct)(1.5−hd)+hd, 0 < C, 0 ≤ hd < 1.5}, which
means the drone smoothly moves from z(0) = 1.5 to the desired height hd. If hd = 0, the drone
lands successfully. Note that greater C means faster landing. We use smaller landing time as the
reward function that determines the next “aggressive" trajectory. The ground truth of aerodynamics in
landing comes from a dynamics simulator that is trained in [10], where d(z, z˙) is a four-layer ReLU
neural network trained by real flying data. Here we use base distributionN (0, 1) for robust regression
and β = 1. Results in Figure 4(e) to (g) demonstrate that, because of the lack of aerodynamics
d(z, z˙), hd = 0 and big C may not be safe at the beginning. Starting from conservative desired
trajectories, the safe exploration using robust regression is able to track more aggressive desired
trajectory with hd = 0 and big C while staying safe.
7
Figure 5: Comparison with GPs
Comparison with GPs. We examine here drone landing time,
and defer examining the simpler pendulum setting to the appendix.
We compare against five GP models with a wide range of kernel
parameters, including both ones that are optimistic or conservative
about their prediction uncertainty, by setting different bandwidths
in the RBF kernel. Figure 5 shows that our approach outperforms
all GP models. Modeling the ground effect is notoriously chal-
lenging [10], and the GP suffers from model mis-specification. In
contrast, our approach can fit general non-linear function estima-
tors such as deep neural networks adaptively to the available data,
which leads to more flexible inductive bias and better fitting of the
data and uncertainty quantification. Additional results for the drone landing setting as well as inverted
pendulum are in Appendix A.5. The supplemental material also contains a video demoing the results.
5 Related Work
Safe Exploration. Safe exploration methods commonly use Gaussian processes (GPs) to quantify
uncertainty [11, 12, 13, 3, 4, 14, 15, 5, 6, 7]. These methods are related to bandit algorithms [16]
and typically employ upper confidence bounds [17] to balance exploration versus exploitation [18].
As discussed above, GP-based approaches can be sensitive to model selection. One could blend
GP-based modeling with general function approximations (such as deep learning) [5, 19], but the
resulting optimization-based control problem can be challenging to solve. Other approaches either
require having a safety model pre-specified upfront [20], are restricted to relatively simple models
[21], have no convergence guarantees during learning [22], or have no guarantees at all [23]. Our
work also shares some similarity with [24, 25], which use deep neural networks for sampling-based
optimization; however, those approaches have no guarantees and so are unsuitable for safe exploration.
Distribution Shift. The study of data shift has seen increasing interest in recent years, owing to the
widespread practical issue that real test distributions rarely match the training distribution. Our work
is stylistically similar to [26, 8, 27, 28], which also frame uncertainty quantification through the lens
of covariate shift, although ours is the first to extend to deep neural networks with rigorous guarantees.
More broadly, dealing with domain shift is a fundamental challenge in deep learning, as highlighted
by their vulnerability to adversarial inputs [29], and the implied lack of robustness. Beyond robust
estimation, the typical approaches are to either regularize [30, 31, 32, 9, 33, 10, 34, 35] or synthesize
an augmented dataset that anticipates the domain shift [36, 37, 38]. We take the former approach by
employing spectral normalization [9, 10] in conjunction with robust estimation.
6 Conclusion & Future Work
In this paper, we propose an algorithmic framework for safe exploration in model-based control. To
quantify uncertainty, we develop a robust deep regression method for dynamics estimation. Using
robust regression, we explicitly deal with data shifts during episodic learning, and in particular can
quantify uncertainty over entire trajectories. We prove the generalization and perturbation bounds for
robust regression, and show how to integrate with control to derive safety bounds in terms of stability.
These bounds explicitly translates the error in dynamics learning to the tracking error in control.
From this, we design a safe exploration algorithm based on a finite pool of desired trajectories. We
prove that the proposed safe exploration algorithm converges to the optimal dynamics estimator in its
function class, as well as the optimal controller for tracking optimal desired trajectories.
There are many avenues for future work. For instance, our safety criterion was relatively simple, and
one can consider employing more sophisticated criteria that require more sophisticated certification
approaches such as reachability analysis [6]. Our theoretical analysis can also be improved, since
tighter safety guarantees can lead to dramatically improved performance. Directions to explore
include incorporating other regularization techniques, relaxing from Gaussian observation noise,
and incorporating more sophisticated density estimation techniques. Another interesting direction
is to incorporate with deep kernel learning [39] for safe exploration, which does make stronger
assumptions (uses a Gaussian process model) but might alleviate some issues with kernel parameter
tuning. Finally, our deep robust regression approach is of independent interest beyond model-based
control, and can be incorporated in other applications as well.
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A Appendix
A.1 Additional Theoretical Results
A.1.1 Improved Bounds for Control
As explained in the paper, we can further improve the learning bounds in the control context when we
control the target data in a strategically way. In Theorem 1, W is the upper bound of the true density
ratio of this two distribution, which potentially can be very large when target data is a very different
one from the source. However, we can choose our next trajectory as the one not deviate too much
from the source data in practice, so that further constraining W and also  in Theorem 1. We can
rewrite the theorem as:
Theorem 4. [Improved Generalization and perturbation bounds in general cases] Assume S is
a training set S with i.i.d. data xi, ..., xn sampled from Psrc(x) , F is the function class of mean
estimator fˆ in robust regression, it satisfies supx∈X ,f,f ′∈F |f(x) − f ′(x)| ≤ M , RˆS(F) is the
Rademacher complexity on S, W is the upper bound of true density ratio supx∼Psrc(x)
Ptrg(x)
Psrc(x)
≤W ′,
θy ∈ (0, B], the weight estimation supx∈S r(x) ≤ R, base distribution variance is σ20 , λ is the
upperbound of all λi among the dimensions of φ(x), we have the generalization error bound on
Ptrg(x, y) hold with probability 1− δ,
EPtrg(x,y)[(y − fˆ(x))2] ≤W ′
(2RB + σ−20 )−1 + λ+ 4MRˆS(F) + 3M2
√
log 2δ
2n

If we assume target data samples x’s stay in a ball B() with diameter ′ from the source data S,
B() = x| supx′∈S ‖x− x′‖ ≤ ′ the true function f(x) is Lipschitz continuous with constant L and
the robust regression mean estimator fˆ is also Lipschitz continuous with constant Lˆ,
sup
x∈B(),y∼f(x)
[(y − fˆ(x))2] ≤ ((2RB + σ−20 )−1/2 +
√
λ+
(
L+ Lˆ
)
‖′‖)2 (14)
Note that in generalization bound, we can further improve the bound if we know what is the method
for estimating density ratio r and further relate the overall learning performance with the density
ration estimation. Here, we just use r as if it is a value that is given to us beforehand.
A.1.2 High Probability Bounds for Gaussian Distribution
In Algorithm 2, we use βσ(x) as our approximation of the learning error from the robust regression
instead of measuring the actual learning upper bound, which is hard to evaluate. Here we give the
justification.
If the prediction from robust regression is N (µ(x), σ2(x)), assuming true function is drawn from
the same distribution, we have Pr{|f(x) − µ(x)| > √βσ(x)} ≤ e−β/2. Also, for a unit nor-
mal distribution r ∼ N (0, 1), we have Pr{r > c} = e−c2/2(2pi)−1/2 ∫ e−(r−c)2/2−c(r−c)dr ≤
e−c
2/2Pr{r > 0} = (1/2)e−c2/2. Therefore, for data S, |f(x) − µ(x)| ≤ β−1/2σ(x) hold with
probability greater than 1− |S|e−βσ/2. Therefore, we can choose β in practice and it corresponds
with different probability in bounds.
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A.2 Proof of Theoretical Results
A.2.1 Proof of Theorem 1
Proof. We first prove the generalization bound using standard Redemacher Complexity for regression
problems:
EPtrg(x,y)[(y − yˆ(x))2]
=
Ptrg(x, y)
Psrc(x, y)
EPsrc(x,y)[(y − yˆ(x))2] (Covariate Shift Assumption)
=
Ptrg(x)
Psrc(x)
EPsrc(x,y)[(y − yˆ(x))2]
≤W
 1
n
n∑
i=1
(yi − yˆ(xi))2 + 4MRˆS(F) + 3M2
√
log 2δ
2n

= W
 1
n
n∑
i=1
(yi − yˆ(xi))2 + 4MRˆS(F) + 3M2
√
log 2δ
2n

≤W
 1
n
n∑
i=1
y2i − yˆ(xi)2 + 4MRˆS(F) + 3M2
√
log 2δ
2n

= W
 1
n
n∑
i=1
σ2(xi) + λ+ 4MRˆS(F) + 3M2
√
log 2δ
2n
 (Gradient of training vanishes:
y2 − (µ(x)2 + σ2(x))− λ = 0)
≤W
 1
n
n∑
i=1
σ2(xi) + λ+ 4MRˆS(F) + 3M2
√
log 2δ
2n
 (15)
where supx∈X;f,f ′∈F |h(x)− h′(x)| ≤M , RˆS(F) is the Rademacher complexity on the function
class of mean estimate Eq. 1, and the variance term σ2(x) is the empirical variance of the robust
regression model and follows Eq. 2. This is a data-dependent bound that relies on training samples.
We next prove the perturbation bounds. Assuming x stays in a ball B(δ) with diameter δ from
the source training data S, B() = {x| supx′∈S ‖x− x′‖ ≤ }, the true function f(x) is Lipschitz
continuous with constantL and the mean function of our learned estimator is also Lipschitz continuous
with constant Lˆ, then we have
sup
x∈B(),y∼f(x)
(y − yˆ(x))2
≤ sup
x∈S,y∼f(x)
(|y − yˆ(x)|+ (L+ Lˆ)‖‖)2
≤ sup
x∈S,y∼f(x)
(|y − yˆ(x)|+ (L+ Lˆ)‖‖)2
≤ sup
x∈S,y∼f(x)
(
√
|y − yˆ(x)|2 + (L+ Lˆ)‖‖)2
≤ sup
x∈S,y∼f(x)
(
√
|y2 − yˆ2(x)|+ (L+ Lˆ)‖‖)2
= sup
x∈S
(
√√√√ 1
n
n∑
i=1
σ2(xi) + λ+ (L+ Lˆ)‖‖)2 (Gradient of training vanishes:
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y2 − (µ(x)2 + σ2(x))− λ = 0)
= sup
x∈S
(
√√√√ 1
n
n∑
i=1
σ2(xi) +
√
λ+ (L+ Lˆ)‖‖)2 (16)
If we have an upperbound for the parameter θy ∈ (0, B] and the weight estimation r ≤ R, we have
1
n
n∑
i=1
σ2(xi) ≤ (2RB + σ−20 )−1
(17)
Therefore, the generalization bound and perturbation bounds can be written as
EPtrg(x,y)[(y − yˆ(x))2] ≤W
(2RB + σ−20 )−1 + λ+ 4MRˆS(F) + 3M2
√
log 2δ
2n
 (18)
sup
x∈B(),y∼f(x)
(y − yˆ(x))2 ≤ ((2RB + σ−20 )−1/2 +
√
λ+ (L+ Lˆ)‖‖)2 (19)
A.2.2 Proof of Corollary 1
Proof. If function class is linear, assuming ‖θx‖ ≤ A, we can further bound the Rademacher
complexity of h = µ(x,Θ) when µ(x,Θ) is an linear model. Indeed, the mean estimate has the form
wi ·xi+b, where wi = −2θxr2θyr+ 1
σ20
and b =
µ0
σ20
2θyr+
1
σ20
. If r is large enough to make 2θyr dominating 1σ20 ,
wi is approximately − θxθy . When r is very small, wi is approximately 0. Moreover, in this problem,
we usually set µ0 = 0. Therefore, mean estimate is approximately a linear model < wi · x > with
parameters ‖wi‖ upper bounded by ‖θx‖|θy| and lower bounded by 0. Here, we regard r as a weight
scalar with no relation of x and ‖wi‖ < AB . If we have ‖x‖ < X,
RˆS(F) = 2
m
Eγ max
h∈H
m∑
i=1
γih(xi)
=
2
m
Eγ max
‖wi‖<AB
m∑
i=1
γi < wi, xi >
=
2
m
Eγ max
‖wi‖<AB
m∑
i=i
< wi, γixi >
≤ 2
m
Eγ max
‖wi‖<AB
m∑
i=1
‖wi‖‖γixi‖
≤ 2A
mB
Eγ
m∑
i=1
‖γixi‖
≤ 2A
mB
Eγ
m∑
i=1
‖γi‖‖xi‖
=
2AX
B
(20)
Therefore, we have:
EPtrg(x,y)[(y − yˆ(x))2] = W
(2RB + σ−20 )−1 + λ+ 8MAXB + 3M2
√
log 1δ
2n

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We have M ≤ AXB ,
EPtrg(x,y)[(y − yˆ(x))2] = W
(2RB + σ−20 )−1 + λ+ 8A2X2B2 + 3A2X2B2
√
log 2δ
2n

For the perturbation, when it is linear, we have Lˆ ≤ AB , therefore it’s straightforward that
sup
x∈B(),y∼f(x)
(y − yˆ(x))2 ≤ ((2RB + σ−20 )−1/2 +
√
λ+ (L+
A
B
)‖‖)2 (21)
A.2.3 Proof of Corollary 2
The proof heavily adapts results in Lemma A.8 in [9].
Proof. According to Lemma A.8 and Theorem 3.3 in [9], we have for squared loss in regression, the
covering number is:
lnN (L, , ‖ · ‖) ≤ L2L
‖X‖22 ln(2W 2)
2
RA, (22)
where L is the family of things obtained by evaluating X with all choices of the network, which is
the function we are investigating, the squared loss on output of a approximate linear layer on top of a
neural network in our case, W is the maximum width of the network, X is the data input,  comes
from the definition of the cover number, LL is the Lipschitz constant of loss function, andRA is the
spectral norm RA :=
(∏L
j=1 s
2
jρ
2
j
)(∑L
i=1(
bi
si
)
2
3
)3
. In our case, we assume ‖X‖22 is bounded by
X, LL is 2AB . According to the bound of Radermacher Complexity, if lnN (L, , ‖ · ‖) is denoted as
R
2 , which means R = L
2
L‖X‖22 ln(2W 2)RA,
L ≤ inf
α>0
(
4α√
n
+
12
n
∫ √n
α
√
R

d
)
= inf
α>0
(
4α√
n
+ ln(
√
n/α)
12
√
R
n
)
, (23)
where inf can be optimized at α = 1n . This is a general result, regardless of R, which can be different
for different loss functions. Therefore, for our case,
L ≤ 4
n3/2
+ 18 lnn
12R
n
=
4
n3/2
+ 18 lnn
12
√
L2L‖X‖22 ln(2W 2)RA
n
(24)
=
4
n3/2
+ 36
AX
B
lnn
12
√
ln(2W 2)RA
n
(25)
Therefore, when we know M ≤ AXB ,
EPtrg(x,y)[(y − fˆ(x))2]
≤W
(2RB + σ−20 )−1 + λ+ 32AX
Bn
3
2
+
288A2X
nB2I
lnn
√
RA ln(2W 2) + 3A
2X2
B2
√
log 2δ
2n
 ,
(26)
In the perturbation case, the Lipschitz constant of our spectral normalized network is ARAB , we have
sup
x∈B(),y∼f(x)
[(y − fˆ(x))2] ≤ ((2RB + σ−20 )−1/2 +
√
λ) +
(
L+
A
B
RA
)
||||)2 (27)
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A.2.4 Proof of Theorem 2
Proof. Consider the following Lyapunov function:
V = sTMs. (28)
Using the closed-loop eq. (11) and the property M˙ − 2C skew-symmetric, we will have
d
dt
V = −2sTKs+ 2sT . (29)
Note that
d
dt
V ≤ −2λmin(K)‖s‖2 + 2‖s‖m. (30)
Using the comparison lemma [7], we will have
‖s‖ ≤
√
λmax(M)
λmin(M)
e−
K
λmax(M)
t‖s(0)‖+ λmax(M)
λmin(K)λmin(M)
(1− e− Kλmax(M) t) · m. (31)
Therefore s will exponentially converge to
λmax(M)
λmin(K)λmin(M)
· m (32)
Since s = ˙˜q + Λq˜, ‖q˜‖ will exponentially converge to
λmax(M)
λmin(Λ)λmin(K)λmin(M)
· m. (33)
Moreover, since
‖ ˙˜q‖ ≤ ‖s‖+ λmax(Λ)‖q˜‖, (34)
‖ ˙˜q‖ will converge to
(
λmax(M)
λmin(K)λmin(M)
+
λmax(Λ)λmax(M)
λmin(Λ)λmin(K)λmin(M)
) · m. (35)
Recall that x˜ = [q˜, ˙˜q]. Thus finally we have the following upper bound of the error ball:
‖x˜‖ → λmax(M)
λmin(K)λmin(M)
√
(
1
λmin(Λ)
)2 + (1 +
λmax(Λ)
λmin(Λ)
)2 · m. (36)
A.2.5 Proof of Theorem 3
Proof. We make the following assumption. X is the final set of target data we want to investigate.
It can be the full state space in control. We define rt as the regret of the predictor in timestep
t. For robust regression predictor in each step, even though we model each step as a distribution
shift and regard current training data as training and the selected next trajectory as testing, we
assume we eventually apply the predictor ft on the full target data X and can obtain the regret
rt(x) = ft(x) = ft(x)− f∗(x) for x ∈ X . Assuming r0 is the regret of the base distribution, which
is a constant.
rt = rt − rt−1 + rt−1 − rt−2 + ...+ r1 − r0 + r0 (37)
= (rt − rt−1) + (rt−1 − rt−2) + ...+ (r1 − r0) + r0 (38)
= (ft(x)− ft−1(x)) + ...+ (f1(x)− f0(x)) + r0 (39)
≤
∑
t
√
2(σt(x)− σt−1(x)) ln |X |
2δ
+
∑
t
(µt(x)− µt−1(x)) + r0 (40)
≤
∑
t
√
2(σt(x)− σt−1(x)) ln |X |
2δ
+ (µt(x)− µ0(x)) + r0 (41)
=
∑
t
√
2(σt(x)− σt−1(x)) ln |X |
2δ
+ (µt(x)− µ∗(x), (42)
with probability 1− δ. This is due to the difference of two Gaussian distribution is also Gaussian. If
Rt is the cumulative regret
∑
t rt, then if we have have Rt ≤ t, then‖ft(x)− f∗(x)‖ ≤ .
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(a) (b) (c)
Figure 6: Experimental results of robust regression for stateless optimization on (a) the second, (b)
the third, and (c) the fifth iteration.
(a) (b) (c)
Figure 7: Experimental results on landing using Gaussian Processes with phase portrait of (a) the
first iteration, (b) the second iteration, and (c) the fifth iteration.
A.2.6 Proof of Corollary 3
Proof. If there exist a desired trajectory x∗d(t) in the set, such that if we have dynamics model‖ft(x)− f∗(x)‖ ≤  for all x ∈ X , it is safe and would be selected and executed. Then if at timestep
t, we have our dynamics model converge to the optimal in its set, but x∗d(t) is not selected, it would
be selected in the next timestep, since Algorithm 2 select the most aggressive trajectory that is safe.
Then according to Theorem 2, it would be tracked with ‖x′(t)− x∗d(t)‖ ≤ γ.
(a) (b) (c)
Figure 8: Experimental results on landing using Gaussian Processes with phase portrait of (a) the
first iteration, (b) the fifth iteration, and (c) the tenth iteration.
A.3 Robust regression for stateless experimental design
Robust regression under covariate shifts can also be applied to standard stateless experimental design
without dynamics models involved. We did some synthetic experiments to show its difference from
GP based model such as [11]. We use a random generated mixture of Gaussian as unknown function
we would like to optimize. Figure 6 shows a safe exploration process using “safe-UCB", which
means it only explores the maximum point under the current prediction when its lower bound is safe.
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(a) (b) (c) (d)
Figure 9: Experimental results on invert pendulum using Gaussian Processes with ground truth wind
in (d).
A.4 Additional Experimental Results
We provide additional experimental result for Gaussian Processes. Figure 7 and Figure 8 are two sets
of results on landing with GP with different kernel parameters.
We can see from the colormap that the prediction matches with the ground truth only in a small region
but GP fails to generalize to boarder space of states. This is also a reason why it converges slower
than the proposed method. Figure 9 shows GP’s learning and exploration process under a different
wind condition on invert pendulum.
A.5 Additional Experimental Details
We include our code for experiments in the supplemental materials, which include the simulation
environment of the two control examples in this paper, the robust regression algorithm, and also GP
implementation using GPytorch. We run our experiments on machine with processor 2.3 GHz Intel
Core i5 and memory 8 GB 2133 MHz LPDDR3. The running time for each iteration is usually less
than 2 seconds for GP-based version and less than 5 seconds for robust regression based version,
without result visualization.
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