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1
Abstract
The impact of anisotropic dynamic models for applications to
LES of compressible flows is assessed in the framework of a numer-
ical model based on high order discontinuous finite elements. The
projections onto lower dimensional subspaces associated to lower de-
gree basis function are used as LES filter, along the lines proposed
in Variational Multiscale templates. Comparisons with DNS results
available in the literature for channel flows at Mach numbers 0.2,
0.7 and 1.5 show clearly that the anisotropic model is able to repro-
duce well some key features of the flow, especially close to the wall,
where the flow anisotropy plays a major role.
2
1 Introduction
High order finite element methods are an extremely appealing
framework to implement LES models of turbulent flows, due to their
potential for reducing the impact of numerical dissipation on most of
the spatial scales of interest. Discontinuous Galerkin (DG) methods
have been applied to LES and DNS by several authors, see e.g. [8],
[9], [11], [32], [45], [48], [49], [51]. DG methods are particularly ap-
pealing for realistic CFD applications for a number of practical and
conceptual reasons. At a more practical level, they allow to imple-
ment h and p refinement procedures with great ease and to work on
complex and also non conforming meshes. Even though they imply
quite stringent stability restriction for explicit time discretization
approaches, a number of techniques is available to improve compu-
tational efficiency if required, see e.g. [15], [21], [39], [43], [47]. At a
more conceptual level, discontinuous finite elements provide a nat-
ural framework to generalize LES filters to arbitrary computational
meshes. As proposed in some of the previously quoted papers, the
filter operator that is the key tool in LES can be identified with the
projection operator on a finite dimensional space related to the dis-
cretization. This allows to generalize easily the LES concept to un-
structured meshes and complex geometries. Ideas of this kind have
first arisen in the framework of the so called Variational Multiscale
(VMS) approach, that has been introduced in [22] and applied to
Large Eddy Simulation (LES) of incompressible flows in [23],[24],[25]
(see also the review in [26]). Other multiscale approaches to LES in
the framework of finite element discretizations have been proposed
e.g. in [27], [28], [30], [38].
This very promising framework, however, seems to have been
only partially exploited so far. In [49], for example, the LES filter
has been realized by face based projection operators that are differ-
ent from those for which the VMS template has been outlined in [11].
Furthermore, to the best of our knowledge, only simple Smagorin-
sky closures have been employed to model the subgrid stresses in
the available literature. In this paper, we investigate the potential
benefit resulting from the use of the anisotropic dynamic model [2],
appropriately extended to the compressible case, in the context of a
high order DG numerical model. Anisotropic models try to address
the failure of the Boussinesq hypothesis (see e.g. [42] for an exten-
sive review of this subject) by introducing a tensor valued subgrid
viscosity, thus avoiding alignment of the stress and velocity strain
rate tensors. We implement a LES model with projection-based fil-
ter in the framework of a high order DG method and we assess the
3
performance of this more sophisticated subgrid closure with respect
to the simple Smagorinsky closure. The comparison is carried out
with respect to the DNS experiment results reported in [7], [37] and
[51]. The results of the comparison show a clear improvement in
the prediction of several key features of the flow with respect to
the Smagorinsky closure implemented in the same framework. In
particular, the anisotropic model allows to achieve a better repre-
sentation of mean profiles, turbulent stresses and, more generally, of
the total turbulent kinetic energy. The proposed approach appears
to lead to significant improvements also in the lower Mach number
regimes, which justifies further extensions to flows in presence of
gravity, with the goal of providing turbulence models for applica-
tions to environmental stratified flows that do not require ad hoc
tuning of parameters. Furthermore, the numerical framework that
is validated in this paper will be employed for the assessment of the
proposal presented in [36] for the extension of the eddy viscosity
model to compressible flows.
In section 2, the Navier-Stokes equations for compressible flow
are recalled. In section 3, the LES models employed are described.
In section 4, the DG finite element discretization is reviewed, while
in section 5 the results of our comparisons with DNS data are re-
ported. Some conclusions and perspectives for future work are pre-
sented in section 6.
2 Model equations
We consider the compressible Navier–Stokes equations, which,
employing the Einstein notation, can be written in dimensional form
(denoted by the superscript “d”) as
∂tdρ
d + ∂xd
j
(ρdudj ) = 0 (1a)
∂td(ρ
dudi ) + ∂xd
j
(ρdudi u
d
j ) + ∂xd
i
pd − ∂xd
j
σdij = ρ
dfdi (1b)
∂td(ρ
ded) + ∂xd
j
(ρdhdudj )− ∂xd
j
(udi σ
d
ij) + ∂xd
j
qdj = ρ
dfdj u
d
j , (1c)
where ρd, ud and ed denote density, velocity and specific total en-
ergy, respectively, pd is the pressure, fd is a prescribed forcing, hd
is the specific enthalpy, defined by ρdhd = ρded+ pd, and σd and qd
are the diffusive momentum and heat fluxes. Equation (1) must be
complemented with the equation of state
pd = ρdRT d, (2)
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where T d is the temperature and R is the ideal gas constant. The
temperature can then be expressed in terms of the prognostic vari-
ables introducing the specific internal energy edi , so that
ed = edi +
1
2
udku
d
k, e
d
i = cvT
d, (3)
where cv is the specific heat at constant volume. Finally, the model
is closed with the constitutive equations for the diffusive fluxes
σdij = µ
dSd,dij , q
d
i = −
µdcp
Pr
∂xd
i
T d, (4)
where Sdij = ∂xd
j
udi + ∂xd
i
udj and S
d,d
ij = S
d
ij −
1
3
Sdkkδij , the specific
heat at constant pressure is cp = R + cv, Pr denotes the Prandtl
number, and the dynamic viscosity µd is assumed to depend only
on temperature T d according to the power law
µd(T d) = µd0
Ç
T d
T d0
åα
, (5)
in agreement with Sutherland’s hypothesis (see e.g. [41]) with α =
0.7. The dimensionless form of the problem is obtained assuming
reference quantities ρr, Lr, Vr and Tr, as well as
tr =
Lr
Vr
, pr = ρrRTr, σr =
µrVr
Lr
, fr =
V 2r
Lr
,
er = RTr, qr =
µrcpTr
Pr Lr
, µr = µ
d
0
Å
Tr
Td
0
ãα
.
(6)
Defining now
ρd = ρrρ, u
d
i = Vrui, T
d = TrT,
tr∂td = ∂t, Lr∂xd
i
= ∂i,
pd = prp, σ
d
ij = σrσij , f
d = frf,
ed = ere, q
d = qrq, e
d
i = erei,
µd = µrµ,
(7)
we obtain
∂tρ+ ∂j(ρuj) = 0 (8a)
∂t(ρui) + ∂j(ρuiuj) +
1
γ Ma2
∂ip−
1
Re
∂jσij = ρfi (8b)
∂t(ρe) + ∂j(ρhuj)−
γMa2
Re
∂j(uiσij)
+
1
κRePr
∂jqj = γMa
2ρfjuj , (8c)
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where
Ma =
Vr
(γRTr)
1/2
, Re =
ρrVrLr
µr
(9)
and
ρh = ρe+ p, γ =
cp
cv
, κ =
R
cp
.
Other relevant equations in dimensionless form are the equation of
state
p = ρT, (10)
the definition of the internal energy
e = ei +
γMa2
2
ukuk, ei =
1− κ
κ
T, (11)
the constitutive equations
σij = µS
d
ij , qi = −µ∂iT, (12)
with Sij = ∂jui+∂iuj and S
d
ij = Sij−
1
3
Skkδij , and the temperature
dependent viscosity
µ(T ) = Tα. (13)
In order to derive the filtered equations for the LES model, an ap-
propriate filter has to be introduced, which will be denoted by the
operator · and which is assumed to be characterized by a spatial
scale ∆. Using an approach that recalls the VMS concept, the pre-
cise definition of this operator, as well as of the associated scale, will
be built in the numerical DG discretization. Such a definition will
be given in section 4; here, we mention that ∆ will in general depend
on the local element size and therefore has to be interpreted as a
piecewise constant function in space. As customary in compressible
LES, see e.g. [16], in order to avoid subgrid terms arising in the
continuity equation, we also introduce the Favre filtering operator
·˜, defined implicitly by the Favre decomposition
ρui = ρu˜i, ρe = ρe˜. (14)
Similar decompositions are introduced for the internal energy and
the enthalpy
ρei = ρ‹ei, ρh = ρh˜ = ρe˜+ p,
as well as for the temperature, which, taking into account (10),
yields
ρT = ρ‹T = p. (15)
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Equation (11) then implies
ρe˜ = ρ‹ei + γMa2
2
(ρu˜ku˜k + τkk) , ρ‹ei = 1− κ
κ
ρ‹T , (16)
where, as customary,
τij = ρuiuj − ρu˜iu˜j. (17)
Notice that, from (16), τkk represents the filtered turbulent kinetic
energy. Finally, neglecing the subgrid scale contributions, let us
introduce a filtered counterpart of (12), namely
σ˜ij = µ(‹T )S˜dij , q˜i = −µ(‹T )∂i‹T , (18)
with S˜ij = ∂j u˜i + ∂iu˜j and S˜
d
ij = S˜ij −
1
3
S˜kkδij . With these defini-
tions, and disregarding the commutation error of the filter operator
with respect to space and time differentiation, the filtered form of (8)
is
∂tρ+ ∂j(ρu˜j) = 0 (19a)
∂t (ρu˜i) + ∂j (ρu˜iu˜j) +
1
γMa2
∂ip−
1
Re
∂j σ˜ij
= −∂jτij − ∂jǫ
sgs
ij + ρfi (19b)
∂t (ρe˜) + ∂j
Ä
ρh˜u˜j
ä
−
γ Ma2
Re
∂j (u˜iσ˜ij) +
1
κRePr
∂j q˜j
= −∂j (ρhuj)
sgs +
γMa2
Re
∂jφ
sgs
j
−
1
κRePr
∂jθ
sgs
j + γMa
2ρfju˜j, (19c)
where
ǫsgsij = σij − σ˜ij , (ρhui)
sgs = ρhui − ρh˜u˜i,
φsgsj = uiσij − u˜iσ˜ij, θ
sgs
i = qi − q˜i.
(20)
Notice that, in order to avoid unnecessary complications, and since
this is the case for the numerical results considered in this work, we
assume in (19) that fj is uniform in space. Based on the analyses
e.g. in [35] and [50] and on the fact that
σij ≈ σ˜ij, qi ≈ q˜i (21)
the term ∂jφ
sgs
j is considered to be negligible, as well as ǫ
sgs
ij and
θsgsj . Concerning the subgrid enthalpy flux, we proceed as follows.
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First of all, notice that using (10) and (11), as well as their filtered
counterparts (15) and (16), we have
ρh =
1
κ
ρT +
γMa2
2
ρukuk, ρh˜ =
1
κ
ρ‹T + γMa2
2
(ρu˜ku˜k + τkk) .
Introducing now the subgrid heat and turbulent diffusion fluxes
Qsgsi = ρuiT − ρu˜i
‹T = ρ ÄfiuiT − u˜i‹Tä (22a)
J sgsi = ρuiukuk − ρu˜iu˜ku˜k = ρu˜iukuk − ρu˜iu˜ku˜k (22b)
we have
(ρhui)
sgs =
1
κ
Qsgsi +
γMa2
2
(J sgsi − τkku˜i) . (23)
Notice that, introducing the generalized central moments τ(ui, uj , uk)
as in [17], with
τ(ui, uj , uk) = ρu˜iujuk − u˜iτjk − u˜jτik − u˜kτij − ρu˜iu˜j u˜k, (24)
J sgsi in (22b) can be rewritten as
J sgsi = τ(ui, uk, uk) + 2u˜kτik + u˜iτkk. (25)
Summarizing, given the above approximations and definitions, the
filtered equations (19) become
∂tρ+ ∂j(ρu˜j) = 0 (26a)
∂t (ρu˜i) + ∂j (ρu˜iu˜j) +
1
γMa2
∂ip−
1
Re
∂j σ˜ij = −∂jτij + ρfi (26b)
∂t (ρe˜) + ∂j
Ä
ρh˜u˜j
ä
−
γ Ma2
Re
∂j (u˜iσ˜ij) +
1
κRePr
∂j q˜j
= −
1
κ
∂jQ
sgs
j −
γMa2
2
∂j
Ä
J sgsj − τkku˜j
ä
+ γMa2ρfju˜j. (26c)
3 Subgrid models
We will now introduce the subgrid models used in our LES experi-
ments. Firstly, we will briefly recall the formulation of the classical
Smagorinsky subgrid model, which, in spite of its limitations (see
e.g. the discussion in [40]), has been applied almost exclusively in
the DG-LES models proposed in the literature so far. Then, we will
discuss a dynamic, anisotropic subgrid model proposed in [2] that
does not suffer from various limitations of the Smagorinsky model
and is here extended to the compressible case.
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3.1 The Smagorinsky model
In a Smagorinsky-type model, the deviatoric part of the subgrid
stress tensor τij in (26) is modelled by an isotropic, scalar turbulent
viscosity νsgs, yielding
τij −
1
3
τkkδij = −
1
Re
ρνsgsS˜dij , (27a)
νsgs = ReC2S∆
2|S˜|fD, (27b)
where CS = 0.1 is the Smagorinsky constant, |S˜|
2 =
1
2
S˜ij S˜ij and ∆
is the filter scale introduced in section 2. The Van Driest damping
function in (27b) is defined as
fD(y
+) = 1− exp
Ä
−y+/A
ä
, (28)
where A is a constant and y+ =
ρrudτd
d
wall
µr
, with ddwall denoting the
(dimensional) distance from the wall and udτ the (dimensional) fric-
tion velocity. The introduction of such a damping function in (27b)
is necessary to reduce the length ∆ according to the smaller size
of turbulent structures close to the wall and to recover the correct
physical trend for the turbulent viscosity (see for instance [40]); in
the following, the value A = 25 is employed. We also notice that
the Reynolds number has been included in the definition of νsgs
so that the corresponding dimensional viscosity can be obtained as
νsgs,d = µrρr ν
sgs.
Concerning the isotropic part of the subgrid stress tensor, some
authors [13] have neglected it, considering it negligible with re-
spect to the pressure contribution. Alternatively, following [53], the
isotropic components of the subgrid stress tensor can be modelled
as:
τkk = CIρ∆
2|S˜|2. (29)
Along the lines of [12], the subgrid temperature flux (22a) is as-
sumed to be proportional to the resolved temperature gradient and
is modelled with the eddy viscosity model
Qsgsi = −
Pr
Prsgs
ρνsgs∂i‹T , (30)
where Prsgs is a subgrid Prandtl number. Notice that the corre-
sponding dimensional flux is Qsgs,di = qrQ
sgs
i . Finally, concerning
J sgsi in (25), by analogy with RANS models, the term τ(ui, uj , uk)
is neglected (see e.g. [29]), yielding
J sgsi ≈ 2u˜kτik + u˜iτkk. (31)
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3.2 The anisotropic model
We consider now the dynamic, anisotropic subgrid model proposed
in [2], which is extended here to the compressible case. This ap-
proach has the goal of removing two limitations of the Smagorinsky
model: the fact that the constants CS and CI must be chosen a
priori for the whole domain, and the alignment of the subgrid flux
tensors with the gradients of the corresponding quantities. The
first limitation is removed employing the Germano dynamic proce-
dure [18], while the subgrid tensor alignment is removed generalizing
the proportionality relations such as (27a) introducing proportion-
ality parameters which are tensors rather than scalar quantities.
More specifically, the subgrid stress tensor τij is assumed pro-
portional to the strain rate tensor through a fourth order symmetric
tensor as follows
τij = −ρ∆
2|S˜|BijrsS˜rs. (32)
To compute dynamically the tensor Bijrs, let us first observe that a
generic, symmetric fourth order tensor can be represented as
Bijrs =
3∑
α,β=1
Cαβaiαajβarαasβ, (33)
where aij is a rotation tensor (i.e. an orthogonal matrix with posi-
tive determinant) and Cαβ is a second order, symmetric tensor; (33)
is of course a generalization of the orthogonal diagonalization for
symmetric second order tensors. This observation allows us to de-
fine the following algorithm:
1. choose a rotation tensor aij
2. compute with the Germano dynamic procedure the six com-
ponents of Cαβ
3. define Bijrs using (33), thereby completely determining the
subgrid flux (32).
The anisotropic model does not prescribe how to choose the tensor
aij , which in principle can be any rotation tensor, possibly varying
in space and time. The values of the components Cαβ computed with
the dynamic procedure depend on the chosen tensor, and different
choices for aij result in general in different subgrid fluxes. Many
different choices have been proposed in the past, essentially trying
to identify at each position three directions intrinsically related to
the flow configuration; examples are a vorticity aligned basis, the
eigenvectors of the velocity strain rate, or the eigenvectors of the
Leonard stresses [1], [2], [19]. In our experience, however, the re-
sults of the simulations do not appear to have a strong dependency
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on the choice of aij. In the present work, the components of aij are
identified with those of the canonic Cartesian basis of the three di-
mensional space, i.e. aij = δij , essentially because of the simplicity
of this choice and because the results presented here are obtained
for the channel flow problem, for which the coordinate axes do iden-
tify significant directions for the problem, namely the longitudinal,
transversal and spanwise directions.
The dynamic computation of the components Cαβ relies on the
introduction of a test filter operator ·ˆ. As for the filter · introduced
in section 2, the precise definition of the test filter relies on the
numerical discretization and will be given in section 4; here, it will
suffice to point out that the test filter is characterized by a spatial
scale “∆ larger than the spatial scale ∆ associated to ·. The test
filter is also associated to a Favre filter, denoted by ·˘, through the
Favre decomposition
ρ̂φ = ρ̂φ˘, (34)
where φ stands for any of the variables in the equations introduced
in section 2. Applying the test filter to the filtered momentum
equation (26b) and proceeding as in section 2 we arrive at
∂t
Ä
ρ̂˘˜ui
ä
+∂j
Ä
ρ̂˘˜ui ˘˜uj
ä
+
1
γMa2
∂ip̂−
1
Re
∂j ̂˜σij = −∂j (τ̂ij + Lij) (35)
where
Lij = ρ̂u˜iu˜j − ρ̂˘˜ui ˘˜uj (36)
is the Leonard stress tensor. Assuming now that the model (32) can
be used to represent the right-hand-side of (35) yields
τ̂ij + Lij = −ρ̂“∆2| ˘˜S|Bijrs ˘˜Srs, (37)
and upon multiplying by aiαajβ and summing over i, j, using the
orthogonality of the rotation tensor,
aiαajβ (τ̂ij + Lij) = −ρ̂“∆2| ˘˜S|Cαβarαasβ ˘˜Srs.
Substituting (32) for τij and solving for Cαβ provides the required
expression
Cαβ =
aiαLijajβ
arαasβ
Å
̂ρ∆2|S˜|S˜rs − ρ̂“∆2| ˘˜S| ˘˜Srsã , (38)
and since in this work we assume aij = δij we immediately have
Cij =
LijÅ
̂ρ∆2|S˜|S˜ij − ρ̂“∆2| ˘˜S| ˘˜Sijã (39)
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and
τij = −ρ∆
2|S˜|Cij S˜ij . (40)
The approach outlined above has some appealing features that allow
to overcome some difficulties of the Smagorinsky model. Firstly, the
deviatoric and isotropic parts of the subgrid stress tensor are mod-
elled together, without splitting of the two contributions. Further-
more, thanks to the anisotropy of the subgrid model, the use of a
damping function is not necessary any more to obtain correct results
in the wall region, as it will be clearly shown by the numerical results
in section 5. We also point out that, as it will be discussed in more
details in section 4, the coefficients Cij are assumed to be averaged
on each element, while they are not averaged in time. This pro-
vides a local definition for such coefficients that does not rely on the
existence of any homogeneity direction in space or quasi-stationary
hypothesis in time [40]. Finally, while the Smagorinsky model (27)
is dissipative by construction, the dynamic procedure (38) allows for
backscattering, i.e. a positive work done by the subgrid stresses on
the mean flow. This is indeed a desirable property of the turbulent
model, yet one must ensure that the total dissipation, resulting from
both the viscous and the subgrid stresses, is positive. This amounts
to requiring
1
Re
σ˜ij S˜ij − τij S˜ij ≥ 0,
which can be ensured by introducing a limiting coefficient in (32),
so as to obtain
β =


1, τijS˜ij ≤ 0
min
Å
1, 1Re
σ˜ij S˜ij
τklS˜kl
ã
, τijS˜ij > 0.
(41)
Having defined the subgrid stresses, let us consider now the subgrid
terms in the energy equation, namely Qsgs and Jsgs; here, we pro-
pose to treat both of them within the same dynamic, anisotropic
framework used for the subgrid stresses. Concerning the subgrid
heat flux, we let
Qsgsi = −ρ∆
2|S˜ |BQir∂r
‹T , (42)
where BQir is a symmetric tensor. Assuming that B
Q
ir is diagonal in
the reference frame defined by the rotation tensor a we have
BQir =
3∑
α=1
CQα aiαarα, (43)
where the three coefficients CQα can be computed locally by the dy-
namic procedure. To this aim, define the temperature Leonard flux
LQi =
̂
ρu˜i‹T − ρ̂˘˜ui ‹˘T , (44)
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apply the test filter to the filtered energy equation (26c) and observe
that, thanks to the similarity hypothesis, model (42) should be also
applied in the resulting equation, so that
“Qsgsi + LQi = −ρ̂“∆2| ˘˜S|BQir∂r ‹˘T . (45)
Substituting (42) for “Qsgsi , multiplying by aiα, summing over i and
solving for Cα yields
CQα =
aiαL
Q
i
arα
Å
̂
ρ∆2|S˜|∂r‹T − ρ̂“∆2| ˘˜S|∂r ‹˘Tã . (46)
Concerning the turbulent diffusion flux, contrary to what is done
in the Smagorinsky model, we do not neglect the term τ(ui, uk, uk)
in (25), but instead adopt a scale similarity model as in [35] where
such term is approximated as a subgrid kinetic energy flux
τ(ui, uk, uk) ≈ ρu˜iukuk − ρukuku˜i = ρu˜iukuk − ρu˜iu˜kuk. (47)
Coherently with the other subgrid terms, τ(ui, uk, uk) can now be
modeled as a function of the gradient of the resolved kinetic energy,
letting
τ(ui, uk, uk) = −ρ∆
2|S˜|BJir∂r
Å
1
2
u˜ku˜k
ã
, (48)
where
BJir =
3∑
α=1
CJαaiαarα. (49)
Introducing the kinetic energy Leonard flux
LJi = ρ̂u˜iu˜ku˜k − ρ̂
˘˜ui ˘˜uk ˘˜uk (50)
and proceeding exactly as for the previous terms we arrive at
CJα =
aiαL
J
i
arα
Å
̂ρ∆2|S˜|∂r
Ä
1
2 u˜ku˜k
ä
− ρ̂“∆2| ˘˜S|∂r Ä12 ˘˜uk ˘˜ukäã . (51)
4 Discretization and filtering
The equations introduced in section 2, including the subgrid
scale models defined in section 3, will be discretized in space by
a discontinous finite element method. The DG approach employed
for the spatial discretization is analogous to that described in [20]
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and relies on the so called Local Discontinuous Galerkin (LDG) me-
thod, see e.g. [4], [3], [5], [6], for the approximation of the second
order viscous terms. We provide here a concise description of the
method; a more detailed description can be found in [34].
In the LDG method, (26) is rewritten introducing an auxiliary
variable G, so that
∂tU+∇ · F
c(U) −∇ · Fv(U,G) +∇ · Fsgs(U,G) = S
G −∇ϕ = 0,
(52)
where U = [ρ , ρu˜T , ρe˜]T are the prognostic variables, ϕ = [u˜T , ‹T ]T
are the variables whose gradients appear in the viscous fluxes (18)
as well as the turbulent ones, and S represents the source terms.
In (52), the following compact notation for the fluxes has been used
Fc =


ρu˜
ρu˜⊗ u˜+ 1γMa2 pI
ρh˜u˜

 , Fv =


0
1
Re σ˜
γMa2
Re u˜
T σ˜ − 1κRePr q˜

 ,
Fsgs =


0
τ
1
κQ
sgs + γMa
2
2 (J
sgs − τkku˜)

 , S =

 0ρf
γMa2ρf · u˜

 ,
where τ , Qsgs and Jsgs are given by (27), (30) and (31), respectively,
for the Smagorinsky model, and by (32) (including the limiting co-
efficient (41) ), (42) and (25) together with (47) for the anisotropic
model.
The discretization is then obtained using the classical method
of lines by first introducing a space discretization and then using
a time integrator to advance in time the numerical solution. For
the time integration, we consider here the fourth order, five stage,
Strongly Stability Preserving Runge–Kutta method (SSPRK) pro-
posed in [46]. To define the space discretization, let us first intro-
duce a tessellation Th of Ω into tetrahedral elements K such that
Ω =
⋃
K∈Th K and K ∩K
′ = ∅ and define the finite element space
Vh =
¶
vh ∈ L
2(Ω) : vh|K ∈ P
q(K), ∀K ∈ Th
©
, (53)
where q is a nonnegative integer and Pq(K) denotes the space of
polynomial functions of total degree at most q on K. For each ele-
ment, the outward unit normal on ∂K will be denoted by n∂K . The
numerical solution is now defined as (Uh,Gh) ∈ ( (Vh)
5 , (Vh)
4×3 )
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such that, ∀K ∈ Th, ∀vh ∈ Vh, ∀rh ∈ (Vh)
3,
d
dt
∫
K
Uhvh dx−
∫
K
F(Uh,Gh) · ∇vh dx
+
∫
∂K
ÙF(Uh,Gh) · n∂Kvh dσ = ∫
K
Svh dx, (54a)
∫
K
Gh · rh dx+
∫
K
ϕh∇ · rh dx
−
∫
∂K
Ùϕn∂K · rh dσ = 0, (54b)
where Uh = [ρh , ρhuh , ρheh]
T , ϕh = [uh , Th]
T , F = Fc−Fv+Fsgs,
and ÙF, Ùϕ denote the so-called numerical fluxes. To understand the
role of the numerical fluxes, notice that (54) can be regarded as
a weak formulation of (53) on the single element K with weakly
imposed boundary conditions ÙF, Ùϕ on ∂K. Hence, the numerical
fluxes are responsible for the coupling among the different elements
in Th. There are various possible definitions of these fluxes, and in
this work we employ the Rusanov flux for ÙF and the centered flux
for Ùϕ; the detailed definitions can be found, for instance, in [20]. To
complete the definition of the space discretization, we mention that,
on each element, the unknowns are expressed in terms of an orthogo-
nal polynomial basis, yielding what is commonly called a modal DG
formulation, and that all the integrals are evaluated using quadra-
ture formulae from [10] which are exact for polynomial orders up to
2q. This results in a diagonal mass matrix in the time derivative
term of (54) and simplifies the computation of L2 projections to be
introduced shortly in connection with the LES filters.
Having defined the general structure of discretized problem, we
turn now to the definition of the filter operators · and ·̂, introduced
in sections 2 and 3.2, respectively, with the associated Favre decom-
positions. We proceed here along the lines proposed e.g. in [8], [9],
[11], defining the filter operators in terms of some L2 projectors.
Given a subspace V ⊂ L2(Ω), let ΠV : L
2(Ω)→ V be the associated
projector defined by∫
Ω
ΠVu v dx =
∫
Ω
u v dx, ∀u, v ∈ V,
where the integrals are evaluated with the same quadrature rule
used in (54). For v ∈ L2(Ω), the filter · is now defined by
v = ΠVhv, (55)
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or equivalently v ∈ Vh such that∫
K
vvh dx =
∫
K
vvh dx ∀K ∈ Th, ∀vh ∈ Vh. (56)
Notice that the application of this filter is built in the discretization
process and equivalent to it. Therefore, once the discretization of
equations (52) has been performed, only · filtered quantities are
computed by the model. To define the test filter, we then introduce
V̂h =
{
vh ∈ L
2(Ω) : vh|K ∈ P
q̂(K), ∀K ∈ Th
}
, (57)
where 0 ≤ q̂ < q, and we let, for v ∈ L2(Ω),
v̂ = Π
V̂h
v. (58)
By our previous identification of the · filter and the discretization,
the quantities ρ, ρu˜ and ρe˜ can be identified with ρh, ρhuh and ρheh,
respectively. Therefore, they belong to Vh, for which an orthogonal
basis is employed by the numerical method. As a result, the compu-
tation of ρ̂h, ρ̂huh and’ρheh is straightforward and reduces to zeroing
the last coefficients in the local expansion. Assuming that the ana-
lytic solution is defined in some infinite dimensional subspace of L2,
heuristically, Vh ⊂ L
2 is associated to the scales which are repre-
sented by the model, while V̂h ⊂ Vh ⊂ L
2 is associated to the spatial
scales well resolved by the numerical approximation. A similar con-
cept of believable scales was introduced in [31] in the framework of
a global spectral transform model for numerical weather prediction.
The Favre filters associated to (55) and (58) are defined by im-
posing pointwise the conditions (14–18) and (34), respectively. No-
tice that, as a result, for a generic quantity ϕ the filtered counterpart
ϕ˜ is not, in general, a polynomial function. More specifically, the
Favre filtered quantities are computed taking ratios of two polyno-
mials. All the remaining quantities in (36), (38), (44), (46), (50)
and (51) where the test filter appears are computed using (58) and
the same quadrature rule used in (54). We also remark that these
filters do not commute with the differentiation operators. As pre-
viously remarked in section 2, we neglect this error, according to a
not uncommon practice in LES modeling [40]. We plan to address
this issue in more detail in a future work. An analysis of the terms
resulting from non zero commutators between differential operators
and projection filters is presented in [11].
Finally, we remark that using (38), (46) and (51), the dynamic
coefficients Cαβ, C
Q
α and C
J
α can be computed as functions of space.
Substituting these functions directly into the subgrid dynamical
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models, however, would result in diffusive terms with (possibly)
highly irregular diffusion coefficients, which would represent a se-
rious obstacle for a high-order numerical discretization. For this
reason, the dynamic coefficients Cαβ, C
Q
α and C
J
α are first averaged
on each element and then used in the corresponding subgrid models.
This is similar to what is often done in the context of dynamic LES
models, where the dynamic coefficients are averaged on some ho-
mogeneity direction, or local in space and in time [18, 52, 54], with
the advantage that in the present case the average is built on the
computational grid and does not require choosing any special aver-
aging direction. In our implementation, the dynamic coefficients are
updated at each Runge–Kutta stage; an alternative approach where
they are updated only once for each time-step or each a fixed num-
ber of time-steps could be considered to reduce the computational
cost.
Another important point is choosing the space scales ∆ and “∆
associated with the two filters (55) and (58). This can be done
by dividing the element diameter by the cubic root (or, in two di-
mensions, the square root) of the number of degrees of freedom of
Pq(K), for ∆, and Pq̂(K), for “∆; as anticipated, this leads to space
scales which are piecewise constant on Th. A more precise defini-
tion, introducing a scaling coefficient which accounts for the mesh
anisotropy, is given in section 5.
5 Numerical results
In order to compare the performance of the described Smagorin-
sky and anisotropic dynamic models, we have computed a typi-
cal LES benchmark for compressible periodic channel flow at Mach
numbers Ma = 0.2, 0.7, 1.5, respectively. The results obtained are
compared here with the data from the incompressible numerical
simulation of Moser et al. (MKM) [37] for Ma = 0.2, with the sim-
ulation of Wei and Pollard (WP) [51] for Ma = 0.7, and finally with
the results presented by Coleman et al. (CKM) [7] for the supersonic
case at Ma = 1.5.
All the computations were performed using the FEMilaro finite
element library [14], a FORTRAN/MPI library which, exploiting
modern FORTRAN features, aims at providing a flexible environ-
ment for the development and testing of new finite element formu-
lations, and which is publicly available under GPL license.
The computational domain Ωd is a box of dimensions Ldx, L
d
y ,
Ldz in dimensional units that is aligned with a reference frame such
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that xd represents the streamwise axis, yd the wall normal and zd
the spanwise axis. We also introduce dd = Ldy/2, the half height of
the channel. The reference quantities are chosen as follows
ρr = ρ
d
b, Lr = d
d, Vr = U
d
b , Tr = T
d
w, (59)
where ρdb and U
d
b are the bulk density and the target bulk veloc-
ity, respectively, and T dw is the wall temperature. In dimentionless
units we let Lx = 4π, Ly = 2 and Lz = 2π for all the computa-
tions, except the cases with Ma = 0.2 where we choose Lx = 2π;
the resulting domain is thus Ω = [0 , 4π] × [−1 , 1] × [0 , 2π], or
Ω = [0 , 2π] × [−1 , 1] × [0 , 2π] for Ma = 0.2. Isothermal, no-slip
boundary conditions are imposed for y = ±1, i.e. T = 1 and
u = 0, while periodic conditions are applied in the streamwise and
spanwise directions. The initial condition is represented by a lam-
inar Poiseuille profile ux =
3
4(1 − y
2), with ρ = 1 and T = 1.
A random perturbation of amplitude a = 0.1 is added to the ini-
tial velocity, while no perturbations are added to ρ and T . The
perturbation of the (i + 1)-th velocity component is evaluated at
each quadrature node by scaling the i-th coordinate of the node
to obtain ξ(0) ∈ (0 , 1), computing 20 iterations of the logistic map
ξ(k+1) = 3.999 ξ(k)(1 − ξ(k)) and projecting the resulting values,
which turn out to be uncorrelated in space, on the local polynomial
space; this provides a simple, deterministic and portable way to
define a random perturbation of the velocity with zero divergence.
The value Udb is, by definition, the desired bulk velocity; the flow
velocity, however, is the result of the balance between the external
forcing and the dissipations, and can not be easily fixed a priori.
To ensure that the obtained bulk velocity coincides with the pre-
scribed value, as well as to preserve the homogeneity of the flow in
the directions parallel to the wall, a body force uniform in space is
included along the streamwise direction, defined by
fx(t) = −
1
ρb
ñ
α1 (Q(t)−Q0) + α2
∫ t
0
(Q(s)−Q0) ds
ô
, (60)
where Q(t) =
∫
Ω ρ(t,x)ux(t,x)dx/Lx is the instantaneous flow rate
and Q0 = LyLz is the flow rate corresponding to the desired bulk
velocity. A sufficiently rapid convergence toward the value Q0 has
been observed by taking α1 = 0.1, α2 = 0.5. The bulk Reynolds
and Mach numbers are defined as
Reb =
ρdbU
d
b d
d
µdw
, Mab =
Udb»
γRT dw
, (61)
where µdw is the viscosity at the wall.
18
The computational mesh employed is obtained by a structured
mesh with Nx = 16 (Nx = 8 for Ma = 0.2), Ny = 16, Nz = 12
hexahedra in the x, y, z directions, respectively, each of which is
then split into Nt = 6 tetrahedral finite elements. While uniform
in the x, z directions, the hexahedral mesh is not uniform in the y
direction, where the y = const planes are given by
yj = −
tanh (ω (1− 2j/Ny))
tanh (ω)
for j = 0, . . . , Ny. (62)
The value of the parameter ω is chosen by fixing the position y1
for the face closest to the wall so that the laminar sublayer is well
resolved. For each tetrahedral element K, we will then denote by
∆
(l)
K , l = 1, 2, 3 the dimensions of the hexahedron from which the
element was obtained in the x, y, and z coordinate directions, re-
spectively. The polynomial degrees for Vh and V̂h are q = 4 and
q̂ = 2, respectively. For the basis functions of degree 4, Nq = 35
number of degrees of freedom were employed in each element, while
for the basis functions of degree 2 Nq̂ = 10 degrees of freedom were
employed. As a result, the grid spacing is given in the homogeneity
directions by
∆x =
Lx
Nx 3
√
NtNq
∆z =
Lz
Nz 3
√
NtNq
.
The grid filter scale ∆(K) can then be estimated as suggested by
[44] for strongly anisotropic grids. For each element K, we define
∆max(K) = max
i
∆(i)(K) al =
∆(l)(K)
∆max(K)
ak =
∆(k)(K)
∆max(K)
where l and k are the directions in which the maximum is not at-
tained, and
f = cosh
 
4
27
[(ln al)2 − ln al ln ak + (ln ak)2] (63a)
∆(K) =
Ç∏3
i=1∆
(i)(K)
Nq
å1/3
f. (63b)
The test filter scale “∆(K) is defined analogously, only replacing Nq
by Nq̂ in the previous definitions. The parameters for the three
cases considered here and for the comparison test cases presented in
literature are summarized in Table 1. For the present case, the grid
spacing ∆+x , ∆
+
y , ∆
+
z in wall unit have been estimated a posteriori
as
∆+x = ∆xReτ , ∆
+
y = ∆yReτ , ∆
+
z = ∆zReτ ,
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Moser Wei and Coleman Present Present Present
et al. Pollard et al. Ma=0.2 Ma=0.7 Ma=1.5
(MKM) (WP) (CKM) (Ma02) (Ma07) (Ma15)
Mab — 0.7 1.5 0.2 0.7 1.5
Reb 2800 2795 3000 2800 2795 3000
Lx 4π 12 4π 2π 4π 4π
Lz
4
3
π 6 4
3
π 4
3
π 4
3
π 4
3
π
∆+
x
17.7 4.89 19 23 24 29
∆z+ 5.9 4.89 12 10 11 13
∆+
ymin
/∆+
ymax
0.05/4.4 0.19/2.89 0.1/5.9 0.65/7.9 0.67/8.2 0.8/9.5
Table 1: Parameters of simulations and reference test cases.
where Reτ is the skin friction Reynolds number otained by the sim-
ulations and reported in Table 2.
For the Smagorinsky-type model, a test with CI = 0.01 seemed
to enhance the dissipative behaviour of the model, so that all the
results presented in the following have been computed with CI = 0,
as in [13] and [33] where the isotropic contribution is neglected.
After the statistical steady state was reached at time tst, the sim-
ulations were continued for a dimensionless time tav at least equal to
60 non dimensional time units to compute all the relevant statistics
and verifying time invariance of mean profiles. The statistics are
now computed averaging on the element faces parallel to the walls,
introducing, for a generic quantity ϕ, the space-time average
< ϕ > (|y|) =
1
2tavLxLz∫ tst+tav
tst
∫ Lx
0
∫ Lz
0
(ϕ(t, x,−|y|, z) + ϕ(t, x, |y|, z)) dz dx dt.
(64)
In Table 2 the mean flow quantities at the wall and at the
channel centerline, denoted by the subscripts w and c, respectively,
are compared with the reference DNS results. In the Ma02 sim-
ulations, the constant density and temperature conditions of the
incompressible MKM DNS are recovered with an error in the or-
der of 3‰ at most. The wall shear stress τw = µw(
∂
∂y < u >)w
is the most sensitive quantity and is always underestimated. The
wall stress relative errors range between 6 ÷ 25%, where the larger
values are obtained with the Smagorinsky model. The Reynolds
number Reτ =
√
ρwReb(
∂
∂y < u >)w and the skin-friction velocity
uτ = Reτ/(Rebρw) are affected by the wall shear stress error and
by the fact that the density ρw at the wall is always underpre-
dicted. On the other hand, at the center of the channel density
values are higher than the reference ones and, coherently, tempera-
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τw Reτ u
d
τ
/Ud
b
ρdw/ρ
d
b
Udc /U
d
b
ρdc/ρ
d
b
ρdc/ρ
d
w T
d
c /T
d
w
MKM 11.21 178 0.06357 — 1.1672 — — —
Anis. Ma02 10.08 169 0.05995 1.0037 1.1355 0.9998 0.9962 0.9973
Smag. Ma02 9.98 167 0.05964 1.0037 1.1613 0.9998 0.9962 1.005
WP 12.38 186 0.06184 1.1076 1.1636 0.9949 0.9246 1.0863
Anis. Ma07 10.22 169 0.057 1.0649 1.1613 0.9961 0.9353 1.071
Smag. Ma07 9.20 160 0.0502 1.0624 1.1691 0.9959 0.9374 1.070
CKM 12.12 222 0.0545 1.3578 1.164 0.9817 0.723 1.378
Anis. Ma15 11.30 209 0.05404 1.2898 1.1513 0.983 0.7621 1.335
Smag. Ma15 9.94 194 0.05122 1.2632 1.1744 0.9845 0.7794 1.313
Table 2: Mean flow quantities for all the numerical experiments.
ture values are lower. The mean velocity at the centerline is always
underestimated, except for the compressible cases computed with
the Smagorinsky model. The overprediction of this quantity by the
Smagorinsky model is probably related to its difficulties in connect-
ing properly the wall region to the the logarithmic layer. Looking at
the mean quantities, for all Mach number values and all indicators
considered, the anisotropic model performs as well as or better than
the Smagorinsky model, especially in the wall region.
Figure 1 confirms the mean density values reported in Table 2.
The excess in the density profiles at the channel center is related
to the temperature values lower than the DNS ones far from the
wall (see Figure 2). In spite of this, in Figure 2 the mean tempera-
ture profiles demonstrate the improvement due to the modeling of
subgrid terms in the energy equations with the anisotropic model
with respect to the Smagorinsky one, especially in the supersonic
case. Figure 3 shows instead the mean velocity profiles. It is appar-
ent that the anisotropic model approximates better the DNS results
close to the wall.
Figure 4 shows the mean profile of the non-solenoidal term
∂
∂y < v > in the supersonic case. With the anisotropic model,
the compression near the wall is underestimated, but the peak posi-
tion is well captured, while this is not the case for the Smagorinsky
model. At the center of the channel, while for the DNS a small
dilatation is present, for the LES a small compression is probably
necessary to compensate the excess of dilatation taking place in the
buffer layer between the wall region and the logarithmic layers.
In figures 5-7, the root mean square values of the resolved veloc-
ity fluctuations are displayed. Figure 5 for the streamwise turbu-
lence intensity shows that the Smagorinsky model presents different
behavior depending on the Mach number. In the incompressible
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Figure 1: Mean density profiles at Ma = 0.7 (Fig.1(a)) and Ma = 1.5
(Fig.1(b)).
22
-1 -0,8 -0,6 -0,4 -0,2 0
y
1
1,02
1,04
1,06
1,08
1,1
<
T>
WP
anis. model
Smagorinsky
(a)
-1 -0,8 -0,6 -0,4 -0,2 0
y
1
1,1
1,2
1,3
1,4
<
T>
CKM
anis. model
Smagorinsky
(b)
Figure 2: Mean temperature profiles at Ma = 0.7 (Fig.2(a)) and Ma = 1.5
(Fig.2(b)).
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limit, the dissipative character of the Smagorinsky model leads to
an overprediction of the streamwise turbulence intensity in the wall
region, as often verified in other LES experiments (see for instance
[33]). We recall that these quantities represent the resolved contri-
butions only, so that their overestimation with respect to the DNS
value is an undesired result. In the compressible simulations, in-
stead, the Smagorinsky model predicts well the value of the peak but
not the position. Moreover, the fluctuations are larger than those
of the DNS far from the wall. On the other hand, the fluctuation
peak is always well captured by the anisotropic model. Furthermore,
while for Ma = 0.2 the streamwise intensities are overpredicted by
the anisotropic model in the center region, in the other tests they
are well estimated.
The fluctuations of the velocity components normal to the wall
(Figure 6) and spanwise (Figure 7) in the wall region are underesti-
mated by both models with respect to the DNS values, although we
recall that these are the resolved contribution only. For these com-
ponents the difference between the Smagorinsky and the anisotropic
model become less evident as the Mach number increases, but the
anisotropic model always performs better. As it usually happens in
LES experiments, lower values of the wall normal components ob-
tained with the Smagorinsky model are associated to the overpredic-
tion of the streamwise fluctuations. In the centerline region, where
the turbulence presents a more isotropic character, the anisotropic
model tends to recover the Smagorinsky model results, especially at
Ma = 0.2.
In Figure 8 results for the total (modelled plus resolved) tur-
bulent kinetic energy are displayed. For the Smagorinsky model,
this corresponds to the resolved turbulent kinetic energy, since the
isotropic part of the subgrid stresses is neglected. It can be observed
that also for this quantity the DNS results are very well reproduced
by the anisotropic model.
Since during the simulations a constant mass flow is imposed,
the wall shear stress τw can differ from the expected DNS value
(see Table 2) and relevant differences affect also the wall normal
turbulent shear stress (modeled + resolved) reported in Figure 9.
Here, the stress is rescaled by the corresponding uτ wall friction
velocity obtained by each simulation. In spite of the application of
the damping function, the Smagorinsky model does not present the
correct trend at the wall and the shear stress is overestimated. This
behaviour is probably the cause of the underprediction of the mean
velocity profile in the wall region and of its difficulties in connecting
properly the wall region to the the logarithmic layer. On the other
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hand, the anisotropic model is in quite good agreement with the
DNS results for simulations at all Mach numbers.
6 Conclusions and future perspectives
We have investigated the potential benefits resulting from the
application of the anisotropic dynamic model [2] in the context of a
high order DG model. This approach contrasts with other attempts
at implementing LES in a DG framework, in which only Smagorin-
sky closures have been applied so far. Furthermore, the hierarchical
nature of the DG finite element basis was exploited to implement
the LES grid and test filters via projections on the finite dimensional
subspaces that define the numerical approximation, along the lines
of similar proposals in the VMS framework. A comparison with the
DNS experiment results reported in [7], [37] and [51] has been car-
ried out. The results of the comparison show a clear improvement
in the prediction of several key features of the flow with respect
to the Smagorinsky closure implemented in the same framework.
The proposed approach appears to lead to significant improvements
both in the low and high Mach number regimes. On this basis, we
plan to investigate further extensions of this approach to flows in
presence of gravity, with the goal of improving the turbulence mod-
els for applications to environmental stratified flows. Furthermore,
the numerical framework that has been validated by the comparison
reported in this paper will be employed for the assessment of the
proposal presented in [36] for the extension of the eddy viscosity
model to compressible flows.
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Figure 3: Mean streamwise velocity profiles at (a) Ma = 0.2, (b) Ma = 0.7
and (c) Ma = 1.5.
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Figure 4: Mean dilatation profiles at Ma = 1.5.
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Figure 5: Root mean square profiles of the streamwise velocity component
at (a) Ma = 0.2, (b) Ma = 0.7 and (c) Ma = 1.5.
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Figure 6: Root mean square profiles of the wall normal velocity component
at (a) Ma = 0.2, (b) Ma = 0.7 and (c) Ma = 1.5.
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Figure 7: Root mean square profiles of the spanwise velocity components
at (a) Ma = 0.2, (b) Ma = 0.7 and (c) Ma = 1.5.
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Figure 8: Total modelled+resolved turbulent kinetic energy at (a) Ma =
0.2, (b) Ma = 0.7 and (c) Ma = 1.5.
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Figure 9: Total modelled+resolved turbulent wall normal shear stress at
(a) Ma = 0.2, (b) Ma = 0.7 and (c) Ma = 1.5. The stress is normalized
by the corresponding uτ wall friction velocity obtained by the simulation.
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