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Abstract. Associated with every 2n× 2n real positive definite
matrix A, there exist n positive numbers called the symplectic
eigenvalues of A, and a basis of R2n called the symplectic eigen-
basis of A corresponding to these numbers. In this paper, we
discuss the differentiability (analyticity) of the symplectic eigen-
values and corresponding symplectic eigenbasis for differentiable
(analytic) map t 7→ A(t), and compute their derivatives. We then
derive an analogue of Lidskii’s theorem for symplectic eigenvalues
as an application.
1. Introduction
Let J be the 2n× 2n matrix
J =
[
O In
−In O
]
, (1.1)
where In is the n × n identity matrix. A 2n × 2n real matrix M is
called a symplectic matrix if
MTJM = J.
The set of all symplectic matrices forms a group under multiplication
and is denoted by Sp(2n). A result on symplectic matrices, generally
known asWilliamson’s theorem says that for every 2n×2n real positive
definite matrix A there exists a symplectic matrix M such that
MTAM =
[
D O
O D
]
, (1.2)
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2where D is an n × n positive diagonal matrix with diagonal entries
d1(A) ≤ · · · ≤ dn(A), [3, 12]. The positive numbers d1(A), . . . , dn(A)
are uniquely determined. We call these numbers the symplectic eigen-
values of A. These are the complete invariants of A under the action
of the symplectic group Sp(2n). Symplectic eigenvalues occur in dif-
ferent areas of mathematics and physics such as symplectic geometry,
symplectic topology and both classical and quantum mechanics. See
[10, 12, 19, 26]. Recently there has been a heightened interest in the
study of symplectic eigenvalues by both physicists and mathemati-
cians. A particular reason for this being their growing importance
and applications in quantum information. See, for instance, [3, 23].
A positive number d is a symplectic eigenvalue of A if and only
if ±d is an eigenvalue of the Hermitian matrix ıA1/2JA1/2, [12, 23].
In principle, it could be possible to derive the properties of symplec-
tic eigenvalues from the well-known properties of eigenvalues of Her-
mitian matrices. But due to the complicated form of the Hermit-
ian matrix ıA1/2JA1/2, it is often not feasible to obtain results for
symplectic eigenvalues from the well-developed theory for eigenvalues
of Hermitian matrices. So, it is necessary as well as helpful to de-
velop independent techniques and theory for symplectic eigenvalues.
Some fundamental inequalities and variational principles on symplec-
tic eigenvalues are given in [8]. In this paper we study some questions
on symplectic eigenvalues analogous to some fundamental questions
on eigenvalues of Hermitian matrices that have been studied for long.
Eigenvalue problems for Hermitian matrices have a long and rich
history. We can classify these problems to be qualitative and quanti-
tative in nature. An example of qualitative problems is the study of
continuity, differentiability and analyticity of eigenvalues and eigen-
vectors as functions of Hermitian matrices when the matrices depend
smoothly on a parameter. These problems have been extensively stud-
ied, (see e.g., [15, 16, 17, 21, 24, 25, 28]) and are of much importance
in perturbation theory, differential equations, numerical analysis and
physics. See [18, 27, 28]. The quantitative problems include vari-
ational principles, eigenvalues of functions of matrices, majorisation
inequalities and computation of eigenvalues and eigenvectors. There
has been much interest in the study of relationships between the eigen-
values of Hermitian matrices A and B and those of their sum A+B.
Suppose λ↑(A) =
(
λ↑1(A), . . . , λ
↑
n(A)
)
denote the tuple of eigenvalues
of an n× n Hermitian matrix A arranged in increasing order. In 1912
3H. Weyl discovered several relationships between the eigenvalues of
sums of Hermitian matrices. These include the inequalities:
λ↑j (A+B) ≥ λ↑j(A) + λ↑1(B) 1 ≤ j ≤ n. (1.3)
The maximum principle given by Ky Fan in 1949 implies that for all
1 ≤ k ≤ n,
k∑
j=1
λ↑j (A+B) ≥
k∑
j=1
λ↑j (A) +
k∑
j=1
λ↑j (B). (1.4)
In 1950 V. B. Lidskii proved the inequalities
k∑
j=1
λ↑ij(A+B) ≥
k∑
j=1
λ↑ij(A) +
k∑
j=1
λ↑j(B) (1.5)
for all k = 1, . . . , n and 1 ≤ i1 < i2 < · · · < ik ≤ n. Inequalities
(1.3) and (1.4) are special cases of (1.5). Lidskii’s inequalities played
a fundamental role in the study of eigenvalues of sums of matrices and
proved to be an important stimulant for the much celebrated Horn’s
conjecture. See, for instance, [6, 11]. These inequalities have attracted
much attention and a number of different proofs for these are now
available in literature. See [5, 20]. But all the proofs are generally
more difficult than those for the earlier two families of inequalities
(1.3) and (1.4).
In this paper, we address both the qualitative as well as quanti-
tative problems on symplectic eigenvalues. We study differentiability
of symplectic eigenvalues and also derive a relationship analogous to
Lidskii’s theorem for these numbers. Let P(n) denote the set of all
n×n real positive definite matrices. For a matrix P in P(2n), we shall
always denote by d1(P ) ≤ · · · ≤ dn(P ), its symplectic eigenvalues ar-
ranged in increasing order. We know that each map P 7→ dj(P ) is
continuous. See [8, 14]. But this map need not be differentiable, as is
shown by the following example.
Example 1. Let I4 denote the 4×4 identity matrix. Clearly d1(I4) =
d2(I4) = 1. We show that the maps P 7→ d1(P ) and P 7→ d2(P ) are
not even Gateaux differentiable at I4. Let B be the 4× 4 matrix
B = I2 ⊗
[
0 0
0 1
]
.
4For any real number t with |t| < 1, I4 + tB is the matrix
I4 + tB = I2 ⊗
[
1 0
0 1 + t
]
.
The symplectic eigenvalues of I4 + tB, are
d1(I4 + tB) =
{
1 + t −1 < t < 0
1 0 ≤ t < 1,
and
d2(I4 + tB) =
{
1 −1 < t < 0
1 + t 0 ≤ t < 1.
It is easy to see that
lim
t→0+
d1(I4 + tB)− d1(I4)
t
= 0
and
lim
t→0−
d1(I4 + tB)− d1(I4)
t
= 1.
This shows that the map d1 is not differentiable. Similarly we can see
that the map d2 is not differentiable at I4.
A symplectic eigenvalue d of A has multiplicity m if the set {i :
di(A) = d} has exactly m elements, and is simple if m = 1. We see
in Example 1, the symplectic eigenvalue d1 of I4 has multiplicity 2
and is not differentiable at I4. We show in Theorem 3.3 that if dj(A)
is a simple symplectic eigenvalue of A, then the map P 7→ dj(P )
and the corresponding symplectic eigenvector pair maps are infinitely
differentiable at A. We calculate the first derivatives of these maps in
Theorem 3.4.
We also study the differentiability and analyticity of symplectic
eigenvalues of positive definite matrices that are dependent on a real
parameter. We show in Theorem 4.3, if t 7→ A(t) is a real analytic
map from an open interval to the space of positive definite matrices,
then we can choose all the symplectic eigenvalues and corresponding
symplectic eigenbasis to be real analytic in t. We also see that in this
case, the maps t 7→ dj (A(t)) are piecewise real analytic. See Theorem
4.7.
We now describe the quantitative problems that we study in this
paper. Recently there has been much interest in finding relationships
5between the symplectic eigenvalues of sums of positive definite matri-
ces and those of individual matrices. T. Hiroshima in [13] proved the
following relationship for symplectic eigenvalues that is analogous to
(1.4).
k∑
j=1
dj(A+B) ≥
k∑
j=1
dj(A) +
k∑
j=1
dj(B) 1 ≤ k ≤ n.
In [7] R. Bhatia addressed the inequality analogous to (1.3). He
showed that
dj(A+B) ≥ dj(A) + d1(B)
for all j = 1, . . . , n when A and B are of the form
A =
[
D O
O D
]
, B =
[
X O
O X−1
]
,
where D is the diagonal matrix diag(d1(A), . . . , dn(A)) and X is any
n× n positive definite matrix. As an application of our results on an-
alyticity of symplectic eigenvalues, we derive relationships analogous
to Lidskii’s inequalities (Theorem 5.5). More precisely, we show that
for all k = 1, . . . , n and all 1 ≤ i1 < · · · < ik ≤ n,
k∑
j=1
dij(A+B) ≥
k∑
j=1
dij(A) +
k∑
j=1
dj(B).
As for the case of eigenvalues of Hermitian matrices, these greatly gen-
eralise the inequalities given in [7] and [13]. In this process, we intro-
duce a notion similar to the notion of projections, that we call as “sym-
plectic projections”, and give an equivalent statement for Williamson’s
theorem in terms of symplectic projections.
The paper is organised as follows. Some definitions and preliminary
results on symplectic eigenvalues are summarised in Section 2. In
Section 3, we study the differentiability of symplectic eigenvalues and
symplectic eigenvectors maps when the symplectic eigenvalues are sim-
ple, and compute their first order derivatives. In Section 4 we discuss
differentiability and analyticity of these maps for curves of positive
definite matrices when the symplectic eigenvalues are not necessarily
simple. As applications of our results, we derive a symplectic analogue
of Lidskii’s theorem and give a perturbation bound in Section 5.
62. Preliminaries
Let Rn denote the space of all n tuples over the real numbers, and
let M(n) denote the space of all n×n real matrices. The bilinear form
(·, ·) on R2n given by
(x, y) =
n∑
i=1
(xiyn+i − xn+iyi) (2.1)
is called the symplectic inner product on R2n. This can also be written
as
(x, y) = 〈x, Jy〉.
Here J is the 2n × 2n matrix given by (1.1), and 〈·, ·〉 denotes the
Euclidean inner product on R2n. It is easy to see that a matrix M ∈
Sp(2n) if and only if it preserves the symplectic inner product on R2n,
i.e.,
(Mx,My) = 〈Mx, JMy〉 = 〈x, Jy〉 = (x, y).
A pair of vectors (u, v) is called normalised if 〈u, Jv〉 = 1. Two pairs
of vectors (u1, v1) and (u2, v2) are called symplectically orthogonal if
〈ui, Jvj〉 = 〈ui, Juj〉 = 〈vi, Jvj〉 = 0 (2.2)
for i 6= j, i, j = 1, 2. A subset {u1, . . . , um, v1, . . . , vm} of R2n is called
a symplectically orthogonal (orthonormal) set if the pairs of vectors
(ui, vi) are mutually symplectically orthogonal (and normalised). If
m = n, then the symplectically orthonormal set is called a symplectic
basis of R2n.
The following proposition is an easy consequence of Williamson’s
Theorem.
Proposition 2.1. Let A be a 2n × 2n real positive definite matrix
with symplectic eigenvalues d1, . . . , dn. There exists a symplectic basis
{u1, . . . , un, v1, . . . , vn} of R2n such that for each i = 1, . . . , n,
Aui = diJvi, Avi = −diJui, (2.3)
A pair of vectors (ui, vi) that satisfies (2.3) is called a symplectic
eigenvector pair of A corresponding to the symplectic eigenvalue di. If
the pair, in addition, is normalised, it is called a normalised symplectic
eigenvector pair of A.
The proofs of the next two results are straightforward and left to
the reader.
7Lemma 2.2. Let A ∈ P(2n), and let d be a positive number. The
following statements are equivalent.
(i) d is a symplectic eigenvalue of A and (u, v) is a corresponding
symplectic eigenvector pair.
(ii) ±d is an eigenvalue of ıJA and u∓ıv is a corresponding eigen-
vector.
(iii) ±d is an eigenvalue of ıA1/2JA1/2 and A1/2u ∓ ıA1/2v is a
corresponding eigenvector.
Since d1, . . . , dn denote the symplectic eigenvalues arranged in in-
creasing order, we usually denote any collection of symplectic eigen-
values by d˜1, . . . , d˜n.
Proposition 2.3. For A in P(2n), the set {(u˜j, v˜j) : j = 1, . . . , m}
is a symplectically orthogonal set of symplectic eigenvector pairs of A
corresponding to the symplectic eigenvalues d˜1, . . . , d˜m, respectively, if
and only if {A1/2u˜j − ıA1/2v˜j : j = 1, . . . , m} is an orthogonal set of
eigenvectors of ıA1/2JA1/2 corresponding to the eigenvalues d˜1, . . . , d˜m
respectively. Further, for each j = 1, . . . , k
‖A1/2u˜j − ıA1/2v˜j‖2 = 2d˜j〈u˜j, Jv˜j〉. (2.4)
Corollary 2.4. Any two symplectic eigenvector pairs corresponding
to two distinct symplectic eigenvalues of a real positive definite matrix
are symplectically orthogonal.
Proposition 2.5. Let A be a 2n × 2n real positive definite matrix,
and let d be a symplectic eigenvalue of A with multiplicity m. Let
r0 = min{|d− d˜| : d˜ is a symplectic eigenvalue of A, d˜ 6= d}. Then for
any positive number r < r0, there exists an open neighbourhood U of A
in P(2n) such that every P in U has exactly m symplectic eigenvalues
(counted with multiplicities) contained in (d− r, d+ r).
Proof. Let d1(A) ≤ · · · ≤ di(A) < di+1(A) = · · · = di+m(A) <
di+m+1(A) ≤ · · · ≤ dn(A) be the n symplectic eigenvalues of A with
di+1(A) = · · · = di+m(A) = d. By our choice of r we see that
di(A) < d− r < d+ r < di+m+1(A).
Since each dj is continuous, we can find an open neighbourhood U of
A such that for every P ∈ U,
di+1(P ), . . . , di+m(P ) ∈ (d− r, d+ r),
di(P ) < d− r and di+m+1(P ) > d+ r.
8Thus for every P ∈ U, there are exactly m symplectic eigenvalues
di+1(P ), . . . , di+m(P ) of P that are contained in (d − r, d + r). The
cases d = d1 and d = dn can be proved in a similar way. 
A subspace W of R2n is called a symplectic subspace of R2n if for
every x ∈ W there exists a y ∈ W such that 〈x, Jy〉 6= 0. (See [12]
Section 1.2.1.) IfW is a symplectic subspace of R2n, then its dimension
is an even number and there exists a symplectically orthonormal set
that spans it. Let d be a symplectic eigenvalue of A, and let S be
the set of all symplectic eigenvector pairs of A corresponding to d.
Suppose W is the span of the set {u, v : (u, v) ∈ S}. It is easy to see
that W is a symplectic subspace of R2n. If d has multiplicity k, then
the dimension of W is 2k.
We end this section with an observation on the extension of Williamson’s
theorem and the notion of symplectic eigenvalues to positive semidef-
inite matrices.
Remark 2.6. Let A be a 2n × 2n real positive semidefinite matrix.
Then there exists a symplectic matrix M such that (1.2) holds for
some n × n nonnegative diagonal matrix D if and only if the kernel
of A is a symplectic subspace of R2n. If dimKerA = 2m, then exactly
m diagonal entries of A are zero. In this case, we call the nonnegative
diagonal entries of D to be the symplectic eigenvalues of the positive
semidefinite matrix A.
Let Ps(2n) be the set of all 2n×2n real positive semidefinite matrices
A such that KerA is a symplectic subspace of R2n. We can see from
the proof of Theorem 7 of [8]. that the maps dj taking A to dj(A) are
continuous on Ps(2n) for all j = 1, . . . , n.
3. Simple symplectic eigenvalues
The following theorem is the key result that will be used to prove
the main theorem of this section.
Theorem 3.1. Let A be a 2n× 2n real positive definite matrix. Sup-
pose d0 is a simple symplectic eigenvalue of A with corresponding
normalised symplectic eigenvector pair (u0, v0). Then there exists an
open subset U of P(2n) containing A, and C∞ maps d : U → R and
u, v : U → R2n that satisfy the following conditions.
9(i) For every P ∈ U, d(P ) is a simple symplectic eigenvalue of P
with the corresponding normalised symplectic eigenvector pair
(u(P ), v(P )).
(ii) d(A) = d0, u(A) = u0 and v(A) = v0.
(iii)
〈u0, Ju(P )〉+ 〈v0, Jv(P )〉 = 0. (3.1)
Proof. Since d0 is a simple symplectic eigenvalue of A with symplectic
eigenvector pair (u0, v0), by Lemma 2.2, it is a simple eigenvalue of ıJA
with eigenvector x0 = u0 − ıv0. Also 〈x0, Jx0〉 = −2ı〈u0, Jv0〉 = −2ı.
Define the map ϕ : P(2n)× C2n × C→ C2n × C as
ϕ(P, x, d) = ((ıJP − d)x, 〈x0, Jx〉+ 2ı) .
Clearly, ϕ is a C∞ map and ϕ(A, x0, d0) = 0. Let D2ϕ denote the
partial derivative of ϕ with respect to (x, d). Then
D2ϕ(A, x0, d0) =
[
ıJA− d0 −x0
x∗0J 0
]
.
Thus detD2ϕ(A, x0, d0) = −〈x0, J(ıJA−d0)adjx0〉. Since d0 is a simple
eigenvalue of ıJA, 0 is a simple eigenvalue of ıJA − d0. So we have
(ıJA−d0)adjx0 = cx0, where c is the product of all nonzero eigenvalues
of ıJA− d0. This gives
〈x0, J(ıJA− d0)adjx0〉 = c〈x0, Jx0〉 = −2ıc 6= 0.
Hence by the Implicit function theorem, there exists an open subset
U of P(2n) containing A, and C∞ maps d : U → C and x : U → C2n
that satisfy ıJPx(P ) = d(P )x(P ), 〈x0, Jx(P )〉 = −2ı, x(A) = x0
and d(A) = d0. Clearly x(P ) 6= 0, and hence d(P ) is an eigenvalue
of ıJP. All eigenvalues of ıJP are real. Hence d(P ) is real. Since
d0 > 0, we can assume that d(P ) > 0 for all P ∈ U. By Lemma 2.2,
we see that d(P ) is a symplectic eigenvalue of P for every P ∈ U.
Also since D2ϕ(P, x(P ), d(P )) is invertible, (ıJP − d(P ))adj 6= 0 and
this implies that d(P ) has multiplicity 1. Let x(P ) = u˜(P ) − ıv˜(P )
be the Cartesian decomposition of x(P ). By Lemma 2.2 we see that
(u˜(P ), v˜(P )) is a symplectic eigenvector pair of P corresponding to
d(P ). Also, the maps P 7→ u˜(P ) and P 7→ v˜(P ) are C∞ on U, and
u˜(A) = u0 and v˜(A) = v0. We know that 〈u0, Jv0〉 = 1. Hence we can
assume that 〈u˜(P ), Jv˜(P )〉 > 0 for all P ∈ U. This implies that the
map P 7→ 〈u˜(P ), Jv˜(P )〉−1/2 is C∞ on U. Define the maps u, v : U →
R2n as
u(P ) = 〈u˜(P ), Jv˜(P )〉−1/2u˜(P )
10
and
v(P ) = 〈u˜(P ), Jv˜(P )〉−1/2v˜(P ).
The maps u and v are C∞ and (u(P ), v(P )) forms a normalised sym-
plectic eigenvector pair of P corresponding to d(P ). This shows the
existence of infinitely differentiable maps d, u, v on U that satisfy (i)
and (ii). Moreover, since the real part of 〈x0, Jx(P )〉 is zero,
〈u0, Ju(P )〉+ 〈v0, Jv(P )〉 = 0
This proves (iii). 
Remark 3.2. Since d0 is a simple symplectic eigenvalue of A if and
only if it is a simple eigenvalue of ıA1/2JA1/2, (see Proposition 2.3)
and the square root map is infinitely differentiable on real positive
definite matrices, we can obtain (i) and (ii) of Theorem 3.1 from the
corresponding result on eigenvalues in [24]. But we give an indepen-
dent proof as (3.1) is required in the computation of the derivatives
of symplectic eigenvector pair in Theorem 3.4.
The main theorem of this section is as follows:
Theorem 3.3. Let A ∈ P(2n), and suppose that dj(A) is simple. Then
there exists a neighbourhood U of A in P(2n) such that for every P ∈
U, dj(P ) is simple and the map P 7→ dj(P ) is infinitely differentiable
on U. Further, if (u0, v0) is a normalised symplectic eigenvector pair
of A corresponding to dj(A), then there exist infinitely differentiable
maps uj, vj : U → R2n such that for every P in U (uj(P ), vj(P )) is
a normalised symplectic eigenvector pair of P corresponding to dj(P ),
uj(A) = u0 and vj(A) = v0, and uj(P ), vj(P ) satisfy (3.1).
Proof. If dj(A) is a simple symplectic eigenvalue of A, then by Theo-
rem 3.1, we can find an open neighbourhood V of A in P(2n), and C∞
maps d : V → R and u, v : V → R2n that satisfy (i)-(iii) of Theorem
3.1; i.e., d(P ) is a simple symplectic eigenvalue of P and (u(P ), v(P ))
is a corresponding normalised symplectic eigenvector pair such that
d(A) = dj(A), u(A) = u0, v(A) = v0, and u(P ), v(P ) satisfy (3.1).
Let r be a positive number with r < min{dj+1(A) − dj(A), dj(A) −
dj−1(A)}. By the continuity of the map P 7→ d(P ) and Proposition
2.5, we can assume that for every P in V, d(P ) is the only symplectic
eigenvalue of P contained in (dj(A)−r, dj(A)+r). By ([8], Theorem 7),
we know that the map P 7→ dj(P ) is continuous. Hence there exists an
open neighbourhoodW of A such that dj(P ) ∈ (dj(A)−r, dj(A)+r) for
every P inW. But this implies that d(P ) = dj(P ) for every P ∈ V ∩W.
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Take U = V ∩W. Hence the map dj is infinitely differentiable on U
with the corresponding normalised symplectic eigenvector maps u, v
that satisfy the required conditions. 
Next we compute the derivatives of the symplectic eigenvalue map
dj and its corresponding symplectic eigenvector pair map at A when
dj(A) has multiplicity 1. We note here that if (u, v) is a normalised
symplectic eigenvector pair of A corresponding to a simple symplectic
eigenvalue d, then any normalised symplectic eigenvector pair (x, y)
corresponding to d is of the form
x = au− bv and y = bu + av
where a, b are real numbers satisfying a2 + b2 = 1.
Theorem 3.4. Let A ∈ P(2n) be such that dj(A) is simple, and
let (uj, vj) be a normalised symplectic eigenvector pair map through
(uj(A), vj(A)) obtained from Theorem 3.3. Suppose M is any sym-
plectic matrix given by (1.2). Then the derivatives Ddj(A), Duj(A)
and Dvj(A) at a 2n× 2n symmetric matrix B are given by
Ddj(A)(B) =
〈uj(A), Buj(A)〉+ 〈vj(A), Bvj(A)〉
2
, (3.2)
Duj(A)(B) = MDˆM
TBuj(A) +MDJM
TBvj(A), (3.3)
and
Dvj(A)(B) = MDˆM
TBvj(A)−MDJMTBuj(A), (3.4)
where Dˆ and D are the 2n × 2n diagonal matrices with respective
diagonal entries given by
(
Dˆ
)
kk
=

dk(A)
d2j (A)−d
2
k(A)
k 6= j, 1 ≤ k ≤ n
− 1
4dj (A)
k = j, 1 ≤ k ≤ n(
Dˆ
)
ii
k = n+ i, 1 ≤ i ≤ n,
(3.5)
and
(
D
)
kk
=

dj(A)
d2j (A)−d
2
k(A)
k 6= j, 1 ≤ k ≤ n
1
4dj (A)
k = j, 1 ≤ k ≤ n(
D
)
ii
k = n+ i, 1 ≤ i ≤ n.
(3.6)
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Proof. Since dj(A) is simple, by Theorem 3.3, we know that the map dj
is infinitely differentiable at A. Since (uj, vj) is a normalised symplectic
eigenvector pair map obtained from Theorem 3.3, we have
Puj(P ) = dj(P )Jvj(P ), (3.7)
Pvj(P ) = −dj(P )Juj(P ), (3.8)
〈uj(P ), Jvj(P )〉 = 1, (3.9)
〈uj(A), Juj(P )〉+ 〈vj(A), Jvj(P )〉 = 0. (3.10)
Differentiating (3.7) and (3.8) at A, we see that for every 2n× 2n real
symmetric matrix B
Buj(A) + ADuj(A)(B) = Ddj(A)(B)Jvj(A) + dj(A)JDvj(A)(B),
(3.11)
and
Bvj(A) + ADvj(A)(B) = −Ddj(A)(B)Juj(A)− dj(A)JDuj(A)(B).
(3.12)
Taking the inner product of (3.11) with uj(A) and using the fact that
〈uj(A), Jvj(A)〉 = 1, we get
〈uj(A), Buj(A)〉+ 〈uj(A), ADuj(A)(B)〉
= Ddj(A)(B) + 〈uj(A), dj(A)JDvj(A)(B)〉 (3.13)
Since
〈uj(A), ADuj(A)(B)〉 = 〈Auj(A), Duj(A)(B)〉
= dj(A)〈Duj(A)(B), Jvj(A)〉,
we can write (3.13) as
Ddj(A)(B) = 〈uj(A), Buj(A)〉+ dj(A)〈Duj(A)(B), Jvj(A)〉
−dj(A)〈uj(A), JDvj(A)(B)〉. (3.14)
Similarly, taking the inner product of (3.12) with vj(A), we get
Ddj(A)(B) = 〈vj(A), Bvj(A)〉 − dj(A)〈Duj(A)(B), Jvj(A)〉
+dj(A)〈uj(A), JDvj(A)(B)〉. (3.15)
Adding (3.14) and (3.15) finally gives (3.2).
We next compute the derivatives Duj(A) and Dvj(A).
Let the columns of M be u˜1, . . . , u˜n, v˜1, . . . , v˜n. Clearly these vec-
tors form a symplectic eigenbasis of R2n corresponding to A. We can
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express Duj(A)(B) and Dvj(A)(B) uniquely as
Duj(A)(B) =
n∑
k=1
αku˜k +
n∑
k=1
βkv˜k
and
Dvj(A)(B) =
n∑
k=1
γku˜j +
n∑
k=1
δkv˜k,
where αk = 〈Duj(A)(B), Jv˜k〉, βk = −〈Duj(A)(B), Ju˜k〉,
γk = 〈Dvj(A)(B), Jv˜k〉 and δk = −〈Dvj(A)(B), Ju˜k〉 for all k =
1, . . . , n. Since dj(A) is simple, we can assume that u˜j = auj(A) −
bvj(A) and v˜j = buj(A) + avj(A) for some a, b ∈ R with a2 + b2 = 1.
Thus
〈u˜k, Jvj(A)〉 = 〈uj(A), Jv˜k〉 = δkja (3.16)
and
〈u˜k, Juj(A)〉 = 〈v˜k, Jvj(A)〉 = δkjb (3.17)
for all k = 1, . . . , n. Here δjk = 0 if j 6= k and δjk = 1 otherwise.
Taking inner product of (3.11) with u˜k we get
〈u˜k, Buj(A)〉+ 〈u˜k, ADuj(A)(B)〉
= Ddj(A)(B)〈u˜k, Jvj(A)〉+ dj(A)〈u˜k, JDvj(A)(B)〉.
Using (3.16) and the values of αk and δk, this reduces to
dk(A)αk − dj(A)δk = aDdj(A)(B)δkj − 〈u˜k, Buj(A)〉. (3.18)
Similarly, taking inner products of (3.11) with v˜k, and of (3.12) with
u˜k and v˜k, and using (3.16) and (3.17), we obtain the expressions
dk(A)βk + dj(A)γk = bDdj(A)(B)δkj − 〈v˜k, Buj(A)〉, (3.19)
dj(A)βk + dk(A)γk = −bDdj(A)(B)δkj − 〈u˜k, Bvj(A)〉, (3.20)
−dj(A)αk + dk(A)δk = aDdj(A)(B)δkj − 〈v˜k, Bvj(A)〉. (3.21)
Thus for each k = 1, . . . , n we have a system of four linear equations
in four unknowns αk, βk, γk and δk. When k 6= j, this system is
dk(A) 0 0 −dj(A)
0 dk(A) dj(A) 0
0 dj(A) dk(A) 0
−dj(A) 0 0 dk(A)


αk
βk
γk
δk
 = −

〈u˜k, Buj(A)〉
〈v˜k, Buj(A)〉
〈u˜k, Bvj(A)〉
〈v˜k, Bvj(A)〉

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Here dj(A) 6= dk(A) therefore the coefficient matrix above is invertible
and left multiplying by the inverse we get
αk
βk
γk
δk
 = (d2j(A)− d2k(A))−1

dk(A) 0 0 dj(A)
0 dk(A) −dj(A) 0
0 −dj(A) dk(A) 0
dj(A) 0 0 dk(A)


〈u˜k, Buj(A)〉
〈v˜k, Buj(A)〉
〈u˜k, Bvj(A)〉
〈v˜k, Bvj(A)〉

The solution is thus given by the following equations
αk =
1
d2j(A)− d2k(A)
(dk(A)〈u˜k, Buj(A)〉+ dj(A)〈v˜k, Bvj(A)〉) ,
(3.22)
βk =
1
d2j (A)− d2k(A)
(dk(A)〈v˜k, Buj(A)〉 − dj(A)〈u˜k, Bvj(A)〉) ,
(3.23)
γk =
1
d2j(A)− d2k(A)
(dk(A)〈u˜k, Bvj(A)〉 − dj(A)〈v˜k, Buj(A)〉) ,
(3.24)
δk =
1
d2j(A)− d2k(A)
(dk(A)〈v˜k, Bvj(A)〉+ dj(A)〈u˜k, Buj(A)〉) .
(3.25)
Now, for k = j we have the following system
dj(A) 0 0 −dj(A)
0 dj(A) dj(A) 0
0 dj(A) dj(A) 0
−dj(A) 0 0 dj(A)


αj
βj
γj
δj
 = −

〈u˜j, Buj(A)〉 − aDdj(A)(B)
〈v˜j , Buj(A)〉 − bDdj(A)(B)
〈u˜j, Bvj(A) + bDdj(A)(B)〉
〈v˜j , Bvj(A)〉 − aDdj(A)(B)

Using the expression for Ddj(A)(B), the fact that B is symmetric and
the relationship between (u˜j, v˜j) and (uj(A), vj(A)) one can see that
the solution to the above system exists and is given by
αj − δj = 1
2dj(A)
(〈v˜j(A), Bvj(A)〉 − 〈u˜j(A), Buj(A)〉) (3.26)
βj + γj =
−1
2dj(A)
(〈v˜j(A), Buj(A)〉) + −1
2dj(A)
(〈u˜j(A), Bvj(A)〉)
(3.27)
Differentiating (3.9) and (3.10), respectively, gives
〈Duj(A)(B), Jvj(A)〉+ 〈uj(A), JDvj(A)(B)〉 = 0
and
〈uj(A), JDuj(A)(B)〉+ 〈vj(A), JDvj(A)(B)〉 = 0.
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These in turn imply αj + δj = 0 and βj − γj = 0. Thus
αj = −δj = 1
4dj(A)
(〈v˜j(A), Bvj(A)〉 − 〈u˜j(A), Buj(A)〉) (3.28)
and
βj = γj =
−1
4dj(A)
(〈v˜j(A), Buj(A)〉) + −1
4dj(A)
(〈u˜j(A), Bvj(A)〉).
(3.29)
Simplifying the above expressions we get for k 6= j,
αk =
1
d2j(A)− d2k(A)
(
d2k(A)〈Jv˜k, A−1Buj(A)〉+ dj(A)〈Jv˜k, JBvj(A)〉
)
.
βk = − 1
d2j (A)− d2k(A)
(
d2k(A)〈Ju˜k, A−1Buj(A)〉+ dj(A)〈Ju˜k, JBvj(A)〉
)
αj = −1
4
〈Jv˜j , A−1Buj(A)〉+ 1
4dj(A)
〈Jv˜j , JBvj(A)〉
βj =
1
4
〈Ju˜j, A−1Buj(A)〉 − 1
4dj(A)
〈Ju˜j, JBvj(A)〉
Let x be the 2n real vector with components α1, . . . , αn, β1, . . . , βn.
Then we see that x can be written as
x = DˆD˜M−1A−1Buj(A) +DM
−1JBvj(A),
where D˜ is the 2n × 2n diagonal matrix with diagonal entries the
symplectic eigenvalues of A, d1(A), . . . , dn(A), d1(A), . . . , dn(A), and
Dˆ and D are the diagonal matrices given by (3.5) and (3.6), respec-
tively. Therefore
Duj(A)(B) = MDˆD˜M
−1A−1Buj(A) +MDM
−1JBvj(A)
= MDˆMTBuj(A) +MDJM
TBvj(A).
The last equality follows from the fact thatMTAM = D˜ andMTJM =
J. This proves (3.3). Similar computations give (3.4). 
Remark 3.5. Let A ∈ P(2n), and let d, u, v be maps on a neighbour-
hood U of A such that d(P ) is a symplectic eigenvalue of P and
(u(P ), v(P )) is a pair of normalised symplectic eigenvector. If d, u, v
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are differentiable at A, then by following the same steps as those used
to prove (3.2), we can compute the derivative of d at A as
Dd(A)(B) =
1
2
(〈u(A), Bu(A)〉+ 〈v(A), Bv(A)〉) . (3.30)
Given a map t 7→ A(t) from an open interval I to P(2n), we denote
the symplectic eigenvalue dj(A(t)) by dj(t), 1 ≤ j ≤ n.
Corollary 3.6. Let t 7→ A(t) be a map from an open interval I to
P(2n) that is infinitely differentiable at t0 ∈ I. Suppose that dj(t0) is
simple. Then there exists an open interval I0 containing t0 such that
the map dj is infinitely differentiable on I0. If (u0, v0) is a correspond-
ing normalised symplectic eigenvector pair of A(t0), then we can find
an infinitely differentiable normalised symplectic eigenvector pair map
(uj, vj) on I0 corresponding to dj(t) such that (uj(t0), vj(t0)) = (u0, v0),
and ((uj(t), vj(t)) satisfies
〈u0, Juj(t)〉+ 〈v0, Jvj(t)〉 = 0
for all t ∈ I0. Further, for any symplectic matrix M given by the
Williamson theorem for A(t0),
d′j(t) =
〈uj(t), A′(t)uj(t)〉+ 〈uj(t), A′(t)uj(t)〉
2
for all t ∈ J, (3.31)
u′j(t0) = MDˆM
TA′(t0)u0 +MDJM
TA′(t0)v0, (3.32)
and
v′j(t0) = MDˆM
TA′(0)v0 −MDJMTA′(t0)u0, (3.33)
where Dˆ and D are the diagonal matrices associated with A(t0) given
by (3.5) and (3.6), respectively.
Theorem 3.7. Following the notations of Corollary 3.6, the second
derivative of dj at t0 is given by
d′′j (t0) =
1
2
(〈u0, A′′(t0)u0〉+ 〈v0, A′′(t0)v0〉)
+ 2〈A′(t0)u0,MDJMTA′(t0)v0〉
+ 〈A′(t0)u0,MDˆMTA′(t0)u0〉+ 〈A′(t0)v0,MDˆMTA′(t0)v0〉,
(3.34)
where Dˆ and D are the diagonal matrices associated with A(t0) given
by (3.5) and (3.6), respectively.
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Proof. By (3.31), we have
d′j(t) =
〈uj(t), A′(t)uj(t)〉+ 〈vj(t), A′(t)vj(t)〉
2
(3.35)
for every t in I0. Differentiating (3.35) at t = t0 and using the fact
that A′(t0) is real symmetric, we get
d′′j (t0) =
1
2
(〈u0, A′′(t0)u0〉+ 〈v0, A′′(t0)u0〉)
+〈u′j(t0), A′(t0)u0〉+ 〈v′j(t0), A′(t0)v0〉. (3.36)
Using the expression (3.32) for the derivative u′j(t0), we get
〈u′j(t0), A′(t0)u0〉 =〈MDˆMTA′(t0)u0, A′(t0)u0〉
+ 〈MDJMTA′(t0)v0, A′(t0)u0〉. (3.37)
Similarly using (3.33), we have
〈v′j(t0), A′(t0)v0〉 =〈MDˆMTA′(t0)v0, A′(t0)v0〉
− 〈MDJMTA′(t0)u0, A′(t0)v0〉
Since DJ = JD, we have
〈v′j(t0), A′(t0)v0〉 =〈MDˆMTA′(t0)v0, A′(t0)v0〉
+ 〈MDJMTA′(t0)v0, A′(t0)u0〉. (3.38)
Using (3.37) and (3.38) in (3.36), we obtain (3.34). 
4. Symplectic eigenvalues of curves of positive definite
matrices
In this section we study the differentiability and analyticity of sym-
plectic eigenvalues of positive definite matrices dependent on a real
parameter irrespective of their multiplicities. The matrix square root
is an infinitely differentiable map, and the symplectic eigenvalues of A
are the positive eigenvalues of the Hermitian matrix ıA1/2JA1/2. So, we
obtain the results on the differentiability of symplectic eigenvalues by
using the corresponding results on eigenvalues of Hermitian matrices.
We similarly derive the results on analyticity of symplectic eigenval-
ues. For details on the differentiability and analyticity of eigenvalues
and eigenvectors of curves of Hermitian matrices, see [16, 24].
Let t 7→ H(t) be a map from an open interval I to the space H(k)
of all k × k Hermitian matrices that is differentiable at t0 ∈ I. Then
all the eigenvalues of H(t) can be chosen to be differentiable at t0. It
18
means that there exist k functions λ1, . . . , λk in a neighbourhood of t0
that are differentiable at t0 and λ1(t), . . . , λk(t) are the k eigenvalues of
H(t) counted with multiplicity. Further if the map t 7→ H(t) is C1 on
I, then we can choose the eigenvalues to be C1 on the whole of I. See
([16], pp.113-115). Now since the square root map A 7→ A1/2 is C∞
on P(2n), we can directly obtain the following symplectic analogue.
Theorem 4.1. Let t 7→ A(t) be a map from an open interval I to
P(2n) that is differentiable at t0 ∈ I. Then all the symplectic eigenval-
ues of A(t) can be chosen to be differentiable at t0, i.e., we can find
n functions d˜1, . . . , d˜n in a neighbourhood of t0 that are differentiable
at t0 such that d˜1(t), . . . , d˜n(t) are the symplectic eigenvalues of A(t).
If, in addition, the map t 7→ A(t) is C1 on I, then d˜1, . . . , d˜n can be
chosen to be C1 on I.
The continuity of symplectic eigenvector pairs cannot be guaranteed
even if the map t 7→ A(t) is C∞ on I. This we show by the following
example.
Example 2. For each t ∈ (−1, 1) define the 4 × 4 positive definite
matrix A(t) as
A(t) = I2 ⊗ P (t)
where
P (t) =
[
1−e−1/t
2
cos(2/t) −e−1/t
2
sin(2/t)
−e−1/t
2
sin(2/t) 1+e−1/t
2
cos(2/t))
]
for t 6= 0 and P (0) = I2. Clearly t 7→ A(t) is a smooth map. For
t 6= 0, d1(t) = 1− e−1/t2 and d2(t) = 1+ e−1/t2 , and d1(0) = d2(0) = 1.
Let u1(t) = e1 ⊗
[
cos(1/t) sin(1/t)
]T
, v1(t) = e2 ⊗
[
cos(1/t) sin(1/t)
]T
and
u2(t) = e1⊗
[
sin(1/t) − cos(1/t)
]T
, v2(t) = e2⊗
[
sin(1/t) − cos(1/t)
]T
, where
e1, e2 are the standard unit vectors in R
2.
One can see that (u1(t), v1(t))(resp. (u2(t), v2(t))) is a normalised
symplectic eigenvector pair corresponding to d1(t)(resp. d2(t)). Sup-
pose that there exist functions u˜, v˜ : (−1, 1) → R4, continuous at
0 such that (u˜(t), v˜(t)) forms a normalised symplectic eigenvector
pair of A(t). For each t 6= 0 the pair (u˜(t), v˜(t)) either corresponds
to d1(t), or to d2(t). Therefore we can get a sequence (tj)j∈N of
nonzero terms in (−1, 1) converging to 0 such that for all j ∈ N
(u˜(tj), v˜(tj)) corresponds either to d1(tj) or to d2(tj). Consider the
case when (u˜(tj), v˜(tj)) corresponds to d1(tj) for all j. For each j,
d1(tj) is a simple symplectic eigenvalue of A(tj). This implies that
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the normalised symplectic eigenvector pair (u˜(tj), v˜(tj)) is of the form
u˜(tj) = aju1(tj)− bjv1(tj), v˜(tj) = bju1(tj)+ ajv1(tj) where aj, bj ∈ R
and a2j + b
2
j = 1. The continuity of u˜ and v˜ at t = 0 implies that the
limits lim
j→∞
aj sin(1/tj) and lim
j→∞
bj sin(1/tj) exist, which in turn imply
that lim
j→∞
sin2(1/tj) exists. This is a contradiction. We get a similar
contradiction in the other case. Therefore we conclude that there does
not exist any continuous selection of normalised symplectic eigenvector
pairs.
However, the symplectic eigenvalues and the symplectic eigenvector
pairs can be chosen smoothly under an additional condition as shown
in the following theorem. The proof follows from the smoothness of
the map A 7→ A1/2 on P(2n), and ([1], Theorem 7.6). We say that
two functions f and g continuous at t0 meet with infinite order if for
every p ∈ N there exists a function hp continuous at t0 such that
f(t)− g(t) = tphp(t). See (3.5) in [1].
Theorem 4.2. Let t 7→ A(t) be a smooth map from an open interval
I to P(2n) such that for all 1 ≤ i 6= j ≤ n either di(t) = dj(t) for all
t ∈ I or di(t) and dj(t) do not meet with infinite order at any point in
I. Then all the symplectic eigenvalues and corresponding symplectic
eigenbasis can be chosen smoothly in t on I.
We now turn to the case when A(t) is a real analytic curve.
Theorem 4.3. Let t 7→ A(t) be a map from an open interval I to
P(2n) that is real analytic at t0 ∈ I.
(i) If d is a symplectic eigenvalue of A(t0) with multiplicity m,
then for some ǫ > 0, there exist m symplectic eigenvalue
maps d˜1, . . . , d˜m : (t0 − ǫ, t0 + ǫ) → R, and m corresponding
symplectically orthonormal symplectic eigenvector pair maps
(u˜1, v˜1), . . . , (u˜m, v˜m) : (t0− ǫ, t0 + ǫ)→ R2n×R2n that are real
analytic at t0 with each d˜j(t0) = d.
(ii) There exists an ǫ > 0 such that all the n symplectic eigenvalues
of A(t) and a corresponding symplectic eigenbasis can be chosen
on (t0 − ǫ, t0 + ǫ) to be real analytic at t0.
Similar to the case of differentiability, we use the results on ana-
lyticity of eigenvalues of Hermitian matrices. For this we need the
following proposition. Since we could not find an explicit proof of this
in literature we include its proof in the appendix for the convenience
of the reader.
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Proposition 4.4. Let t 7→ A(t) be a map from an open interval I
to P(m) that is real analytic at t0 ∈ I. Then the composite map t 7→
(A(t))1/2 is also real analytic at t0.
We use the following result for eigenvalues and eigenvectors for Her-
mitian matrices to prove Theorem 4.3. See Kato [16] and Rellich [24].
Proposition 4.5. Let t 7→ H(t) be a map from an open interval I
to H(k) that is real analytic at t0. If λ is an eigenvalue of H(t0) with
multiplicity m, then there exists an ǫ > 0 so that we can find m eigen-
value functions λ1, . . . , λm : (t0 − ǫ, t0 + ǫ)→ R and m corresponding
orthonormal eigenvector functions x1, . . . , xm : (t0 − ǫ, t0 + ǫ) → Ck
that are real analytic at t0. Also λi(t0) = λ for all i = 1, . . . , m.
Proof of Theorem 4.3: Let H(t) be the Hermitian matrix
ıA1/2(t)JA1/2(t). Since t 7→ A(t) is real analytic at t0, by Proposi-
tion 4.4, the map t 7→ H(t) is also real analytic at t0. By Proposi-
tion 2.3, the multiplicity of the eigenvalue d of H(t0) is m. Hence by
Proposition 4.5, there exist an ǫ > 0, and m functions d˜1, . . . , d˜m :
(t0− ǫ, t0 + ǫ)→ R and m functions x1, . . . , xm : (t0− ǫ, t0 + ǫ)→ C2n
that are real analytic at t0 such that d˜1(t), . . . , d˜m(t) are m eigenvalues
of H(t) and {x1(t), x2(t), . . . , xm(t)} is a corresponding orthonormal
set of eigenvectors. Also d˜j(t0) = d for all j = 1, . . . , m. Since H(t) is
invertible for every t and d > 0, each d˜j(t) > 0. Hence d˜j(t) is a sym-
plectic eigenvalue of A(t) for every t ∈ (t0−ǫ, t0+ ǫ) and j = 1, . . . , m.
Let xj(t) = uj(t) − ıvj(t) be the Cartesian decomposition of xj(t).
For every t ∈ (t0 − ǫ, t0 + ǫ) let u˜j(t) =
√
2d˜j(t)A
−1/2(t)uj(t) and
v˜j(t) =
√
2d˜j(t)A
−1/2(t)vj(t). Since d˜j(t) andA
−1/2(t) are real analytic
at t0, u˜j(t) and v˜j(t) are real analytic at t0. Finally by Proposition 2.3,
{(u˜j(t), v˜j(t)) : j = 1, . . . , m} is a symplectically orthonormal set of
symplectic eigenvector pairs of A(t) corresponding to d˜1(t), . . . , d˜m(t).
This proves (i).
Let d1 < · · · < dk be distinct symplectic eigenvalues of A(t0) with
multiplicities m1, . . . , mk, respectively. By statement (i) of the the-
orem, we can find an ǫ > 0 and n symplectic eigenvalue functions
d˜1,1(t), . . . , d˜1,m1(t), . . . , d˜k,1(t), . . . , d˜k,mk(t) of A(t) on (t0 − ǫ, t0 + ǫ)
that are real analytic at t0. Also for each j = 1, . . . , k, we can
choose corresponding symplectically orthonormal symplectic eigenvec-
tor pairs (u˜j,i(t), v˜j,i(t)), 1 ≤ i ≤ mj , that are real analytic at t0.Using
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Proposition 2.5, we can assume that ǫ > 0 is small enough so that
for all t ∈ (t0 − ǫ, t0 + ǫ) d˜r,i(t) 6= d˜s,j(t) for all 1 ≤ i ≤ mr and
1 ≤ j ≤ ms, r 6= s. Thus by Corollary 2.4 the symplectic eigenvec-
tor pairs (u˜j,i(t), v˜j,i(t)), 1 ≤ i ≤ mj , 1 ≤ j ≤ k, form the required
symplectic eigenbasis. 
By arguing in a similar way as in the proof of Theorem 4.3(i) and us-
ing the analogous result for eigenvalues and eigenvectors of Hermitian
matrices (see [16], Ch.II, Sec.6), we can obtain the following theorem.
Theorem 4.6. Let t 7→ A(t) be a real analytic map from an open
interval I to P(2n). Then we can choose n symplectic eigenvalue func-
tions and corresponding symplectic eigenbasis map such that they are
real analytic on I.
We have seen that the ordered tuple d1 ≤ d2 ≤ · · · ≤ dn of symplec-
tic eigenvalues need not be differentiable when the multiplicities are
greater than one. But they can be proved to be piecewise real analytic
if the map t 7→ A(t) is real analytic on I.
Theorem 4.7. Let t 7→ A(t) be a real analytic map from an open
interval I to P(2n), and let [a, b] be any compact interval contained
in I. Then for each j = 1, . . . , n, the map t 7→ dj(t) = dj(A(t)) is
piecewise real analytic on [a, b]. Further for each t ∈ [a, b], we can find
a symplectic eigenbasis {u1(t), . . . , un(t), v1(t), . . . , vn(t)} of A(t) cor-
responding to d1(t), . . . , dn(t) such that the maps u1, . . . , un, v1, . . . , vn
are also piecewise real analytic on [a, b].
Proof. By Theorem 4.6, we can find n symplectic eigenvalues
d˜1(t), . . . , d˜n(t) of A(t) and a corresponding symplectic eigenbasis
{u˜1(t), . . . , u˜n(t), v˜1(t), . . . , v˜n(t)} such that each of the maps d˜j , u˜j
and v˜j are real analytic on I.
Define I to be the set of all ordered pairs (i, j), 1 ≤ i 6= j ≤ n,
such that d˜i(t) 6= d˜j(t) for at least one t in [a, b]. Let E be the set
of all points t in [a, b] such that d˜i(t) = d˜j(t) for some (i, j) ∈ I. By
using the real analyticity of the maps d˜1, . . . , d˜n and the definition of
the set I, we can see that E is finite. Then for every i = 1, . . . , n the
multiplicity of d˜i(t) is the same for all t in [a, b] \ E. Hence d˜1, . . . , d˜n
can be reordered so that d˜i(t) = di(t) for all t ∈ [a, b] \ E. The the-
orem thus follows by suitably reordering the symplectic eigenvalues
d˜1, . . . , d˜n and correspondingly reordering the symplectic eigenvalue
pairs u˜1, . . . , u˜n, v˜1, . . . , v˜n. 
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5. Symplectic analogue of Lidskii’s theorem and other
applications
The main object of this section is to derive a Lidskii type result, that
is, a majorisation inequality between the symplectic eigenvalues of the
sum of two positive definite matrices and those of the two matrices.
We start this section by introducing a notion of symplectic projections
that is of independent interest and is useful in the proof of our main
theorem of this section.
Let S = {x1, . . . , xk, y1, . . . , yk} be a symplectically orthonormal
subset of R2n. Define the map PS on R
2n as
PS(x) =
k∑
i=1
(〈x, Jyi〉Jyi + 〈x, Jxi〉Jxi) . (5.1)
Suppose M is the 2n× 2k matrix
M =
[
Jx1, . . . , Jxk, Jy1, . . . , Jyk
]
. (5.2)
It is easy to see that PS =MM
T , and so, it is a positive semidefinite
matrix. In fact, it can be seen that the kernel of PS is the symplectic
complement of S, and hence PS ∈ Ps(2n) with symplectic eigenvalues
1 and 0 with multiplicities k and n− k, respectively. We call PS to be
the symplectic projection associated with the set S. If k = n, i.e., S
is a symplectic basis of R2n, then PS is a positive definite symplectic
matrix with all its symplectic eigenvalues 1.
Proposition 5.1. Let S = {u1, . . . , uk, v1, . . . , vk} and T =
{x1, . . . , xm, y1, . . . , ym} be two symplectically orthonormal subsets of
R2n, and let P and Q be the symplectic projections associated with
them. Let M and N be the 2n × 2k and 2n × 2m matrices given by
(5.2) corresponding to the sets S and T, respectively. Then P = Q if
and only if k = m and M = NU for some 2k × 2k orthosymplectic
(symplectic as well as orthogonal) matrix U.
Proof. If k = m and M = NU, the equality P = Q easily follows from
the orthogonality of U, and the fact that P = MMT and Q = NNT .
Conversely, let P = Q. Clearly the subspaces spanned by S and T
are the same, and hence k = m. By (5.1)
Pxj =
k∑
i=1
(αijJui + βijJvi)
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for all j = 1, . . . , k. Here αij = 〈xj, Jui〉 and βij = 〈xj , Jvi〉, 1 ≤ i, j ≤
k. Since P = Q, Pxi = Jyi. This gives
yj =
k∑
i=1
(αijui + βijvi) . (5.3)
Also since xj belongs to the span of the symplectically orthonormal
vectors u1, . . . , uk, v1, . . . , vk,
xj =
k∑
i=1
(〈xj, Jvi〉ui − 〈xj, Jui〉vi) (5.4)
=
k∑
i=1
(βijui − αijvi) . (5.5)
Let X and Y be the k × k matrices X = [αij] and Y = [βij] , and U
be the 2k × 2k matrix
U =
[
Y X
−X Y
]
.
Using the fact that x1, . . . , xk, y1, . . . , yk are symplectically orthonor-
mal, we can see that the columns of U are orthonormal as well as sym-
plectically orthonormal vectors in R2k. Finally, from (5.3) and (5.5)
we obtain N =MU. 
We now give an equivalent statement for Williamson’s theorem in
terms of symplectic projections.
Proposition 5.2. For every B in P(2n) there exist distinct positive
numbers µ1, . . . , µm and symplectic projections P1, . . . , Pm that satisfy
the following conditions.
(i) PjJPk = 0 for all j 6= k, j, k = 1, . . . , m.
(ii)
m∑
k=1
PkJPk = J.
(iii) B =
m∑
k=1
µkPk.
The numbers µ1, . . . , µm and the symplectic projections P1, . . . , Pm
are uniquely determined by the above conditions. Further, for every
1 ≤ j ≤ m, µj is a symplectic eigenvalue of B and Pj is the sym-
plectic projection associated with a symplectically orthonormal set of
eigenvector pairs of B corresponding to µj.
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Proof. Let µ1, . . . , µm be the distinct symplectic eigenvalues of B with
multiplicities k1, . . . , km, respectively. For every j = 1, . . . , m let
Sj = {uj,1, . . . , uj,kj , vj,1, . . . , vj,kj} be a symplectically orthonormal set
of symplectic eigenvector pairs of B corresponding to µj. Let Pj be the
symplectic projection associated with Sj . By the definition of symplec-
tic projections and Williamson’s theorem, we can see that µ1, . . . , µm
and P1, . . . , Pm satisfy (i)-(iii).
Now, let η1, . . . , ηl be l distinct positive numbers and Q1, . . . , Ql be
symplectic projections that also satisfy (i)-(iii). For every j = 1, . . . , l,
let Tj = {xj,1, . . . , xj,rj , yj,1, . . . , yj,rj} be a symplectically orthonormal
set corresponding to Qj. By using (i) and (iii), we can see that each
ηj is a symplectic eigenvalue of B, and (xj,i, yj,i), 1 ≤ i ≤ rj, are the
symplectically orthonormal symplectic eigenvector pairs correspond-
ing to ηj . Condition (ii) implies that {η1, . . . , ηl} forms the set of all
distinct symplectic eigenvalues of B. By the uniqueness of symplectic
eigenvalues, we have l = m and {µ1, . . . , µm} = {η1, . . . , ηl}. We can
assume that µj = ηj for all j = 1, . . . , m. By (iii) we see that rj is
equal to the multiplicity of µj . Since symplectic eigenvector pairs cor-
responding to different eigenvalues are symplectically orthogonal, Sj
is symplectically orthogonal to Tk for all j 6= k. Consequently Pjx = 0
for all x ∈ Tk and for all k 6= j. Thus for every (xj,i, yj,i) in Tj we have
µjQjxj,i = µjJyj,i = Bxj,i = µjPjxj,i.
and since µj 6= 0, Pjxj,i = Qjxj,i. Similarly Pjyj,i = Qjyj,i. Since ∪Tj
forms a basis for R2n, we get Pj = Qj for all j = 1, . . . , m. 
By using Proposition 5.1 and the uniqueness of symplectic projec-
tions in Proposition 5.2, we get the following:
Corollary 5.3. Let A ∈ P(2n), and let d be its symplectic eigenvalue
with multiplicity m. Let S = {u1, . . . , um, v1, . . . , vm} be a symplecti-
cally orthonormal set of symplectic eigenvector pairs of A correspond-
ing to d. Then the set T = {x1, . . . , xm, y1, . . . , ym} is also a symplec-
tically orthonormal set of symplectic eigenvector pairs corresponding
to d if and only if there exists a 2m × 2m orthosymplectic matrix U
such that
N = MU,
where M and N are 2n × 2m matrices with columns
u1, . . . , um, v1, . . . , vm and x1, . . . , xm, y1, . . . , ym, respectively.
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We can also verify that if d1(B), . . . , dn(B) are the symplectic eigen-
values of B and {u1, . . . , un, v1, . . . , vn} is a corresponding symplectic
eigenbasis, then
B =
n∑
j=1
dj(B)Pj ,
where Pj is the symplectic projection corresponding to {uj, vj}.
For a real vector x = (x1, . . . , xn), we denote by x
↑ the vector
(x↑1, . . . , x
↑
n) obtained by rearranging the components of x in increasing
order, i.e.,
x↑1 ≤ · · · ≤ x↑n.
We say x is supermajorised by y, in symbols x ≺w y, if for 1 ≤ k ≤ n
k∑
j=1
x↑j ≥
k∑
j=1
y↑j . (5.6)
We say that x majorises y (or y is majorised by x) if the two sides in
the above inequalities are equal when k = n.
An n × n matrix B = [bij] is called doubly superstochastic if there
exists an n× n doubly stochastic matrix A = [aij] such that bij ≥ aij
for all i, j = 1, . . . , n. See [2]. It can be seen that the set of doubly
superstochastic is a closed and convex subset of M(n). In order to
prove Theorem 5.5, we will use the following fundamental result in
the theory of majorisation.
Lemma 5.4. The following two conditions are equivalent:
(i) An n× n matrix A is doubly superstochastic.
(ii) Ax ≺w x for every positive n-vector x.
For a positive definite matrix A, we denote by d↑(A) the n-tuple of
symplectic eigenvalues arranged in increasing order, i.e.,
d↑(A) = (d1(A), . . . , dn(A)).
Theorem 5.5. Let A,B be two 2n × 2n positive definite matrices.
Then
d↑(A+B)− d↑(A) ≺w d↑(B). (5.7)
Proof. Define the map ϕ : [0, 1]→ P(2n) as
ϕ(t) = A+ tB.
Clearly ϕ is real analytic with ϕ′(t) = B. Let 1 ≤ j ≤ n, and let
dj(t) = dj(ϕ(t)). By Theorem 4.7, dj is piecewise real analytic. Also
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by the same theorem, we can find a piecewise real analytic symplec-
tic eigenbasis β(t) = {u1(t), . . . , un(t), v1(t), . . . , vn(t)} of ϕ(t) corre-
sponding to d1(t), . . . , dn(t). For any t in [0, 1] at which dj , uj and vj
are real analytic, we have
d′j(t) =
1
2
(〈uj(t), Buj(t)〉+ 〈vj(t), Bvj(t)〉) . (5.8)
Let µ1 ≤ . . . ≤ µn be the symplectic eigenvalues of B and β =
{x1, . . . , xn, y1, . . . , yn} be a corresponding symplectic eigenbasis. Let
Pj be the symplectic projection corresponding to (xj, yj). Then B =
n∑
j=1
µjPj. Thus by using this expression for B and using (5.1) for Pk in
(5.8), we get
d′j(t) =
n∑
k=1
µk
2
(〈uj(t), Pkuj(t)〉+ 〈vj(t), Pkvj(t)〉)
=
n∑
k=1
µk
2
(〈uj(t), Jyk〉2 + 〈uj(t), Jxk〉2
+〈vj(t), Jyk〉2 + 〈vj(t), Jxk〉2
)
. (5.9)
Since β(t) and β are symplectic bases of P(2n), the matrix M(t) with
rsth entry
mrs(t) =

〈uj(t), Jxk〉 r = j, s = k, 1 ≤ j, k ≤ n
〈uj(t), Jyk〉 r = j, s = n+ k, 1 ≤ j, k ≤ n
〈vj(t), Jxk〉 r = n + j, s = k, 1 ≤ j, k ≤ n
〈vj(t), Jyk〉 r = n + j, s = n + k, 1 ≤ j, k ≤ n
is a symplectic matrix. Let M˜(t) be the n×n matrix with jkth entry
m2jk(t) +m
2
j(n+k)(t) +m
2
(n+j)k(t) +m
2
(n+j)(n+k)(t)
2
.
Then by (5.9), we see that d′j(t) is the jth component of the vector
M˜(t)d↑(B), i.e.,
d′(t) = M˜(t)d↑(B). (5.10)
where d′(t) = (d′1(t), . . . , d
′
n(t))
T . Since dj, uj, vj are piecewise real an-
alytic on [0, 1], the maps dj and M˜ are integrable on [0, 1]. Denote by
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M, the n× n matrix
M =
1∫
0
M˜(t)dt.
By ([8], Theorem 6) each M˜(t) is doubly superstochastic. Since the
set of doubly superstochastic matrices is closed and convex, M is also
doubly superstochastic. Integrating (5.10), we get
d↑(A +B)− d↑(A) = Md↑(B).
We finally obtain (5.7) by Lemma 5.4. 
Corollary 5.6. For A,B ∈ P(2n), and for all 1 ≤ i1 < · · · < ik ≤ n,
k∑
j=1
dij(A+B) ≥
k∑
j=1
dij(A) +
k∑
j=1
dj(B). (5.11)
In particular,
dj(A+B) ≥ dj(A) + d1(B), (5.12)
and
dj(A+ I) ≥ dj(A) + 1.
Here I denotes the 2n× 2n identity matrix.
When {i1, . . . , ik} is the set {1, . . . , k} in (5.11), we obtain the in-
equalities first proved by Hiroshima. See [8, 13]. The inequalities
(5.12) were proved recently by R. Bhatia in [7] in the case when A
and B are of some specific form.
We also point out that the supermajorisation in (5.7) cannot be
replaced by majorisation. Let A =
[
2 1
1 2
]
and B = I2, the 2 × 2
identity matrix. The only symplectic eigenvalues of A,B and A + B
are
d1(A) =
√
3, d1(B) = 1 and d1(A +B) = 2
√
2.
Clearly d1(A +B) > d1(A) + d1(B).
Following is a simple application of Theorem 5.5.
Corollary 5.7. For all k = 1, . . . , n and 1 ≤ i1 < · · · < ik ≤ n,
the map A 7→
k∑
j=1
dij (A) on P(2n) has neither a local minimiser nor
a local maximiser in P(2n). In particular, for every j = 1, . . . , n, the
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map A 7→ dj(A) has neither a local minimiser nor a local maximiser
in P(2n).
Proof. Let I denote the 2n× 2n identity matrix. Let A ∈ P(2n) and
ǫ > 0 be such that A± ǫI ∈ P(2n). Then replacing B by ǫI in (5.11)
we get
k∑
j=1
dij (A+ ǫI) ≥
k∑
j=1
dij (A) + kǫ
Similarly, replacing A by A− ǫI and B by ǫI, we get
k∑
j=1
dij (A) ≥
k∑
j=1
dij(A− ǫI) + kǫ
Consequently, we get
k∑
j=1
dij(A+ ǫI) >
k∑
j=1
dij (A) >
k∑
j=1
dij (A− ǫI)

A 2n × 2n real positive definite matrix A is a covariance matrix
corresponding to a Gaussian state (or a Gaussian covariance matrix)if
and only if it satisfies
A+
ı
2
J ≥ 0.
This is equivalent to saying that all the symplectic eigenvalues dj(A) ≥
1/2. The von Neumann entropy of a Gaussian state with covariance
matrix A is given by
S(A) =
n∑
i=1
[(
di +
1
2
)
log
(
di +
1
2
)
−
(
di − 1
2
)
log
(
di − 1
2
)]
.
(5.13)
Theorem 5.8. Let t 7→ A(t) be a real analytic map from an open in-
terval I to the set of Gaussian covariance matrices. Then the entropy
map S(t) = S(A(t)) is monotonically increasing (decreasing) on I if
A′(t) is positive (negative) semidefinite for all t in I.
Proof. Since t 7→ A(t) is real analytic on I, by Theorem 4.6, we can
choose the symplectic eigenvalues d˜1(t), . . . , d˜n(t), and a corresponding
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symplectic eigenbasis {u˜1(t), . . . , u˜n(t), v˜1(t), . . . , v˜n(t)} of A(t) to be
real analytic on I. By Remark 3.5, we have
d˜′j(t) =
1
2
(〈u˜j(t), A′(t)u˜j(t)〉+ 〈v˜j(t), A′(t)v˜j(t)〉) .
If A′(t) is positive semidefinite, then each d˜′j(t) ≥ 0. Since the maps d˜j
are continuous and S is a continuous map of d˜j, t→ S(t) is continuous
on I. The matrices A(t) are Gaussian covariance matrices for all t.
Hence d˜j(t) ≥ 1/2 for all 1 ≤ j ≤ n and for all t ∈ I. Let F be the set
{i : d˜i(t) = 1/2 for all t ∈ I}. If F = {1, . . . , n}, then S(t) = 0 for all
t ∈ I. So, let F 6= {1, . . . , n}. Let I0 ⊆ I be any open bounded interval.
Clearly it suffices to show that S(t) is monotonically increasing on I0.
Consider the set E = {t ∈ I0 : d˜j(t) = 1/2, 1 ≤ j ≤ n, j /∈ F}. By the
analyticity of d˜j, we know that E is finite. For all t ∈ I0 \E, we have
S ′(t) =
∑
1≤j≤n
j /∈F
log
(
2d˜j(t) + 1
2d˜j(t)− 1
)
d˜′j(t),
Hence S ′(t) ≥ 0 if A′(t) ≥ 0 for all t ∈ I0 \E. The above fact together
with the continuity of S(t) proves the theorem. 
For a matrix A we denote by κ(A) the condition number of A, i.e.
κ(A) = ‖A‖‖A−1‖. In our final result we give a perturbation bound
for symplectic eigenvalues. Different perturbation bounds have been
given in [8] and [14] using very different techniques than ours.
Theorem 5.9. Let A,B ∈ P(2n). Then
max
1≤j≤n
|dj(A)− dj(B)| ≤ K(A,B)‖A−B‖, (5.14)
where K(A,B) =
1∫
0
κ(A+ t(B −A))dt.
Proof. Define ϕ : [0, 1]→ P(2n) as
ϕ(t) = A + t(B − A).
As in the proof of Theorem 5.5, we see that dj(t) = dj(ϕ(t))
is piecewise real analytic on [0, 1], and we can choose a cor-
responding piecewise real analytic symplectic eigenbasis β(t) =
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{u1(t), . . . , un(t), v1(t), . . . , vn(t)}. Then for t where dj, uj, vj are real
analytic, we have
d′j(t) =
1
2
(〈uj(t), (B − A)uj(t)〉+ 〈vj(t), (B − A)vj(t)〉) .
Integrating the above equation, we get
|dj(B)− dj(A)|
= |
1∫
0
d′j(t)dt|
≤ 1
2
1∫
0
|〈uj(t), (B − A)uj(t)〉+ 〈vj(t), (B − A)vj(t)〉|dt
≤ 1
2
1∫
0
(‖uj(t)‖2 + ‖vj(t)‖2) dt ‖A− B‖. (5.15)
Since (uj(t), vj(t)) is a normalised symplectic eigenvector pair of ϕ(t)
corresponding to dj(t),
‖uj(t)‖2 + ‖vj(t)‖2 ≤ ‖ϕ(t)−1‖
(‖ϕ(t)1/2uj(t)‖2 + ‖ϕ(t)1/2vj(t)‖2)
= ‖ϕ(t)−1‖2dj(t) ≤ 2κ(ϕ(t)).
Thus (5.15) gives (5.14). 
Appendix: Proof of Proposition 4.4
Lemma 5.10. Let X and Y be Banach spaces, and let T : X k → Y
be a bounded k-linear map. Suppose
∞∑
n=0
ajn is an absolutely conver-
gent series in X with sum aj for all j = 1, . . . , k. For each n, let
cn =
∑
j1+···+jk=n
T (a1j1, . . . , akjk). Then the series
∞∑
n=0
cn is absolutely
convergent in Y and has sum T (a1, . . . , ak).
Proof. The absolute convergence of the series
∞∑
n=0
cn follows from
Merten’s theorem for Cauchy products of series of real numbers. We
shall prove that its sum is T (a1, . . . , ak) by induction on k. When
k = 1, the statement directly follows from the boundedness and lin-
earity of T. Assume that the result holds for k. Let
∞∑
n=0
ajn (1 ≤ j ≤ k)
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and
∞∑
n=0
bn be absolutely convergent series in X such that aj =
∞∑
n=0
ajn
and b =
∞∑
n=0
bn.
For each m, define the map T˜m from X → Y as
T˜m(x) =
∑
j1+···+jk=m
T (a1j1 , . . . , akjk , x).
It is easy to see that T˜m is linear and bounded with ‖T˜m‖ ≤
‖T‖ ∑
j1+···+jk=m
‖a1j1‖ · · · ‖akjk‖. Since each
∞∑
n=0
‖ajn‖ is convergent, by
Merten’s theorem for Cauchy products of series of real numbers, we
see that
∞∑
m=0
‖T˜m‖ converges. Let K =
∞∑
m=0
‖T˜m‖. For each j ≥ 0, let
xj = T˜j(b),
and
cj =
j∑
l=0
T˜j−l(bl).
Clearly cj =
∑
j1+···+jk+l=j
T (a1j1 , . . . , akjk , bl). We need to show that
∞∑
j=0
cj is convergent to T (a1, . . . , ak, b). Let (Xn), (Cn) and (Bn) be the
sequences of partial sums of the series
∞∑
j=0
xj ,
∞∑
j=0
cj and
∞∑
j=0
bj , respec-
tively. By induction hypothesis,
∞∑
j=0
xj is absolutely convergent and its
sum equals T (a1, . . . , aj, b). Take dn = b − Bn and En =
n∑
j=0
T˜j(dn−j).
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We have
Cn =
n∑
j=0
j∑
l=0
T˜l(bj−l)
=
n∑
l=0
n∑
j=l
T˜l(bj−l)
=
n∑
l=0
T˜l
(
n−l∑
j=0
bj
)
=
n∑
l=0
T˜l(Bn−l)
=
n∑
l=0
T˜l(b)−
n∑
l=0
T˜l(dn−l)
= Xn −En.
It suffices to show that En → 0 as n→∞. Since dn → 0, we can find
a positive number M such that ‖dn‖ ≤ M for all n ≥ 0. Given an
ǫ > 0, choose N in N such that for all n ≥ N
‖dn‖ < ǫ
2(K + 1)
and
∞∑
j=n+1
‖T˜j‖ < ǫ
2M
.
Then for all n > 2N we can write
‖En‖ ≤
N∑
j=0
‖T˜j‖‖dn−j‖+
n∑
j=N+1
‖T˜j‖‖dn−j‖
<
ǫ
2(K + 1)
N∑
j=0
‖T˜j‖+M
n∑
j=N+1
‖T˜j‖
<
ǫ
2(K + 1)
K +M
ǫ
2M
≤ ǫ.
This proves lim
n→∞
Cn = lim
n→∞
Xn = T (a1, . . . , ak, b). 
Proof of Proposition 4.4: Without loss of generality, we can assume
that the interval I = (−1, 1) and t0 = 0. Since t 7→ A(t) is real analytic
at t = 0, there exists an r > 0 such that A(t) can be expressed as
A(t) = A(0) +
∞∑
j=1
Cjt
j for all |t| < r.
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Here
∞∑
j=1
Cjt
j is absolutely convergent for |t| < r. Let f(A) = A1/2
be the square root map. Since each kth order derivative Dkf(A(0)) is
k-linear and bounded, by Lemma 5.10 we have
Dkf(A(0))(A(t)−A(0), . . . ,A(t)− A(0))
=
∞∑
n=0
∑
j1+···+jk=n
tnDkf(A(0))(Cj1, . . . , Cjk)
Let Bk,n denote the matrix
∑
j1+···+jk=n
Dkf(A(0))(Cj1, · · · , Cjk). For
n < k, Bk,n be the zero matrix. We have the following Taylor expan-
sion of f at A(0) in a neighbourhood U ⊆ P(m). See [22].
f(A) = f(A(0)) +
∞∑
k=1
1
k!
Dkf(A(0))(A−A(0), · · · , A− A(0)).
Let λ0 be the minimum eigenvalue of A(0). Since λ0 > 0, the square
root function f is real analytic at λ0, i.e., there exists an r0 > 0
such that the series
∞∑
k=1
1
k!
f (k)(λ0)(t − λ0)k is absolutely and locally
uniformly convergent in (λ0 − r0, λ0 + r0). Choose δ, 0 < δ < r such
that
∞∑
j=1
‖Cj‖δj < r0 and A(t) ∈ U for all t ∈ (−δ, δ). Thus for all
|t| < δ,
f(A(t)) = f(A(0)) +
∞∑
k=1
1
k!
∞∑
n=k
Bk,nt
n. (5.16)
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We show that the iterated sum
∞∑
k=1
1
k!
∞∑
n=k
‖Bk,n‖|t|n <∞. Let C be the
sum
∞∑
j=1
‖Cj‖δj . For |t| < δ, we have
∞∑
n=k
‖Bk,n‖|t|n ≤
∞∑
n=k
‖Bk,n‖δn
≤
∞∑
n=k
∑
j1+···+jk=n
‖Dkf(A(0))(Cj1, . . . , Cjk)‖δn
≤ ‖Dkf(A(0))‖
∞∑
n=k
∑
j1+···+jk=n
(‖Cj1‖δj1) · · · (‖Cjk‖δjk)
= ‖Dkf(A(0))‖Ck.
The last equality follows from the convergence of Cauchy product of
the series
∞∑
j=1
‖Cj‖δj. By [9]
‖Dkf(A(0))‖ = ‖f (k)(A(0))‖ = |f (k)(λ0)|.
For |t| < δ, we have C < r0 and hence
∞∑
k=1
1
k!
∞∑
n=k
‖Bk,n‖|t|n ≤
∞∑
k=1
1
k!
|f (k)(λ0)|Ck <∞.
This implies that the iterated sum on the right hand side of (5.16)
is equal to the sum
∞∑
n=1
n∑
k=1
1
k!
Bk,nt
n. This shows that
√
A(t) can be
expressed as the power series√
A(t) =
√
A(0) +
∞∑
n=1
(
n∑
k=1
1
k!
Bk,n
)
tn for all |t| < δ.

Acknowledgement: The first author is supported by the SERB
MATRICS grant MTR/2018/000554.
References
[1] D. Alekseevsky, A. Kriegl, M. Losik, P.W. Michor, Choosing roots of polyno-
mials smoothly, Isr. J. Math., 105 (1998), 203-233.
35
[2] T. Ando, Majorization, doubly stochastic matrices, and comparison of eigen-
values, Linear Algebra Appl., 118 (1989), 163-248.
[3] Arvind, B. Dutta, N. Mukunda and R. Simon, The real symplectic groups in
quantum mechanics and optics, Pramana, 45 (1995), 471-495.
[4] R. Bhatia, Matrix Analysis, Springer, 1997.
[5] R. Bhatia, Perturbation Bounds for Matrix Eigenvalues, Siam, 2007.
[6] R. Bhatia, Linear algebra to quantum cohomology: The story of Alfred Horn’s
inequalities, Am. Math. Mon., 108 (2001), 289-318.
[7] R. Bhatia, Some inequalities for eigenvalues and symplectic eigenvalues of
positive definite matrices, Int. J. Math., 30 (2019), 1950055.
[8] R. Bhatia, T. Jain, On symplectic eigenvalues of positive definite matrices, J.
Math. Phys., 56 (2015), 112201.
[9] R. Bhatia, D. Singh, K.B. Sinha, Differentiation of operator functions and
perturbation bounds, Commun. Math. Phys., 191 (1998), 603-611.
[10] J. Eisert, T. Tyc, T. Rudolph, B.C. Sanders, Gaussian quantum marginal
problem, Commun. Math. Phys., 280 (2008), 263-280.
[11] W. Fulton, Eigenvalues of sums of Hermitian matrices, Se´minaire Bourbaki
845 (1998), 255-269.
[12] M. de Gosson, Symplectic Geometry and Quantum Mechanics, Oper. Theor.,
166, Birkha¨user, 2006.
[13] T. Hiroshima, Additivity and multiplicativity properties of some Gaussian
channels for Gaussian inputs, Phys. Rev. A, 73 (2006), 012330.
[14] M. Idel, S.S. Gaona, M.M. Wolf, Perturbation bounds for Williamson’s sym-
plectic normal form, Linear Algebra Appl., 525 (2017), 45-58.
[15] J.N. Juang, P. Ghaemmaghami, K.B. Lim, Eigenvalue and eigenvector deriva-
tives of a non defective matrix, J. Guid. Control Dynam., 12 (1989), 480-486.
[16] T. Kato, Perturbation Theory for Linear Operators, Springer, 1997.
[17] J.L. Kazdan, Matrices A(t) depending on a parameter t, University of Penn-
sylvania, unpulished note (1995).
[18] M. Kılıc¸, E. Mengi, E.A. Yıldırım, Numerical optimization of eigenvalues of
Hermitian matrix functions, SIAM J. Matrix Anal. A., 35 (2014), 699-4.
36
[19] R. Koenig, The conditional entropy power inequality for Gaussian quantum
states, J. Math. Phys., (1985), 022201.
[20] C. K. Li, R. Mathias, The Lidskii-Mirsky-Wielandt theorem - additive and
multiplicative versions, Numerische Mathematik, 81 (1999), 377-413.
[21] J.R. Magnus, On differentiating eigenvalues and eigenvectors, Economet.
Theor., 1 (1985), 179-191.
[22] P.D. Moral, A. Niclas, A Taylor expansion of the square root matrix function,
J. Math. Anal. Appl., 465(2018), 259-266.
[23] K. R. Parthasarathy, Symplectic dilation, Gaussian states and Gaussian chan-
nels, Indian J. Pure Ap. Mat., 46 (2015), 419-439.
[24] F. Rellich, Perturbation Theory of Eigenvalue Problems, Lecture notes, New
York University, 1954.
[25] L.C. Rogers, Derivatives of eigenvalues and eigenvectors, AIAA J., 8 (1970),
943-4.
[26] D. S˘afra´nek, I. Fuentes, Optimal probe states for the estimation of Gaussian
unitary channels, Phys. Rev. A, 94 (2016), 062313.
[27] A.P. Seyranian, O.N. Kirillov, A.A. Mailybaev, Coupling of eigenvalues of
complex matrices at diabolic and exceptional points, J. Phys. A: Math. Gen.,
38 (2005), 17-23.
[28] Y. Xu, Y. Lai, Derivatives of functions of eigenvalues and eigenvectors for
symmetric matrices, J. Math. Anal. Appl., 444 (2016), 251-4.
