Recently, there has been significant interest in linear regression in the situation where predictors and responses are not observed in matching pairs corresponding to the same statistical unit as a consequence of separate data collection and uncertainty in data integration. Mismatched pairs can considerably impact the model fit and disrupt the estimation of regression parameters. In this paper, we present a method to adjust for such mismatches under "partial shuffling" in which a sufficiently large fraction of (predictors, response)-pairs are observed in their correct correspondence. The proposed approach is based on a pseudo-likelihood in which each term takes the form of a two-component mixture density. Expectation-Maximization schemes are proposed for optimization, which (i) scale favorably in the number of samples, and (ii) achieve excellent statistical performance relative to an oracle that has access to the correct pairings as certified by simulations and case studies. In particular, the proposed approach can tolerate considerably larger fraction of mismatches than existing approaches, and enables estimation of the noise level as well as the fraction of mismatches. Inference for the resulting estimator (standard errors, confidence intervals) can be based on established theory for composite likelihood estimation. Along the way, we also propose a statistical test for the presence of mismatches and establish its consistency under suitable conditions.
Introduction
A tacit assumption in linear regression is that each of the (predictors, response)-pairs {(x i , y i )} n i=1 is associated with the same underlying statistical unit. However, there are scenarios in which the {x i } n i=1 and the {y i } n i=1 were collected separately, and there is uncertainty about which of the pairs {(x i , y j )} i<j are in correspondence to each other. Pioneering work by DeGroot, Goel, and collaborators [10, 11, 12, 16, 17] has formalized this setting under the notion of "Broken Sample": it is assumed that {(x π * (i) , y i )} n i=1 are i.i.d. observations from some joint distribution P x,y;θ * , where θ * is an unknown parameter and π * is an unknown permutation of {1, . . . , n}. To give an example, P x,y;θ * might be a Gaussian distribution with θ * representing the mean and covariance matrix. Depending on the problem, inference for both θ * and π * can be of interest.
More recently, there has been a surge of interest in the above setup in the context of linear regression, driven by applications in engineering and promising new developments in the mathematical signal processing and machine learning literature. Specifically, the following model has been studied under the terms "Unlabeled Sensing" [40] , "Regression with unknown permutation" [14, 29] , and "Regression with shuffled data" [1, 22] : y i = x π * (i) β * + σ * ε i , i = 1, . . . , n, ⇐⇒ y = Π * Xβ * + σ , y = (y i ) n i=1 , Π * = (I(π * (i) = j)) n i,j=1 , X = [x 1 . . . x n ], = (ε i ) n i=1 .
(1)
In (1) , β * ∈ R d denotes the regression parameter, the {ε i } n i=1 represent i.i.d. zero-mean and unitvariance errors, and σ * is referred to as "noise level". Model (1) has been considered from the point of view of signal recovery (with β * representing an unknown signal of interest) based on (noisy) linear sensing at the {x i } n i=1 , with the additional caveat that those linear measurements are received in an unknown order. For example, each measurement may come with an inaccurate time stamp, and as result, measurements are received in a shuffled order [3] . Specific applications of (1) in signal processing and sensors networks are reviewed in [18, 28, 29, 40, 41] .
Another important domain in which model (1) is of interest is data integration. Specifically, consider two data files A and B, with A containing the response variable y and B containing predictor variables x for a set of statistical units common to A and B. For example, A may contain the annual income of a set of individuals, while B may contain a collection of demographic variables, and the goal is to fit a linear regression model for income based on those variables. To perform this task, file A needs to be merged with file B, which is straightforward only if both files are equipped with unique identifiers. However, it is common that the data analyst does not have access to such identifiers, e.g., because of privacy concerns. In this case, linkage of A and B needs to be based on a combination of variables that are contained in both files (so-called matching variables), with the possibility of ambiguities and the potential for linkage error, i.e., a record in A is not matched to the correct counterpart in B. Therefore, model (1) can be used to account for errors (mismatches) in post-linkage regression analysis, a long-standing problem in statistics dating back to the work in [27] that is particularly relevant in the area of official statistics and the work of government agencies like the U.S. Census Bureau [31, 32] . The latter regularly combines data from a variety of sources such as administrative data, sample survey, and census data. The main purpose of combining data is to reuse existing data, reduce the cost of data collection, research, and the burden on responders. In spite of its relevance to this application, model (1) has hardly been considered directly. Instead, the common approach is to use information about the linkage process, e.g., the probability of a mismatch given a certain configuration for the matching variables, to construct suitable estimators that curb the impact of linkage error on the regression fit [7, 20, 21, 23] . However, information about the linkage process may be scarce or unavailable, in which case it can be useful to resort to (1) . ∼ N (0, I d ) and Gaussian errors. The paper [40] shows that in the noiseless case (σ * = 0), β * can be uniquely recovered by exhaustive search over permutations if n > 2d. Regarding the noisy case, a series of properties have been established for the least squares problem min Π∈Pn, β∈R d y − ΠXβ 2 2 ,
where P n denotes the set of n-by-n permutation matrices. Problem (2) is a specific quadratic assignment problem [5] . A result in [29] shows that (2) is NP-hard. The paper [29] also derives necessary and sufficient conditions for exact and approximate recovery of Π * based on (2) , and elaborates on the significance of the signal-to-noise ratio (SNR) β * 2 2 /σ 2 in this context. An excessively large SNR of the order n 2 is proved to be a necessary condition for approximate permutation recovery for any estimator. In a similar spirit, the work [22] shows that the SNR needs to be at least of the order d/ log log n to ensure approximate recovery of β * . In fact, problem (2) can be shown to suffer from overfitting due to the extra freedom in optimizing Π [1, 34] .
Tractable algorithms for (2) with provable guarantees are scarce at this point: the scheme in [22] has polynomial time complexity, but is "not meant for practical deployment" as the authors state themselves. The convex relaxation of (2) in which P n is replaced by its convex hull, the set of doubly stochastic matrices, was observed to yield poor performance [14] . The works [2, 44] discuss alternating minimization as well as the use of the Expectation-Maximization (EM) Algorithm (combined with MCMC sampling) in which Π * constitutes missing data. The recent paper [38] discusses a branch-and-bound scheme with promising empirical performance on small data sets; the theoretical properties of the approaches [2, 38, 44] remain to be investigated.
In view of the aforementioned computational and statistical barriers, the paper [34] discusses a simplified setting of (1) in which π * (i) = i except for at most k n elements of {1, . . . , n}; π * is called k-sparse in this case. The authors of [34] show that under this restriction on π * , the constrained least squares estimator corresponding to (2) has desirable statistical properties if the fraction k/n is not too large. Moreover, a convex relaxation of that constrained least squares problem yields an estimator of β * that is consistent under suitable conditions on k/n; the permutation can be estimated subsequently by sorting (cf. Eq. (9) below). The papers [35, 36] consider extensions of the approach taken in [34] to a multivariate regression setup in which the {y i } n i=1 have dimension m ≥ 1 each. It is shown that permutation recovery, i.e., the event { Π = Π * } for a suitable estimator Π of Π * , can succeed without stringent conditions on the signal-to-noise ratio once m is at least of the order log n. The paper [45] complements this result with matching information-theoretic lower bounds. Motivated by applications in automatic term translation, the paper [33] considers a closely related setup which the authors term "spherical regression with mismatch corruption" with responses and predictors being contained in the unit sphere of in R m (in [33] , m = d). In addition to sparsity, the paper [33] additionally assumes Π * to have a block structure. On the other hand, in [33] Π * is not required to be a permutation to allow a slightly more general class of mismatches.
Finally, it is worth mentioning that instead of linear regression, the papers [6, 30] study isotonic regression, i.e., y i = f * (x π * (i) ) + σ * ε i , 1 ≤ i ≤ n, with {x i } n i=1 and {y i } n i=1 being one-dimensional, and a non-decreasing regression function f * .
Contributions. In this paper, we build on the setup of sparse permutations as put forth in [34] .
The approach proposed herein improves over the approach in [34] with regard to two important aspects. One of the downsides in [34] is that mismatches are treated as generic data contamination, which leads to a substantial loss of information. As a result, performance degrades severely as the fraction of mismatches k/n increases. A second drawback of the approach is its dependence on a tuning parameter involving the noise level σ * , which is generally not known nor easy to estimate. By contrast, the approach proposed herein is in principle tuning-free (apart from the choice of a suitable initial solution), and produces estimates of the noise level σ * and the fraction of mismatches α * = k/n in addition to an estimate of the regression parameter. Moreover, the approach is far less affected as α * increases and empirically performs rather closely to the oracle least squares estimator equipped with knowledge of π * (cf. §4); while in theory, an arbitrary constant fraction of mismatches can be tolerated, α * ≈ 0.7 typically constitutes the limit in practice. In addition, the proposed approach also avoids a quadratic runtime in n that is incurred for alternatives such as the Lahiri-Larsen estimator [23] . Optimization is based on a pseudolikelihood having the form of a likelihood for fitting a two-component mixture model, with one component corresponding to a regular linear regression model without mismatches and the second component accounting for extra variation due to mismatches. Despite the nonconvexity of the resulting optimization problem, reasonable approximate solutions can be obtained via the EM algorithm and one of its variants [24, 37] whose initialization is discussed in detail in §3. 4 . The EM schemes are easy to implement and exhibit only a linear dependence in n. By leveraging welldeveloped theory on composite likelihood estimation, asymptotic standard errors and confidence intervals for (β * , σ * , α * ) can be obtained (cf. Theorem 1). Along the way, we also propose a test for the null hypothesis H 0 : Π * = I n , i.e., a test for the presence of mismatches, and show its consistency under suitable conditions ( §2.2).
Approach
To formally introduce the approach proposed herein, we make the following assumptions.
(A1) The permutation π * is assumed to be chosen uniformly at random from the set of permutations {π : n i=1 I(π(i) = i) = k} moving exactly k indices of {1, . . . , n}.
(A2) Conditional on π * , the pairs {(x π * (i) , y i )} n i=1 are i.i.d. zero-mean random variables, drawn from a joint distribution with density f x,y (x, y) = f y|x (y) · f x (x) with f y|x ∼ N (x β * , σ 2 * ).
Define indicator variables z i = I(π * (i) = i), i = 1, . . . , n, and fix an arbitrary index i ∈ {1, . . . , n}.
Under (A2), it then holds that
where f y (y) = f y|x (y)f x (x) dx. In fact, note that conditional on {z i = 1}, y i is independent of x i , and as a result the conditional distribution coincides with the marginal distribution of y.
In conclusion, (A1) and (3) imply that y i |x i follows a two-component mixture with proportions 1 − α * and α * = k/n, i.e.,
Remarks. (i) Assumption (A1) can be considerably relaxed without affecting (4) . Specifically, it suffices to assume that the indicators {z i } n i=1 are independent of {(x i , y i )} n i=1 and satisfy P(z i ) = α * , 1 ≤ i ≤ n. In fact, the latter does not even require π * to be a permutation of {1, . . . , n}.
(ii) The zero-mean assumption in (A2) is merely made for convenience as it eliminates the need for an intercept.
Since estimation of the marginal density in f y (4) can be performed based on the {y i } n i=1 only and is thus not affected by the presence of π * , f y can be assumed to be effectively known given that n is sufficiently large and can consequently be estimated with small error, be it in a parametric (e.g., by assuming f y ∼ N (0, τ 2 * )) or in nonparametric fashion (by density estimation). In the sequel, we focus on isotropic Gaussian design as considered in [29, 34] , i.e., f x ∼ N (0, I d ).
In this case, it holds that f y ∼ N (0, β * 2 2 + σ 2 * ) and accordingly y i |x i ∼ (1 − α * )N (x i β * , σ 2 * ) + α * N (0, β * 2 2 + σ 2 * ).
The above considerations suggest the following "likelihood" approach
where f (y i |x i ) refers to the density of the above Gaussian mixture distribution, i.e.,
, i = 1, . . . , n. (7) The quotation marks above indicate that the objective in (6) is not a genuine likelihood function since {y i |x i } n i=1 are not independent observations from the Gaussian mixtures given in (7) . However, we can still treat (6) within the framework of pseudo likelihood, or more specifically composite likelihood. The pseudo-likelihood (6) is composed of likelihoods of individual observations, which constitutes the most basic variant of a composite likelihood. Nevertheless, the approach enjoys several attractive properties including asymptotic normality at the standard rate and a closed form expression for the asymptotic covariance matrix, while avoiding the computational barrier that is associated with the unknown permutation as elaborated in the introduction.
The asymptotic normality result is stated in Theorem 1 below. Denote by θ * = (β * , σ 2 * , α * ) the unknown parameter, which is supposed to be an interior point of R d × [0, ∞) × [0, 1]. Let further p (θ) = n i=1 i,p , i,p := − log(f (y i |x i ; θ)) denote the negative pseudo log-likelihood with f (y i |x i ; θ) as in (7) , θ = (β, σ 2 , α). The global minimizer argmin θ p (θ) is denoted by θ n . Equipped with those definitions and the following assumption (A3), we can state the following result.
(A3) The { i,p } n i=1 satisfy the regularity conditions specified in Theorem 5.23 or in Theorem 5.41 in [42] . Theorem 1. Under (A1), (A2), and (A3), n 1/2 ( θ n − θ * ) → N (0, H −1 * G * H −1 * ) in distribution as n → ∞, where H * = E [−∇ 2 θ log f (y|x; θ * )] and G * = E ∇ θ log f (y|x; θ * ) ∇ θ log f (y|x; θ * ) . Here, ∇ θ and ∇ 2 θ denote the gradient and Hessian with respect to θ, respectively, f (y|x; θ) denotes the density of a generic pair (x, y) according to (4) , and E denotes the expectation with respect to that density. Moreover, H * and G * can be consistently estimated by
Theorem 1 can be proved by invoking well-established theory on composite likelihood theory; e.g., see [25, 43] . Hence we omit the details of the proof. Explicit expressions for the estimators H and G, which are relevant in practice to estimate standard errors and to construct asymptotic confidence intervals, are provided in Appendix C.
Remark. In this paper, we do not develop any novel approach for estimating the permutation π * .
If the latter is of interest, the plug-in approach in [34] can be applied. The latter is based on the optimization problem min Π∈Pn y − ΠX β 2 2 = −2 max
where c = y 2 2 + X β 2 2 does not depend on Π and the subscript (i) denotes the i-th order statistic, e.g., y (1) < . . . < y (n) (assuming the absence of ties). The relations in (9) imply that for fixed β, the optimal permutation can be found by sorting {y i } n i=1 and {x i β} n i=1 . Statistical aspects of the plug-in approach (9) are analyzed in [34] independent of specific properties of β.
Connection to Robust Regression
The above pseudo-likelihood approach can be related to robust M -estimation as we elaborate below. This connection puts the present work in perspective with recent prior work on the subject [34] . Consider the negative pseudo log-likelihood that follows from (6) and (7) , up to additive constants:
.
With α, σ 2 and τ = σ 2 + β 2 2 considered as fixed, the above expression can be written as the following loss function L(β), up to additive constants: Figure 1 visualizes (·; a, b) for selected values of a and b; the function scales have been re-scaled to the range [0, 1]. The shape of resembles a "capped loss" such as Tukey's bisquare (e.g., [26] ) commonly employed in robust regression. In fact, is uniformly bounded by − log(a) + b 2 /2. For α = 0, reduces to ordinary squared loss. As α increases, levels off more quickly, and behaves like an indicator loss in the limit α → 1. The above connection also highlights the advantages of the pseudo-likelihood approach compared to a plain robust M -estimation approach. The pseudolikelihood can be interpreted as the combination of observation-specific and self-calibrated robust losses, where "calibration" refers to tuning parameters that control the robustness vs. efficiency trade-off (more informally speaking, parameters that control the range in which the loss function levels off). Moreover, the pseudo-likelihood integrates estimation of the parameters α * and σ 2 * of potential interest.
Testing for the presence of mismatches
Before applying the approach developed at the beginning of this section, it is appropriate to test for the presence of mismatches. We here consider a statistical test for the hypothesis H 0 : Π * = I n , (y t ) = .5 (y t ) = 1 (y t ) = 2 (y t ) = 3 Figure 1 : Visualization of the loss function (11) for selected values of γ and y i /τ . or equivalently H 0 : α * = 0. While one possible direction is the formulation of this test within the setting of mixture models [8, 46] , a much more straightforward test can be performed based on the residuals = P ⊥ X y of the ordinary least squares fit, where P ⊥ X denotes the orthoprojector on the orthogonal complement U of the column space of X. Letting U denote the n-by-(n − d) matrix whose columns form an orthonormal basis of U, we have = P ⊥ X y = UU y and thus ξ = U = U y. This yields ξ = U y = U Π * Xβ * + σ * U = U Π * Xβ * + ζ,
H 0 = ζ where ζ ∼ N (0, σ 2 * I n−d ).
This suggests the following statistical test (assuming that σ * is known):
1. Compute ξ = U y via a singular value decomposition of X.
Perform a Cramer-von-Mises (CM) or Kolmorov-Smirnov (KS) test for the null hypothesis
∼ N (0, σ 2 * ). Specifically, compute (CM) :
where φ and Φ denote the density and cumulative distribution, respectively, of the N (0, 1)distribution, and F denotes the empirical cumulative distribution function of the {ξ i } n−d i=1 .
For model (1) with Gaussian design, i.e., y i = x π * (i) β * + σ * ε i , x i ∼ N (0, I d ), i = 1, . . . , n, (14) under assumption (A1) with β * (d = 10) drawn uniformly at random from the unit sphere in dependence of n ∈ {200, 500, 1000}, α * = k/n and σ * . Left: empirical power for varying α * and fixed σ * = 1. Right: empirical power for varying σ * and fixed α * = 0.05. results in [29] imply that the power of the KS tends to one under the alternative hypothesis as n → ∞ and β * 2 − σ * log(n − d) → ∞. Note that at least for small k, this condition appears inevitable since max 1≤i≤n−d |ζ i |/σ * = O P log(n − d) .
Proposition 1. Suppose model (14) holds. Then for any t ∈ (0, k), we have
with probability at most 6 exp − k 10 log k t + t k − 1 + exp(−(n − d)/24).
Observe that the above proposition implies a high probability lower bound on the quantity U Π * Xβ * ∞ appearing in (13) , which affirms the claim preceding the proposition. Empirical results depicted in Figure 2 corroborate the importance of the ratio β * 2 /σ * for the power of the proposed test. If the latter is too small, the power hardly increases with n for a fixed fraction of mismatches k/n.
EM Algorithm
The pseudo-likelihood (6) corresponds to the "regular" likelihood of a mixture model, and inherits the computational properties of the latter. In particular, likelihood maximization in mixture models is non-convex, and thus one cannot hope to find the global optimum of (6) in practice.
At the same time, established computational approaches for fitting mixture models like the EM algorithm can be employed for finding approximate maximizers of (6) in practice. The usual convergence properties of the EM algorithm continue to hold regardless of the fact that (6) is a mis-specified likelihood. In fact, for the derivation of the E-step we can simply pretend that the {(x i , y i )} n i=1 are independent observations following the mixture distributions (7) : the key property of the EM algorithm to increase the likelihood at each iteration does not require the likelihood to be correctly specified. In the following paragraphs, we provide the specifics of the proposed computational scheme. We first note that given the indicator variables {z i } n i=1 , the complete data negative (pseudo) log-likelihood in (β, σ 2 , α) is given by
3.1 Both σ 2 * and β * 2 known
Denote τ 2 * = σ 2 * + β * 2 2 . Given current iterates β (k) , α (k) , the E-step is given by
, i = 1, . . . , n, (16) where E (k) denotes the expectation if the unknown parameters of the underlying distribution were given by ( α (k) , β (k) ). Accordingly, in light of (15) the M-step is given by the optimization problem
Both optimization problems have a closed form solution. The optimization problem in β amounts to a weighted least squares fit of (predictors, response)-pairs (x i , y i ) n i=1 and weights ω (k) i = 1 − π (k) i , i = 1, . . . , n. This yields the updates
which is well in line with the robust regression viewpoint in §2.1. Alternatively, the M-step (17) can be performed subject to the additional constraint β 2 2 ≤ β * 2 2 . The latter is straightforward to accommodate.
Plug-in approach
It is straightforward to estimate τ 2 * via
i since E[y 2 i ] = τ 2 * , i = 1, . . . , n. After substituting τ 2 * by the above estimator and σ 2 * by an iterate σ 2(k) , the scheme of the previous subsection can still be applied. The counterpart to the E-step (16) is given by
, i = 1, . . . , n, (18) and the iterate for σ 2 is updated as
Simultaneous estimation of all parameters
The plug-in approach of the previous section is convenient due to its closed form updates by means of a reduction to weighted least squares estimation. In addition, it does not require assumptions on the distribution of the {x i } n i=1 . However, for isotropic Gaussian design, the plug-in approach essentially disregards the part of the complete data log-likelihood that is associated with the
It is a cleaner, but also computationally significantly more involved approach to avoid the use of the auxiliary (and eventually redundant) parameter τ 2 * , and to integrate all terms of the complete data log-likelihood (15) . While the E-step (18) remains unchanged with the only modification that τ 2 gets replaced by β (k) 2 2 + σ 2(k) , the M-step has no longer a closed form solution for β (k+1) , σ (k+1) . Instead, the latter result as the minimizers of the optimization problem
. (19) This optimization problem fails to be convex. Rather than solving this problem, we suggest to update the parameters via one iteration of Fisher scoring, which is also known as Titterington's algorithm in the literature on the EM algorithm [37] . Specifically, we consider the following update:
where the step-size γ (k) ∈ [0, 1] is chosen by backtracking line search (e.g., §1.2 in [4] ), and the update direction d (k) depends on the gradient g (k) of the expected complete data negative loglikelihood as well as F (k) , the expected Fisher information (with respect to the current parameters β (k) and σ (k) ). Since the gradient of the expected complete data log-likelihood is known to coincide with the gradient of the incomplete data log-likelihood ( [24] , p. 426), the above update scheme reduces the latter at each iteration. Expressions for g (k) and F (k) are provided in Appendix D.
Initialization
While the EM iterations above can be shown to yield descent at each iteration, they are not guaranteed to produce the global minimizer of the incomplete data negative log-likelihood (10) .
As a result, careful initialization, i.e., choice of the initial iterates β (0) , σ 2(0) , and α (0) can greatly benefit the performance. As a starting point, one might consider β (0) = β LS , where β LS = (X X) −1 X y denotes the ordinary least squares estimator, i.e., the naive approach that ignores the presence of mismatches. The result below indicates that under a uniform-at-random model for Π * , this naive approach is still useful to the extent that β LS β LS 2 provides an essentially unbiased estimator of β * β * 2 .
Proposition 2. Consider model (14) and suppose that Π * is chosen uniformly at random according to assumption (A1), and let β LS = (X X) −1 X y denote the ordinary least squares estimator. We then have
where c 2 * = (2α * − α 2 * ) β * 2 2 + σ 2 * .
Proposition 2 suggests β = 1 1−α * β LS as an unbiased estimator. Since α * is typically unknown and generally not easy to estimate, an alternative is
which requires knowledge of σ 2 * (if β * 2 2 σ 2 * , the variance of the errors σ 2 * can be disregarded). While potentially giving rise to an unbiased estimator, Proposition 2 also asserts that the variance of the components of β LS (and in turn the MSE) is rather substantial, growing with β * 2 2 and α * . In particular, this implies that β LS and its re-scaled counterparts discussed above exhibit a poor statistical efficiency relative to the oracle estimators based on knowledge of Π * or the set of correct matches {1 ≤ i ≤ n : z i = 0}. In light of this, another option is to employ robust regression methods like Huber's estimator as considered in [34] even though the latter is limited to the regime of small to moderate α * .
Connection to the Lahiri-Larsen estimator. In their seminal work on regression with linked data [23] , Lahiri and Larsen propose the following estimator β LL = (X Q QX) −1 X Q y, where Q = E[Π * ]. (22) It is easy to see that the above estimator is unbiased, i.e., E π * ,ε [ β LL ] = β * uniformly in X.
Assuming that Π * is drawn uniformly at random from the set of k-sparse permutations of n elements, the matrix Q is given by
Discarding all terms in Q involving α * /(n − 1), the estimator (22) reduces to the estimator in Proposition 2. It is not hard to establish asymptotic equivalence of the two estimators; the formal derivation is omitted for the sake of brevity. (21) . Note that given an estimator β, one can use β * 2 = β 2 .
Equipped with an estimator of β * , the quantities α * and σ * can be estimated according to Figure 3 . Estimation of the three quantities is generally interdependent in the sense that one of the three parameters is supposed to be known or accurately estimable. The latter requirement becomes significantly more difficult to meet as the fraction of mismatches α * increases.
Empirical results

Gaussian design
Data is generated according to model (14) with n = 200, d = 10, and β * drawn uniformly at random from the corresponding sphere. We vary σ * ∈ {.01, .1, .2, .5, 1} and α * ∈ {.1, .2, . . . , .7}, and the permutation π * is drawn uniformly at random according to (A1). For each configuration of (σ * , α * ), 100 independent replications are considered. In order to estimate the parameters (β * , σ * , α * ), we consider the approaches in §3.2 and §3.3. The former is computationally simpler as it reduces to solving a sequence of weighted least squares problems. Both approaches were initialized with β (0) = β LS , σ (0) = n −1/2 y − X β (0) 2 , and α (0) = 0.5. More sophisticated initialization schemes as discussed in §3.4 did not yield substantial gains in performance. The approaches in §3.2 and §3.3 are compared to the oracle estimator
and the robust regression method in the recent paper [34] ; the latter is given an additional advantage by equipping it with knowledge of the noise level σ * , which is required for the optimal choice of the regularization parameter [34] .
Results. Tables 1 and 2 display the 2 -estimation errors β − β * 2 / β o − β * 2 relative to that of the oracle estimator as well as the relative error for the noise level | σ/σ * − 1| and absolute error for the fraction of mismatches | α − α * |. The tables contain medians of these measures of error over 100 independent replications. Bootstrap standard errors of the medians are given in parentheses as superscript, and the fraction of outliers among the 100 replications are given as subscript; here, outliers are defined as observations exceeding the 3rd quartile by more than 1.5 times the interquartile range, a criterion that is commonly used to depict outliers in boxplots [39] . Table 1 shows that for both variants of the proposed approach, the estimation error for the regression coefficients in 2 -norm are largely within factors of three or less of the oracle estimator.
The errors can be seen to vary more strongly with the fraction of mismatches α * than with the noise level σ * . For example, for α * = 0.1, the errors are within a factor of 1.3 of the oracle, and increase to a factor of 3 and higher as α * reaches 0.6. Table 1 also indicates that the computationally more complex approach in §3.3 performs better than the plug-in approach in §3.2, with visible differences for the smallest value of σ * under consideration (σ * = 0.01). As σ * increases, these differences vanish. Both approaches significantly outperform the robust regression method [34] whose performance degrades much more severely with the fraction of mismatches α * . The differences are most pronounced for σ * ∈ {0.01, 0.1, 0.2}, and partially disappear for σ * = 1. The latter observation can be explained by the fact that in this setting, β * 2 /σ * = 1 in which case the error induced by mismatches is of the same order as that induced by additive noise. Table 2 shows that the proposed approach also enables estimation of the parameters σ * and α * with small error in most settings. For α * ∈ {0.6, 0.7} and/or σ * = 1, estimation becomes a serious challenge and as result, the estimators α and σ become less reliable.
CPS wage data
We use the CPS wage data set available from STATLIB (http://lib.stat.cmu.edu/datasets/) containing information on wages and other characteristics of n = 534 workers, including sex, number of years of education, years of work experience, type of occupation and union membership. To mimic the situation in record linkage, we complement this data set with synthetic demographic information (first name, last name, zip code etc.) generated by the R package generator [19] matching the information on sex and age in the original data set. We re-create the response variable log(wage) (logarithm of the hourly wage) according to
+ β * 5 · I(occupation = "Sales") + β * 6 · I(occupation = "Clerical") + β * 7 · I(occupation = "Service") + β * 8 · I(occupation = "Professional") + β * 9 · I(occupation = "Other") + β * 10 · I(union = "Y ") + σ * ε, ε ∼ N (0, 1).
Here, I(. . .) represents indicator variables: "F" is short for female, "union = Y[es]" indicates membership in a union, and the variable occupation represents one of six occupational categories (reference category is "Management"). The variables experience and education represent work experience and education (in #years), respectively, and are both treated as numerical variables.
The regression coefficients β * 0 , . . . , β * 10 were chosen as the coefficients from the least squares fit of the same model with the original wages. By re-creating the response, we fully maintain the correlation structure of the predictors while achieving a better model fit (the choice σ * = 1.5 leads to an R 2 close to 0.7), which helps to demonstrate the impact of linkage error and the ability of the proposed approach to provide remedy. Linkage error is generated by splitting the entire file into two files, one of which only contains the response variable and the zip code of the individuals while the second file contains all variables except for the response. The thus obtained two files were linked based on the variable zip code using the R package fastLink [15] . Since zip code does not represent a unique identifier, a fraction of α * ≈ .13 of the records are incorrectly matched. Figure 4 displays the discrepancy between the response before and after file linkage.
We compare the following approaches (i) oracle least squares based on the original undivided file, (ii) naive least squares ignoring linkage error, (iii) the robust regression method in [34] , (iv) the Lahiri-Larsen (LL) estimator (22) , where the matrix Q is constructed by assuming that matching among observations with the same zip code is done uniformly at random, and (v) the proposed approach in the variant of §3.2 in which the solution of (iii) along with a robust estimator of the noise level (properly re-scaled median absolute deviation of the residuals) is used for initialization.
These five approaches are compared in terms of β − β o 2 and n i=1 (y i − x π * (i) β) 2 (mean squared error on the original data). For a more detailed comparison, regression coefficients and standard and subsurface temperatures down to a depth of 500 meters (s.s.temp). The regression model considered in [34] is given by air.temp = β * 0 + β * z · zon.winds + β * m · mer.winds + β * h · humidity + β * s · s.s.temp + ε.
Each set of measurements is uniquely identified by the buoy identifier and the day of its recording.
In [34] this information is discarded, and the response variable (air.temp) is put into a separate file that additionally contains the longitude and latitude of the measurement as an inexact identifier.
The latter is used subsequently as matching variable by fastLink [15] to merge the response variable with the predictor variables. The right panel of Figure 4 shows that the error induced by mismatches is rather substantial, with a fraction of .82 of the n = 93, 935 observations being mismatched. However, not all mismatches lead to substantial changes in the response: for example, only a fraction of .16 of the observations is associated with an error in the response larger than twice the residual standard error from the oracle least squares fit. The fact that the majority of mismatches does not lead to major errors is ultimately a consequence of the fact that meteorological measurements sharing the same (latitude, longitude)-pair exhibit spatial correlation even though they may not correspond to the same observational unit.
Results. According to Table 4 , the proposed method is not far from the oracle estimator. The estimates for the regression coefficients are noticeably closer than those of the naive approach. Table 4 : Summary of results for the El Nino data. Top: 2 -estimation error for the regression coefficients and mean squared error. Bottom: Parameter estimates and their standard errors (small font size) of the proposed method in comparison to oracle and naive least squares.
The latter yields a poor fit, with the residual variance inflated by more than a factor of two (0.594 vs. 0.259). The proposed approach also outperforms the method in [34] as well as the Lahiri-Larsen estimator (with Q constructed analogously to the previous subsection, with zip code replaced by (longitude, latitude)) in terms of the 2 -estimation error and mean squared error. The performance of the Lahiri-Larsen is suboptimal here due to a small number of distinct (latitude, longitude)-pairs relative to the sample size (about 5k vs. 94k); by construction of the matrix Q, the Lahiri-Larsen estimator here amounts to averaging predictors and response with the same (latitude, longitude), and a subsequent weighted least squares fit with the thus obtained averages. As a result, the effective sample size is reduced to 5k. Lastly, it is worth noting that the proposed approach estimates the fraction of mismatches as approximately .073, whereas the underlying fraction of mismatches is around .82. This gap is a consequence of the fact that the majority of mismatches do not substantially change the response compared to the error of the regression model as explained above. The estimate of .073 turns out to be close to the fraction of mismatches that change the response by three times the residual standard error or more.
Conclusion
In this paper, we have presented a pseudo-likelihood method to account for mismatches in the response variables in linear regression, an important problem in the analysis of linked files. The proposed method is computationally scalable, requires at most minimum tuning, provides estimators of all parameters of interest, and achieves promising empirical performance according to the results in the preceding section. In light of these appealing properties, we hope that the method will be widely adopted to deal with the scenarios discussed herein. Owing to its simple modular structure, the method considered herein can be generalized to a variety of other regression models including multiple response variables, generalized linear models and non-parametric regression, which will be investigated in future work. Another interesting direction of research concerns the adjustment for mismatches in the situation where a subset of the predictor variables is contained in the same file as the response, while the remaining predictors are contained in a separate file.
B Proof of Proposition 2
We start by proving the expression for the expectation. Under the assumption that π * is chosen uniformly at random from the set of k-sparse permutations, we have E π * , [y i |X] = (1 − α * )x i β * + α * n − 1 j =i x j β * , i = 1, . . . , n.
We can write this as E π * , [y|X] = 1 − α * − α * n − 1 Xβ * + 1 n − 1 α * 11 Xβ * .
Hence
The fact that the expectation with respect to X in the second line equals to β * /n can be seen as follows: the term inside the expectation is the regression coefficient of a regression (1/n)x β * on x, where x ∼ N (0, I d ).
We next derive the expression for Cov( β LS ). The variance decomposition formula implies that Cov( β LS ) = E X Cov π * , ( β LS |X) + Cov X (E π * , [ β LS |X]).
For the second term, we obtain along the lines of display (26) that Cov X (E π * , [ β LS |X]) = α * n n − 1 Cov X (X X) −1 X 11 n Xβ * .
Now observe that
(X X) −1 X 11 n Xβ * = X X n −1xx β * ,x := X 1 n = O P (1) · O P (n −1/2 ) · O P (n −1/2 ) · O( β * 2 ).
As a result,
Cov (X X) −1 X 11 n Xβ * = O( β * 2 2 /n 2 ),
i.e., the second term in (27) becomes a lower order term.
Turning to the first term in (27) , we have Cov π * , ( β LS |X) = (X X) −1 X Cov π * , (y|X) X(X X) −1 .
In the following, we compute the covariance matrix in (29) . For the diagonal entries, we start with E π * , y 2 i |X = (1 − α * )(x i β * ) 2 + α *
