Monodromic model for Khovanov-Rozansky homology by Bezrukavnikov, Roman & Tolmachov, Kostiantyn
ar
X
iv
:2
00
8.
11
37
9v
1 
 [m
ath
.R
T]
  2
6 A
ug
 20
20 Monodromic model for Khovanov-Rozansky
homology
Roman Bezrukavnikov, Kostiantyn Tolmachov
Abstract
This paper gives a new geometric model for the Hochschild coho-
mology of Soergel bimodules, using the monodromic description of the
Hecke category, defined earlier by the first author and Yun. This de-
scription may be considered Koszul dual to the description obtained
earlier by Webster and Williamson. Applied to the images of braids
in the Hecke category of type A, this gives a geometric description for
Khovanov-Rozansky knot homology. One advantage of our approach is
that it allows to identify the objects representing individual Hochschild
cohomology groups, which was done earlier by Gorsky, Hogancamp,
Mellit and Nakagane for the lowest and highest degrees. We also de-
scribe these objects as images of explicit character sheaves under the
Harish-Chandra transform.
1 Introduction
1.1 Khovanov-Rozansky homology. In [Kho07], Khovanov de-
fined a triply-graded link invariant and proved that it coincides with
the invariant defined in [KR08] by Khovanov and Rozansky. We refer
to this invariant as Khovanov-Rozansky link homology. Khovanov’s
construction uses the braid group action on the category of Soergel
bimodules, defined by Rouquier. Any braid on n strands can be rep-
resented as a complex of Soergel bimodules, which are bimodules over
a polynomial ring of functions on the Cartan subalgebra of sln, and
the invariant is then computed as the E2-page of the spectral sequence
converging to the Hochschild homology (or cohomology) of this com-
plex. It follows from the cocentrality property of Hochschild homology
and compatibilites of categories of Soergel bimodules for different n,
that this E2-page, up to graiding shifts, indeed defines a link invariant.
1.2 Hochschild homology and equivariant cohomology. The
category of Soergel bimodules is a graded algebraic version of the Hecke
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category. Let G = SLn, considered as an algebraic group defined over
the finite field Fq, and let B ⊂ G be a split Borel subgroup. Inde-
composable Soergel bimodules (up to shifts) are labeled by elements
w ∈ W of the Weyl group. The bimodule Bw labeled by w can be
computed as the B×B-equivariant cohomology of the intersection co-
homology complex of the Bruhat cell labeled by w in the flag variety of
SLn. It is naturally a bimodule over the polynomial ring H
•
B(pt). In a
series of works [WW08], [WW09], [WW17], Webster and Williamson
gave a geometric interpretation of colored HOMFLYPT homology, and
of Hochschild homology of Soergel bimodules. They proved that it is
given by the AdB-equivariant cohomology of the corresponding inter-
section cohomology complex. Thus, the objects corresponding to links
naturally live in the derived equivariant category Db(B\G/B). To re-
cover all of the three gradings in Khovanov-Rozansky homology, one
needs to consider a mixed version of this category, taking into account
the action of the Frobenius automorphism on the cohomology groups.
1.3 Koszul duality for Hecke categories. Hecke categories posses
a family of remarkable properties, known together as Koszul duality
patterns, see [Soe90], [BGS96]. In the work [BY13] of the first author
with Yun it was proved, based on the ideas of [BG99] and in a much
greater generality of Kac-Moody groups, that the above mixed equiv-
ariant derived category is equivalent to a certain completion of the
mixed equivariant category of monodromic sheaves Dbm(U
∨\G∨/U∨)
on the basic affine space. Moreover, this equivalence is an equivalence
of monoidal categories. Here G∨ stands for the Langlands dual group,
and U∨ stands for the unipotent radical of its Borel B∨. This equiva-
lence has many features of the Koszul duality, and is referred to as such.
In loc. cit. it was also shown how to recover the category of Soergel
bimodules in the monodromic setting. The role of pure intersection
cohomology complexes ICw is played by the so-called free-monodromic
tilting sheaves Tˆw on the basic affine space.
Note that for a (finite-dimensional) reductive group G, G/B ≃
G∨/B∨, so we will omit the Langlands duality from notation in this
Introduction.
1.4 Hochschild homology and monodromic categories. It is
now natural to ask how to interpret the Khovanov-Rozansky homology
on the monodromic side of the Koszul duality. We formulate the answer
to the above question as follows. First note that on the equivariant
side of the Koszul duality, the functor of taking AdB-equivariant co-
homology is represented (up to a shift) by a sheaf π!Qℓ, where π is the
projection map π : G/AdB → B\G/B. So finding an object represent-
ing the Hochschild cohomology functor amounts to finding an object
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Koszul dual to π!Qℓ. Consider the adjoint action of T on U\G/U and
let p be the projection p : U\G/U →
U\G/U
T
. Our first result is the
following (see Proposition 4.5):
Proposition. The Hochschild cohomology (up to a twist), restricted
to the category of free-monodromic tilting sheaves, is represented by the
complex K = p∗p!Tˆw0〈2 rkG〉, where w0 is the longest element of W .
Here 〈n〉 stands for the composition of the homological shift by n and
n/2th power of the Tate twist.
Our main observation here is that the Koszul resolution of the di-
agonal bimodule over the polynomial ring can be replaced by a certain
complex of Soergel bimodules, which corresponds to the above complex
in the completed monodromic category.
1.5 Tilting sheaves and the Radon transform. Summarizing
the discussion above, we get that to recover individual Hochschild co-
homology groups HHk(Bw) one has to compute the cohomology of the
complex Hom(p∗p!Tˆw0 , Tˆw). In the setting of sheaves on U\G/B it
was proved in [BBM04] that the Radon transform functor takes tilt-
ing complexes to injective perverse sheaves. In our setting, the Radon
transform can be expressed as the convolution with the pro-unipotent
costandard object ∇ˆw0 , and the above statement can be reformulated
as follows: tilting complexes are injective with respect to the pullbacks
of the perverse t-structure along the autoequivalence (∇ˆw0 ⋆ −). Our
second observation is as follows (see Theorem 4.1):
Theorem. The kth Khovanov-Rozansky homology group (up to a grad-
ing shift) is represented by the object H−kw0 (K). Here H
−k
w0
is the per-
verse cohomology functor with respect to the t-structure described above.
Remark 1.1. Note that the Khovanov-Rozansky invariant is defined
as a Hochschild cohomology functor applied to a complex of Soergel
bimodules term by term, and so the discussion above implies that H−kw0
represents this invariant on the whole image of the homotopy category
of Soergel bimodules, not only on the category of free-monodromic
tilting sheaves.
1.6 Character sheaves and Hochschild cohomology. Finally,
we relate the above shifted perverse cohomology groups with character
sheaves. Recall that, according to [BFO12] in characteristic zero and
to [CD17] in the ℓ-adic setting, the !-version of the Harish-Chandra
functor hc! is a t-exact functor from the derived category of character
sheaves on G (with perverse t-structure) to the AdT -equivariant Hecke
category (with the shifted perverse t-structure described above). To
compute the shifted perverse cohomology of K in terms of character
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sheaves, we need to find an AdG-equivariant complex on G that is
mapped to K by the Harish-Chandra functor. It turns out that this
object has a very simple description (see Theorem 5.2 for the precise
statement).
Let N ⊂ G stand for the unipotent variety of G, and let j : N reg →
N be the embedding of the open subset of regular unipotent elements.
Theorem. Denote by Ξ the projection of the sheaf j∗Qℓ to the derived
category of character sheaves. Then p∗hc!(Ξ)=˙K. Here =˙ denotes an
isomorphism up to shifts and twists.
Here by projection to the derived category of character sheaves we
mean a convolution with a certain pro-object in the categoryDbm(G/G),
which serves as a unit in the category of character sheaves. The ex-
istence of such an object is implicit in the work [BFO12] in the char-
acteristic 0 setting, where the Drinfeld center of the (abelian) Hecke
category is shown to be equivalent to the category of character sheaves.
Since the unit is naturally a central object, it must come as an image of
some (pro-)object on G. We construct this object in the ℓ-adic setting
using the result of Chen, see [Che19].
We also compute the perverse cohomology of j∗Qℓ in the case
G = PGLn in terms of the character sheaves corresponding to the
exterior powers of the reflection representation of the symmetric group
Sn. This, together with the above theorem, gives an explicit descrip-
tion of the objects representing the Hochschild cohomology of Soergel
bimodules in terms of character sheaves, see Theorem 5.3. For exam-
ple, one immediately recovers the result of [GHMN19], that the highest
degree Hochschild cohomology is represented by the full twist braid, see
Corollary 5.3. It is also easy to obtain the filtration of the object repre-
senting the kth cohomology by the products of Jucys-Murphy braids,
see Corollary 5.4, and aslo [Tol18]. Together with the discussion in loc.
cit., this gives a new piece of evidence to the Gorsky-Neguţ-Rasmussen
conjecture of [GNR16].
1.7 Organization of the paper. In Section 2 we recall the defi-
nition of the Hochschild cohomology of Soergel bimodules and fix the
required notation. We also recall the t-structure and duality on the
homotopy category of Soergel bimodules defined in [ARV19].
In Section 3 we define the duality functor on the completed category
of [BY13].
In Section 4 we recall the facts about the monodromic Hecke cat-
egory we will use, state the relations of our constructions with the
homotopy category of Soergel bimodules and define the complex K,
representing the Hochschild cohomology.
In Section 5 we recall the definition of the Harish-Chandra functor
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and prove the main results of this paper, relating Hochschild cohomol-
ogy of the Hecke category to character sheaves.
In the Appendix we illustrate our result by doing a computation in
Soergel categories of type A1,A2.
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2 Khovanov-Rozansky homology
2.1 Soergel bimodules. See [EW14], [GHMN19] for an introduc-
tion to Soergel bimodules and the discussion of some relevant homo-
logical algebra.
Let W be a finite Weyl group, with the set of simple reflections Σ.
Let l :W → Z≥0 be the length function with respect to Σ, and let w0 ∈
W be the longest element. Let h be a vector space on whichW acts by
reflections with respect to the dual collections (αs)s∈Σ ⊂ h
∗, (α∨s )s∈Σ ⊂
h. We assume that h is a reflection faithful representation, so that the
theory of Soergel bimodules is well-behaved. Assume additionally that
the collection (αs) spans h
∗. The case we will be most interested in is
the case when h is the Cartan subalgebra of sln, and so the reflection
representation of the symmetric group W = Sn−1. Let R = Sym(h
∗).
We turn R into a graded ring by setting deg h∗ = 2. Let R−mod−R
be the category of finitely generated graded R-bimodules. This is a
monoidal category, with the symmetric product given by ⊗R =: ⊗.
For a graded R-bimodule M = ⊕iM i, write M(r)i = M i+r for its
grading shift by r.
When C is an additive category, we write Ho(C) for the bounded
homotopy category of C.
For s ∈ Σ, let Rs denote the subring of s-invariant elements. Let
Bs = R ⊗Rs R(1). Recall that the category SBim(W ) of Soergel
5
bimodules is defined as the smallest full additive monoidal subcategory
of R − mod−R closed under taking direct summands and grading
shifts, containing the bimodules R,Bs, s ∈ Σ. Isomorphism classes of
indecomposable Soergel bimodules, up to grading shifts, are labeled
by the elements of W . Let Bw be the indecomposable summand of
Bsi1 ⊗ · · · ⊗ Bsiq for a reduced expression w = si1 . . . siq whose shifts
do not appear as summands in the products Btj1 ⊗ · · · ⊗Btjr for any
reduced expression v = ti1 . . . tjr , v < w, where < denotes the Bruhat
order with respect to Σ.
For two bimodules M,N , we will write hom(M,N) for the space of
morphisms in the category of graded bimodules, and denote
Hom(M,N) = ⊕i∈Z hom(M,N(i)),
the space between M and N as ungraded bimodules (equipped with
the natural grading).
Remark 2.1. It is easy to see that R ⊗Qℓ R action on any Soergel
bimodules factors through the R ⊗RW R action, where R
W stands
for the ring of symmetric polynomials. It is also well known that
Bw0 ≃ R ⊗RW R(l(w0)), and so End(Bw0) ≃ R ⊗RW R as a graded
algebra.
2.2 Rouquier complexes. Recall that for s ∈ Σ, the Rouquier
complexes in Ho(SBim(W )) corresponding to simple reflections are
defined as
∆s = Bs → R(1),∇s = R(−1)→ Bs.
For w ∈ W with a reduced expression w = si1 . . . sik , Rouquier com-
plexes corresponding to w are defined as
∆w = ∆si1 . . .∆sik ,∇w = ∇si1 . . .∇sik .
They do not depend on the choice of the reduced expression.
Tensor product with Rouquier complexes defines a braid group ac-
tion on Ho(SBim(W )): we have isomorphisms
∆v∆w ≃ ∆vw, when l(v) + l(w) = l(vw),
∇v∇w ≃ ∇vw, when l(v) + l(w) = l(vw),
∆v∇v−1 ≃ R.
2.3 t-structure and duality. In [ARV19] a t-structure and duality
on the homotopy category Ho(SBim(W )) is defined. It corresponds to
the perverse t-structure and duality on the geometric Hecke category,
as will be described below. For now, we record some of their properties.
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The t-structure, which we denote (pSBim(W )≤0, pSBim(W )≥0),
was defined in loc. cit. by gluing from t-structures on certain categories
SBim(W )w, w ∈ W, each being equivalent to the homotopy category
of free graded R-modules.
In more detail, let SBim(W )≤w be the minimal additive monoidal
subcategory of SBim(W ) containing all grading shifts of bimodules
Bv, v ≤ w and closed under direct summands. Similarly, let SBim(W )<v
be the minimal additive monoidal subcategory of SBim(W ) contain-
ing all grading shifts of bimodules Bv, v < w and closed under tak-
ing direct summands. Let D{w} be the Verdier quotient category
Ho(SBim(W )≤w)/Ho(SBim(W )<w). The functors i
∗
w, i
!
w : Ho(SBim(W ))→
D{w} were constructed, and the categoriesD{w} were proved in loc. cit.
to be equivalent to the bounded derived category of Db(R −mod) of
finitely generated graded R-modules. Let (D≤0, D≥0) stand for the
standard t-structure on the latter category, and let (D≤0w ,D
≥0
w ) stand
for the t-structure onDw corresponding to (D
≤0, D≥0) under the above
equivalence. Now define the t-structure on Ho(SBim(W )) by gluing
as follows:
pSBim(W )≤0 = {F ∈ Ho(SBim(W )), ∀w i∗wF ∈ D
≤0
w },
pSBim(W )≥0 = {F ∈ Ho(SBim(W )), ∀w i!wF ∈ D
≥0
w }.
Note that this t-structure is in fact Koszul dual to the one used in
[ARV19].
This construction is the direct analogue of the construction of the
perverse t-structure on a stratified space. ObjectsBw(m),∆w(m),∇w(m)
are in the heart of this t-structure for any w ∈W,m ∈ Z. The category
(pSBim(W ))≤0 is generated under extensions by the objects ∆[n](m)
with n ≥ 0.
Recall that on the category SBim(W ) the duality functor M 7→
M∨ is defined as the usual duality in R − mod with respect to ei-
ther left or right module structure. See, e.g., [GHMN19] for the de-
tailed discussion. We have B∨w = Bw,∇
∨
w = ∆w. Note that the
t-structure above is not self-dual with respect to this duality. For
example, the complex R(−2)
αs−→ R is in the heart, but its dual com-
plex R
αs−→ R(2) is not. We will, in fact, need the dual t-structure((
p
SBim(W )≥0
)∨
,
(
p
SBim(W )≤0
)∨)
in what follows.
2.4 Hochschild cohomology. For any M ∈ R − mod−R, let
HHi(M) = Exti(R,M) stand for the Hochschild cohomology functor.
This can be computed as follows: for s ∈ Σ, let
Ks = R⊗Qℓ R
αs⊗1−1⊗αs−−−−−−−−→ R⊗Qℓ R
7
so that K• =
⊗
s∈ΣKs (tensor product over R ⊗Qℓ R) is the Koszul
resolution of R as an R⊗
Qℓ
R-bimodule. Here underline marks the 0th
cohomological degree in the two-term complex.
Then we have
HHi(M) = Hi(Hom(K•,M)),
where Hom stands for the complex of Hom-spaces.
It would be important to us to rewrite the above expression for
M ∈ SBim(W ) as follows. Consider the modified complex K•S =
K• ⊗R⊗
Qℓ
R Bw0(−l(w0)). In view of Remark 2.1, Hom(K
•,M) ≃
Hom(K•S ,M(l(w0))), so the above expression can be rewritten as
HHi(M)(−l(w0)) = H
i(Hom(K•S ,M)).
The functors HHi, considered as functors from SBim(W ) to the
category R−mod of graded R-modules, are additive, so we can define
their extensions to the corresponding bounded homotopy categories,
which we denote in the same way:
HHi : Ho(SBim(W ))→ Ho(R−mod).
For a braid β, let Fβ ∈ Ho(SBim(W )) be the product of Rouquier
complexes corresponding to β. Khovanov-Rozansky homology of the
link β¯ given by the closure of β are defined as HHHi(β¯) := HHi(Fβ).
Note that it has three gradings: one coming from the grading of HHH•,
one coming from the cohomological degree in Ho(SBim(W )), and one
coming from the internal grading on the bimodules.
3 Generalities on completed categories
Conventions in this section follow [BY13].
3.1 Frobenius modules. Fix a finite field Fq of cardinality q,
prime ℓ 6= charFq. Fix an isomorphism C ≃ Qℓ, and let | · | be the
corresponding archimedean norm on Qℓ. Fix the square root of q in
Qℓ.
Let Fr ∈ Gal(Fq/Fq) stand for the geometric Frobenius morphism.
By Fr-module we mean a Qℓ-vector space M equipped with an auto-
morphism FrM . A Fr-module is called locally-finite if it is a union of
finite-dimensional Fr-modules. For an arbitrary Fr-module M , let Mf
be its locally-finite part, that is a union of all its finite-dimensional
Fr-submodules.
The weights of a locally-finite Frobenius module M are numbers
2 log |λ|/ log q, where λ stands for the generalized eigenvalue of the Fr-
action. Since we fixed a square root of q, the half of the Tate twist
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is defined, which we denote by (1) (note that this differs from the
usual notations and, in particular, notations from [BY13], where (1)
is the notation for the full Tate twist). It shifts weights by −1. Write
〈1〉 = [1](1).
If M is a Fr-module on which Fr acts semi-simply with integral
weights, let
M =
⊕
i∈Z
Mi
be a graded Qℓ-vector space, where Mi is the i-weight subspace of M .
For a Qℓ-algebraA with Fr-action, let (A,Fr)−mod be the category
of A-modules with a compatible Fr-action. If Fr acts on both A and
M semi-simply with integral weights, M becomes a graded A-module.
3.2 Categories of sheaves. Let X be a scheme of finite type, and
let H be an algebraic group, both defined over Fq (these are the as-
sumptions we adopt for all stacks discussed in this paper). We denote
by Db(Y/H) = DbH(Y ) the bounded derived category of étale Qℓ-
sheaves on the quotient stack Y/H ×SpecFq SpecFq, and by D
b
m(Y/H)
the mixed bounded derived category of étale Qℓ-sheaves on the quo-
tient stack Y/H . Let ω stand for the pullback functor Dbm(Y/H) →
Db(Y/H). We will regard the category Dbm(Y/H) as enriched over
Z[Fr]: for F ,G ∈ Dbm(Y/H), let Hom(F ,G) := Hom(ωF , ωG) consid-
ered as a Fr-module.
3.3 Generalities on completions We briefly recall the formalism
of pro-objects in filtered triangulated categories, see Appendix A to
[BY13]. Let D be any category. By pro(D) we denote its category of
pro-objects. Namely, objects of pro(D) are sequences
X0 ← X1 ← X2 ← . . . , Xi ∈ D,
denoted by “ lim
←
”X•, and
Hompro(D)(“ lim
←
”X•, “ lim
←
”Y•) = lim←−
n
lim
−→
m
HomD(Xm, Yn).
Let T be a split torus of rank r, and let π : X
T
−→ Y be a T -torsor.
Following [BY13], consider D′ := D′m(X) ⊂ D
b
m(X) – unipotently
monodromic subcategory, and Dˆ(X) ⊂ pro(D′) – subcategory of se-
quences “ lim
←
”F• such that
1. F is uniformly bounded in degrees: F• ≃ F ′• (isomorphism in
pro(D′)) with F ′• such that there is N > 0 for which, for all n,
F ′n has no perverse cohomology outside the interval [−N,N ].
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2. F is uniformly bounded above in weights: F• ≃ F ′• with F
′
• such
that there is N ∈ Z for which, for all n, F ′n is of weight ≤ N .
3. π!“ lim
←
”F• (equivalently, π∗“ lim
←
”F•, see Lemma 3.2 below) lies in
the essential image of Db(Y ) in pro(Db(Y )).
It was shown in loc. cit. that Dˆ(X) is a triangulated category.
We will also consider the stratified situation. Assume that we are in
the situation of Assumption S of [BY13], A.6. Namely, Y is assumed to
be stratified with affine strata Yα, α ∈ S, Xα = π−1(Xα) are trivial T -
torsors over Yα, H
∗(Yα⊗Fq Fq) = Qℓ, and Yα⊗Fq Fq supports a unique
irreducible local system, up to an isomorphism. Let dα = dim Yα. Let
j˜α : Xα → X be the corresponding embedding.
Let M be the corresponding stratified unipotently monodromic
category, and let M̂ be its completion.
3.4 Standard and costandard pro-objects. Define VT to be the
ℓ-adic Tate module of T . This is a Frobenius module of weight −2.
Write S = SymVT . Let Ln be the local system on T corresponding
to the representation S/(VT )
n of πe´t1 (T ), Lˆ = lim←−
n
Ln be the free pro-
unipotent local system. Since, by assumption, Xα is a trivial T -torsor
over Yα, we may consider the corresponding local system on Xα, which
we denote in the same way.
Standard and costandard pro-objects in M̂ are defined as
∆ˆα = j˜α!Lˆ[r + dα](2r + dα), ∇ˆα = j˜α∗Lˆ[r + dα](2r + dα),
respectively.
In case Yα = pt (in all situations we encounter there is a unique
stratum of this form), we adopt the notation δˆ := Lˆ[r](2r) for the
unique (up to a non-unique isomorphism) standard (and costandard)
object on Xα ≃ T .
Let a : T ×X → X be the action morphism. We have the following
Lemma 3.1 ([BY13], Lemma A.3.6). There is a functorial isomor-
phism a!(Lˆ⊠ F) ≃ F [−2r](−2r), F ∈ M̂ .
The following will be useful to us on multiple occasions.
Lemma 3.2. We have the following isomorphism of functors:
π∗ ≃ π![r] : M̂ → D
b
m(Y ).
Proof. Consider the diagram
T ×X X
X Y
a
π2
π
π
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Here a is the action morphism, π2 is the projection to the second factor.
Note that the diagram is a morphism of T -torsors T × X → X . We
have a natural isomorphism of functors π∗a! ≃ π!π2∗ (see [BY13], proof
of Lemma A.3.4 (3)). Applying it to the sheaf Lˆ⊠ F , for F ∈ M̂ , we
get a natural in F isomorphism
π∗F [−2r](−2r) ≃ π∗a!Lˆ⊠ F ≃ π!π2∗Lˆ⊠ F ≃ π!F [−r](−2r).
Here the last isomorphism follows from the isomorphism
H•(Lˆ) ≃ Qℓ[−r](−2r),
where Qℓ stands for the trivial Fr-module on a point.
3.5 Verdier duality. In this subsection we describe the Verdier
duality formalism we will use.
We have an action of Dbm(T ) on M̂ defined by
F ⋆A = a!(F ⊠A)[r],
for F ∈ Dbm(T ), and A ∈ M̂ . By Lemma 3.2 applied to the torsor
a : T ×X → X , if A is in the image of M , we have
D(F⋆A) = D(a!(F⊠A)[r]) = a∗(DF⊠DA)[−r] = a!(DF⊠DA) = DF⋆DA[−r].
Let δn = Ln[r](2r), so that δˆ = “ lim←−
n
”δn.
By Lemma 3.1, we have
F = lim
←−
n
δn ⋆ F
for any F ∈ M . This and the discussion above gives
D(F) = lim
←−
n
δn ⋆ DF = lim←−
n
D(D(δn) ⋆ F)[r],
for any F ∈ M . We now define the duality functor on the completed
category as follows:
D(“ lim
←
”F•) = “ lim←−
n
”D(D(δn) ⋆ F)[r].
for F = “ lim
←
”F• ∈ M̂ . Here we used the fact that D(δn) ⋆ F is in the
image of M .
Note that if F is uniformly bounded in degrees, so is DF (this is
property 1 required from the sequences in the completed monodromic
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category), and
π!“ lim←−
n
”D(D(δn) ⋆ F)[r]=˙“ lim←−
n
”Dπ∗(D(δn) ⋆ F)=˙
=˙“ lim
←−
n
”D(H•(Dδn)⊗Qℓ π∗F))=˙D(π∗F),
where =˙ denotes an isomorphism up to shifts and twists independent
of n. This proves that D preserves property 3 required from sequences
in the completed monodromic category.
The following shows that D preserves property 2, too.
Lemma 3.3. If F = “lim
←
”F• is uniformly bounded above in weights,
(Dδn ⋆ F) is uniformly bounded below in weights.
Proof. Under our assumptions, the category M̂ is generated as a tri-
angulated category by the shifts and twists of costandard objects ∇ˆα.
By Lemma 3.2 applied to a : T ×X → X , we have
Dδn ⋆ ∇ˆα=˙j˜α∗DLn.
Weights of DLn are in the interval [−2r, 2(n − r)] and j˜α∗ does
not decrease weights, so that Dδn ⋆ ∇ˆα is uniformly bounded below in
weights, as needed.
Lemma 3.4. D : M̂ → M̂ satisfies the following natural properties:
1. DD ≃ Id.
2. D[1] ≃ [−1]D.
3. Hom(A,B) ≃ Hom(DB,DA) for A,B ∈ Dˆ(X).
Proof. Second claim is obvious and the first one follows from the third
and Yoneda lemma. For the third claim, note that the functor (δn ⋆ ·)
admits both left and right adjoint on the monodromic category, namely
(Dδn[−r] ⋆−), so we have
Hom(DB,DA) = lim
←−
n
lim
−→
m
Hom(D(Dδm ⋆ B),D(Dδn ⋆A)) =
= lim
←−
n
lim
−→
m
Hom(Dδn⋆A,Dδm⋆B) = lim←−
n
lim
−→
m
Hom(δm⋆A, δn⋆B) = Hom(A,B).
The following records how D acts on standard and costandard pro-
objects.
Lemma 3.5. D∆ˆα = ∇ˆα[r],D∇ˆα = ∆ˆα[r].
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Proof. We have
Dδm⋆∆ˆα = lim←−
n
Dδm⋆j˜α!Ln[r+dα](2r+dα) = lim←−
n
j˜α!Dδm⋆Ln[r+dα](2r+dα) =
= j˜α!DLm[r + dα](2r + dα) = Dj˜α∗Lm[r + dα](2r + dα).
and so
D∆ˆα = “ lim←−
n
”D(D(δn) ⋆ ∆ˆα)[r] = “ lim←−
n
” j˜α∗Ln[2r + dα](dα) = ∇ˆα[r].
The second claim follows, since DD ≃ Id.
3.6 t-structures. Recall from [BY13] that M̂ admits a perverse
t-structure (
M̂
≤0, M̂≥0
)
,
with respect to which the natural functor M → M̂ is t-exact. We
recall its definition.
Let M̂≤α be the full subcategory of sheaves supported on strata
lying in the closure of Xα. Let M̂<α be the full subcategory of sheaves
supported on the union of strata β 6= α lying in the closure of Xα.
Let M̂{α} be the Verdier quotient category M̂≤α/M̂<α. We have
functors i∗α, i
!
α : M̂ → M̂{α} and the categories M̂{α} were proved
in loc. cit. to be equivalent to the bounded derived category of
Dm := D
b(S,Fr−mod) of finitely generated graded S-modules with
the compatible Frobenius action. Let (D≤0m ,D
≥0
m ) stand for the stan-
dard t-structure on the latter category. Now define the t-structure on
M̂ by gluing as follows:
M̂
≤0 = {F ∈ M̂ , ∀α ∈ S i∗αF ∈ D
≤0
m },
M̂
≥0 = {F ∈ M̂ , ∀α ∈ S i!αF ∈ D
≥0
m }.
Let Pˆ be its heart. We have ∆ˆα, ∇ˆα ∈ Pˆ for all α ∈ S, and
ωM̂≤0 is generated under extensions by ω∆ˆα[n], n ≥ 0. We denote
by τ≥k, τ≤k,Hk(−) the truncations and perverse cohomology functors
with respect to this t-structure, respectively.
This t-structure is not self-dual with respect to D. Consider the
shifted duality functor, D′ = D[−r], chosen so that D′∆ˆα = ∇ˆα, and
consider the dual t-structure(
M̂
′≤0 = D′M̂≥0, M̂ ′≥0 = D′M̂≤0
)
.
Let Pˆ ′ be its heart. We have ∆ˆα, ∇ˆα ∈ Pˆ ′ for all α ∈ S, and M̂ ′≥0 is
generated under extensions by ∇ˆα[n], n ≤ 0.
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4 Monodromic Hecke category
Let G be a split reductive group over Fq. Fix B ⊂ G a split Borel
subgroup, T ⊂ B split maximal torus. Let U ⊂ B be the unipotent
radical. Let M ⊂ Dbm(U\G/U) be the mixed derived category of
complexes that are unipotently monodromic with respect to the right
T -action.
So, from now on X = G/U, Y = G/B, and we are considering the
stratification of Y by left U -orbits. In this setting, we have S = W =
NG(T )/T, dw = l(w), the length function.
4.1 Convolution Categories M , M̂ , ωM , ωM̂ are equipped with
a monoidal structure via the !-convolution, which we denote by ⋆. We
recall their definitions. Consider the diagram
G×U G/U G/U
G/U U\G/U
q
π1 π2
Here π1, π2 are projections and q is the action map. Convolution op-
eration is defined as
F ⋆ G = q!(F ⊠ G)[r].
By the result of [BY13], the convolution is well-defined on the com-
pleted category M̂ .
We have the following
Lemma 4.1. For F ,G ∈ M̂
D(F ⋆ G) = DF ⋆ DG[−r].
Proof. We will need the following fact from Corollary 5.1 below. Let
δWn = p
∗hc!(En) (see Corollary 5.1 for notations). We have δˆ = lim←−
n
δWn
and δWn are central in M̂ .
The isomorphism above follows from Lemma 3.2 for F ,G ∈ M ,
since q factors as the composition of a T -torsor projectionG×UG/U →
G×B G/U and a proper map G×B G/U → G/U . On the other hand,
from the proof of Lemma 4.3.1 in [BY13] one deduces that, for A =
“ lim
←−
m
”Am,B = “ lim←−
n
”Bn, we have A ⋆Bn ∈ M and A ⋆B = “ lim←−
n
”A ⋆Bn.
By definition,
DF ⋆ DG = “ lim
←−
m
”D(DδWm ⋆ F) ⋆ “ lim←−
n
”D(DδWn ⋆ G)
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and we also have
lim
←−
m
D(DδWm ⋆F) ⋆D(Dδ
W
n ⋆ G) = lim←−
m
D((DδWm ⋆F) ⋆ (Dδ
W
n ⋆ G))[r] =
= lim
←−
m
D(DδWm ⋆(Dδ
W
n ⋆F⋆G)[r] = lim←−
m
δm⋆D(Dδ
W
n ⋆F⋆G) = D(Dδ
W
n ⋆(F⋆G)).
Note that we used the central structure to rearrange the factors. Pass-
ing to the limit in n we get the result.
4.2 Convolution of standard and costandard pro-objects. Stan-
dard and costandard pro-objects satisfy the following properties with
respect to convolution:
Proposition 4.1 ([BY13]).
1. δˆ is the unit of the monoidal structure ⋆.
2. ∆ˆv ⋆ ∆ˆw ≃ ∆ˆvw, ∇ˆv ⋆ ∇ˆw ≃ ∇ˆvw if l(vw) = l(v) + l(w).
3. ∆ˆv ⋆ ∇ˆv−1 ≃ δˆ.
4. Exti(∆ˆv, ∇ˆw) = 0, unless v = w and i = 0, and Hom(∆ˆv, ∇ˆv) ≃
Sˆ, where Sˆ is the completion of S with respect to the ideal VTS.
Proof. (1) and (2) are Lemma 4.3.3 of [BY13], (3-4) are Koszul dual
to the corresponding well-known statements in Dbm(B\G/B).
4.3 Pro-unipotent tilting sheaves. Recall that in [BY13] a cate-
gory of free-monodromic tilting objects in M̂ was defined, coming with
a collection of indecomposable objects Tˆw ∈ Pˆ indexed by w ∈ W .
Let
V : M̂ → (End(Tˆw0)
f ,Fr)−mod
be the functor Hom(Tˆw0 ,−)
f .
Proposition 4.2 ([BY13]).
1. For all w ∈ W , Tˆw admits a filtration by objects of the form
∆ˆv(m),m ∈ Z, referred to as the standard filtration, and also a
filtration by objects of the form ∇ˆv(m),m ∈ Z, referred to as the
costandard filtration.
2. Exti(Tˆw, Tˆv) = 0, v, w ∈W, i > 0.
3. Hom(Tˆv, Tˆw)f = Hom(V(Tˆv),V(Tˆw)), v, w ∈ W, as Fr-modules.
4. End(Tˆw0)
f ≃ S ⊗SW S as Fr-algebras.
Proof. (1) follows directly from the definition, given in [BY13], A.7. (2)
follows from (1) and Proposition 4.1. (3) is Proposition 4.5.7 together
with Lemma 4.6.3 of loc. cit. (4) is Proposition 4.7.3 (2) of loc. cit.
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Let (
M̂
≥0
w0
= ∆ˆw0 ⋆ M̂
′≥0, M̂≤0w0 = ∆ˆw0 ⋆ M̂
′≤0
)
be the pullback of the t-structure
(
M̂ ′≥0, M̂ ′≤0
)
defined in Section
3.6 along the autoequivalence (∇ˆw0 ⋆−) of M̂ .
We denote by τ≥kw0 , τ
≤k
w0
,Hkw0(−) the truncations and perverse co-
homology functors with respect to this t-structure, respectively, and
let Pˆw0 be its heart.
Note that by Proposition 4.1 and Proposition 4.2 (1), Tˆw ∈ Pˆw0 .
We will need the following
Proposition 4.3. For any F ∈ M̂ , v ∈ W,k ∈ Z,
Extk(F , Tˆv) = Hom(H
−k
w0
(F), Tˆv).
Proof. It is enough to show that for any F ∈ Pˆw0 , Ext
k(F , Tˆv) = 0
unless k = 0. Since F , Tˆv ∈ Pˆw0 ,Ext
k(F , Tˆv) = 0 for k < 0. The cate-
gory ωM̂ ′≥0 is generated under extensions by the objects ω∇ˆw[n], w ∈
W,n ≤ 0, so the category ωM̂≥0w0 is generated under extensions by the
objects ω∆ˆw0 ⋆ω∇ˆw[n] ≃ ω∆ˆw0w[n], w ∈ W,n ≤ 0. On the other hand,
by Proposition 4.2(1) Tˆv admits a costandard filtration. We have
Hom(∆ˆw0 ⋆ ∇ˆw[n], ∇ˆv[k]) = Hom(∆ˆw0w, ∇ˆv[−n+ k]) = 0,
by Proposition 4.1, which implies the result.
We will also use the following
Lemma 4.2. D′Tˆv ≃ Tˆv.
Proof. By Lemma 5.2.2 of [BY13], any indecomposable free-monodromic
tilting extension of Lˆ[r + dv](2r + dv) from the stratum labeled by v
is isomorphic to Tˆv. Since D′ exchanges free-monodromic standard
and costandard objects, we get that D′Tˆv is an indecomposable free-
monodromic tilting extension of Lˆ[r + dv](2r + dv), and the Lemma
follows.
4.4 Comparison with Soergel bimodules. Let Tilt be the ad-
ditive category generated by the twists of the free-monodromic tilting
sheaves Tˆv. By Proposition 4.3.4 of [BY13], Tilt is closed under the
monoidal structure on M̂ .
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The connection between the setting of Soergel bimodules and mon-
odromic Hecke categories can be summarized in the following diagram:
SBim(W ) Tilt ωTilt
Ho(SBim(W )) Ho(Tilt) Ho(ωT ilt)
M̂ ωM̂
ιS
Λ
ιT
ω
ωιT
Ho(Λ)
ω
h ≀ωh
ω
Here ιS, ιT stand for the embedding of the additive categories to
their homotopy category, h is the functor constructed in [BY13], Ap-
pendix B. The functor Λ sends Bw(k) to Tˆw(−k), and the action of
R ⊗Qℓ R is identified with the action of S ⊗Qℓ S by the logarithms
of the left and right monodromy automorphisms. The functor inverse
to Λ on its image is Tˆ 7→ V(Tˆ )
F
, with the above identification of S
and R. The grading on SBim(W ) corresponds to the negative of the
Frobenius weights on Tilt.
Proposition 4.4. For M,N ∈ SBim(W ), we have
Hom(M,N) = Hom(Λ(M),Λ(N))f,
F
and, more generally, for M•, N• ∈ Ho(SBim(W )),
Hom(M,N) = Hom(hHo(Λ)(M), hHo(Λ)(N))f,
F
.
The functor hHo(Λ) is t-exact with respect to the t-structure
(pSBim(W )≤0, pSBim(W )≥0)
on Ho(SBim) and the t-structure (M̂≤0, M̂≥0) on M̂ . It intertwines
the duality functor ∨ with D′.
Proof. The identity of Hom-spaces is one of the main results of [BY13].
For the fact that the functor is t-exact, note that both t-structures
are obtained from gluing of the standard t-structures on the homo-
topy categories of graded free R-bimodules and (S,Fr)-modules, re-
spectively. Moreover, the functor hHo(Λ) commutes with the corre-
sponding embeddings of the glued categories. The fact that hHo(Λ)
is t-exact now follows from the t-exactness of the restriction to the
corresponding subquotients.
The fact that the functor intertwines the duality follows from the
corresponding statment for Λ.
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Fix w ∈ W and consider the following twisted adjoint action of T
on G/U :
t · xU = txAd(w)(t−1)U.
Let Yw be the quotient stack (U\G/U)/T with respect to this action.
We will write Y = Y1, with p : U\G/U → Y for the corresponding
projection.
Let p† = p∗[dim T ]. Thus p† is the t-exact functor forgetting the
T -action.
We now give a geometric description of the complexK•S ∈ Ho(SBim).
Proposition 4.5.
hHo(Λ)(K•S ) ≃ p
†p!Tˆw0〈2 dimT 〉.
Let K = p†p!Tˆw0〈2 dimT 〉
Proof. Consider M̂ as a S ⊗ S-linear category. Then the functor p! is
given by taking the derived coinvariants of the antidiagonal S-action.
Since Extk(Tˆw0 , Tˆw0) = 0 for k 6= 0, we get the result.
The complex K satisfies the following properties.
Lemma 4.3. For any w ∈W , we have ∆ˆw ⋆K = Kw(l(w)), ∇ˆw ⋆K =
Kw(−l(w)),D′K = K[− dimT ](−2 dimT ). Here Kw stands for the
complex K with left monodromy action twisted by w.
Proof. This follows from the corresponding properties of Tˆw0 and the
symmetry of the Koszul complex.
Combining Proposition 4.5 with Proposition 4.3 we get the follow-
ing monodromic model for Hoschschild cohomology of Soergel bimod-
ules:
Theorem 4.1.
HHk(Bw) = Hom(H
−k
w0
(K), Tˆw)
f,
F
.
More generally, for any complex F ∈ Ho(SBim(W )) we have
HHk(F) = Hom(H−kw0 (K), hHo(Λ)(F))
f,
F
.
4.5 Whittaker category. Fix a maximal unipotent subgroupU− ⊂
G, opposite to U . We have an isomorphism
U−/[U−, U−] ≃
∏
s∈S
Ga,
18
where the product is of the negative root subgroups of G. Fix a non-
trivial character ψ : Fq → Q
×
ℓ and consider the corresponding Artin-
Schreier local system ASψ on Ga. Let ξ be the composition
ξ : U− → U−/[U−, U−]→
∏
s∈S
Ga
+
−→ Ga,
where + is the addition map. We consider the monodromic Iwahori-
Whittaker category Mψ ⊂ Dbm(G/U) and its completion M̂ψ with
respect to the right T -action on G/U , which, by the result of [BY13],
comes with the adjoint pair of functors
AvU ! : M̂ψ → M̂ ,Avψ : M̂ → M̂ψ.
We recall the definitions. Consider the action morphisms
aU : U ×G/U → G/U, aU− : U
− ×G/U → G/U.
The functor Avψ (before the completion) is defined as the composition
M
For
−−→ Dbm(G/U)
avψ
−−→ Mψ,
where For is the forgetful functor and
avψ F = aU−!(ξ
∗ASψ〈l(w0)〉 ⊠ F).
The functor AvU (before the completion) is defined as
AvU F = aU !(Qℓ〈l(w0)〉⊠ F).
We have the following
Proposition 4.6 ([BY13], Corollary 5.2.4).
Tˆw0 = AvU Avψ δˆ.
5 Character sheaves and the Harish-Chandra
functor
If X is a stack with the action of the group H , we write AvH for the
functor π!, where π : X → X/H is the canonical projection, and write
For = π∗[dimH ]. We use the notation AvAdH to emphasize that the
action taken is adjoint, where it is relevant.
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5.1 Harish-Chandra functor. For a subgroupH ⊂ G, let G/AdH
stand for the quotient stack of G by the adjoint action of H . We have
a pair of adjoint functors hc! : D
b
m(G/AdG)⇄ D
b
m(Y) : χ. The Harish-
Chandra functor hc! is defined as the composition
Dbm(G/AdG)
For
−−→ Dbm(G/AdB)
AvU−−−→ Dbm(Y),
and χ is defined as the composition
Dbm(Y)
ForU
2
×T
B−−−−−−→ Dbm(G/AdB)
AvAdG−−−→ Dbm(G/AdG).
Dbm(G) is equipped with two convolution operations. We will use
the !-convolution, defined as
F ⋆ G = m!(F ⊠ G).
Define the category CS – the derived category of character sheaves
– as a full subcategory of F ∈ Dbm(G/AdG) such that p
†hc!(F) ∈ M .
CS is a monoidal subcategory of Dbm(G/AdG) and p
†hc! is a monoidal
functor Dbm(G/AdG) → M . The fact that this definition, restricted
to the category of semi-simple equivariant perverse sheaves on G, co-
incides with the original definition given by Lusztig is the result of
[MV88].
5.2 Pro-unit in character sheaves. The Harish-Chandra functor
constructed in the previous subsection is monoidal (with respect to !-
convolution operations on G and Y). It turns out that δˆ is in the
image of proDbm(G/AdG) under the functor p
†hc!. This is implicit
in [BFO12] in characteristic zero setting, since the unit object of the
monoidal category is naturally central, and is proved in the ℓ-adic
setting in [Che19].
Let IndGT : D
b
m(T/AdT )→ D
b
m(G/AdG) be the parabolic induction
functor (with respect to B).
We first recall the following
Theorem 5.1 ([Che19]). Let F be a W -equivariant perverse local
system on T . Assume that it is unipotent and corresponds to the
Qℓ[W ]⋉ S-module S ⊗SW F
′, for some SW -module F ′. Then IndGT F
has a naturalW -action and ΦF := (Ind
G
T F)
W satisfies p†hc!(ΦF) ≃ F .
Moreover, F is central in M̂ .
Proof. This is Theorem 7.1 together with Proposition 3.2 of [Che19].
Corollary 5.1. There is a family of sheaves En ∈ Dbm(G/AdG) such
that
p†hc!(“lim←−
n
”En) = δˆ.
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Moreover, sheaves p†hc!(En) are central in the monoidal category M
(and so in M̂ ).
Proof. In [Che19], Section 4.5, the construction of the sheaf E1 is given.
It is such that, if we denote φ1 = hc!(E1), δ
W
1 = p
†φ1 corresponds to
the W -coinvariants module S/IW+ = S ⊗SW Qℓ over S, where I
W
+ is
an ideal generated by (S · VT ) ∩ S
W . E1 is recovered as Ind
G
T (φ1)
W .
Sheaves En are similarly defined as En = Ind
G
T (φn)
W , where φn is
the W -equivariant perverse local system on T/AdT corresponding to
corresponds to the module S/(IW+ )
n = S ⊗SW S
W /(mW )
n, where mW
is the ideal of positive degree elements in SW .
Write formally in proDbm(G/AdG),
δˆG = “ lim
←
”En.
5.3 Whittaker averaging. Let N ⊂ G stand for the unipotent
variety, and let N reg ⊂ N be the regular unipotent orbit of the ad-
joint G-action. Let jreg : N
reg/AdG → G/AdG be the corresponding
embedding.
Let i− : U
− → G be the embedding map.
We will need the following computation
Proposition 5.1. Assume that G is of adjoint type. Then
AvAdG i−∗ξ
∗ASψ〈l(w0)〉 = jreg∗Qℓ[− dimT ](−l(w0)).
Proof. We haveAvAdG = Av
Ad
B Av
Ad
U− . Note that ξ isAdU
−-equivariant,
so it is enough to compute AvAdB i−∗ξ
∗ASψ . We first compute the av-
eraging with respect to T . Since the projection U− → U−/[U−, U−]
is AdT -equivariant, it is enough to compute the averaging of +∗ASψ.
This, in turn, reduces to the one-dimensional computation, namely of
the averaging of ASψ with respect to the scaling action of Gm. To do
this, consider the diagram
Gm ×Ga Ga
Ga
π2
m
Here m is the action (=multiplication) morphism, and π2 is the pro-
jection to the second factor. We wish to compute the sheaf m!π
∗
2 ASψ.
The diagram above is isomorphic, via the map (a, b) 7→ (a−1, ab),Gm×
Ga → Gm ×Ga, to the diagram
Gm ×Ga Ga
Ga
m
π2
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which fits into the following larger diagram
Gm ×Ga Ga ×Ga Ga
Gm Ga Ga
j′
π1
m′
π2π1
j
Here j, j′ are the canonical open embeddings, π1, π2 are projections to
the first and second factors, respectively, and m′ is the multiplication
map. It is easy to see that we have a natural isomorphism
π2!m
∗ASψ = π2!j
′
! (j
′∗m′∗ASψ) = π2!(π
∗
1j!Qℓ ⊗m
′∗ASψ),
and so we need to compute the Fourier transform of j!Qℓ, which can
be easily seen to be isomorphic to j∗Qℓ(1). Thus, we get that
AvAdT ξ
∗ASψ〈dimT 〉 = j
−,reg
∗ Qℓ(dim T ),
where j−,reg is the open embedding of the subset of regular elements in
U−. The latter is AdB− = AdU−T -equivariant complex, and, after
averaging from B− to G (which is a proper pushforward) we get the
result.
Write Ξψ := jreg∗Qℓ〈dimN〉.
Theorem 5.2.
hc!(Ξψ ⋆ δˆG) ≃ p!Tˆw0 [dim T ](l(w0)).
Proof. By Propositions 4.6 and 5.1, we need to prove that
hc!(Av
Ad
G i−∗ξ
∗ASψ ⋆En)=˙ Av
Ad
T AvU Avψ δˆ
′
n.
Rewrite the right-hand side as
AvAdT AvU Avψ δˆ
′
n=˙ Av
Ad
T AvU (i−∗ξ
∗ ASψ) ⋆ hc!(En).
Here we used the fact that the Whittaker averaging can be expressed
as convolution with i−∗ξ
∗ASψ and that δˆ
′
n=˙p
†hc!(En).
For the left-hand side we have
hc!(Av
Ad
G i−∗ξ
∗ASψ ⋆En) = hc!(Av
Ad
G i−∗ξ
∗ ASψ) ⋆ hc!(En)=˙
=˙AvU (Av
Ad
B i−∗ξ
∗ASψ) ⋆ hc!(En)=˙ Av
Ad
T AvU (i−∗ξ
∗ASψ) ⋆ hc!(En).
Here we used that i−∗ξ
∗ASψ is AdU
−-equivariant, and that
AvU Av
Ad
B =˙Av
Ad
T AvU .
Shift and twist can now be recovered by considering the stalk at
the generic fiber.
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5.4 Perverse cohomology of Ξψ and Hochschild cohomology.
We now compute the perverse cohomology of the above sheaf in the
caseG = PGLn . Recall that unipotent orbits in this case are labeled by
the irreducible representations of W = Sn, so that N reg corresponds
to the sign representation. Let ICλ stand for the pure weight zero
IC-sheaf of the orbit labeled by λ ∈ Rep(Sn). Let V be the reflection
representation of Sn, and let ICk = ICΛkV .
Proposition 5.2.
Hk(jreg∗Qℓ〈dimN〉) = ICn−1−k(−2k), k = 0, . . . , n− 1.
Proof. The claim is proved by induction in n. For n = 2, we have
IC1 = QℓN 〈2〉 and a distinguished triangle
IC0〈−2〉 → IC1 → jreg∗Qℓ〈2〉 → IC0〈−2〉[1],
which gives the required result.
For general n > 2, assume that the result is already known for
PGLn−1. Choose a basis of the n-dimensional space on the projec-
tivization of which PGLn acts and consider the standard parabolic
P ⊂ PGLn−1 of matrices fixing a line spanned by the first vector.
Let L be its Levi, iP : P → G be the corresponding embedding and
πL : P → L the projection. We have a parabolic restriction func-
tor ResGL = πL∗i
!
P , which is t-exact and sends semisimple complexes to
semisimple complexes. Applying this functor and noting that P ∩N reg
is a Gm ×Gn−2a -bundle over L, we see that
ResGL H
k(jreg∗Qℓ〈dimN〉) = H
k(j′reg∗Qℓ〈dimNL〉⊕j
′
reg∗Qℓ〈dimNL〉[−1](−2)),
where j′reg stands for the embedding N
reg ∩ L → L. Now note that
there is a unique representation of Sn whose restriction to Sn−1 is the
sum ΛkVSn−1 ⊕Λ
k−1VSn−1 for every k, and so a unique perverse sheaf
on N with such a parabolic restriction.
Remark 5.1. Let G be an arbitrary reductive group, and let ICN reg =
Qℓ〈dimN〉 be the intersection cohomology complex of the regular unipo-
tent orbit. Since the subregular unipotent orbit is of codimension 2 in
the closure of the regular one, we have H0(jreg∗Qℓ〈dimN〉) ≃ ICN reg .
We do not know if higher cohomology groups have such a simple de-
scription for general G.
The above theorem allows us to compute the perverse cohomology
of K.
Lemma 5.1. Let F ∈ CS be such that hc!(F) is supported on T . Then
the functor of convolution with F is a t-exact functor Dbm(N )→ CS.
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Proof. Let Spr stand for the Springer sheaf on N . It is enough to show
that F ⋆ Spr is perverse, since any simple perverse sheaf in Db(N ) is a
summand of Spr. We have
F ⋆ Spr = χhc!F = χRes
G
T F ,
since ResGT F = hc!F for sheaves F such that hc!F is supported on T .
On the other hand, χ coincides with the t-exact parabolic induction
functor when applied to AdT -equivariant sheaves supported on T , so
F ⋆ Spr is perverse.
We will use the following result, proved in characteristic 0 setting
in [BFO12] and in ℓ-adic setting in [CD17].
Note that for any w ∈W , objects ∆ˆw, ∇ˆw descend to the stack Yw.
Moreover, convolution with such an object gives a functor Dbm(Yv)→
Dbm(Yvw), which we denote by ∆ˆw ⋆−, ∇ˆw ⋆−, abusing notation.
Proposition 5.3 ([CD17]). The functor
F 7→ ∇ˆw0 ⋆ hc!(F), CS → D
b
m(Yw0)
is t-exact and commutes with Verdier duality.
Corollary 5.2. We have
Hk(∇ˆw0 ⋆ p
†p!Tˆw0 [dim T ](l(w0)) = ∇ˆw0 ⋆ p
†hc!(ICn−1−k(−2k)) ⋆ δˆ.
Proof. This is a direct corollary of Theorem 5.2, Propositions 5.2, 5.3
and Lemma 5.1.
Finally, we compute the objects representing k-th Hochschild co-
homology in the monodromic category.
Theorem 5.3.
H−kw0 (K) = ∆ˆw0 ⋆ D
′(∇ˆw0 ⋆ p
†hc!(ICn−1−k)(−2k + l(w0))).
Proof. We have
H−kw0 (K) = ∆ˆw0 ⋆H
′k(∇ˆw0 ⋆K) = ∆ˆw0 ⋆ D
′Hk(D′(∇ˆw0 ⋆K)) =
= ∆ˆw0 ⋆ D
′Hk(D′(Kw0(−l(w0))) =
= ∆ˆw0 ⋆ D
′Hk(Kw0 [−n+ 1](−2(n− 1) + l(w0))) =
= ∆ˆw0 ⋆ D
′Hk(∇ˆw0 ⋆K[−n+ 1](−2(n− 1) + 2l(w0))) =
= ∆ˆw0 ⋆ D
′(∇ˆw0 ⋆ p
†hc!(ICn−1−k)(−2k + l(w0))).
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5.5 Character sheaves and the full twist. Substituting k = n−
1, we recover the computation of [GHMN19] for the object representing
the highest Hochschild cohomology of Soergel bimodules.
Corollary 5.3.
H−n+1w0 (K) = ∆ˆ
2
w0
(2(n− 1)− l(w0)).
We also make the following observation, of an independent inter-
est. Let now G be an arbitrary reductive group of adjoint type. Let
ICN reg = QℓN 〈dimN〉 be the intersection cohomology complex of
the regular nilpotent orbit (so that we have ICn−1 ≃ ICN reg in case
G = PGLn and in the notations used above).
Proposition 5.4.
p†hc!(ICN reg ⋆δˆG) ≃ ∆ˆ
2
w0
.
We will use the following algebraic statement. Recall some nota-
tions from Corollary 5.1. Let m,mW be the maximal graded ideals of
S and SW , respectively, and let I be the ideal mWS of S.
Lemma 5.2. Let Cn = S/I
n ≃ S⊗SW S
W /mnW . We have an isomor-
phism of graded Qℓ[W ]⋉ S-modules
C∨n ≃ signW ⊗QℓS ⊗SW (S
W /mnW )
∨(2l(w0)).
Proof of the lemma. Since I contains a power of m, Cn is a finite-
dimensional local algebra over Qℓ, and C
∨
n is an injective hull of the
simple Cn-module. We first prove thatE
′
n := S⊗SW ((S
W /mnW )
∨)(2l(w0))
is also an injective hull of the trivial Cn-module. For a ring Q with an
ideal J and a Q-module M , write M [J ] for the J-torsion in M . First
note that dimE′n[m] = 1: indeed, dim(S
W /mnW )
∨[mW ] = 1, and S is a
free SW -module, so dimE′n[m] = dimS/I[m] = 1, the second equality
being a well-known fact for the module of coinvariants C1. Note also
that m-torsion in E′n has degree 0.
From dimE′n[m] = 1 it follows that there is an injective map E
′
n →
C∨n , see [Sta18, Tag 08Z3]. Since
dimCn = dimE
′
n = dimC1 · dimS
W /mnW ,
we see that this map is an isomorphism (here we again used that S is
a free SW -module).
It follows from Matlis duality that the functorM 7→ HomCn(−, E
′
n)
is isomorphic to the functor M 7→ M∨ on the category of finite-
dimensional Cn-modules. Note that E
′
n is naturally a W -equivariant
module, and so the functor M 7→ HomCn(M,E
′
n) on the category of
W -equivariant modules is isomorphic to either M 7→ M∨ or M 7→
signW ⊗M
∨. Since W acts on E′n[m] via the sign representation, we
get the result.
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Proof of the proposition. Let δ′Wn be the W -equivariant perverse lo-
cal system corresponding to the module E′n from the above Lemma.
By Theorem 5.1, there is an AdG-equivariant perverse sheaf E ′n =
(IndGT δ
′W
n )
W on G, such that p†hc!E
′
n = δ
′W
n . By the above Lemma we
have
IndGT Dδ
′W
n ≃ Ind
G
T (δ
W
n ⊗ signW (−2l(w0)− 2 dimT )).
We also have
IndGT δ
W
n ≃ Ind
G
T Res
G
T En ≃ χhc!En ≃ Spr ⋆En,
with W -action on IndGT δn compatible with the W -action on Spr, so
that
DE ′n ≃ (D Ind
G
T δ
′W
n )
W ≃ (IndGT Dδ
′W
n )
W ≃
≃ (Spr ⋆En(−2l(w0)−2 dimT ))
signW ≃ ICN ⋆En(−2l(w0)−2 dimT ).
Here we used that the parabolic induction commutes with Verdier du-
ality, and that the sign component SprsignW of the Springer sheaf is
ICN .
By Proposition 5.3, we get
∇ˆw0 ⋆ hc!(ICN ⋆ En) ≃ ∇ˆw0 ⋆ hc!(DE
′)(2l(w0) + 2 dimT ) ≃
≃ D(∇ˆw0 ⋆ δ
′W
n (2l(w0) + 2 dimT )) ≃ D(∇ˆw0 ⋆ Dδ
W
n ),
so, passing to the limit,
∇ˆw0 ⋆ hc!(ICN ⋆ δˆG) ≃ ∆ˆw0 .
Remark 5.2. One may also recover the above Proposition as follows:
since the functor hHo(Λ) is t-exact and K is in its image, we get
that F := p†hc!(ICn−1 ⋆δˆG) is also in its image. Since ∆ˆw0 ⋆ D
′(∇ˆw0 ⋆
F)(−l(w0)) represents the 0th Hochschild cohomology functor, by Yoneda
lemma it is isomorphic to R(−l(w0)). Hence, by Theorem 5.3, we get
the result.
5.6 Jucys-Murphy filtrations. Let G = PGLn again. We now
describe how to obtain the Jucys-Murphy filtration on the sheaves
representing the Hochschild cohomology. Let Pk ⊂ G be a maximal
parabolic of operators preserving a k-dimensional subspace, and let
Lk be its Levi. We assume that Pk ⊃ B and that this parabolic
corresponds to the subset Jk := {s1, . . . , sˆk, . . . , sn−1} ⊂ Σ. Note that
L/Z(L) ≃ PGLk ×PGLn−k. We have ICk ⊕ ICk−1 = Ind
G
Lk
(ICPGLkk−1 ⊠ IC
PGLn-k
0 ).
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For a parabolic P ⊂ G with unipotent radical UP and Levi LP ,
write
YP =
G/UP ×G/UP
LP
,
where LP acts on G/UP × G/UP diagonally on the right. This LP -
action commutes with the diagonal G-action on the left. Note that
DbG(YB) ≃ D(Y), so the spaces YP are symmetric parabolic general-
izations of Y. Note also that DbG(YG) = D
b
AdG(G).
For parabolics P ⊂ Q we have functors hcQP , χ
Q
P , defined by Lusztig
in [Lus04]. We recall the definition. Let
Z˜P,Q = {(xUQ, yUQ, zUP ) : x
−1z ∈ Q},
and let ZP,Q be its quotient by LQ×LP action on the right. We have
maps
ZP,Q
YQ YP
fP,Q gP,Q
fP,Q(xUQ, yUQ, zUP ) = (xUQ, yUQ),
gP,Q(xUQ, yUQ, zUP ) = (zUP , yx
−1zUP ).
Write
χQP = fP,Q!g
∗
P,Q[dimG/P − dimG/Q],
hc
Q
P = gP,Q!f
∗
P,Q[dimG/Q− dimG/P ].
In our previous notations, we have hc! = hc
G
B, χ = χ
G
B . It was proved
in loc. cit. that if P ⊂ Q ⊂ R, we have
χRQχ
Q
P ≃ χ
R
P , hc
Q
P hc
R
Q ≃ hc
R
P .
The functors hcQP are monoidal with respect to convolution.
Finally, let ∆P ⊂ YP ,∆P = {(xUP , yUP )L : xP = yP}. Then
DbG(∆P ) ≃ D
b
AdLP
(LP ), and χ
G
P , restricted to sheaves supported on
∆P , coincides with the functor Ind
G
LP
.
Summarizing the discussion above, we get that
hc!((ICk⊕ ICk−1) ⋆ δˆG) ≃ hc
G
P hc
P
Bχ
G
Pk
((ICPGLkk−1 ⊠ IC
PGLn-k
0 ) ⋆ hc
G
P (δˆG)).
Let w
(k)
0 be the longest element of the subgroup Sk ⊂ Sn = W gener-
ated by s1, . . . , sk−1. By Proposition 5.4, we have
hc
P
B((IC
PGLk
k−1 ⊠ IC
PGLn-k
0 ) ⋆ hc
G
P (δˆG)) ≃ ∆ˆ
2
w
(k)
0
.
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For an objects X, {Ci}ki=1 of a triangulated category, we write
X ∈ 〈C1, C2, ..., Ck〉 if there exists a sequence of objects {Xi}ki=1, X1 =
X,Xk = Ck, such that for all i < k, there is a distinguished triangle
Ci → Xi → Xi+1 → Ci[1].
The following lemma is a straightforward consequence of standard dis-
tinguished triangles for 6 functors for constructible sheaves.
Lemma 5.3. Let X be a variety stratified by locally closed subvarieties
{St}nt=1, and let jt : St → X be the corresponding locally-closed embed-
dings. Assume that Sk ⊂ Sl implies k > l. Then for every F ∈ Db(X),
F ∈ 〈jt!j∗t F〉
n
t=1.
Let P ⊃ B be the parabolic corresponding to the subset J ⊂ Σ.
Let WJ ⊂ W be the subgroup generated by J , and let W J be the
set of minimal length representatives of W/WJ . We have the follow-
ing generalization of [Lus13], Proposition 2.6 (see also [Gro92] for the
corresponding statement on the level of the Grothendieck group).
Lemma 5.4. For F ∈ DbG(YP ) such that hc
P
B(F) ∈ ωM , hc!χ
G
P (F) ∈
〈∆ˆw⋆hc
P
B(F)⋆∆ˆw−1〉w∈WJ , w taken in some non-increasing order with
respect to the Bruhat partial ordering.
Proof. By proper base change, we have hc!χ
G
P = α!β
∗, where α and β
are from the following diagram:
G×G/P ×G/B
YP YB
β α
α(g, xP, yB) = (yU, gyU)T, β(g, xP, yB) = (xUP , gxUP )LP . The fil-
tration in the Lemma comes from the filtration of G×G/P ×G/B by
the locally closed subvarietiesXw = {(g, xP, yB), xP in relation w to yB},
w ∈ W J .
Corollary 5.4. hc!((ICk ⊕ ICk−1) ⋆ δˆG) ∈ 〈∆ˆw ⋆ ∆ˆ
2
w
(k)
0
⋆ ∆ˆw−1〉w∈WJk .
For example, when k = 1, we have
hc!((IC1⊕ IC0)⋆δˆG) ∈ 〈δˆ, ∆ˆ
2
s1
, ∆ˆs2s1⋆∆ˆs1s2 , . . . , ∆ˆsn−1...s1⋆∆ˆs1...sn−1〉.
The braids J0 = 1, Jk+1 = skJksk, are known as Jucys-Murphy braids.
We got that the sheaf hc!((IC1⊕ IC0) ⋆ δˆG) categorifies the sum of the
images of the Jucys-Murphy braids in the Hecke algebra. More gener-
ally, hc!((ICk ⊕ ICk−1)⋆ δˆG) categorifies the kth elementary symmetric
polynomial in the images of Jk in the Hecke algebra.
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Remark 5.3. Note that Jk and, more generally, products Jk1 . . . Jkr , ki 6=
kj , are of the form ww
−1 for some w ∈W , where we denote the lift of
w to the braid group with the same letter. So representations of these
braids in the monodromic Hecke categories can be shown to lie in Pˆw0 :
the object of the form ∇ˆa ⋆ ∆ˆb is in Pˆ ′ because the convolution with
∇ˆa is t-exact from the left, and convolution with ∆ˆb is t-exact from the
left. See, e.g., Lemma 7.7 from [ARV19], whose proof straightforwardly
adapts to our situation. Cf. also Section 5.1 of [AB09].
Remark 5.4. The sheaf ICk⊕ ICk−1 is the sheaf corresponding, un-
der the Springer correspondence, to the exterior power of the per-
mutation representation of the symmetric group. It is straightfor-
ward to rephrase the results of this paper for G = GLn instead of
PGLn, replacing the reflection representation by the permutation rep-
resentation. Objects hc!(ICk ⊕ ICk−1) ⋆ δˆG will then play a similar
role in representing the kth Hochschild cohomology functor: note that
AvZ(GLn) jreg∗Qℓ[1] = jreg∗Qℓ ⊕ jreg∗Qℓ[−1](−2).
A Examples
A.1 Type A1. We have R = Qℓ[x], s(x) = −x. Write R ⊗ R =
Qℓ[x, y]
K•S = Bs(−2)
y−x
−−−→ Bs,∇s = R(−1)→ Bs,∆s = Bs → R(1).
We have
∇sK
•
S = Bs(−1)
x+y
−−−→ Bs(1),
and a morphism of complexes ∆s[1](−1)→ ∇sK
•
S
Bs(−1) R
Bs(−1) Bs(1)
id
a⊗b7→ab
17→x+y
−x−y
which gives a distinguished triangle
∆s[1](−1)→ ∇sK
•
S → ∇s(1)→ ∆s[2](−1).
From the long exact sequence of cohomology we get H′0(∇sK•S ) =
∇s(1),H′−1(∇sK•S ) = ∆s(−1), (note that ∆s(−1) and ∇s(1) are in
the heart of the t-structure, by definition) and, finally,
H0w0(K
•
S ) = R(1),H
−1
w0
(K•S ) = ∆
2
s(−1).
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A.2 Type A2. We omit most of the differentials from notations.
Let R = Qℓ[x1, x2], R ⊗ R = Qℓ[x1, x2, y1, y2]. Write Bi = Bsi , Bij =
BiBj , B121 = Bs1s2s1 = Bs2s1s2 .
We have B1B2B1 = B121 ⊕B1, B2B1B2 = B121 ⊕B2.
∆w0 = B121 → B12(1)⊕B21(1)→ B1(2)⊕B2(2)→ R(3),
∇w0 = R(−3)→ B1(−2)⊕B2(−2)→ B12(−1)⊕B21(−1)→ B121,
K•S = B121(−4)
(y2−x2)⊕(x1−y1)
−−−−−−−−−−−→ B121(−2)
⊕2 (y1−x1)⊕(y2−x2)−−−−−−−−−−−→ B121,
∇w0K
•
S = B121(−1)
(y2+x1)⊕(−x1−y1)
−−−−−−−−−−−−→ B121(1)⊕B121(1)
(y1+x2)⊕(y2+x1)
−−−−−−−−−−−→ B121(3).
We have maps
∆w0 [3](−1)→ ∇w0K
•
S ,∇w0K
•
S → ∇w0(3).
Taking the cone twice, we see thatH′0(∇w0K
•
S ) = ∇w0(3),H
′−2(∇w0K
•
S ) =
∆w0(−1), andH
′−1 is an extension of shifted Jucys-Murphy complexes
∇2∆12 = B12(−1)→ B121 ⊕B2 ⊕B1 → B21(1)⊕R(1)
and
∇12∆1 = B21(−1)⊕R(−1)→ B121 ⊕B2 ⊕B1 → B12(1).
The terms appearing in the corresponding complexes are given their
corresponding color.
We get
H0w0(K
•
S ) = R(3),H
−2
w0
(K•S ) = ∆
2
w0
(−1),
and H−1w0 is an extension of ∆21∆12 and ∆
2
1.
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