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Introduction à la Physique au-delà du Modèle
Standard
Loïc Valéry
Deutsches Elektronen-Synchrotron (DESY)
Hambourg, Allemagne  
Résumé
En dépit des nombreuses confirmations expérimen-
tales, le Modèle Standard (MS) présente des lacunes
quant à la description de certains phénomènes, à
l’échelle cosmologique, mais également à l’échelle de
la physique des particules élémentaires. Ce document
tente de donner quelques indications sur ces lacunes
et quelques possibles solutions à ces difficultés, trou-
vées dans le contexte d’extensions du Modèle Standard
(Beyond the Standard Model (BSM))
1 Forces et lacunes du Modèle
Standard
Le Modèle Standard a montré une très grande robus-
tesse et un caractère prédictif très souvent confirmé par
l’expérience. Par exemple, l’existence des bosons W et
Z fut postulée avant leur découverte expérimentale en
1983 [1, 2] de même que pour le boson de Higgs. De
plus, les sections efficaces de divers processus, tels que
la production de paires top-antitop ou de bosons de
jauge sont mesurées expérimentalement et sont compa-
tibles avec les attentes du Modèle Standard [3, 4].
Néanmoins, plusieurs indications laissent à penser
que le Modèle Standard pourrait n’être qu’une théo-
rie effective aux énergies testées jusqu’alors.
1.1 Non-compréhension de la gravita-
tion
La première limitation, théorique, concerne la gra-
vitation. Cette interaction est la seule des quatre in-
teractions fondamentales non-comprise dans le Modèle
Standard. Elle demeure négligeable lorsque l’échelle
d’énergie considérée est de l’ordre de l’échelle électro-
faible (≈ 100 GeV). Cependant, à l’échelle de Planck
(Λp ≈ 1019 GeV), elle doit être prise en compte :
le Modèle Standard n’est donc pas une théorie valide
à cette échelle d’énergie. La différence entre les deux
échelles d’énergie (échelle de Planck et échelle électro-
faible) constitue l’une des difficultés du Modèle Stan-
dard, appelée problème de hiérarchie.
1.2 La matière sombre
Diverses observations astrophysiques ont conduit à
l’hypothèse de l’existence d’une grande quantité de ma-
tière non-baryonique, appelée matière sombre.
Ainsi la mesure des vitesses de rotation des galaxies
et des amas de galaxies montrent que ces objets doivent
avoir un contenu en matière bien supérieur à ce qui peut
être déduit de la quantité de lumière émise.
Le “bullet cluster ” est une autre observation très pro-
bante de matière sombre. Il y a 150 millions d’années
(vu depuis la Terre) cet amas de galaxies a traversé
un autre amas plus gros, tous deux ayant leurs ma-
tières baryoniques essentiellement sous forme de gaz.
Lors de la collision, les deux amas de gaz se sont freinés
l’un l’autre tout en s’échauffant et émettant une grande
quantité de rayons X. Par des mesures de lentille gravi-
tationnelle, il a été démontré que ces amas avaient une
autre composante de matière qui n’a pas été freinée et
qui maintenant se trouve au devant de la composante
visible des amas. L’explication la plus simple et la plus
efficace est que ces deux amas de galaxies contenaient
une composante importante de matière sombre.
À ces observations astrophysiques vient se rajouter
une observation cosmologique. L’expérience Planck a
mesuré le fond diffus cosmologique avec une très grande
précision. L’interprétation de cette mesure conduit à
une mesure de densité de matière sombre de 23%,
quand celle de la matière ordinaire n’est que de 4.8%.
La nature exacte de la matière sombre n’est pas
connue et il semble maintenant peu probable qu’elle
puisse être expliquée par un ou plusieurs type de parti-
cules du MS. Dès lors, il est de la première importance
que le Modèle Standard de la physique des particules
puisse être étendu pour répondre à ces observations as-
trophysiques et cosmologiques.
1.3 Le problème de naturalité
La masse nue du boson de Higgs, notée m0 n’est pas
la masse à laquelle ce dernier peut être détecté, notée
m. Cette dernière est le résultat de la prise en compte
de corrections radiatives. Par exemple, une boucle de
fermions peut conduire à une correction donnée, au pre-
mier ordre par l’Équation 1 [5].
m2 = m20 −
λ2f
8pi2
Λ2c + ... (1)
dans laquelle λf est le couplage de Yukawa du fer-
mion f et Λc l’échelle d’énergie jusqu’à laquelle Modèle
Standard est supposé valide. Des termes quadratiques
et d’ordres supérieurs apparaissent et conduisent na-
turellement à une masse attendue du boson de Higgs
importante. Cependant, les contraintes expérimentales
et la récente découverte du boson de Higgs montrent
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin
1 Introduction
The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8piGNewton)
−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.
The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential
V = m2H |H|2 + λ|H|4 . (1.1)
The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum
of the potential. This will occur if λ > 0 and m2H < 0, resulting in 〈H〉 =
√
−m2H/2λ. Since we
know experimentally that 〈H〉 is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2H is very roughly of order −(100 GeV)2. The problem is that m2H
receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.
For example, in Figure 1.1a we have a correction to m2H from a loop containing a Dirac fermion
f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction
∆m2H = −
|λf |2
8pi2
Λ2UV + . . . . (1.2)
Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The
H
f
(a)
S
H
(b)
Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2H , due to (a) a Dirac
fermion f , and (b) a scalar S.
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Figure 1: Corrections radiatives à la masse du boson
de Higgs par la prise en compte de boucles fermioniques
(gauche) et de scalaire (droite).
que cette masse doit être faible : les divergences qua-
dratiques doivent être compensées par m0. En réalité
l’ajustement des variables m0 et λ doit être réalisé jus-
qu’à la 32ème décimale ! C’est le problème de natu-
ralité.
À partir de cet état de fait, il existe plusieurs façons
d’obtenir naturellement m ≈ 100 GeV :
— rajouter une nouvelle symétrie telle que la super-
symétrie pour inclure de nouvelles boucles com-
pensant les corrections divergentes du MS ;
— rajouter de nouvelles dimensions d’espace pour
ramener ΛP à des énergies proches de l’échelle
électrofaible ;
— supposer que le boson de Higgs puisse être (au
moins en partie) composite. Λc est alors égale à
l’échelle de composité.
Généralement, il est considéré que l’introduction de
ces nouvelles propriétés doit se faire à des énergies de
l’ordre du TeV pour être le plus efficace possible.
D’autres exemples, tel que le nombre inexpliqué de
familles (générations) de fermions, l’addition ad-hoc du
mécanisme de Higgs peuvent également constituer des
faiblesses du MS.
2 La Supersymétrie
Les modèles supersymétriques s’appuient sur l’exis-
tence d’opérateurs associant à tout fermion du Modèle
Standard un boson et vice versa, ce qui permet de ré-
soudre le problème de naturalité. En effet, au deuxième
ordre, la correction liée à une boucle de fermions (Fi-
gure 1 (gauche)) est donnée par :
m2 = m20 −
λ2f
8pi2
Λ2c −
3m2f
8
ln
(
Λc
mf
)
... (2)
et la contribution d’une boucle de scalaire (Figure 1
(droite)) est donnée par l’équation :
m2 = m20 +
λ2s
16pi2
Λ2c −
m2s
8
ln
(
Λc
ms
)
... (3)
Dans ces équations λf est le couplage de Yukawa
du fermion f du fermion de masse mf . De même, le
couplage entre le scalaire s de masse ms et le boson de
Higgs est notée λs.
Il apparaît donc que les divergences quadratiques
peuvent être supprimées si, à chaque fermion du Mo-
dèle Standard sont associés deux superpartenaires sca-
laires présentant les mêmes couplages que lui (λs = λf ),
et étant de même masse. Seules des divergences lo-
garithmiques subsistent, et demeurent faibles si les
différences de masse entre les particules du Modèle
Standard et leurs superpartenaires sont faibles (typi-
quement de l’ordre du TeV). Si la supersymétrie est
exacte, les superpartenaires doivent avoir des masses
identiques, mais cette hypothèse est contredite par les
observations expérimentales : la supersymétrie est bri-
sée. La brisure doit être douce, évitant l’introduction
de nouveaux termes divergeant quadratiquement. Son
mécanisme est à l’heure actuelle inconnu.
Les fermions du Modèle Standard et leurs superpar-
tenaires scalaires sont compris dans un ensemble, ap-
pelé supermultiplet chiral. Ce dernier contient le spi-
neur du fermion et les deux champs scalaires réels par-
tenaires. Ces champs se mélangent et conduisent à un
champ scalaire complexe, correspondant au superpar-
tenaire, appelé sfermion. De la même façon, les bosons
vecteurs peuvent être trouvés au sein de supermulti-
plets dits vecteurs, avec leur superpartenaire fermio-
nique, appelé jaugino. Par exemple, le gluon de spin 1
se voit associé le gluino de spin 12 . Dans chacun de ces
supermultiplets, les nombres de degrés de liberté fer-
mionique et bosonique sont identiques (nB = nF = 2).
Les contraintes expérimentales ont nécessité l’intro-
duction d’un nouveau nombre quantique, multiplica-
tif, appelé parité R. En effet, le MSSM (Modèle Stan-
dard Supersymétrique Minimal) pourrait conduire à un
temps de vie du proton bien plus faible que la contrainte
expérimentale actuelle (> 1032 ans [6]), par le biais de
la violation des nombres baryonique B et leptonique L.
La conservation de la parité R, définie dans l’équation
4 (dans laquelle s est le spin de la particule) au cours
des processus physiques permet de supprimer de tels
effets.
R = (−1)3(B−L)+2s (4)
R prend alors la valeur de +1 pour les particules du
Modèle Standard, et de −1 pour les particules super-
symétriques. La conservation de la parité R conduit
à plusieurs conséquences phénoménologiques majeures
quant aux modèles supersymétriques. Tout d’abord, la
production célibataire de particules supersymétriques
est impossible (la parité dans l’état initial étant de +1,
il doit en être de même dans l’état final) et la désinté-
gration à deux corps d’une particule supersymétrique
doit comprendre une particule de parité R = −1 et
une particule du Modèle Standard. En conséquence, la
particule supersymétrique la plus légère (appelée LSP
pour Lightest Supersymmetric Particle) est stable, et
fournit naturellement un bon candidat pour décrire la
matière noire.
En dépit du fait que cette théorie résolve une par-
tie des difficultés du Modèle Standard, certaines de ses
incarnations peuvent être en contradiction avec les ob-
servations expérimentales. Par exemple, le MSSM peut
permettre une violation de la symétrie CP plus im-
portante que les contraintes expérimentales [7]. Aussi,
des extensions supersymétriques, telles que les modèles
hybrides N = 1/N = 2 (où N est le nombre de géné-
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rateurs de supersymétrie) ou les modèles avec symétrie
continue R (généralisation continue de la parité R) pro-
posent une solution à ces difficultés.
La supersymétrie fait l’objet d’un grand nombre
de recherches auprès des collisionneurs, tant elle peut
conduire à une multitude d’états finals : grande mul-
tiplicité d’objets physiques (électrons, muons,photons,
jets), ou bien souvent à une énergie transverse man-
quante 1 importante. L’ensemble des résultats des re-
cherches réalisées dans l’expérience ATLAS est présenté
sur la Figure 2.
Cette dernière classe les contraintes expérimentales
selon le type de particules recherché. Par exemple la
recherche de superpartenaires des quarks de troi-
sième génération (stop et sbottom) conduit à des
contraintes expérimentales qui excluent leur existence
pour des masses situées entre légèrement en deçà du
TeV pour la plupart des états finals considérés. Des
modèles simplifiés permettent de réaliser une re-
cherche inclusive et de faire varier l’ensemble de leurs
paramètres. Dans ce cadre, les masses des gluinos sont
contraintes à être supérieures au TeV.
3 Théories avec dimensions sup-
plémentaires
Introduites par Kaluza [8] et Klein [9] en 1921 et 1926
respectivement, la notion de dimension supplémentaire
a été complétée plus récemment par Randall et Sun-
drum [10] en 1999. Dans ces modèles, la différence entre
l’échelle électrofaible et l’échelle de Planck (et donc, de
la gravitation) peut être expliquée par l’existence de
dimensions supplémentaires dans lesquelles la gravita-
tion et ses bosons médiateurs, les gravitons, se propage-
raient. Dans ce cas, l’application du théorème de Gauss
gravitationnel conduirait à une expression de la force
d’interaction gravitationnelle de la forme :
F = Gg
mamb
r2+dAB
(5)
où rAB est la distance entre les points A et B de
masses respectives mA et mB et Gg est l’équivalent
de la constante de gravitation universelle dans le cas de
4 + d dimensions d’espace-temps.
Ces dimensions supplémentaires d’espace doivent
toutefois être enroulées sur elles-mêmes (ou compacti-
fiées) afin de conserver les observables prédites par les
lois de Newton et notamment les orbites des planètes.
Ainsi, l’équation 5 peut s’écrire :
F = Gg
mamb
r2ABR
d
(6)
où R est le rayon de compactification de la dimension
supplémentaire.
Ainsi, en identifiant l’équation 5 à l’expression clas-
sique de l’interaction gravitationnelle en quatre dimen-
1. Correspondant à la quantité de mouvement nécessaire dans
le plan transverse afin d’y obtenir un bilan total nul.
sions, on tire que :
GN =
Gg
Rd
(7)
où GN est la constante de gravitation universelle. En
conséquence, l’interaction gravitationnelle ne serait pas
plus faible que l’interaction électrofaible par essence,
mais parce qu’elle se propagerait dans plus de quatre di-
mensions d’espace-temps, résolvant le problème de hié-
rarchie.
Ces dimensions peuvent se présenter sous différents
types de géométries. À partir des considérations pré-
cédentes, la hiérarchie entre la gravitation et l’échelle
électrofaible peut s’expliquer par des dimensions sup-
plémentaires de grand rayon de compactification R, ou
très nombreuses. Ces deux cas permettent de réduire la
valeur de la constante GN et correspondent aux théo-
ries dites ADD (Arkani, Dimopoulos, Dvali).
D’autres théories, cependant, considèrent une unique
dimension supplémentaire de petite taille. A priori,
dans une géométrie plane, cette configuration ne
conduit pas à la résolution du problème de hiérarchie.
Dans le modèle introduit en 1999 par Randall et Sun-
drum [10], la compactification de l’unique dimension
spatiale supplémentaire est réalisée selon un orbifold
de symétrie S1/Z2 (Figure 3). Il y a dans ces modèles
deux branes (hyper plans quadri-dimensionnels) loca-
lisées aux points fixes de l’orbifold et repérées dans la
dimension supplémentaire par la coordonnée y : y = 0
(appelée brane de Planck) et y = piR (brane du Mo-
dèle Standard) où R est le rayon du cercle défini par la
symétrie S1.
La métrique utilisée est alors définie par :
ds2 = e−k|y|dxµdxνηµν + dy2 (8)
où k représente la courbure de l’espace-temps introduite
par ce choix, ηµν la métrique de Minkowski classique,
et e−k|y| est le facteur de courbure.
Ainsi, sur la brane de Planck (y = 0), l’échelle de
Planck est de l’ordre de 1019 GeV. Sur la brane du Mo-
dèle Standard, cette échelle est pondérée par le facteur
de courbure e−kpiR.
Dans le modèle original [10], les particules du Mo-
dèle Standard étaient contraintes à rester dans la brane
Modèle Standard, tandis que les gravitons pouvaient
se propager dans les cinq dimensions d’espace-temps.
Néanmoins, ce modèle conduit à des contributions trop
importantes (en comparaison aux contraintes expéri-
mentales) des processus de violation de la saveur par
courant neutre (FCNC).
Pour pallier ces difficultés, une solution est de laisser
les particules du Modèle Standard libres : elles peuvent
être (à l’exception du boson de Higgs) entre les deux
branes, permettant d’expliquer, entre autres, les hiérar-
chies de masses entre les différentes particules. De tels
modèles conduisent également à l’apparition de nou-
velles excitations des particules du Modèle Standard,
appelées excitations de Kaluza Klein, le mode 0 cor-
respondant à l’état de la particule dans les quatre di-
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Figure 2: Résultats des recherches de supersymétrie par la collaboration ATLAS de 2010 à 2018 dans le contexte
de différents modèles effectifs simplifiés.
b) High-energy colliders
The graviton production Eq. (77) gives a very clean signature at the LHC: monojet+Missing en-
ergy. For the LHC with 10/fb, one expects to probe the model for aM⇤ up to ⇠ 8 TeV.
Another interesting signature of this scenario is the production of black holes [52]. In this scenario
the Schwarzschild radius is of order
RS ⇠
✓
MBH
M⇤
◆ 1
1+d 1
M⇤
, (78)
where MBH is the black hole mass (this is valid only for MBH > M⇤). Estimating the cross-
section for the production of black holes as   ⇠ ⇡R2S , we will have for M⇤ ⇠ TeV a production
of 107 black holes at the LHC with a luminosity of 30 fb 1.
11 Warped extra dimensions
There is another way to escape from the prediction of Eq. (66) that does not need to have the SM localized
on a 4-dimensional boundary. This is based on having the extra dimension not flat but ‘warped’. This
was realized by Randall and Sundrum (RS) [43]. Here we will describe this scenario and will study
its phenomenological consequences. Again, as in the ADD scenario, the motivation is to explain why
gravity is so weak.
The RS scenario is based on a 5D theory with the extra dimension y compactified in a orbifold,
S1/Z2. This compactification corresponds to a circle S1 with the extra identification of y with  y as
shown in Fig. 16. This gives a ‘segment’ y 2 [0,⇡R], a manifold with boundaries12 at y = 0 and
y = 0 y = ⇡R
y
Z2
S1
Fig. 16: The S1/Z2 orbifold
y = ⇡R. Let us now assume that this 5D theory has a cosmological constant in the bulk and on the
boundaries:
SRS =  
Z
d4x dy
p g

1
2
M3⇤R+ ⇤+  (y)⇤0 +  (y   ⇡R)⇤⇡R
 
. (79)
By solving Einstein’s equations
RMN   1
2
gMNR =   1
M3⇤
TMN , (80)
12 This is not a smooth manifold but seems to be a consistent compactification in string theory.
31
Figure 3: Schéma de la compactification utilisée pour
la dimension d’espace supplémentaire da s le cadre des
modèles de Randall-Sundrum (orbifold S1/Z2), ainsi
que les deux branes [13].
mensions d’espace temps, donc, celui du Modèle Stan-
dard. Au LHC, du fait de l’environnement hadronique,
la production d’excitations du gluon, appelées gluons
de Kaluza-Klein est fortement favorisée.
4 Quarks de type vecteurs
Les quarks de type vecteurs (ou VLQ d’après l’an-
glais vector-like quarks) [11] sont prédits par beaucoup
de théories (extra-dimensions, boson de Higgs compo-
site, grande unification, ...) et, à ce titre, sont active-
ment recherchés au LHC. Comme leur nom l’indique,
ils possèdent à la fois des courants gauche et droit. Le
terme de couplage faible s’écrit donc u¯γµdW+ au lieu
de u¯γµ(1−γ5)dW+ pour les quarks du MS. Il est impor-
tant de noter que leurs termes de masse sont alors in-
variants sans l’aide d’un mécanisme de Brout-Englert-
Higgs.
Les VLQ peuvent avoir différentes représentations de
SU(2) :
— singlets : t′, b′ ;
— doublets :
(
X
t′
)
,
(
t′
b′
)
,
(
b′
Y ′
)
;
— triplets :
 Xt′
b′
,
 t′b′
Y
.
Ainsi si l’on prend l’exemple de la particule t′, elle devra
être recherchée en considérant plusieurs chaînes de dés-
intégration possibles : t′ → Zui, t′ → Hui, t′ → W+di
et t′ →W−X. À la manière des recherches de supersy-
métrie, il faut combiner plusieurs analyses pour être à
même d’exclure l’ensemble de l’espace des paramètres
[12].
5 Conclusion
Au cours de ce bref document, différentes solutions
aux lacunes du Modèle Standard ont été présentées,
mais il ne s’agit que d’une sélection limitée. Une revue
plus approfondie est présentée dans la référence [13].
À l’heure actuelle, les expériences du LHC n’ont pas
mis en évidence de Physique au-delà du Modèle Stan-
dard, mais de nombreux modèles et signatures expé-
rimentales n’ont pas encore été couvertes : la Nouvelle
Physique pourrait être observée dans les années à venir.
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Recherche d’un second boson de Higgs de basse masse
(mγγ <110 GeV) se désintégrant en deux photons avec
l’expérience CMS
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1 Introduction
Le Modèle Standard (MS), qui décrit les constituants
élémentaires de la matière ainsi que trois forces fonda-
mentales, est une théorie qui a fait ses preuves notam-
ment avec la découverte en 2012 au LHC (Large Hadron
Collider) du boson de Higgs, particule centrale de la
théorie. Prédit en 1964 par trois équipes de théoriciens
(Higgs-Englert, Brout-Hagen et Guralnik-Kibble), le
boson de Higgs a été imaginé pour répondre à la pro-
blématique suivante : comment donner une masse aux
bosons vecteurs de l’interaction faible Z et W (l’inter-
action faible ayant une portée finie) sans briser l’inva-
riance de jauge du MS. Avec l’ajout d’un doublet de
champ scalaire complexe dans le MS et à travers le
mécanisme de brisure spontanée de la symétrie électro-
faible, des termes de masse sont générés pour les bosons
Z et W, ainsi que pour les fermions via les couplages de
Yukawa, et une nouvelle particule est prédite : le boson
de Higgs. Néanmoins le MS reste une théorie incomplète
puisque plusieurs zones d’ombre, comme la gravitation
ou les masses non-nulles des neutrinos, sont encore pré-
sentes. Pour remédier aux divers problèmes du MS, des
théories dites “au delà du MS” ont été imaginées, cer-
taines prédisant des bosons de Higgs supplémentaires.
C’est dans le cadre de ces modèles que s’effectue la
recherche d’un boson de Higgs supplémentaire à basse
masse (< 110 GeV) se désintégrant en deux photons. Le
canal diphoton (γγ) a l’avantage d’être une signature
claire au sein d’un collisionneur hadronique, et possède
une section efficace non négligeable par rapport au ca-
nal ZZ, ainsi qu’ne bonne résolution en masse inva-
riante.
Je commencerai donc par présenter rapidement le
contexte théorique, à savoir les modèles à deux doublets
de Higgs (Two Higgs Doublet Models : 2HDM ), puis je
présenterai les motivations et les différentes étapes de
l’analyse H → γγ à basse masse ainsi que les résultats.
2 Contexte théorique
2.1 Modèle à deux doublets de Higgs
Ces modèles reposent sur une extension simple du
secteur scalaire du MS : un doublet de champ scalaire
complexe est ajouté afin d’obtenir deux doublets sca-
laires SU(2) Φ1 et Φ2. Afin d’éviter les changements
de saveur par courant neutre, les fermions d’une charge
électrique donnée ne peuvent se coupler qu’à un seul
des deux doublets, ce qui conduit à quatre types de
modèles, avec leur phénomenologie spécifique, comme
illustré sur la Figure 1.
Figure 1: Table illustrant les différents couplages entre
les fermions SM et les deux doublets scalaires Φ1 et Φ2
[2].
Dans le cadre des modèles 2HDM, la brisure de sy-
métrie conduit à cinq états physiques : deux particules
chargées H± et trois particules neutres h, H (CP pair)
et A (CP impair). Ces modèles présentent en outre dif-
férentes hiérarchies de masse possibles. Dans le cadre de
cette analyse, le quatrième cas illustré sur la Figure 2
est utilisé : h est identifié à la résonance légère de masse
inférieure à 125 GeV recherchée, tandis que H est as-
similé au boson de Higgs de masse 125 GeV découvert
au LHC en 2012.
Figure 2: Exemple de différentes hiérarchies de masse
possibles pour les 2HDM.
3 Motivations
3.1 Motivation historique
La première motivation est historique et provient des
résultats combinés du LEP (DELPHI, L3, OPAL, et
ALEPH) qui ont mis en évidence un léger excès d’évé-
nements à 2.2 σ (σ représentant la déviation standard)
pour une masse de 98 GeV environ pour le mode de pro-
duction e+e− → ZH dans les canaux bb et ττ , comme
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illustré sur la Figure 4 qui montre la probabilité que
les données soient compatibles avec l’hypothèse bruit
de fond seul (p-value).
Figure 3: p-value en fonction de la masse hypothétique
du boson de Higgs [1]
3.2 Faisabilité au LHC
La deuxième motivation concerne la force du signal.
La Figure 5 illustre le produit de la section efficace et du
taux de branchement h→ γγ en fonction de sin (β − α)
qui est l’un des huit paramètres des modèles 2HDM. 1
Les points rouges sont les prédictions du modèle
(lorsqu’on explore l’espace de phase des paramètres du
2HDM) passant toutes les contraintes théoriques et ex-
périmentales (provenant du LEP et du Run 1 du LHC).
La ligne en pointillés correspond à la sensibilité ty-
pique du LHC attendue pour une analyse de recherche
h → γγ. On observe un certain nombre de prédictions
au dessus de cette ligne, jusqu’à 100 fb, ce qui indique
que les données du LHC peuvent être sensibles à des
bosons additionnels, correspondant à des combinaisons
des paramètres des 2HDM pour le modèle de type I.
À l’inverse, pour les modèles de type II, les sections
efficaces prédites sont trop faibles et invisibles pour le
LHC.
3.3 Résultats de la recherche au Run 1
(8 TeV) du LHC
Les résultats du run 1 du LHC à une énergie de centre
de masse de 8 TeV en 2012 constituent une motivation
supplémentaire.
La Figure 5 présente les limites d’exclusion à 95%
de degré de confiance (CL) observée et attendue sur le
produit de la section efficace de production d’un second
boson de Higgs par son taux de branchement en deux
photons, pour des hypothèses de masse allant de 80 à
1. β est l’angle de rotation des doublets dans la base où un
seul des deux acquiert une v.e.v. (vacuum expectation value) et
α est l’angle de mélange des états de CP pairs générant les états
propres de masse.
Figure 4: Produit de la section efficace et du taux de
branchement h→ γγ pour les modèles de type I [2] en
fonction de sin (β − α).
110 GeV. Les bandes jaune et verte représentent res-
pectivement les incertitudes à ±1σ et ±2σ associées à
la limite d’exclusion attendue. Les limites d’exclusion
attendue (pointillée) et observée (pleine) sont compa-
tibles, sauf autour de 97 GeV où une déviation d’envi-
ron 2 σ est observée.
Le pic à une masse de 90 GeV est dû à la désintégra-
tion du boson Z en deux leptons. Ces derniers peuvent
être identifiés à tort comme des photons et constituent
ainsi un bruit de fond notable.
Figure 5: Limite supérieure à 95% CL sur la section ef-
ficace de production du boson de Higgs pour différentes
hypotèses de masse [3].
4 Bruits de fond de l’analyse
Pour observer un signal dans le spectre de masse in-
variante diphoton, il faut pouvoir l’extraire du bruit de
fond, et par conséquent bien identifier ce dernier. La
source principale du bruit de fond est appelée “conti-
nuum diphoton”. Il est formé de deux composantes : une
composante réductible correspondant aux événements
jet+jet ou jet+γ dans lesquels les jets contiennent des
pions neutres se désintegrant en deux photons très éner-
gétiques, et pouvant être reconstruits à tort comme un
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photon prompt. Il existe également une composante ir-
réductible constituée des processus de physique stan-
dard ayant pour état final deux photons prompts. Une
deuxième source de bruit provient de la désintégration
du boson Z en deux électrons (Section 2).
5 Stratégie d’analyse
L’analyse de recherche h → γγ est une succession
complexe d’étapes dont le but est de rejeter au mieux
les bruits de fond. La première étape consiste à pas-
ser les systèmes de déclenchement de l’analyse, qui
sélectionnent des paires de photons satisfaisant diffé-
rents critères : sélections en masse invariante, impulsion
transverse, isolation et variables de forme de gerbe. Un
critère de veto permet également de rejeter les pho-
tons pour lesquels on trouve un coup dans le détécteur
à pixel (les conversions se produisent principalement
après le détécteur à pixels.)
5.1 Reconstruction des événements
Le nombre d’événements de bruit de fond étant très
grand devant le nombre d’événements de signal, il faut
une excellente résolution en masse invariante pour pou-
voir observer un pic de signal fin et de grande ampli-
tude. La masse invariante de deux photons est donnée
par :
mγγ =
√
2E1E2(1− cos θ) (1)
où E1,2 est l’énergie des deux photons et θ l’angle
entre les deux photons. Une bonne résolution sur la
masse repose donc sur une bonne résolution en énergie
des photons et une bonne résolution angulaire donnée
par la position du vertex. L’énergie des photons est me-
surée en regroupant les dépôts d’énergie au sein des cris-
taux du calorimètre électromagnétique, puis corrigée
via une méthode de régression. La méthode du “vertex
ID”, arbre de décision boosté (BDT), est utilisée pour
déterminer si le vertex d’interaction est correctement
apparié à l’événement. Plus précisément, on considère
que l’appariement est correct si le vertex considéré est
à moins de 1 cm du vertex réel d’interaction. Enfin, un
second BDT est utilisé afin d’estimer la probabilité que
l’appariement du vertex soit correct.
5.2 Identification des photons
Après l’application de sélections plus strictes qu’au
niveau du système de déclenchement, un nouveau BDT
(“Photon ID”) est utilisé pour discriminer les “faux”
photons provenant de la désintégration des mésons au
sein des jets et les photons prompts (issus de la désinté-
gration d’ un boson de Higgs). Cet algorithme se base
sur les variables d’isolation, et de forme de gerbe pour
trier les photons, en attribuant une note d’autant plus
élevée que les photons se comportent comme du signal
(Figure 6).
Figure 6: Distribution de la variable de sortie du BDT
“Photon ID”. À gauche les photons “bruit de fond” et à
droite les photons “signal” [5].
5.3 Séléction et catégorisation des évé-
nements diphotons
Cette étape permet de discriminer les paires dipho-
ton provenant du boson de Higgs, du bruit irréductible.
Le “BDT diphoton” permet cela en classant les événe-
ments diphotons selon leur compatibilité avec le signal,
en se basant sur les profils de différentes variables : la
résolution en masse invariante par événement, les va-
riables cinématiques, mais aussi la variable de sortie
du Photon ID (Section 5.2). La Figure 7 présente la
distribution de la note du BDT diphoton : les notes
récoltées par le signal (en rouge) sont plus elevées que
celles récoltées par le bruit de fond (en bleu). D’autre
part, cette distribution est utilisée pour catégoriser les
événements diphotons afin d’optimiser la sensibilité de
l’analyse. Ainsi, la distribution est utilisée pour définir
des catégories avec différents rapports signal/bruit. Le
nombre et la définition exacte de ces catégories sont
optimisés, et la catégorie avec le moins bon rapport si-
gnal/bruit est rejetée.
Figure 7: Distribution de la variable de sortie du BDT
diphoton.
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5.4 Modélisation du signal et du bruit
de fond
Le modèle paramétrique du signal est extrait de la
simulation d’ échantillons H → γγ standards pour dif-
férentes masses du boson de Higgs. Le modèle de bruit
de fond est extrait de la simulation avec des échan-
tillons Z → e+e− pour la composante Drell-Yan et des
données pour le continuum diphoton.
6 Résultats
Finalement le signal est extrait du bruit de fond en
ajustant la distribution en masse diphoton observée
dans chaque catégorie d’analyse (Section 5.3). On pro-
cède à un ajustement du modèle signal + bruit de fond
sur les données et on soustrait la composante de bruit
de fond des données. La Figure 9 montre un léger excès
à une masse de 95.3 GeV pour les donées 2016 du LHC
avec une énergie dans le référentiel du centre de masse
de 13 TeV et une luminosité de 35.9 fb−1.
La Figure 10(haut) présente les limites d’exclusion
observée et attendue à 95% de niveau de confiance sur le
produit de la section efficace de production d’un second
boson de Higgs par son taux de branchement en deux
photons, en fonction de sa masse. Les bandes jaune et
verte représentent les incertitudes à ±1σ et ±2σ asso-
ciées à la limite d’exclusion attendue. La limite observée
est compatible avec la limite attendue, sauf à une masse
de 95.3 GeV où une légère déviation est observée.
La Figure 10(bas) présente les p-values locales ob-
servée et attendue en fonction de la masse d’un second
boson de Higgs pour les analyses de données à 8 TeV
(run 1), 13 TeV (run 2), et leur combinaison. À 8 TeV
un excès local d’environ 2σ est observé pour une hypo-
thèse de masse de 97.6 GeV. À 13 TeV un excès local
est observé à 2.9 σ pour une hypothèse de masse de
95.3 GeV. Pour la combinaison 8 + 13 TeV, la signifi-
cance locale est évaluée à 2.8 σ, soit une valeur globale
de 1.3σ pour une masse de 95.3 GeV.
7 Conclusion
La recherche d’une nouvelle résonance à basse masse
se désintegrant en deux photons est basée sur des don-
nées collectées au LHC et représentant une luminosité
integrée de 19.7 fb−1 (8 TeV, 2012) et 35.9 fb−1 (13
TeV 2016). De nouvelles données collectées en 2017 vont
permettre d’augmenter la statistique et la sensibilité de
cette analyse pour contraindre les modèles et confirmer
ou non le léger excès observé jusqu’à présent.
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Résumé
A search for new resonances decaying into two pho-
tons is performed, using 80 fb−1 of proton-proton (pp)
collision data at
√
s = 13 TeV collected by the AT-
LAS detector in 2015, 2016 and 2017. Pairs of isolated
photon candidates with invariant mass between 65 to
110 GeV are selected. No significant excess with res-
pect to the Standard Model expectation is found and
limits at 95% confidence level (CL) are set on narrow
resonance fiducial cross-section times branching ratio,
ranging from 30 to 101 fb depending on the diphoton
invariant mass.
1 Theoretical context
Currently, as our best description of elementary par-
ticles and their interactions, the Standard Model is
incomplete. Two-Higgs-doublet model (2HDM) is the
simplest possible extension of the Standard Model with
an enriched scalar sector. Introducing a second doublet
of scalar fields in the Lagrangian results in five physi-
cal scalar (Higgs) fields after symmetry breaking : two
CP-even bosons h and H with mh < mH , one CP-odd
boson A, two charged bosons H+ and H−. Conside-
ring H or h as the 125 GeV Higgs boson discovered in
2012, a new low-mass (or high-mass) resonance can be
searched for. This is the motivation of the analysis.
The diphoton decay channel is chosen for this search
in the low-mass region between 65 and 110 GeV. The
branching ratio of γγ final state is not large but the
channel provides a clean experimental signature with
an excellent mass resolution and a smoothly falling
background.
2 Experiment
The Large Hadron Collider (LHC) is the world’s
largest and most powerful particle collider. It is lo-
cated 100 meters underground beneath the France-
Switzerland border near Geneva. The LHC is designed
to provide pp collisions at a centre-of-mass energy of 14
TeV with peak luminosity of 1034cm−2s−1. Seven expe-
riments use detectors to analyse the myriad of particles
produced by collisions in the accelerator. A Toroidal
LHC ApparatuS (ATLAS) and Compact Muon Sole-
noid (CMS) are two general-purpose detectors, aiming
to investigate the largest possible range of physics.
The ATLAS detector is composed of three subde-
tectors : the Inner Detector (ID), the calorimeters and
the Muon Spectrometer (MS). The basic function of
the ID is to track the charged particles and to obtain
detailed information about their type and momentum.
The electromagnetic (EM) and hadronic calorimeters
are designed to measure the energy of the particles.
Electrons, positrons and photons deposit most of their
energy through three layers of the EM calorimeter by
developing electromagnetic showers. The EM calorime-
ter and the ID are the most relevant detectors for the
reconstruction of photon candidates.
2.1 Photon reconstruction
Photons are reconstructed through their interaction
with the material of the ATLAS detector. A photon
candidate deposits its energy in a cluster of calorime-
ter cells. The cluster might be matched with tracks if
the photon interacts with the material upstream of the
calorimeter, and converts into electron pairs. In that
case, the track (tracks) is (are) reconstructed with the
ID, originating from a conversion vertex. Electroma-
gnetic clusters (EM clusters) matched to tracks from a
conversion vertex are reconstructed as converted pho-
tons, while clusters without matching tracks are uncon-
verted photons.
2.2 Photon energy calibration
The energy of photon candidates is corrected by a de-
dicated energy calibration. The MC-based calibration
is applied to calibrate the cluster energy to the origi-
nal energy. Then the absolute energy scale is obtained
by a data-driven method using Z → ee events, correc-
ting for data/MC difference. The calibration is done
for electrons. Photons share the same parameters with
additional photon-specific uncertainties applied.
2.3 Photon identification
After reconstruction, the photon candidates include
a significant number of background candidates (i.e. fake
photons) from jets. Most of the fake photons come from
neutral particles (pi0) decaying into photon pairs. Fi-
gures 1 and 2 show two event displays for a prompt
and a fake photon candidate respectively. Compared to
a fake photon, the prompt photon has narrower shower
in the EM calorimeter, and less energy leakage in the
hadron calorimeter.
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In order to reject background candidates, a group of
discriminating variables are used to distinguish photons
from fakes. The leakage in the hadronic calorimeter and
the cluster shape in the second layer of EM calorimeter
are used for a set of loose-photon identification requi-
rement, while variables defined from the cluster shape
in the first layer are added for a tighter requirement.
Figure 1: Event display of a prompt photon candidate
in the calorimeter.
Figure 2: Event display of a fake photon candidate in
the calorimeter.
2.4 Photon isolation
Compared with fake photons like jets with a large
electromagnetic component, photons from hard pro-
cess (e.g. from resonance decays) are expected to be
well isolated from hadronic activity. Requirements are
applied on both track- and calorimeter-based isolation
variables. The track-based variable is the scalar sum of
transverse momenta of tracks in a cone around photon
candidates. Only the tracks originating from the dipho-
ton production vertex are used, and the tracks associa-
ted to converted photon candidates are excluded. The
calorimeter-based variable is the sum of the transverse
energy of clusters in a cone around photon candidates,
while the contribution of the candidates themselves is
subtracted, and the leakage of energy and effects of un-
derlying event and pile-up are corrected for.
3 Analysis
This search is performed with data recorded at
√
s =
13 TeV in 2015, 2016 and 2017, corresponding to a to-
tal integrated luminosity of 80.4 fb−1. Results of a pre-
vious low-mass diphoton search performed during LHC
Run-1 were obtained by ATLAS with 20.3 fb−1 data
collected at 8 TeV. In a similar search, a small excess
near 95 GeV with a local (global) significance of 2.8σ
(1.3σ) was observed by CMS, combining data collected
at 8 TeV and 13 TeV.
With signal and background models described by
analytical functions, the search is performed by fitting
the invariant mass of two photons in the range between
60 to 120 GeV, in order to set a limit in the 65-110 GeV
range.
3.1 Event selection
In order to have a smoothly falling non-resonant
background, one should consider the “turn-on” effect on
the invariant mass distribution of the photon pairs in-
troduced by the selection criteria applied on the photon
transverse energy (ET ). The trigger selection used for
this analysis is defined by requiring two photon can-
didates with ET > 20 GeV. This set the peak of the
turn-on below 60 GeV.
As for the kinematic selection, the photon candi-
dates are required to fall within the pseudorapidity
interval |η| < 2.37, excluding the transition region
1.37 < |η| < 1.52 between the barrel and end-cap re-
gion of calorimeters. After energy calibration, the two
candidates with the highest transverse energies (i.e. the
leading and sub-leading photons) are required to have
ET > 22 GeV. A tight photon ID requirement is ap-
plied, as well as the isolation requirements applied on
both the track- and calorimeter-based variables. Only
events with invariant mass of photon pairs in the range
between 60 to 120 GeV are considered.
In the search range [65, 110] GeV, the so-called Drell-
Yan contribution has to be taken into account in the
modelling of background. It comes from Z → ee events
with both electrons misidentified as photons, and forms
a peak around the mass of Z boson. Events are split into
three categories depending on how the two photon can-
didates are reconstructed, since the Drell-Yan conta-
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mination is more prominent when photons are iden-
tified as converted. Three categories are considered :
two converted photons (CC), two unconverted photons
(UU), one converted and one unconverted photon (UC).
Roughly, number of events in the CC category takes up
to 8-9% of the total.
3.2 Signal modelling
Two assumptions are made for this generic search
while modelling the signal : new resonances are produ-
ced via gluon fusion, and are assumed to have a nar-
row decay width, which means that the shape of signal
is dominated by the mass resolution of the detector.
The signal is modelled by a Double-Sided Crystal Ball
(DSCB) function, consisting of a Gaussian core and
two power-law tails. Six parameters are extracted by
fitting the invariant mass distributions in Monte Carlo
samples, generated for a scries of resonance mass hypo-
theses mX . These parameters are then parameterised
in each conversion category as a function of mX . One
example at mX = 80 GeV is shown in Figure 3. Good
agreement is found between the signal model and the
simulated invariant mass distribution of photon pairs.
Figure 3: Simulated diphoton invariant mass distri-
bution of a narrow-width signal particle X of mass 80
GeV (black markers) in the UU category, overlaid with
the DSCB function resulting from the signal modelling
(solid line).
3.3 Background modelling
The background shape is estimated separately in
each conversion category. There are two main back-
ground components : the non-resonant continuum and
the resonant Drell-Yan contribution. The non-resonant
background comes from the QCD production of real
photon pairs (“irreducible”), and photon-jet pairs or jet-
jet pairs (“reducible”). The resonant background comes
from Drell-Yan process when two electrons are misi-
dentified as two photons. The Standard Model Higgs
contamination is checked and proved to be negligible.
For the non-resonant background, a background tem-
plate is build using simulated samples for the irredu-
cible component and a dedicated data-driven control
region for the reducible photon-jet (jet-photon) com-
ponent, while jet-jet component is neglected. The two
components are then added together according to their
respective fraction measured in data. The Drell-Yan
background is estimated using a fit to the dielectron
data sample. A Smirnov transformation derived from
simulation is then used to correct the dielectron tem-
plate, since the electrons faking photons tend to loose
energy due to bremsstrahlung. The normalisation of the
final resonant template is obtained from electron faking
photon rates in data.
After the background template of each component is
built, a set of analytical functions is used to describe the
diphoton invariant mass spectrum shape. In order to
check the quality of background modelling and to quan-
tify the systematic uncertainties, the maximal “spurious
signal” (in the range between 65 to 110 GeV) is extrac-
ted by a signal-plus-background fit to a background-
only template. The analytical function with the smal-
lest spurious signal value is chosen. For continuum
background, the sum of a Landau distribution with an
exponential function is selected for the UU and UC ca-
tegories, while a fifth-order Bernstein polynomial func-
tion is selected for the CC category. The Drell-Yan
background is described by a DSCB function. Figure
4 shows a background-only fit of data for the three
conversion categories. Good agreement is found, and
the Drell-Yan contribution is most prominent in the
CC category as expected. No special structure can be
seen in the residuals.
4 Results
The dominant systematic uncertainties comes from
spurious signal, corresponding to the systematic uncer-
tainty on the continuum background modelling. The
results of the p-value scan is shown in Figure 5 and no
significant excess with respect to the background-only
hypothesis is observed. 95% CL upper limits are set on
σfid ·B from 30 to 101 fb as a function ofmγγ , as shown
in Figure 6.
5 Conclusion and futher plan
No significant excesses above 1σ are found in the
search for a new resonance below the Higgs boson mass
in the diphoton channel. However, the excess observed
by the CMS group is not excluded by the current AT-
LAS search.
The analysis using the full 2015-2018 dataset and full
mass range has started. It will be performed as well in
the intermediate mass range [110, 200] GeV, the high-
mass range above 200 GeV, and the very low mass range
below 65 GeV. In addition, optimisations to reduce the
systematics and to improve the background templates
will be applied.
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Figure 4: Background-only fit to the data (black mar-
kers) as a function of mγγ for three conversion catego-
ries. The solid lines show the sum of the Drell-Yan and
the continuum background components, and the da-
shed lines show only the continuum components. Diffe-
rence between the data and the total background com-
ponent is shown in the lower pad separately for each
category.
Figure 5: The compatibility, in terms of local p-value
(solid line), with the background-only hypothesis as a
function of the assumed signal mass mX . The dotted-
dashed line correspond to the standard deviation quan-
tification σ.
Figure 6: The upper limit on the fiducial cross-section
times branching ratio (X → γγ) as a function of mX ,
where the solid (dashed) line corresponds to the ob-
served (expected) limit, and the green (yellow) band
corresponds to one (two) standard deviation from the
expection.
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Résumé
The hadronic physics field is devoted to the unders-
tanding of the strong interaction between quarks and
gluons, which is governed by the theory of Quantum
Chromodynamics. The hadronic physics session was
composed of two student presentations covering expe-
rimental and theoretical aspects of the field. In this
proceeding, we give a few key elements of introduc-
tion to hadronic physics to put those presentations into
context. I will introduce several concepts related to the
nucleon structure, the quark gluon plasma formation
and cold nuclear matter effects.
1 Introduction
Hadronic physics studies the structure, the properties
and the interactions of the hadrons in terms of quarks
and gluons. The underlying theory is Quantum Chro-
modynamics (QCD), the theory of strong interaction
between quarks and gluons. Using our understanding
of QCD, we aim at describing a wide array of hadronic
phenomena, ranging from terrestrial nuclear physics to
the behaviour of matter in the early universe. A non ex-
haustive list of few open issues in the hadronic physics
field is given below (see Ref [1] for an overview) :
— How does the nucleon spin and mass arise from
its constituents ?
— How do quarks and gluons evolve into hadrons
via the dynamics of confinement ?
— Can we determine precisely the parameters of
QCD?
— What are the roles of quarks and gluons in nuclei
and matter under extreme conditions ?
Understanding the emergence of nucleons and nuclei
from the properties and dynamics of quark and gluons
in QCD is a fundamental goal of hadronic physics.
2 Important features of QCD
The strong interaction is the strongest of the four
fundamental forces in nature and acts at subatomic
distances. It is responsible for the binding of quarks
and gluons inside the hadrons, and for the cohesion of
protons and neutrons inside the atomic nuclei. The res-
triction of the strong force to subatomic distances is
a consequence of two features called Confinement and
Asymptotic Freedom. Therefore, any theory willing to
describe the dynamics of quarks and gluons inside ha-
drons has to satisfy those two conditions. A theoreti-
cal description of the strong interaction by a quantum
field theory, called QCD, was proposed by Fritzsch and
Gell-Mann[2], in the 1970’s. QCD can be introduced
by analogy to Quantum ElectroDynamics (QED), the
quantum field theory describing the electromagnetism
interaction. In QED, the mediator of the electromagne-
tic interaction is the photon, which couples to electric
charges. In QCD, the fundamental charge, which is the
equivalent of the electrical charge in QED, is a quan-
tum property called color. The introduction of this new
quantum property was supported by several experimen-
tal observations. Indeed, for instance, in absence of co-
lor, the existence of baryons with spin 3/2, such as the
∆++ baryon, would violate the Pauli exclusion prin-
ciple, since ∆++ is made of three up quarks with spins
up. In QCD, each quark comes in one of the three colors
(red, blue and green), while antiquarks are anti-colored.
Colored spin-1 particles, the gluons, are the media-
tors of the strong interaction. They carry color charges
themselves (unlike photons in QED). Gluons couple to
color charges of quarks and also to colored gluons them-
selves. Those gluon self-interactions are believed to give
rise to color confinement. Indeed, free quarks have ne-
ver been observed in nature because their coupling is so
strong that it is easier to create a new quark-antiquark
pair than to isolate the quark. Therefore, quarks bind
permanently into hadrons, which are color neutral ob-
jects. Hadrons consist either of three quarks (baryons)
or a quark and an antiquark (mesons) such that their
net color charge vanishes. Besides confinement, another
remarkable property of QCD is asymptotic freedom. Ex-
perimentally, in high energy scattering processes of lep-
tons with protons, it has been observed that the scat-
tering occurs at pointlike and massless constituents,
the quarks, rather than at homogeneous object with
the size of the proton. At sufficiently high momentum
transfers, quarks behave like quasi-free particles. From
the theoretical point of view, the discovery of asympto-
tic freedom in the theory of strong interaction was per-
formed by Gross, Politzer and Wilczek [3, 4] and was
honored with a Nobel Price in 2004, thirty years after
the original findings. Fig. 1 shows the world-average
of αs measurements as a function of the energy (or
momentum transfer) scale Q, where αs is the coupling
strength of the strong interaction. At large momentum
transfer Q (i.e short distance), the coupling constant
becomes weak. It is the regime of asymptotic freedom
where quarks behave like quasi-free particles. Pertur-
bation theory can be applied in this energy domain. At
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small momentum transfer ( Q < 1 GeV) and distances
of the order of 1 fm (the typical size of hadrons), quarks
are confined in the hadrons. Particles we observe in
nature are therefore in the regime of non-perturbative
QCD.
Figure 1: Summary of αs measurements as a function
of the energy scale Q [5].
3 Experimental and theoretical
tools
QCD has been extensively tested over the years
thanks to a large variety of experimental tools (see Ref.
[6]). Among the ones which have provided the most
stringent tests of QCD, one can cite : Deep Inelastic
Scattering (see Fig. 2a), e+e− annihilation (see Fig.
2b) and hadron-hadron collisions (see Fig. 2c). Thanks
to the high statistics data available at e+e− colliders,
it was possible to reach good precision on αs measure-
ments (see Fig. 1). During e+e− annihiliation, the pro-
duced virtual photon decays to leptons or quark pairs.
The branching ratio into quarks is a counter of the num-
ber of colors available, while the detailed structure of
the final state reflects the radiation of gluons. Therefore
e+e− annihiliation brought the first evidences for the
existence of color (see [7, 8]) and the existence of gluon
self-coupling with the observation of 4-jet events at the
LEP collider [9]. In Deep Inelastic Scattering (DIS),
leptons are used to probe the insides of hadrons. The
highly energetic lepton has a very short wavelength and
hence the ability to probe distances that are small as
compared to the size of the target hadron. In the pertur-
bative approximation, it is a high-energy virtual pho-
ton emitted from the lepton and absorbed by the target
hadron which transfers energy to one of its constituent
quarks. The constituent quark is knocked out of the
target hadron and hadronizes into observable particles
(due to confinement), while the initial lepton is beeing
deflected. DIS provided the first convincing evidence of
the existence of quarks [10]. A third way to test QCD is
with hard hadron-hadron collisions. The incoming ha-
drons provide beams of partons which possesses varying
fractions of the momenta of their parent hadrons. Cross
sections are dominated by gluon components, which are
only indirectly accessible in DIS. Experiment at hadron
colliders give less precise but still important tests of
QCD.
a) b)
c)
h
h
Figure 2: Feynman diagram for Deep Inelatic scat-
tering (a), e+e− annihilation (b) and hadron-hadron
collisions (c).
The QCD Lagrangian display in principle a complete
description of the strong interaction. But in practice, it
leads to equations hard to solve. In order to meet this
challenge, several theoretical approaches have been de-
veloped. We briefly mention below few of them. In the
high-energy (high-momentum transfer) regime, where
quarks and gluons appear to be quasi-free, perturba-
tive QCD can be applied. Altough limited in scope,
this approach has resulted in the most precise tests
of QCD to date. Since the structure of hadrons has a
non-perturbative nature, the QCD factorization theo-
rem was introduced. Thanks to this theorem, cross sec-
tions of high energy processes involving a high mo-
mentum transfer can be separated into a process de-
pendent perturbatively-calculable short-distance par-
ton cross section, and universal long-distance functions.
These universal long-distance functions (eg. parton dis-
tribution functions, fragmentation functions,...) can be
measured with global fits to experiments.
Among the non-perturbative approaches to QCD,
the most well etablished one is lattice QCD, which pro-
vides a framework for investigation of phenomena such
as confinement and quark gluon plasma formation. Lat-
tice QCD is a lattice gauge theory formulated on a
grid of points in space and time (quarks are defined
at lattice sites and gluon fields are the links connec-
ting neighboring sites). If the lattice is taken infinitely
large and its sites infinitesimally close, the continuum
QCD is recovered. It is worth noting that numerical
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lattice QCD calculations are computationally intensive
and require the use of supercomputers. Finally, for spe-
cific problems, effective theories (eg. chiral perturbation
theory) which use an effective Lagragian equivalent to
the QCD one, can be used. Jan Maelger presented a
theoretical talk on the Introduction to the Curci-Ferrari
Model : Results and Open Questions.
4 Nucleon structure
Thanks to Generalized Parton Distributions (GPDs),
a multidimensional description of the nucleon struc-
ture is currently emerging. Form factors (FFs) were
well known to provide information about the charge
distribution inside the nucleon but no dynamical infor-
mation, while Parton Distribution Functions (PDFs)
allow for the access to quark longitudinal momentum
but without information on their spatial location. It
has however now been established that both FFs and
PDFs are special cases of a more general class of distri-
bution functions that merge spatial and dynamical in-
formation, the GPDs. GPDs are accessible through the
analysis of hard exlusive processes, in which a target is
probed by high-energy particles and is left almost intact
apart from the production of one or two additional par-
ticles. Such processes, used for investigating GPDs, are
Deeply virtual Compton Scattering (DVCS) and Dee-
ply Virtual Meson Production (DVMP), where a pho-
ton or a meson is produced, respectively. Very recently,
using the DVCS data collected with the CLAS detec-
tor at JLab and HERMES detector at DESY, the first
nearly model-independent images of the proton star-
ted to appear. The result of this work is illustrated in
Fig. 3, where the probabilities for the quark to be at
various places inside the proton are shown at two dif-
ferent values of its longitudinal momentum x. As can
be seen, when the longitudinal momentum of the quark
decreases, the radius of the proton increases.
Figure 3: The first 3D views of the proton : the spa-
tial charge densities of the protons in a plane (bx,by)
positionned at two different values of the quarks longi-
tudinal momentum x : 0.25 (left) and 0.09 (right) [11].
5 Quark Gluon Plasma and Cold
Nuclear Matter effects
We have seen that in nature, under ordinary condi-
tions, quarks and gluons cannot be observed as isolated
particles and bind into hadrons. However, under ex-
treme conditions, quarks and gluons can evolve freely
during a short amont of time. This deconfined state of
nuclear matter is called a Quark Gluon Plasma. Such
conditions are realized either at high temperatures, like
in the early universe shortly after the big bang, and/or
at high matter density, such as it is believed to be
the case in compact neutron stars. In order to recreate
those extreme conditions in the laboratory, collisions of
high-energy ultra-relativistic heavy-ions are performed.
At the LHC collider, the ALICE experiment is devoted
to the study of heavy-ion collisions. According to lattice
QCD predictions, the phase transition towards decon-
fined nuclear matter occurs at temperature of about
170 MeV (∼ 105 times the temperature inside the sun)
and energy densities of about 1 GeV/fm3 (5 times the
density of ordinary matter). Colliding different types
of nuclei with different incident beam energies allows
one to explore different regions of the phase diagram
of nuclear matter (represented in Fig. 4). The nature
of the phase transition and the existence of a critical
point (ie the location on the phase diagram where the
boundaries between phases disappears) are still open
questions.
Figure 4: The QCD phase diagram, with a hadron
phase of ordinary nuclear matter and a quark gluon
plasma phase.
Experimentally, the QGP is not directly accessible to
observation since it lasts only few fm/c at LHC ener-
gies. In order to demonstrate the formation of the QGP,
observables modified by the presence of this hot me-
dium are needed. A large variety of such observables
exists (see [12] for an overview). We will briefly discuss
one of thoses signatures : the suppression of quarkonia 1
in hot nuclear matter. Heavy quarks experience the full
evolution of the heavy-ion collision since they are ex-
pected to be produced only during the initial stages
of the collision in hard partonic interactions. It was
1. Quarkonia are cc¯ or bb¯ bound states
32 Hadronic Physics
predicted that in a hot and dense deconfined medium,
bound states of quarkonia are suppressed due to a scree-
ning effect induced by the high density of color charges
present in the medium [13]. This screening would oc-
cur at different temperatures for the various quarko-
nia states, since they have different binding energies.
Beeing able to measure the sequential suppression of
quarkonia in nucleus-nucleus (AA) collisions could the-
refore provide information on the temperature of the
formed medium 2. In order to quantify the suppression
of quarkonia in AA collisions, one needs to compare
the quarkonia yield measured in such system to a re-
ference value. Such reference is usually built from the
quarkonia yield measured in proton-proton collisions,
scaled by the number of binary nucleon-nucleon colli-
sions. It is therefore important to have a good control
of quarkonia production in elementary proton-proton
collisions for the proper interpretation of the AA data.
In addition to effects connected with the hot medium,
Cold Nuclear Matter (CNM) effects can also influence
the quarkonium yield in nuclear collisions. They can be
more directly investigated by studying proton-nucleus
collision, where the creation of a QGP is not expected
to occur. Few examples of CNM effects relevant at LHC
energies are given below. One of them is nuclear shado-
wing, i.e, the modification of the quark and gluon struc-
ture functions for nucleons inside nuclei [14, 15, 16].
This effect modifies the probability for a quark or a
gluon to carry a given fraction x of the nucleon momen-
tum. It affects the elementary production cross section
for the creation of a qq¯ pair that will eventually form
a quarkonium state. Another CNM effect is parton sa-
turation, a coherent effect involving low-x quarks and
gluons and which modifies the initial state of the nu-
cleus. It is described by te Colour Glass Condensate
(CGC) effective theory [17]. Let us finally mention, the
coherent energy-loss effect involving partons in the ini-
tial and final state, which can lead to a modification of
the parton kinematics and consequently to a modifica-
tion of the quarkonium yields [18]. Cold Nuclear Matter
effects can be investigated with other probes than quar-
konia, such as for instance Drell-Yan (DY) lepton pair
production (see Fig. 5). The DY mechanism is espe-
cially interesting to probe initial-state energy loss me-
chanism since at leading order the final state is color
neutral and therefore doesn’t radiate gluons. Charles-
Joseph Naïm made a presentation on the subject en-
titled Initial-state energy loss in Cold QCD matter and
the Drell-Yan process.
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Résumé
After a brief review of the standard picture of infra-
red QCD, we motivate an alternative effective model,
the so-called Curci-Ferrari Model, which is based on
a minimal deformation of the Landau gauge Fadeev-
Popov Lagrangian in the form of a phenomenological
gluon mass term. We summarize some of the recent
results of the CF Model, both in pure Yang-Mills theory
as well as in the unquenched scenario. We mention some
key aspects of its correlation functions, however we will
mainly focus on the implications of the CF Model for
the QCD phase diagram in the heavy quark regime.
1 Introduction
The theory of Quantum Chromodynamics (QCD) is
the part of the Standard Model which describes the
strong interactions. The fundamental particles of QCD
are the six quarks, up, down, strange, charm, top and
bottom, as well as the gluon, which is its mediating,
force-carrying particle. Aside from spin 1/2 for the
quarks and spin 1 for the gluons, each of the QCD
particles exhibits a non-trivial color charge labelled by
either red, green or blue. In field theory language, QCD
is a non-abelian gauge theory with gauge group SU(3),
and the possible interaction vertices, three-gluon, four-
gluon and quark-gluon, come with a proportionality
factor which we call the coupling constant, g, g2 or
g respectively. It is important to note that the value of
this coupling constant depends on the energy scale 1 E
of the interaction, g(E).
One of the most celebrated properties of QCD is
asymptotic freedom, which means that for very large
energy values, calculations are generally well-controlled
perturbatively in a weak coupling expansion, if one ac-
counts for non-converging asymptotic series and po-
tentially necessary resummations. Upon decreasing the
energy towards hadronic scales, perturbation theory
formally breaks down and one enters the realm of non-
perturbative methods, primarily Lattice QCD [1, 2, 3],
or analytic ones, such as Dyson-Schwinger Equations
(DSE) [4, 5] or the Functional Renormalization Group
(FRG) [6, 7].
On the other hand, it has long been proven that
the starting point for perturbation theory for covariant
1. In Quantum Field Theory, energy E, mass M and tem-
perature T all have the same units and can thus be used semi-
interchangeably.
gauges, the Fadeev-Popov (FP) procedure, while well-
defined in the ultraviolet (UV), becomes increasingly
invalid in the infrared (IR) due to non-complete gauge
fixing and the presence of so-called Gribov copies [8].
The latter are the multiple intersections of the submani-
fold induced by a gauge fixing condition with individual
gauge orbits, and the infinite number of copies renders
the usual calculation of correlation functions via gene-
rating functionals and path integrals ill-defined. Thus,
alternative IR QCD approaches have been pursued, in
which one tries to control the Gribov ambiguity by one
of two main strategies. Either by restricting the space
of gauge configurations to be integrated over in the ge-
nerating functional to a less problematic subregion, lea-
ding to the well-known (refined) Gribov-Zwanziger ac-
tion (GZ) [9, 10], or by phenomenologically accounting
for the IR effects of the Gribov copies in the form of
a gluon mass term, leading to the Curci-Ferrari Model
(CF). In both scenarios, one modifies the Fadeev-Popov
(Landau 2) gauge fixed action and proceeds to a pertur-
bative analysis of the theory at hand.
The zero temperature Euclidean Lagrangian of the
CF Model is given by :
LCF = 1
4
(F aµν)
2 + ψ¯(γµDµ +M)ψ + LFP + 1
2
m2(Aaµ)
2,
where the FP term includes the usual ghost fields.
Landau
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Figure 1: One loop Renormalization Group (RG) flow
of the coupling g and rescaled gluon mass m˜ in the CF
Model. The scaling separatrix is denoted by the dashed
line, connecting an ultraviolet fixed point in the origin
with a gaussian IR fixed point. Not depicted are flows
disconnected from the UV fixed point.
In order to demonstrate self-consistency of the per-
2. In principle for any covariant gauge ∂µAµ = ω, but here
we only consider Landau gauge, ω = 0.
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turbative treatment of the CF Model, a one loop RG
flow diagram was computed in [11] for pure Yang-Mills
theory (YM), see Fig. 4. As one can see, there are two
qualitatively different regimes divided by a separatrix,
denoting itself a scaling-type solution. Above the sepa-
ratrix, which is the regime including the standard FP
Lagrangian along the m˜ ≡ mµ = 0 axis, with µ the mo-
mentum scale, the RG flow does exhibit a Landau pole.
On the contrary, for suitable renormalization conditions
in the UV, there exists flows below the separatrix, la-
belled IR safe, which do no longer suffer from a Landau
pole. The corresponding flow of the coupling is bounded
for all momenta. It is noteworthy that lattice Landau
gauge-fixed simulations with decoupling-type behavior
follow an IR-safe-like trajectory without a Landau pole.
Despite the fact that the coupling constant g might be-
come large along IR safe trajectories, it was shown that
the true loop-expansion parameter is of the form λ1+m˜2 ,
where λ = 3 g
2
16pi2 [12]. For typical IR safe trajectories,
this true expansion parameter never exceeds values of
around 0.4, thus permitting perturbation theory at all
momentum scales down to the deep IR.
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Figure 2: One loop gluon propagator within the CF
Model (red) from [13] as a function of momentum
against lattice YM simulations (dots [14], crosses [15]).
The fitted value of m ≈ 500 MeV for the gluon mass
is kept constant in all further computations of the CF
Model.
The most natural quantities to start testing the vali-
dity of the CF Model are (two-point) correlation func-
tions. For instance, the one loop results for the gluon
propagator are depicted in Fig. 2 and compared with
corresponding lattice counterparts from various groups.
Both display the well-established decoupling behavior,
meaning that the Landau gauge gluon propagator sa-
turates in the IR and attains a finite value. The des-
cription of this non-trivial feature was the historical
motivation for the CF Model. Further YM and QCD
correlation functions, both in the vacuum as well as at
finite temperature and chemical potential, have been
computed perturbatively in the CF model in qualitative
and quantitative agreement with lattice QCD findings
[13, 16, 17, 18, 19].
Figure 3: Columbia Plot : Pure YM point in the top
right corner and two first order regions in the heavy
and light quark corner. They are separated from the
crossover region by critical second order lines.
2 Heavy Quark Phase Diagram
Confinement, i.e. the fact that experimentally quarks
are confined into color singlet bound states, called ha-
drons, is a fundamental property of nature. Whether or
not confinement is permitted by QCD itself has never
been proven from first principles and remains to present
one of the most studied open questions in physics. On
the other hand, it is well-established that QCD allows
for two phase transitions, one associated to chiral sym-
metry restoration and one to center symmetry brea-
king, which is related to deconfinement. Lattice QCD
simulations indicate that for physical quark masses the
two transitions happen at a similar temperature value
and one therefore expects a non-trivial interplay bet-
ween the two regimes. Consequently one tries to disen-
tangle them and to first understand each one indivi-
dually before attempting a more complicated scenario.
Since chiral symmetry is dominant at small and sup-
pressed at large quark masses, and vice versa for center
symmetry, this is the motivation for the Columbia plot,
shown in Fig. 3. It is a mere theoretical construct where
one varies the quark masses as free parameters and de-
picts the resulting nature of the two corresponding chi-
ral and center symmetry transitions. In so doing, one
only accounts for the three lightest quarks in a par-
tially isospin symmetric scenario where the mass of the
up and down quark are taken to be degenerate.
In the following we focus on the physics of center
symmetry breaking underlying the heavy quark regime,
which is located in the top right corner of the Columbia
plot. An appropriate order parameter at the YM point,
i.e. for infinite quark masses, is the Polyakov loop `,
defined as
` ≡ 1
3
tr
〈
P exp
(
ig
∫ β
0
dτAa0t
a
)〉
, (1)
where P denotes path-ordering. Intact center symmetry
implies ` = 0 and since the Polyakov loop is related to
the free energy Fq of a static test charge in a heat bath
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of gluons via ` ∼ e−βFq , one finds ` = 0 and Fq → ∞
in the center symmetric phase. Similar relations hold
for the anti-Polyakov loop ¯` defined by anti-path orde-
ring in (1) and which corresponds to a test anti-quark,
¯` ∼ e−βFq¯ . For vanishing chemical potential one has
explicit charge conjugation invariance and therefore `
and ¯` coincide identically.
The inclusion of quarks explicitly breaks center sym-
metry, however for heavy quarks this breaking is soft
and symmetry still holds approximately. Therefore, one
is still allowed to associate ` ≈ 0 with the center sym-
metric phase. However, this association becomes increa-
singly invalid as one descends from the YM point to-
wards lighter quarks.
Figure 4: Feynman diagram representation of V (2)QCD,
and V (2)YM for the three leftmost diagrams.
At finite temperature, it is convenient to work in a
choice of gauge with manifest center symmetry and
which permits a non-trivial expansion point beyond
simply pure Landau gauge. One such choice of gauge
is the so-called Landau-DeWitt gauge [20], where one
splits the gluon field Aaµ into a background A¯aµ and a
fluctuating component aaµ, such that Aaµ = A¯aµ + aaµ.
Then, for each temperature T , one chooses the back-
ground such that the expectation value of the fluctua-
ting component, 〈aaµ〉, vanishes in the limit of vani-
shing sources. In practice, this corresponds to locating
the absolute minimum of the functional Γ˜[A¯] defined
as Γ˜[A¯]≡ Γ[A¯, 〈a〉 = 0], where Γ[A¯, 〈a〉] is the effective
action for 〈a〉 in the presence of A¯ [21]. Since any mi-
nimum has to respect the symmetries of the system
at finite temperature, one can restrict the subspace of
configurations A¯ to temporal and homogenous back-
grounds
A¯µ(τ,x) = A¯0δµ0,
upon which the functional Γ˜[A¯] reduces to an effective
potential V (A¯0) for the constant matrix field A¯0. Fur-
thermore, it is always possible to rotate this matrix A¯0
into the Cartan subalgebra 3 :
βgA¯0 = r3
λ3
2
+ r8
λ8
2
,
where λ3 and λ8 are the diagonal Gell-Mann matrices.
V (A¯0) is reduced to a mere function of 2 components
V (r3, r8). In order to have a real potential V , depen-
ding on the chemical potential µ, there are distinct self-
consistent choices for the parameters r3 and r8. In par-
3. Here of su(3), but in principle of any gauge algebra in ques-
tion.
ticular, at µ = 0, charge conjugation invariance implies
that the global minimum lies on the r3-axis, meaning
that one can restrict to r8 = 0 identically. For imagi-
nary µ, both r3 and r8 are chosen to be real and for
real µ, we extend r8 to be purely imaginary. 4
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Figure 5: Second order critical lines in the top right
corner of the Columbia plot, obtained from the CF Mo-
del, at one-loop order in red and two-loop order in blue.
The effective potential for the Polyakov loop has been
computed to two-loop order in both YM [21] and QCD
[22, 23] : VQCD(r3, r8) = V
(1)
QCD(r3, r8) + V
(2)
QCD(r3, r8),
where
V
(1)
QCD(r3, r8) =
3
2
Tr Ln
(
D¯2 +m2
)− 1
2
Tr Ln
(
D¯2
)
− Tr Ln (γµDµ +M + µγ0)
with D¯µ = ∂µ − igδµ0A¯kT kadj.. The two-loop contribu-
tions V (2)QCD(r3, r8) are shown diagrammatically in Fig.
4.
The subsequent results at vanishing chemical poten-
tial for the second order line in the Columbia plot at
one- and two-loop order as well as the Polyakov loop at
one-loop order can be seen in Fig. 5 and Fig. 6 respecti-
vely. Superficially, the second order lines look vastly dif-
ferent without any apparent convergence of the pertur-
bative expansion at all. However, one has to remember
that these critical lines are given in terms of bare quark
masses. While at one-loop order there is a one-to-one
correspondence between the renormalized and the bare
quark mass, this is no longer true at two-loop order,
where one deals with two renormalization factors of the
form Mbare = ZM Mren. + CM . The additive one, CM ,
has to be included if the employed regulator explicitly
breaks chiral symmetry, which is usually true for lattice
QCD simulations, however it is not the case for analy-
tic approaches. These renormalization factors make it
a priori very difficult to not only compare CF one- and
two-loop results, but also to compare findings amongst
all approaches in general. It was argued in [25] that it
is therefore more suitable to instead consider ratios of
4. At real µ, there is another approach commonly used in the
literature, where one takes both r3 and r8 real and neglects the
imaginary part of the potential V . However, as argued in [23],
this approach misses some of the essential physics.
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| µ = 0 µ = ipiT/3
| R1 R2 R3 R2/R1 R3/R1 Y3 R1 R2 R3 R2/R1 R3/R1 Y3
Matrix [24] 8.04 8.85 9.33 1.10 1.16 1.59 5.00 5.90 6.40 1.18 1.28 1.56
GZ1 [25] 7.09 7.92 8.40 1.12 1.19 1.58 5.02 5.92 6.43 1.18 1.28 1.57
GZ2 [25] 9.45 10.25 10.72 1.08 1.13 1.58 7.51 8.34 8.82 1.11 1.17 1.58
CF 1-loop [22] 6.74 7.59 8.07 1.13 1.20 1.58 4.74 5.63 6.15 1.19 1.30 1.57
CF 2-loop [23] 7.53 8.40 8.90 1.12 1.18 1.57 5.47 6.41 6.94 1.17 1.27 1.57
Lattice [27] 7.23 7.92 8.33 1.10 1.15 1.59 5.56 6.25 6.66 1.12 1.20 1.59
DSE [28] 1.42 1.83 2.04 1.29 1.43 1.51 0.41 0.85 1.11 2.07 2.70 1.59
Table 1: Summary of the available results in the literature for the ratios of Ri’s and Y3, for critical points in the
µ = 0 case as well as for tricritical ones at µ = ipiT/3.
the quantities RNf ≡ Mc(Nf )Tc(Nf ) as well as, if CM 6= 0, the
difference ratio Y3, defined by YNf ≡
RNf−R1
R2−R1 . These
are scheme independent up to higher order corrections
in the loop expansion. A selection of results in the lite-
rature in terms of these quantities for the second order
critical line at µ = 0 in the Columbia plot can be found
in the leftmost columns of Table 1.
For real and non-zero chemical potential µ, one en-
counters the infamous sign problem due to a complex
fermion determinant in the functional integral. The re-
sulting lack of reliable importance sampling algorithms
renders lattice QCD simulations void. To be able to no-
netheless gain some insight into the real µ regime, one
instead studies the itself unphysical scenario of imagi-
nary µ and then extrapolates or analytically continues
the findings. The QCD phase structure at imaginary
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Figure 6: The Polyakov loop at one-loop order for dif-
ferent quark masses. The critical mass is Mc ≈ 1.55
GeV and yields the critical transition in red, whereas
the first order jump in blue corresponds to M ≈ 1.1Mc
and the smooth crossover in green to M ≈ 0.85Mc.
chemical potential is spearheaded by the Roberge-Weis
symmetry [29]. For some particular value of the quark
mass, Mtric(Nf ), and at exactly µ = ipiT/3, it exhibits
a tricritical point where two second order Z2-symmetric
points have merged with a first order transition line
[26]. As before, these tricritical values found by different
approaches in the literature are best compared amongst
each other in context of the quantities of Table 1, cf.
the rightmost columns. The overall good agreement,
both for vanishing and imaginary chemical potential,
highlights that the dynamics of heavy quark QCD is
well-described by perturbation theory in the CF Model.
Moreover, the vicinity of the tricritical point follows a
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Figure 7: The blue curve shows the scaling behavior in
Eq.(2) at imaginary µ analytically continued in x to the
case of real µ, compared to our results (open squares)
obtained directly at real µ, both at Nf = 3.
mean field scaling behavior [26, 28] of the form :
Mc(µi)
Tc(µi)
=
Mtric.
Ttric.
+K
[(pi
3
)2
−
(
µi
Tc
)2
︸ ︷︷ ︸
= x
] 2
5
, (2)
where x measures the distance away from tricriticality.
Its extrapolation to real chemical potential is shown in
Fig. 7. As can be seen, this extrapolation describes the
physics rather well up to very large x values. This not
only indicates the accuracy of the mean field scaling
description and it being well-captured by the CF Mo-
del, but also illustrates the physical merit of an analysis
in the unphysical imaginary µ regime.
3 Conclusion
A pertubative analysis within the CF Model already
at one-loop level is capable of describing the dynamics
underlying the physics of center symmetry breaking in
the heavy quark regime. It is in qualitative agreement
with lattice QCD findings. Additionally, a quantitative
improvement is obtained upon including two-loop cor-
rections, implying a robust perturbative expansion.
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Résumé
The stopping power of protons in water and DNA has
been computed for incident energies ranging from 10
keV to 100 MeV with the TILDA-V Monte Carlo track-
structure code. In water, the results obtained are in
good agreement with the available experimental data.
On the other hand, our calculations also show that wi-
thin this energy range, the stopping power of protons
in DNA is always greater than in water, a result that
cannot be reproduced only by applying a density resca-
ling factor. We conclude that an accurate description of
the charged-particle transport in living matter has to
take into account a realistic modeling of the biological
medium.
1 Introduction
The radiation effects in living matter is a topic of ac-
tive research. Among the existing techniques to model
the radiation transport, the numerical codes based on
the Monte Carlo method (MC) are of primary impor-
tance.
In this context, let us note that the MC codes can be
divided into two categories : condensed-history (CH,
also known as “general-purpose”) and track-structure
codes (TS). The principle of CH codes is to group a
large number of interactions in a step by applying mul-
tiple scattering theories [1]. This allows to reduce the
computing time, which is the main drawback of MC
codes. While CH codes can be accurate enough when
dealing with macroscopic volumes and are in fact wi-
dely used in radiation dosimetry, it has been shown
that they are not appropriate for radiation transport
simulations involving very small geometries, i.e. when
the target diameter is smaller than the incident radia-
tion track length [2]. Under these conditions, TS codes
are the only reliable tool to correctly determine the
energy deposition in the target, since they track the
primary and secondary particles event-by-event. Seve-
ral TS codes have been successfully developed in the
last decades to describe the interaction of charged par-
ticles with matter and predict the radiation-induced
energy deposits at the nanoscale level in the medium of
interest. A comprehensive review can be found in the
works by Nikjoo et al. [1, 3].
The purpose of this paper is to summarize the main
features of the TILDA-V TS code [4] and to report
stopping power values computed for protons in water
and DNA. Additionally, we discuss how similar calcu-
lations with α particles could help to elucidate the the-
rapeutic potential of several α-emitting radionuclides
currently considered as promising candidates for targe-
ted alpha therapy (TAT).
2 Materials and methods
We present in this section the main aspects of the
TILDA-V code as well as a summary of the theoretical
and semi-empirical models used to describe the various
interactions induced by incident protons and secondary
electrons in the medium under consideration (water and
DNA).
2.1 The TILDA-V code
TILDA-V is a homemade Monte Carlo TS code desi-
gned to simulate the transport of protons of 10 keV-100
MeV in water and DNA [4]. TILDA-V is based on a set
of ab initio multiple differential and total cross sections
(TCS) mainly calculated within the quantum mechani-
cal framework. These cross sections are the only ne-
cessary input data for modeling the different physical
processes and then computing macroscopic quantities
such as the proton stopping power. In the most recent
version of the code, the interactions taken into account
are : ionization, excitation, electron capture and elas-
tic scattering by protons (H+) ; ionization, excitation,
electron loss and elastic scattering by neutral hydro-
gen (H0) ; ionization, excitation and elastic scattering
by the secondary electrons.
Figure 1 provides a flowchart depicting the basic
steps followed in a simulation with TILDA-V. Once
the user has specified all necessary parameters for the
simulation (charge of the ion, number of primary par-
ticles, density and molar mass of the target, physical
models, etc.) and the code starts to run, the next step
consists in loading the cross section database. Then a
first random sampling is performed in order to com-
pute the distance traveled by the projectile before in-
teracting with the target. A second random sampling
determines the type of interaction taking place at that
point. The code then computes the total energy trans-
fer to the medium and determines whether or not a
charge exchange has occurred. Naturally, the latter is
only relevant for the electron capture and electron loss
processes. For the inelastic interactions able to induce
electron emission from the target/projectile, additional
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Figure 1: Simplified flowchart describing the functioning of the TILDA-V code.
random samplings using singly and doubly differential
cross sections are carried out to obtain the ejected elec-
tron energy and angle. The tracking of the secondary
particles is based on routines initially developed for the
EPOTRAN TS code [5] and which are now fully im-
plemented into TILDA-V. After each collision, the sta-
tistics of the simulation is updated. A simulation stops
when the energy of the primary particles falls below
the cutoff of 10 keV. For the secondary electrons the
tracking cutoff is fixed to 7.4 eV. In both cases, the
remaining energy is deposited locally.
2.2 The physical models
It is worth noting that in TILDA-V all targets are
considered in vapor state. For water, the binding ener-
gies are computed employing the MO-SCF-LCAO (mo-
lecular orbital self-consistent field-linear combination of
atomic orbitals) approach reported by Moccia [6], who
described the water molecule by means of single-center
wave functions, all centered on the oxygen atom and
expressed in terms of Slater-type functions.
The description of DNA follows the ab initio ap-
proach of Ref. [7] to express the molecular wave func-
tion of each DNA component at the RHF/3-21G level
with the GAUSSIAN09 software [8]. In this framework,
each target is described via N molecular subshell wave
functions with N = 35, 29, 39, 33 and 48 molecular orbi-
tals (MOs) for adenine, cytosine, guanine, thymine and
sugar-phosphate backbone unit, respectively. In each
case, the molecular subshell wave function is expressed
as a linear combination of atomic wave functions corres-
ponding to the different atomic components. For each
MO, the effective number of electrons relative to the
atomic component was derived from a standard Mul-
liken population analysis and their sum for each occu-
pied MO is very close to 2 [9]. Besides, the computed
ionization energies of the occupied MOs of the biologi-
cal targets investigated here were scaled so that their
calculated Koopmans ionization energy, i.e. the ioniza-
tion energy of their highest occupied molecular orbital
(HOMO), coincides with experimental values available
in the literature. More details are given in Ref. [7]. In
all simulations performed in this work, we have consi-
dered hydrated DNA with a density of 1.29 g cm−3. In
this case, a typical nucleotide is described by the follo-
wing fractions : 0.58 for adenine and thymine, 0.42 for
cytosine and guanine, 2 for the sugar-phosphate group
and 18 for water. The rationale behind these quantities
can be found in Ref. [4].
The main theoretical framework to calculate the in-
elastic cross sections used in TILDA-V is the pertur-
bative method known as continuum distorted wave-
eikonal initial state approximation (CDW-EIS). The
method has been successfully applied to investigate
the ionization and electron capture processes in ion-
molecule collisions [10, 11, 12].
On the other hand, the excitation and electron loss
processes are essentially based on a semi-empirical ap-
proach developed by Miller and Green [13]. For proton
excitation, we used the set of parameters suggested by
Dingfelder et al. [14]. The excitation by H0 follows the
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Particle Process Model
Proton Ionization Prior CDW-EIS [10]
Capture Prior CDW-EIS [11]
Excitation Miller and Green [4, 13, 14]
Elastic scattering Classical description [16]
Hydrogen Ionization Prior CDW-EIS [12]
Excitation Miller and Green [4, 13, 15]
Electron loss Miller and Green [4, 13]
Elastic scattering Classical description [17]
Electron Ionization DWBA [18]
Excitation Olivero [19]
Elastic scattering Partial wave formalism [20]
Table 1: Set of models used in TILDA-V for the
present calculations. CDW-EIS : Continuum distor-
ted wave-eikonal initial state approximation ; DWBA :
Distorted-wave Born approximation.
approach of Uehara et al. [15] who assumed that for H0
one of the fitting parameters in the Miller and Green
model is changed to 3/4 of the proton value.
Finally, the proton-induced elastic scattering cross
sections are computed from the classical mechanical
theory [16]. For H0, we applied the cross section ratio
proposed by Endo et al. [17].
For the secondary electrons, the ionization process
is treated within the distorted-wave Born approxima-
tion [18]. The cross sections for excitation by electron
impact are obtained with the semi-empirical method
of Olivero et al. [19]. Regarding the elastic scattering
process for electrons, the cross sections calculations are
performed in the partial-wave formalism [20].
Table 1 provides a summary of the interactions and
models considered for each type of projectile. For more
details, the reader is referred to the references mentio-
ned above.
Figure 2 shows the inelastic TCS for protons and
neutral hydrogen atoms impinging on the water (panel
a) and DNA (panel b) targets.
3 Results
Figure 3 presents the total electronic stopping po-
wer (SP) for protons in water and DNA, as provided
by TILDA-V. The SP was obtained by simulating 106
projectiles (both H+ and H0) in stationary mode for
each incident energy. In this mode, each primary par-
ticle is followed until it experiences an interaction with
the medium. A sum over the energy loss and the dis-
tance traveled by each particle is carried out and the
SP in keV/µm is computed for each type of projectile
as
SP =
Etot
L
, (1)
where Etot is the total energy lost by the projectiles
and L is the track length. The total SP is obtained by
adding the contributions of H+ and H0, that is
SP = fH+(SP )H+ + fH0(SP )H0 , (2)
where (SP )H+ and (SP )H0 refer to the electronic stop-
ping power for the charged and neutral beams, respec-
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Figure 2: Inelastic TCS for H+ and H0 in water (panel
a) and hydrated DNA (panel b). In both cases the TCS
for ionization by H+ (solid line), ionization by H0 (solid
line with circles), excitation by H+ (dashed line), ex-
citation by H0 (dashed line with circles), electron cap-
ture (dotted line) and electron loss (dash-dotted line)
are shown.
tively. The factors fH+ and fH0 are the corresponding
equilibrium charge fractions which can be written as
[29]
fH+ =
σL
σL + σC
(3)
and
fH0 =
σC
σL + σC
, (4)
where σL and σC denote the TCS for electron loss and
electron capture, respectively.
As observed in Figure 3, our results for water have
been compared with the available experimental data
both for water vapor and liquid water. A good agree-
ment is observed between our SP values for water and
the corresponding experimental data for incident pro-
ton energies Einc > 30 keV. However, for Einc < 30
keV our results underestimate the experimental values,
a behavior that can be attributed to the limitations of
the prior CDW-EIS approach.
Since for DNA there is currently no available expe-
rimental data, we have plotted in Figure 3 the values
computed by Abril et al. [27] and Tan et al. [28]. Both
research groups considered dry DNA with a density of
1.35 g cm−3 and performed their calculations within
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the dielectric formalism, but using different extension
schemes. It can be observed that there are important
differences between our results and their predictions
for Einc < 200 keV. According to our calculations, the
maximum stopping power for water (97.5 keV/µm) and
DNA (110 keV/µm) is obtained for Einc = 70 keV, with
a difference of about 13% between both media.
4 From protons to α particles :
the role of TAT
The extension of TILDA-V to include the interac-
tions of α particles is under way. Once this work is
completed, studies on radiation microdosimetry will be
carried out with the purpose of describing the energy
deposition in cells following the irradiation with α par-
ticles. Such a description is of importance to assess
the therapeutic potential of several α-emitting radio-
nuclides that are being considered for targeted alpha
therapy (TAT).
TAT is a promising therapeutic approach to treat
cancer in which α-emitting radionuclides are combined
with a targeting agent in order to reach and selecti-
vely irradiate the tumoral tissue. The targeting vector
is normally a monoclonal antibody, a peptide or small
molecules. The effectiveness of TAT is based on the abi-
lity of α particles to deliver a very localized radiation
dose, since they have a short range in matter (50–100
µm) and a high linear energy transfer (LET) (∼100
keV/µm), leaving behind them a densely ionizing track
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Figure 3: Total electronic stopping power for protons
in water (solid blue line) and DNA (solid red line). Ex-
perimental data for water vapor are shown in open
blue symbols and are taken from : Reynolds et al.
[21] (squares), Phillips [22] (triangles), Mitterschifftha-
ler and Bauer [23] (circles) and Baek et al. [24] (dia-
monds). Measurements for liquid water are shown in
solid blue symbols and are taken from : Shimizu et al.
[25] (circles) and Siiskonen et al. [26] (triangles). For
DNA, the calculations performed by Abril et al. [27]
(open inverted red triangles) and Tan et al. [28] (open
red stars) are shown for comparison.
Radionuclide Properties Potential applications
223Ra Half-life of 11.4 days.
Total energy/decay
∼28 MeV. Bone-
seeker radionuclide
[35].
Castration-resistant
prostate cancer with
symptomatic bone
metastases but no
visceral disease [36].
211At Half-life of 7.2 hours.
∼99% of all energy
emitted as α par-
ticles [37]. One α
particle per decay of
∼7.5 MeV.
Ovarian cancer, brain
tumors, breast cancer
[38, 39, 40].
212Pb/212Bi 212Pb (half-life 10.6
h) is a β− emitter
used as an in vivo
generator of the α
emitter 212Bi (half-
life 60.6 min) [41].
One α particle per
decay of ∼8.8 MeV.
Ovarian cancer with
peritoneal metastases
[42].
225Ac Half-life of ∼10 days.
4 α particles per
decay with a total
energy of 28 MeV.
Castration-resistant
prostate cancer [43]
and leukemia [44].
213Bi Half-life of 46 min.
One α particle per
decay of ∼8.4 MeV
[45].
Ovarian and prostate
cancer, brain tumors,
neuroendocrine tu-
mors, among other
cancers [46].
Table 2: Some promising α-emitting radionuclides for
TAT.
structure [30, 31]. Therefore, they can effectively des-
troy malignant cells without compromising the surroun-
ding healthy tissue. Cell death can occur after only a
few hits, although it has been shown that mammalian
cells could survive single high-LET particle traversals in
the cell nucleus [32, 33]. The short range of α particles
make TAT an ideal technique to fight micrometastases
and residual disease [34].
However, only a few α emitters are currently being
considered for TAT because of constraints related to
the half-life and production costs of the radionuclides,
among other factors. Table 2 shows the properties and
potential applications of some interesting α emitters for
TAT.
Conclusion
The stopping power for protons of 10 keV-100 MeV
in water and DNA has been computed with the Monte
Carlo track-structure code TILDA-V. Important diffe-
rences between the stopping power of both media have
been underlined. This seems to support the idea that
in this context the use of water as a surrogate for living
matter, even applying density rescaling procedures, is
not appropriate to describe the biological reality.
The validity of our approach has been confirmed by
comparing our results with available experimental and
theoretical data in the literature.
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Résumé
Poor medical prognosis leads us to take up the chal-
lenge of understanding the tumor growth mechanisms,
helping the surgeon to delimit the infiltration of the
disease and improving his exeresis, prescribed in 14
out of 16 brain tumor types. It is believed that the
recurrences of some tumors after surgery are due to
remnant infiltrated and undetectable tumor cells away
from the tumor mass. Thus, to improve treatments, it
may be useful to have good predictions of the spatial
distribution of infiltrated cells, which relies on a faith-
ful model of collective motion of cells in crowded envi-
ronments. Here, we build a one-dimensional stochastic
model, discrete in space and time, of migrating tumor
cells which takes the biological phenomena of polari-
zation and depolarization into account. Cells interact
locally by exclusion (they can’t penetrate each other).
Our model has only three parameters, describing the
behavior of individual cells. Then we study it by di-
rect Monte Carlo simulations. We derive analytically
an approximate continuum limit, which takes the form
of a deterministic (nonlinear) partial differential equa-
tion for the cell density, allowing for quick predictions
without relying on lengthy computer simulations. We
successfully compare the two approaches, at least in the
case of weak interactions between cells. We predict that,
for some values of the parameters, aggregates of cells
should form, even in absence of attraction or adhesion,
as a consequence of emergent collective effects.
1 Introduction
Among the 74,000 brain tumors diagnosed in the US
every year, 23,700 are malignant, which means, in the
present state of treatments efficiency, that the survival
rate after 5 years is at best of 1 out of 2 [1]. The World
Health Organization has classified [2] all known brain
tumors in different grades of malignancy, from the low
grades (I and II), at a less advanced mutation state,
to the high grades (III and IV), at a more advanced
one. However, even tumors of grade II are observed to
transform inevitably into higher grade tumors, more
aggressive and growing faster [2]. Brain tumor diagno-
sis relies mainly on radiological examination (CT scan,
MRI) with confirmation by histology (biopsies). The
common therapeutic strategies, depending on the tu-
mor type, are exeresis (surgery), prescribed in 14 out
of 16 brain tumor types [3], chemotherapy, radiothe-
rapy, and a multimodal combination. Nevertheless, in
the case of the so-called diffuse or infiltrating gliomas
(gliomas are a type of brain tumor which is thought
to be originating in glial cells), isolated tumor cells
may be found several centimeters away from the region
where their concentration is maximal. These dissemina-
ted cells can’t be detected even by the most powerful
MRI devices, let alone by routine clinical MRI devices.
Of course, they can’t also be seen by the surgeon’s eyes.
Thus, after surgery, except if the tumor is removed with
very wide margins with respect to what appears as a
signal abnormality on MRIs, living tumor cells remain
in the brain. Usually, the margins of tumor resection
are limited by the risk of impairing the patient’s life if
part of his/her functional brain tissue is removed. The
remaining tumor cells are the cause of recurrences, i.e.
regrowth of tumors away from the initial tumor, which
finally lead to the patient’s death. This dissemination
of tumor cells is probably due to the migration of cells,
which is easily observed in in vitro experiments and has
some evidence in vivo [4, 5].
Therefore, understanding the migration and being
able to predict the position of cells at different times
during tumor development may be quite helpful to im-
prove the treatments, e.g. by guiding the surgery or the
adjuvant radiotherapy. Building a mathematical model
of this migration is the purpose of the present work,
which, for simplicity, will neglect other key biological
phenomena involved in tumor growth, such as prolife-
ration and apoptosis seen in Figure 1. Previous models
for the migration of cells have been proposed [7], but
they considered cells as objects with a fixed, sphere-
like shape. In contrast, here we take into account the
variation of shape of the cells during migration, along
with the persistence of the direction of migration (ins-
tead of a continuously changing direction of motion),
due to the phenomenon of cell polarization. The varia-
tion of the shape of cells should play an important role
in crowded environments either in healthy or tumoral
brain tissue, because they impose steric constraints on
the movement of cells.
Indeed, during cell motion, the typical RhoGT-
Pases proteins—made of RhoA, Rac1 and Cdc42—
maintain cell polarity by acting on the cytoskeleton dy-
namics [8, 9]. In polarized cells, at the front, Rac1 and
Cdc42 activate the formation of cell protrusions, and at
the back, RhoA activates cell contraction. These simul-
taneous protrusion and contraction yield the movement
of the cell. More generally, cells can be in two states :
compact, with little or no mobility, and extended (po-
larized), with maximal speed [15].
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Figure 1: Fluorescence microscopy image of a cell
culture of mice Oligodendrocyte Precursor Cells (OPC)
in vitro at t=0h, t=12h, and t=24h (from the left to
the right). Real height of the whole image is 708µm.
The red squares show the proliferation processes, and
the yellow squares show the formation of the protube-
rances (lamellipodium, filopodia) of the cell in the mi-
gration process. Source : Olivier Seksek (2017), IMNC
- UMR8165 (CNRS).
Our model for cell migration with polarization and
depolarization is formulated as a cellular automaton.
The first studies on cellular automata were introduced
by S. Ulam and J. von Neumann in the 1940s [10, 11]
and have later been popularized with J. Conway’s
Game of Life [12]. Such a model is a stochastic pro-
cess and can be described as a discrete time-depending
system of cells (or boxes) in a fixed numbers of states,
evolving by iterations according to trivial rules. The
simplicity of the rules has many advantages and makes
these models powerful tools to study collective effects in
large assemblies of individuals (like a population of tu-
mor cells) : it allows for an easy formulation of the mo-
del, for very quick computer simulations, and for easy
analytical approximations in the continuum limit [13]
(establishing equations for the whole population seen
as a kind of fluid). And, even with simple rules, com-
plex phenomena can arise because of the number of
constituents.
2 Model
In our case, tumor cells are the fundamental entities
of the cellular automaton (we do not take into account
intracellular dynamics or changes of genetic expression,
for instance). The rules reflect the individual behavior
of the cells (polarization, motion, depolarization) and
their interaction with the nearest neighbors (cells can’t
penetrate each other).
Space is discretized as a 1D ring of L boxes/sites.
Each site is occupied by a number of cells denoted with
S(i, t) at time t on site i. The total number of cells, N ,
is constant during time evolution. Each cell is in one
of the three following states : compact, extended (+),
or extended (−). A compact cell is motionless and is
counted as 1 on the only site it occupies. A polarized
cells occupies two nearest-neighbor sites and is counted
as 1/2 on each of the two sites it occupies. We choose a
real number E between 0 and 1 to interpolate between
the situation of penetrating cells (when E = 0) and a
cellular automaton with exclusion (when E = 1 ; two
cells cannot occupy the same site, therefore one site is
occupied by zero cell, or one compact cell, or one half
of a polarized cell). A typical configuration for E = 1
is shown in Figure 2.
Figure 2: A typical configuration of our 1D cellular
automaton. Only part of the finite ring is displayed.
Time is also discrete and the evolution of the au-
tomaton takes place asynchronously according to the
random shuﬄe scheme [14] : before each time step, the
order in which each of the N cells will have an oppor-
tunity to evolve is drawn uniformly at random among
the N ! permutations. Then each cell is examined at its
turn.
The automaton involves three real parameters tc→e,
te→c, and tD, fixed between 0 and 1. An extended (“e”,
either “+” or “-”) cell retracts into a compact ("c") cell
with probability te→c. Reciprocally, a compact cell can
become extended with a probability tc→e. Finally, a
polarized cell has the probability tD to try to jump in
the polarity migration direction.
In more details : if the cell is compact (and sitting on
site number, say, i), a random number u is uniformly
drawn between 0 and 1 and, if u < tc→e/2, the cell at-
tempts to polarize as a “+” cell (and therefore occupy
sites i and i + 1). If tc→e/2 ≤ u < tc→e, the cell at-
tempts to polarize as a “−” cell (and therefore occupy
sites i and i − 1). Otherwise, the cell does not evolve.
An “attempt” to polarize means that the actual polari-
zation takes place with probability 1 if the site where
the cell should extend (i+1 or i−1) is empty, and with
probability 1−E if this site is full (this is achieved by
drawing at random another number u′ uniformly bet-
ween 0 and 1).
If the cell instead is polarized, a random number u is
uniformly drawn between 0 and 1. If u < te→c, the cell
depolarizes, changing its state to “compact”. If the cell
was polarized in the direction + (resp. −) and occupied
sites i and i+1 (resp. i−1), it frees the site i+1 (resp.
i− 1) and occupies only site i after this move.
If te→c ≤ u < te→c + tD, the cell attempts to move
by one site in its direction of polarization. For instance,
if the cell is in the state “+” and occupied sites i and
i + 1, it attempts to move to sites i + 1 and i + 2. An
“attempt” to move means that the actual movement
takes place with probability 1 if site i+ 2 is empty, and
with probability 1−E if this site is full. Otherwise, the
cell does not evolve.
We used two kinds of initial conditions. In the first
one, the positions of the N cells are drawn uniformly
at random.
In the second kind of initial conditions, all cells are
in the compact state and put on N contiguous sites at
the center of the system : at (initial) time 0, S(i, 0) = 1
if |i| ≤ N/2, and 0 otherwise. Since the evolution of the
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cellular automaton is a stochastic process, S(i, t) is a
random variable, and we average it over Ns = 100, 000
statistically independent simulations to drastically re-
duce fluctuations. The resulting density profile, dis-
played on Figure 3, reminds one of a diffusion process.
Figure 3: The density profile at time t = 20 (average
of ρ(x, t) of S(x, 20) over Ns = 100, 000 simulations,
plotted as a function of the site number x), from an
initial set of 7 compact cells in the middle of the 1D-
chain, with tc→e = te→c = 0.3, and E = 1.
In the next Section, we compute the so-called conti-
nuum limit [13] of our cellular automaton. This tech-
nique yields approximate, yet deterministic (and ana-
lytic) predictions for the cell density, without many re-
petitions of direct Monte Carlo simulations.
3 Continuum limit
To begin with, let’s write approximate master equa-
tions for our stochastic process [13]. We define ρci (t) as
the probability to find a compact cell on a site i at a
time t, and ρ+i+1/2(t) (respectively ρ
−
i−1/2(t)) the pro-
bability to find a polarized (+) (respectively polarized
(−)) cell on the sites i and i + 1 (respectively i and
i− 1) at a time t.
We use three approximations. (A1) Time is made
continuous, and the probabilities tc→e, te→c and tD
are changed (with an abuse of notation) into transition
rates (for instance, the probability of a jump during the
infinitely short duration dt is taken to be tDdt). (A2)
We assume that the processes of movement and de-
polarization happen in parallel (they are not mutually
exclusive). (A3) We neglect correlations between the
occupancies of nearest-neighbor sites (mean field ap-
proximation).
This leads to :
∂tρ
+
i+ 12
(t) =
[
tc→e
2
ρci (t) + tDρ
+
i− 12
(t)
]
×(
1− E
[
ρci+1(t) + ρ
+
i+ 32
(t) + ρ−
i+ 32
(t)
])
−tD ρ+i+ 12 (t)
(
1− E
[
ρci+2(t) + ρ
+
i+ 52
(t) + ρ−
i+ 52
(t)
])
−te→c ρ+i+ 12 (t)
(1)
∂tρ
−
i+ 12
(t) =
[
tc→e
2
ρci+1(t) + tDρ
−
i+ 32
(t)
]
×(
1− E
[
ρci (t) + ρ
+
i− 12
(t) + ρ−
i− 12
(t)
])
− tD ρ+i− 12 (t)
(
1− E
[
ρci+2(t) + ρ
+
i+ 52
(t) + ρ−
i+ 52
(t)
])
− te→c ρ+i+ 12 (t) (2)
∂tρ
c
i (t) = te→c
[
ρ+
i+ 12
(t) + ρ−
i− 12
(t)
]
− tc→e
2
ρci (t)×(
2− E
[
ρci+1(t) + ρ
c
i−1(t) + ρ
+
i+ 32
(t) + ρ−
i+ 32
(t)
+ρ+
i− 32
(t) + ρ−
i− 32
(t)
])
. (3)
Now we perform two additional approximations, to
go to the continuum limit where we treat the popula-
tion of cells as a kind of fluid. First, we assume that,
at each time t, there are three differentiable functions
of position x, x 7→ ρ˜s(x, t) for s = c,+, or −, which
interpolate the corresponding densities ρsi (t) over non-
integer values of i. Neglecting derivatives with respect
to x of order 4 and more, we find from the master equa-
tions three partial differential equations for the ρ˜c’s.
Second, it turns out that the ratios ρ˜+/ρ˜− and ρ˜+/ρ˜c,
at a given position x, reach a stationary value within
a few time steps, while the total cell density ρ˜tot(x, t),
defined as ρ˜+ + ρ˜−+ ρ˜c, evolves over longer time scales.
Interested in the slow dynamics only, we approximate
the two ratios by their stationary values, which fixes
two out of the three densities. Finally, we proved that
ρ˜tot follows a nonlinear diffusion equation :
∂tρ˜
tot = ∂x
(
Deff [ρ˜
tot(x, t)]∂xρ˜
tot(x, t)
)
(4)
where Deff is the effective diffusivity of our continuous
model.
4 Results and discussion
Comparison to simulations. To simplify and re-
move one parameter in our study, we restrict ourselves
to the situation where tD = 1−te→c. In the limit where
E → 0 or ρ → 0 (vanishing interaction between cells),
the effective diffusivity Deff reads :
Deff =
1
2
tc→e
te→c
(2− te→c)(1− te→c)
te→c + tc→e
(5)
Let us compare this result to direct simulations of the
automaton. We choose a low density ρ and low transi-
tion rates (tc→e, te→c < 10%) to make sure that (A1–
3) are valid. From the average Mean Square Displa-
cement (MSD)
〈
(x(t)− x(0))2
〉
of cells obtained in
the simulation, we deduce an estimate of Deff through
2Defft =
〈
x2(t)
〉
[16], which is in very good agreement
with (5) (see Figure 4).
Possible aggregation. In a diffusion process, the dif-
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Figure 4: Diffusivity with vanishing interactions for a
fixed rate tc→e = 0.01.
Figure 5: Approximate effective diffusivity Deff as a
function of cell density ρ for tc→e = 0.01 and three
values of te→c. For te→c = tc→e = 0.01 when ρ ' 0.4,
Deff takes negative values.
fusivity D is positive and particles tend to move away
from their initial positions [16]. Finding negative values
for D is a probable indication that formation of clus-
ters of cells, instead of diffusion, takes place [17]. Here,
far from the limit of vanishing interactions (E = 1, fi-
nite ρ), our expression forDeff can take negative values,
as shown in Figure 5. In such a case, the cell popula-
tion shouldn’t remain uniformly distributed and cells
should build aggregates. We are currently testing this
prediction. However, the approximations leading to the
continuum equation (4) will likely break down, and pre-
dicting analytically the collective behavior of the cells
is be a challenge.
5 Conclusion
We introduced a stochastic model, discrete in space
and time, for the motion of tumor cells, which takes the
polarization and depolarization of cells, and the steric
constraints they impose, into account. We derived ana-
lytically an approximate nonlinear diffusion equation
for the density of cells, which can be used to predict
directly the distribution of cells (at least in the case of
low cell densities) without averaging over many expli-
cit Monte Carlo simulations. In absence of interactions
between cells, we found a good agreement between this
approximation and results from direct Monte Carlo si-
mulations. We predict that cells should form aggregates
for some values of the parameters of their motion and
medium cell densities. We are now checking this pre-
diction and working on an extension of our model to
two-dimensional space.
6 Acknowledgments
EF thanks Olivier Seksek for providing the images
of Fig. 1 and his work on OPC in vitro culture.
EF’s PhD thesis is financially supported by the
CNRS/IN2P3. CD acknowledges financial support
from the French Région Île-de-France through the
DIM “Problématiques transversales aux systèmes com-
plexes”, grant number ISC-2014-PME-003.
Références
[1] Q. T. Ostrom, H. Gittleman, J. Xu, C. Kro-
mer, Y. Wolinsky, C. Kruchko, & J. S.
Barnholtz-Sloan (2016). CBTRUS statistical re-
port : primary brain and other central nervous sys-
tem tumors diagnosed in the United States in 2009–
2013. Neuro-oncology, 18(suppl 5), v1-v75.
[2] N. Louis, A. Perry, G. Reifenberger, A. von
Deimling, D. Figarella -Branger, W. K. Ca-
venee, H. Ohgaki, O. D. Wiestler, P. Klei-
hues, & D. W. Ellison (2016). The 2016 World
Health Organization Classification of Tumors of the
Central Nervous System : a summary. Acta Neuro-
pathologica, 131(6) :803–820.
[3] S. R. Chandana, S. Movva, M. Arora, & T.
Singh (2008). Primary brain tumors in adults.
American family physician, 77(10) :1423–1230.
[4] P. Friedl & K.Wolf (2003). Tumour-cell invasion
and migration : diversity and escape mechanisms.
Nature Reviews Cancer, 3(5) :362–374.
[5] A. F. Chambers, A. C. Groom & I. C. MacDo-
nald (2002). Dissemination and growth of cancer
cells in metastatic sites. Nature Reviews Cancer,
2(8) :563–572.
[6] P. Sharma, K. Sheets, S. Elankumaran, & A.
S. Nain (2013). The mechanistic influence of ali-
gned nanofibers on cell shape, migration and bleb-
bing dynamics of glioma cells. Integrative Biology,
5(8) :1036–1044.
[7] M. Aubert, M. Badoual, S. Féreol, C. Chris-
tov, & B. Grammaticos (2006). A cellular au-
tomaton model for the migration of glioma cells.
Physical Biology, 3(2) :93.
[8] O. Pertz, L. Hodgson, R. Klemke, & K. Hahn
(2006). Spatiotemporal dynamics of RhoA activity
in migrating cells. Nature, 440 :1069–72.
[9] K. Rottner, A. Hall, & J.V. Small (1999).
Interplay between Rac and Rho in the control
Enzo FABIANI, Christophe DEROULERS 53
of substrate contact dynamics. Current Biology,
9(12) :640–648.
[10] J. Von Neumann (1948).The general and logical
theory of automata.Cerebral Mechanisms in Beha-
vior : The Hixon Symposium, John Wiley & Sons,
New York. 1–41.
[11] J. Von Neumann (1966). Theory of self-
reproducing automata. University of Illinois Press
[12] M.Gardner, Mathematical Games : the fantastic
combinations of John Conway’s new solitaire game
“ life ” (1970). Scientific American, 223, 120–123.
[13] C. Gardiner (2009). Stochastic Methods. Sprin-
ger.
[14] C. Appert-Rolland, J. Cividini, & H. J. Hil-
horst (2011). Frozen shuﬄe update for a de-
terministic totally asymmetric simple exclusion
process with open boundaries. J. Stat. Mech.
2011(10) :P10013.
[15] A. M. Jimenez Valencia, P.-H. Wu, O. N. Yo-
gurtcu, P. Rao, J. DiGiacomo, I. Godet, L.
He, M.-H. Lee, D. Gilkes, S. X. Sun, & D.
Wirtz (2015). Collective cancer cell invasion indu-
ced by coordinated contractile stresses. Oncotarget,
6(41) :43438–43451.
[16] F. Schwabl (2006). Statistical Mechanics, Second
Edition. Springer, 412–414.
[17] P. Argyrakis09, A. A. Chumak, M. Maraga-
kis, N. Tsakaris (2009). Negative diffusion co-
efficient in a two-dimensional lattice-gas system
with attractive nearest-neighbor interactions. Phy-
sical Review B, 80 :104203.

Modelling of heavy ion transport in matter with entropic moment methods
Erwan Olivier, Thanh-Hà Nguyen-Bui, Christophe Champion
CELIA, Centre Lasers Intenses et Applications, Université de Bordeaux – CNRS – CEA,
F-33405 Talence, France
Résumé
In this paper, we describe a method that allows fast
and accurate simulations of the transport of protons
in water. After an overview of the system of transport
equations and the entropic closure relation, we present
some results in terms of stopping power and dose de-
posited in water.
1 Introduction
In various cases, studying the behaviour of particle
beams requires an accurate knowledge of the particle
propagation through the medium of interest. Thus,
many features can be calculated such as the deposi-
ted dose profiles. In principle, such calculations can be
performed by solving the linear Boltzmann transport
equation which generally describes the evolution across
space and time of the distribution function in phase
space for N-body system, under binary collisions. The
transport of a system of particles is described by this
equation, which is numerically too costly to be solved
in short time. Up to now, alternative methods like pen-
cil beam codes or fast Monte Carlo simulations are fast
but low-accurate for the first one, and limited by the
amount of needed statistics for the second one. In or-
der to reduce the calculation time for simulations and
preserve the solution accuracy, we use the moments me-
thod.
2 The deterministic code M1
2.1 Boltzmann transport equation
The transport of particles in matter is governed by
the Boltzmann equation. Let us briefly present some
assumptions made to build the model. The interested
reader will find more details in Refs. [1, 2].
— no collisions occur between transported particles ;
— the transported particles have no effect on the
background medium ;
— the particles of the medium are assumed to be
fixed ;
— the flux of injected particles is assumed to be
constant, the transport model can be assumed to
be steady ;
— collision features are entirely given by the cross
section.
Moreover, we assume that the medium is cold, which is
the case in several applications such as hadrontherapy.
Thus, these hypotheses allow us to consider the col-
lisionless Boltzmann equation and to linearize it, lea-
ding to the linearized Boltzmann transport equation
(LBTE). This so-called LBTE is presented hereafter.
For n different kinds of particles, we have to solve a
system of n coupled transport equations :
Ω · ∇xψi + σi,Tψi = ρ
∑
p=[i,j]
∫
d
∫
S2
σp,i(→ ′,Ω→ Ω′)
× ψi(r, ,Ω) dΩ (1)
with i and j the species (protons H+, neutrals H0)
of particles, r the position vector,  the particle energy,
Ω the flight direction, ψ the angular flux, σT the total
cross section for each species and σ(,Ω) the differential
cross section.
2.2 M1 model
The M1 model aims at solving the LBTE, while al-
lowing fast calculations needed for specific applications
like Treatment Planning System (TPS) in radiotherapy.
It was designed to model radiation transport, first for
fires, then in plasmas and has been adapted for the re-
lativistic electron transport ([3, 4]). More recently, its
ability to simulate efficiently the transport of energe-
tic particles has been demonstrated in the context of
radiotherapy ([2, 5, 6]).
So, M1 allows the modelling of any species and pro-
cess, the main requirement being the knowledge of cross
sections for interactions involving the chosen particles.
For our simulations, the inelastic processes (responsible
for the slowing-down of particles) taken into account
are :
— for protons : ionization [7], excitation [8] and elec-
tron capture [9] ;
— for neutrals : ionization [10, 11], excitation [12]
and electron loss [13].
Let us note that the neutral population comes from
the electron capture induced by proton beams. Simi-
larly, the neutral beam becomes charged after the elec-
tron loss (stripping) process. These two populations are
coupled but it is possible to run simulations only with
one of them.
Then, averaging the transport equations over angles
leads to moment equations. In general, we calculate the
m-th moment by averaging m times over angle Ω. Such
a moment is defined by :
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ψm(x, ) = 2pi
∫
S2
Ω⊗Ω · · · ⊗Ω︸ ︷︷ ︸
m times
ψ(x, )dΩ (2)
Ω is the direction of flight, often written in spherical
coordinates : Ω = (µ,
√
1− µ2 cosφ,
√
1− µ2 sinφ)T ,
where µ = cos θ ∈ [−1, 1], φ ∈ [0, 2pi]. Moments do not
depend on the azimuthal angle φ, since the scattering
center is assumed to be invariant under rotation around
the initial direction of the incoming particle. Hence, one
can write moments only involving the cosine of scatte-
ring angle θ as follows :
ψm(x, ) = 2pi
∫ 1
−1
µmψ(x, , µ)dµ (3)
Subsequently, all macroscopic quantities (number of
particles, stopping power, dose) can be derived from
moments.
The first three moments of the distribution function
are :
ψ0(x, ) =
∫
S2
ψ(x, ,Ω)dΩ (4)
ψ1(x, ) =
∫
S2
Ω · ψ(x, ,Ω)dΩ (5)
ψ2(x, ) =
∫
S2
(Ω⊗Ω)ψ(x, ,Ω)dΩ (6)
This approach leads to averaged equations with less
degrees of freedom. Thus, both calculation time and
computational memory are reduced, while keeping a
good accuracy. Moreover, the closure relation involves
Boltzmann’s H-theorem whereby the entropy has to be
maximized [14]. Thus, the closure of the system is lin-
ked to a strong physical principle.
2.3 Stopping power and deposited dose
The derivation of the closure relation is a constrai-
ned optimization problem. The solution is a Maxwellian
distribution function :
ψME = a0 e
−Ω·a1
with a0 ≥ 0 et a1 ∈ R3 (Lagrange’s multipliers)
Finally, all the moments can be explicitly expressed
by introducing an anisotropy factor, acting as an input
parameter for our simulations.
We substitute now the exact integral operator des-
cribed above by a Fokker-Planck operator, reflecting
the continuous slowing-down approximation (CSDA),
as shown by Pomraning ([15]). In this case, the trans-
port equation reads :
∇xψm+1 = ρ ∂
∂
[S()ψm] + ρL [T ()ψm] (7)
where ψ is the fluence of particles, S and T are res-
pectively the stopping power of the medium for the
particles and the angular dispersion coefficient of the
beam, defined by :
S() = 2pi
∫ 
min
∫ 1
−1
′σ(, ′, µ)dµ d′ (8)
T () = 2pi
∫ 
0
∫ 1
−1
(1− µ)σ(, ′, µ)dµ d′ (9)
S denotes the amount of kinetic energy loss by the
particles while they travel through the medium and
directly modulates the depth of energy deposition. T
quantifies the straggling, due to successive deflections.
These quantities can be calculated from the doubly
differential cross sections σ(, ′, µ). Doubly-, singly-
differential and total cross sections are calculated ana-
lytically in the framework of quantum mechanics, lea-
ding to a database of cross sections for inelastic pro-
cesses involving H+ and H0. Analytical calculations
have been performed using a continuous-distorted wave
model with eikonal initial state (CDW-EIS) [16].
Besides, the linear operator called L[f ] (Laplace-
Beltrami operator) describes the angular scattering of
the particles. It is given by :
L [f ] =
∂
∂µ
(
1− µ2) ∂f
∂µ
+
1
(1− µ2)
∂2f
∂φ2
(10)
where µ = cos θ, θ and φ being the polar and azimuthal
angles of the flight vector.
Consequently, it is possible with our model to solve
efficiently the LBTE. By taking into account the above-
cited theoretical cross sections, we have performed the
calculations of S and T , then resolved the LBTE on a
regular mesh and finally, calculated the deposited dose
profile, since the deposited dose reads :
D = 2pi
∫ ∞
0
∫ 1
−1
ρS()ψ0(x, , µ)d dµ (11)
3 Results
We first calculated the electronic stopping power of
protons in water by using the Eq. 8 where the cross
sections were taken from the above-cited database [16].
The results obtained are reported in Figure 1 and com-
pared with the PSTAR simulation as tabulated in the
NIST database [17].
For proton energies above 3 MeV, the stopping po-
wer is in very good agreement with the NIST data.
For low energies, i.e. in the range 10 keV–1 MeV, a
deviation appears between NIST and the Eq. 8. This
is expected because the underlying cross sections are
different, reflecting important divergences between the
models used. Indeed, for these energies, the NIST stop-
ping power results from a panel of several datasets ta-
ken from literature. Consequently, data must be consi-
dered more like an average over some models and ex-
periments, whileM1 uses data from one specific model.
Thus M1 results are sensitive to assumptions made in
the CDW-EIS model and could differ where low ener-
gies are concerned, according to data used. Neverthe-
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Figure 1: Electronic stopping power (expressed in
MeV cm2 g-1) analytically calculated by using cross sec-
tions provided by the CDW-EIS model (red line) and
from the PSTAR database (black).
less, for high energies –typically greater than 10 MeV
in some applications such as hadrontherapy–, the stop-
ping power can be used for dose calculation.
In Figures 2 and 3, we report the deposited dose for
1D cases for 5 MeV and 90 MeV proton beams propa-
gating in water, respectively.
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Figure 2: Deposited dose for 5 MeV protons in water.
Results are normalized to the entrance value.
The calculated dose profiles are compared with the
FLUKA results [18, 19]. According to the results pre-
sented, the code provides quite good results for 1D si-
mulations. The Bragg peak occurs at a depth in ac-
cordance with Monte Carlo reference, i.e. 35 µm and
6.4 cm for protons of 5 MeV (Figure 2) and 90 MeV
(Figure 3), respectively. Comments made above for low
energies are still valid, since the calculation of the dose
is based on the stopping power. M1 gives accurate re-
sults with a very short computation time (around 1s).
In view of the foregoing, this is a real benefit, since the
same calculations performed with FLUKA have requi-
red 8 min, and it is reasonable to expect the same order
of magnitude for 2D and 3D simulations.
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Figure 3: Deposited dose for 90 MeV protons in water.
Results are normalized to the entrance value.
4 Conclusion
M1 relies on an entropic moment method. It consists
of averaging the linearized Boltzmann transport equa-
tion over angles in order to reduce the number of free-
dom degrees. The system of transport equations is clo-
sed using the physical principle of entropy through the
Boltzmann H-theorem. The CSDA involves the calcu-
lation of the stopping power, which we have performed
analytically thanks to ab initio differential cross sec-
tions of the CDW-EIS quantum model. We obtain a
narrow Bragg peak and at the good depth, in accor-
dance with Monte Carlo simulations.
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Résumé
The Standard Model (SM) of particle physics is a
relativistic quantum field theory that attempts to des-
cribe the known fundamental particles and their inter-
actions, except the gravitation. The SM has been stu-
died at collider experiments for decades, and repeatedly
held up to precision tests since its initial formulation in
1970s and the Large Hadron Collider (LHC) at CERN
is its latest testbed. This proceeding aims to serve as
an introduction to the different student contributions
to the Standard Model session at the JRJC 2018, which
are in general focused on the Brout- Englert- Higgs sec-
tor and the improvement of the description of Monte
Carlo models. The data collected to date, the detector
and physics performance, and measurements of Stan-
dard Model processes are reviewed briefly before sum-
marizing the latest results in the Brout- Englert- Higgs
sector, where substantial progress has been made since
the discovery.
1 Introduction
The LHC at CERN provides proton-proton (pp) col-
lisions at the center-of-mass energy of 13 TeV since
2015. Two huge multi-purpose experiments, ATLAS [1]
and CMS [2] operate at the LHC. In total, the ATLAS
and CMS detectors each accumulated large amount of
data corresponding to an integrated luminosity of more
than 150 fb−1 at 13 TeV, 23 fb−1 at 8 TeV and 5 fb−1
at 7 TeV pp-collisions with very high data acquision
efficiency (> 90%). The status of the detectors is ex-
cellent, with close to 100% of readout channels available
across all sub-detectors. The peak luminosity delivered
by LHC was 2.14x1034 cm−2 s−1, greater than the de-
sign value of 1x1034 cm−2 s−1.
A detailed understanding of the detector perfor-
mance is essential for the production of high quality
results. In particular, as the mean number of interac-
tions per crossing (pile-up) has continuously increased
in the last few years, extensive work has been done to
reduce its impact on the reconstruction performance of
basic objects such as leptons, photons, hadronic jets,
jets from b-quarks (known as b-tagged jets), imbalance
of momentum transverse to the direction of the beams
(also known as missing energy), etc. In this sense, we
invite you to look at the studies on b-tagging calibra-
tion for ATLAS by Giovanni Bartolini, on data-driven
corrections of electromagnetic shower shapes with AT-
LAS by Mykola Khandoga, on τ -lepton identification
at the trigger level by Cristina Martin and on electron
energy calibration for ATLAS by Hicham Atmani.
2 Results on Standard Model
Physics
A detailed understanding of the SM processes is es-
sential for the ATLAS physics program. On one side
they allow to probe the SM theory but they are also
fundamental in the search program for new physics
contributions beyond the SM. Precision measurements
can both help constrain - or observe - new physics pro-
cesses, e.g. enhancements of extremely rare production
processes or processes involving anomalous couplings
and they also represent a key ingredient for the des-
cription of the backgrounds and Monte Carlo models
in the new physics searches, which are pushing into
increasingly intricate event signatures. An overview of
such cross-section measurements is shown in Fig. 1 for
ATLAS and CMS.
Two specific results were presented at the JRJC
2018 : the use of Z → e+e− events to derive data-driven
corrections of electromagnetic shower shapes with AT-
LAS by Mykola Khandoga and the study of the τ -
leptons polarisation coming the decay of a Z boson
by Guillaume Bourgatte. The first one demonstrates
that accurate predictions from different Monte Carlo
generators are needed to face the challenge of the pre-
cision of LHC data. The second one demonstrates the
importance of measuring SM processes in a precise way
since they might be backgrounds of other processes and
searches. Z → ττ is the main background for the Higgs
bosons disintegrating into pair of τ -leptons. For more
SM results, the interested reader is referred to the AT-
LAS and CMS public results web page [3, 4].
3 Higgs boson measurements
A new boson with a mass of 125 GeV was discovered
by the ATLAS [7] and CMS [8] collaborations six years
ago. This discovery was a great success of the SM as,
so far, all measured properties of this particle are found
to be compatible with the predictions for the SM Higgs
boson. A search for the SM Higgs boson at the LHC
is a complicated task because the expected production
cross section is O(10) pb while the rate of background
processes are much higher.
There are four main mechanisms of the SM Higgs
boson production at the LHC energies : gluon fusion
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Figure 1: Summary of several Standard Model to-
tal production cross section measurements, corrected
for leptonic branching fractions, compared to the cor-
responding theoretical expectations from ATLAS (top)
and CMS (bottom).
(ggF) via heavy-quark (mostly top) triangular loop,
vector-boson fusion (VBF) where the Higgs boson is
accompanied by two jets going at small polar angles, as-
sociated production with one vector boson (V h, where
V stands for W or Z) and top-antitop fusion, known
as tth. The first and the last mechanisms as well as the
second and the third ones have common couplings (tth
and V V h, respectively). At 13 TeV the ggF mechanism
dominates while rates via VBF (V h, tth) mechanisms
are ten (a few dozen) times smaller, respectively.
The expected branching ratios (BR) of the experi-
mentally favorable decay modes are shown in Fig. 2.
Despite of 57% probability, the h→ bb¯ channel is very
difficult experimentally due to a huge background and
it is very difficult to see it via the ggF mechanism. Ho-
wever, one can try to extract the signal in the associa-
ted production of the h with a vector boson or a pair
of top quarks. The h→WW ∗ → lνlν channel is easier
to observe even if the branching ratio is only around
1%. However, it does not allow to reconstruct a Higgs
boson mass. The cleanest decay channels where this is
possible are the h → ZZ∗ → 4l(BR = 1.3x10−4) and
the h → γγ(BR = 2.3x10−3). In the last case a signal
is searched above large background. The easiest experi-
mental way to access the h→ ττ channel is in the VBF
production mode or using boosted τ -leptons. Therefore
the easiness to observe the Higgs in a particular decay
channel is an interplay between the production and de-
cay modes, based on the background level. The first
channels to be observed were h → γγ, h → WW and
h→ ZZ and now we are doing precision measurements
with the amount of data collected in these channels, like
mass and differential cross-section measurements. The
results obtained for the mentioned individual channels
are combined to extract a Higgs boson signal strength
at 13 TeV in different production mechanisms and in
different decay modes and the global signal strength
measured in the ATLAS (CMS) experiment is found to
be 1.13± 0.09 (1.17± 0.10), in agreement with the SM
prediction [10, 9].
The h → ττ was observed later, independently by
each experiment, using the data collected until 2016,
36 fb−1 [11, 12]. Events are categorized to improve si-
gnal significance : the VBF and boosted-τ categories
play a major role. The observed (expected) signal si-
gnificance in the ATLAS experiment in the ττ channel
is 4.4σ(4.1σ). It rises to 6.4σ(5.4σ) if one combines 13
TeV results with those obtained earlier at 7-8 TeV. The
observed (expected) signal significance in the CMS ex-
periment is 4.9σ(4.7σ). It increases to 5.9σ(5.9σ) if one
combines results at 13 TeV with those obtained earlier
at 7 and 8 TeV. The signal strength was found to be
compatible with the SM.
The h→ bb¯ was observed last summer in the V h pro-
duction mode [13, 14]. Multivariate analyses are perfor-
med to discriminate the signal from the background. A
statistic of 80 fb−1 is used for these analyses in both ex-
periments. The observed (expected) signal significance
in the ATLAS experiment in the V h production mode is
4.9σ(4.4σ). It increases to 5.4σ(5.5σ) if one combines 13
TeV results with earlier measurements at 7 and 8 TeV.
The observed (expected) signal significance in the CMS
experiment in the same production mode is 4.8σ(4.9σ).
It increases to 5.6σ(5.5σ) if one combines results for
all possible production modes. For more information
about this analysis in ATLAS we invite you to consult
Konie Al Khoury’s contribution.
Finally the tth production mode was also observed
quite recently [15, 16]. It is studied using a variety of
multi-lepton final states as well as the bb¯ and γγ ones. A
multivariate technique to discriminate the signal from
a background is used by both experiments. The measu-
red signal strenght is 1.32 ± 0.28 in the ATLAS expe-
riment which corresponds to observed (expected) signal
significance 5.8σ(4.9σ). It increases to 6.3σ(5.1σ) if one
combines 13 TeV results (based on 36-80 fb−1 datasets)
with older 7 and 8 TeV ones. The observed (expected)
signal significance in the CMS experiment is 5.2σ(4.2σ)
in the combined data taken at 13 TeV (36 fb−1) and at
7 and 8 TeV. The value of signal strenght is measured
to be 1.26±0.31. During JRJC 2018 three contributions
related with tth production mode were presented : Cris-
tina Martin discussed the search for h → ττ produced
in the tth mode, Merve Nazlim Agaras discussed the
multilepton final states and Giovanni Bartolini presen-
ted the full hadronic final state with h→ bb¯.
For more Higgs results, the interested reader is refer-
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red to the ATLAS and CMS Higgs public results web
page [5, 6]
Figure 2: The various Higgs decay modes. The pie
chart shows the relative occurrence of each decay mode.
4 Conclusion
In the last years many measurements of Standard
Model processes have been made, accessing simple and
complex final states, probing perturbative QCD, sear-
ching for Higgs couplings and starting precise measure-
ments of its properties at 13 TeV. The SM has proven
to be very successful so far from the experimental point
of view, but we know it is incomplete and therefore it
is important to increase the number and the precision
of the measurements performed. The new generation of
scientists are playing a key role in this sector. We hope
the reader enjoy the work presented by the students in
this session of the JRJC 2018.
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A New Method to Estimate Systematic Uncertainties
in the V H(H → bb¯) Analysis with the ATLAS Detector
Konie Al Khoury
Université Paris sud, Orsay
Résumé
The Standard Model (SM) Higgs boson decaying to
a pair of b quarks was recently observed by the ATLAS
and CMS detectors using data collected during Run2
proton-proton collisions at a centre-of-mass energy of
13TeV [1, 2]. This decay mode is interesting because it
dominates the Higgs decay width and it allows a direct
measurement of the coupling between the Higgs boson
and b quarks. In addition, the Higgs boson produced in
association with a vector boson (W or Z boson) was
also observed [1]. The best sensitivity in the H → bb¯
associated vector boson search is obtained when the
vector boson decays to leptons since the leptons have
a clean signature in the detector. However this chan-
nel represents a challenge for the analysis because of
the large multijet and electroweak backgrounds conta-
mination. Monte Carlo generators are used to model
the backgrounds, therefore systematic uncertainties are
assigned to these predictions. A new method using Ma-
chine Learning for background modeling uncertainties
is under study. It consists of using a Boosted Decision
Tree (BDT) trained to separate between events gene-
rated with two different Monte-Carlo generators of the
same process to parametrize the difference. The benefit
of this method is that it uses one variable (the BDT
output) to represent the full phase space.
1 Introduction
The SM describes two types of elementary particles :
the fermions and the bosons. The fermions are the buil-
ding blocks of matter in the universe and they corres-
pond to 6 quarks (up, down, charm, strange, top and
beauty) and 6 leptons (electon, muon, tau and their
corresponding neutrinos) and its antiparticles. These
fermions interact through three forces called the elec-
tromagnetic, weak and strong interactions. The media-
tors of these forces are called bosons : photons for the
electromagnetic force, Z and W bosons for the weak
force and gluons for the strong force. The SM pre-
dicts the presence of another boson called the Higgs
boson, H, observed in 2012 by both ATLAS [3] and
CMS [4] experiments, that is the experimental manifes-
tation of the Higgs field and fundamental particles gain
mass through their interaction with the Higgs field. The
Higgs boson production can be produced at the LHC
(Large Hadron Collider) at CERN by colliding two
proton beams at high energy : the quarks and gluons
contained in the collided proton interact and as a conse-
quence the Higgs boson is produced. Four main produc-
tion mechanisms are achievable at the LHC, as shown in
Figure 1. They are the gluon-gluon fusion (ggF), vec-
tor boson fusion (VBF), Higgs radiation also known
as associate production with a vector boson (VH) and
associated production with a pair of top quarks (ttH).
The Higgs boson can either decay to bosons or fermions
as shown in Figure 2. The decay mode with the lar-
gest branching ratio is the Higgs decaying to b quarks
(H → bb¯) with a branching ratio of 58%. The analysis
of this channel is very challenging because of multijet
and electroweak backgrounds. In order to suppress the
multijet background, the Hbb channel is chosen to be
studied when the Higgs is produced alongside a vector
boson decaying leptonically, noted VHbb. This means
that the vector boson can either be a W boson that
decays into a charged lepton and its neutrino or a Z
boson that decays either to a neutrino and its antipar-
ticle or decays to a charged lepton and its antiparticle.
This allows to divide the V H(H → bb¯) analysis into
three channels of study : the 0-lepton, 1-lepton and 2-
lepton channels, where the name of the channel refers
to the number of charged leptons in the final state.
Figure 1: The four main production modes of the
Higgs boson at the LHC.
2 V H(H → bb¯) Analysis
2.1 Event Selection
The analysis is done by categorizing the events into
three channels of decay based on the lepton and jet mul-
tiplicity [1]. Only events with exactly 2 b-tagged jets
are selected using a b-tagging algorithm [5]. This algo-
rithm uses the fact that b-hadrons have a time of flight
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Figure 2: Braching ratios of the decay modes of the
Higgs boson with a mass of 125GeV.
before decaying, which allows to reconstruct the de-
cay vertices. Only jets with transverse momentum (pT)
greater than 20GeV are selected. The leading (highest
pT) b-tagged jet tansverse momentum should be grea-
ter than 45GeV. Because of large background contami-
nation, cuts are applied on the collected events to elimi-
nate background events with the intention of only kee-
ping signal events. The main background events come
from : tt¯ events since each of the top quarks decays
into a b quark and a W boson, Diboson (VZ) events
where a Z boson is created instead of the Higgs boson
and then decays to two b quarks, V+jets events where
a vector boson can be created alongside a gluon de-
caying to a pair of b quarks . The cuts to be applied
depend on the channel of interest. In the 0-lepton chan-
nel (Z →νν), the transverse momentum of the vector
boson pVT identifies with the missing transverse energy
EmissT . The E
miss
T is reconstructed to account for neutri-
nos and other particles that did not interact inside the
detector. In this channel EmissT should be greater than
150GeV and some aditionnal anti-QCD cuts are ap-
plied. In the 1-lepton channel (W → lν), pVT should be
greater than 150GeV. In this channel the W boson can
either decay to an electron or a muon and their corres-
ponding neutrinos. In the electron channel, the trans-
verse momentum of the electron should be greater than
27GeV and the EmissT should be greater than 30GeV.
In the muon decay channel, the transverse momentum
of the muon should be greater than 25GeV. In the 2-
lepton channel (Z → ll), the analysis divides events
with 75GeV<pVT<150GeV from events with p
V
T greater
than 150GeV. In this channel, the tranverse momentum
of the leading lepton should be greater than 27GeV, the
subleading lepton should be greater than 7GeV and the
invariant mass of the lepton pair should be compatible
with the Z boson mass : 81GeV<mll<101GeV.
2.2 MultiVariate Analysis
The Analysis uses a MVA (MultiVariate Analysis)
BDT (Boosted Decision Trees) technique to improve
the sensitivity. The BDT is trained on Monte-Carlo
(MC) signal and all background sources of events, to
separate between the expected signal and background
using kinematics variables. The BDT is then applied
to the collected data and its output is assigned to each
event depending how signal-like or background-like it
is. The training is done separately in the different ana-
lysis categories and channels. The three most important
variables in the training are pVT, the invariant mass of
the two b quark system (mbb) and the angular distance
between the two b-jets ∆Rbb. As shown in Figure 3, a
binned likelihood fit is performed to extract the signi-
ficance from the BDT output distribution. Since MC
simulated samples are used to model the backgrounds,
then background modelling systematics must be taken
into account in the analysis when measuring the signi-
ficance. Statistical and systematic uncertainties (MC
background modelling, jet energy scale, b-tagging effi-
cencies, luminosity uncertainties, ...) determine the un-
certainty of the measurement of the signal strength.
Figure 3: The BDTV H output distribution post the
fit in the 0-lepton channel, 2 b-tags, 3 jets category.
2.3 Observation with Run-2 Data
The Observation by the ATLAS experiment of the
H → bb¯ decay mode and of the VH production was
achieved in July 2018. It was done using data collec-
ted during 2015-2017 with an integrated luminosity of
79.8 fb−1 of 13TeV data. The results of the MVA were
checked with what is called the cut-based analysis that
uses additional cuts on ∆Rbb as function of pVT and on
the transverse mass of the vector boson mWT to restrain
the signal region. Then a fit onmbb is performed since it
is the most important variable. The results are also che-
cked with a diboson analysis noted VZ Z → bb where
exactly the same MVA is done, using a specially trai-
ned BDT to discriminate VZ events from backgrounds.
For V H(H → bb¯), an excess of the signal over the ex-
pected background after combining the 3 channels was
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observed to be 4.9σ. The signal strength µ, defined as
the ratio of number of events to the SM prediction, was
measured to be 1.16 ± 0.26. The H → bb¯ decay mode
was observed with a significance of 5.4σ and the signal
strength was observed to be µ = 1.01 ± 0.2 by com-
bining VH with the ttH and VBF production modes.
And the VH production mode was observed with a si-
gnificance of 5.3σ after combining with the γγ and 4l
channels and the signal strength was measured to be µ
=1.13 ± 0.24.
3 BDT-Based Method to Model
Systematic Uncertainties
3.1 Background Modeling Uncertain-
ties
MC generated samples are used to estimate the back-
ground contributions in the analysis. Therefore syste-
matic uncertainties need to be assigned to these predic-
tions. The usual method consists of comparing events
from the "nominal" generator that is used in the ana-
lysis to another "alternative" generator that differs ei-
ther by the Matrix Element (ME) or the Parton Shower
(PS) and do a bin-by-bin comparison of the BDTV H
distribution between the two generators. In the case of
the V H(H → bb¯) analysis this approach is not doable
because it requires sufficient statistics in the alterna-
tive MC samples to be able to well represent the va-
riation of the nominal generator. The lack of statistics
in the alternative samples is due to the low acceptance
of background events after V H(H → bb¯) analysis se-
lection. Producing MC samples with more statistics is
not easily possible since it requires a lot of CPU and
disk space. To compensate for that, the difference bet-
ween nominal and alternative samples can be represen-
ted with weights. They are calculated by taking the
most important variables and fitting the ratio of the
alternative and nominal distributions. The weighting
function is then applied to the nominal sample so that
it looks like the alternative sample. The weighting func-
tions are calculated at truth-particle level, where en-
ough statistics are available, and propagated to events
at reconstructed level. The weights are calculated for
each of the background generators and each of the ca-
tegories separately.
3.2 Current tt¯ Background Systematic
Uncertainties in the 1-lepton Chan-
nel
In the 1-lepton channel almost half of the background
events come from tt¯ process. The MC generator used
by the analysis to model this background is Powheg-
Pythia8 (Powheg [6] is used for the hard scatter gene-
ration (ME) and the showering (PS) is done with Py-
thia8 [7]). The alternative generator used to estimate
the variation is aMCAtNLoPythia8 (difference in ME).
As described above, the weights are derived from the
most important kinematic variables. In the case of tt¯,
the systematic uncertainties are derived formbb and pVT.
The weights derived from mbb and pVT are then applied
to the nominal generator. This method of estimating
uncertainties is reliable, but a new method is proposed
to look at the full phase space and use more than two
variables in computing systematics.
3.3 New BDT-Based Method
The study focuses on the tt¯ background in the 1-
lepton channel. The systematics are derived from a
BDT constructed with 11 kinematic variables trained
separately in the 2 jets and 3 jets categories and sepa-
rately on 2 b-jets and bc jets events. The advantage of
this method is that is does not focus on two variables,
but rather takes into account the correlations between
all kinematic variables. The training is performed to
separate between the PowhegPythia8 events and the
aMCAtNLoPythia8 events (MC generators differ with
the ME). Another BDT is trained to separate between
PowhegPythia8 and PowhegHerwig7 (which has a dif-
ferent PS) events. The training is done using events at
truth-particle level. The BDT output is a value between
-1 (100% background) and 1 (100% signal) assigned to
each event. The ratio of the BDT output distribution
between the nominal and the alternative generators is
fitted. The fitted ratio can be used as a weight on nomi-
nal events. An example of the BDT distributions and
the fit is showed in Figure 4.
Figure 4: BDT distribution, in the 3jet bb category,
of the PowhegPythia8, aMCAtNLOPythia8 and the
BDT-reweighted PowhegPythia8 generated events in
the upper pad. The lower pad shows the ratio between
the two generators in blue and the function used to fit
the ratio in green.
3.4 Performance of the New Method
A first test of the method is to apply the weights on
the nominal sample at truth-level as used in the trai-
ning and compare it to the alternative sample. The re-
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weighting is applied on all the kinematic variables, and
an example of the pVT distribution of the 3jets, bb ca-
tegory is shown in Figure 5. By using the reweighting
method, the reweighted nominal generator should be
comparable to the alternative one : it allows to morph
one generator into the other. The method of reweigh-
ting works well since the rewighted nominal events look
similar to the alternative ones.
Figure 5: pVT distribution showing the behavior of the
reweighted nominal events compared to the alternative
generated events in the 3jet bb category at truth-level.
The lower pad shows the ratio of the alternative to the
nominal generator in blue and the reweighted-nominal
to the nominal generator ratio in green.
3.5 Weights Applied to Reconstructed
Events and Final Fit
The analysis uses events that pass ATLAS full simu-
lation and reconstructed by the same reconstruction
algorithm as the collision data. After that, events are
selected passing the cuts of the analysis described in
Section 2.1 for each channel. Statistical and systematic
uncertainties are applied on the MC background predic-
tion. As mentioned before, the reason that these events
are not used to derive the systematics is the lack of
statistics of the MC samples of the alternative genera-
tors caused by the low acceptance of the V H(H → bb¯)
analysis. As a solution the training of the BDT is done
using events at truth-level and then the BDT is applied
to reconstructed events where the truth information is
still saved for each event. For tt¯ events two new sys-
tematics uncertainties, noted as Sys_Herwig (derived
from the difference between Pythia and Herwig) and
Sys_amcat (derived from the difference between Pow-
heg and aMCAtNLo), are introduced to replace the cur-
rent systematic uncertainties TTbarPTV (uncertainty
derived from pVT distribution) and TTbarMBB (uncer-
tainty derived from mbb distribution).
4 Result
A fit of the Asimov data allows to evaluate the contri-
bution of the new systematic uncertainties to the un-
certainty on the signal strength. Results are shown in
Table 1. The impact of the tt¯ model on the significance
is slightly reduced with the new systematics (BDT-
based systematics), however the total uncertainties did
not change with respect to the current uncertainties
(TTbarMBB and TTbarPTV). The behavior of the
new systematics seems reasonable. This indicates that
using BDTs to describe modeling systematics is a re-
liable method. The results shown for tt¯ modeling in the
1-lepton channel are promising and the method will be
tested in other channels and for other background pro-
cesses.
Current Systematics New Systematics
Total 0.44 0.44
DataStat 0.27 0.27
FullSyst 0.35 0.35
Jets MET 0.06 0.06
BTag 0.13 0.16
Leptons 0.01 0.01
Luminosity 0.02 0.02
Model ttbar 0.07 0.05
MC stat 0.12 0.12
Table 1: Impact of the systematic uncertainties on the
uncertainty of the signal strength.
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Data-driven correction of electromagnetic
shower shapes in Monte-Carlo modelling of
ATLAS calorimeter
Mykola Khandoga
Universite Paris-Sud / CEA Saclay
Résumé
The electromagnetic calorimeter is one of the key
elements of the ATLAS detector at the Large Hadron
Collider at CERN. In order to properly reconstruct the
physical processes happening after the collision it is cru-
cial to identify the origin of the measured particles and,
in particular, to separate the signal electrons, coming
from prompt decays, from the background. Electron
identification is performed by means of multi-variate
(MVA) analysis algorithm, which in turn strongly relies
on a number of electromagnetic shower shape charac-
teristics.
The Monte-Carlo model provides inaccurate energy dis-
tribution in the calorimeter cluster cells. Correcting the
shower shapes allows to improve the electron identifi-
cation and decrease the associated systematic uncer-
tainty.
1 Introduction
The ATLAS calorimeter is a very important part of
the detector and consists of electromagnetic and ha-
dronic part. It is designed to provide precision measu-
rements of electrons, photons and jets energy as well
as the missing transverse energy. Aside from energy
measurements information from the calorimeter is also
used for particle identification (ID). Particle ID, in
turn, is crucial for most of the physics analysis in
ATLAS. Hereafter we use the ATLAS coordinate sys-
tem where z axis is directed along the beam, φ is the
asimutal angle along the beam pipe, pseudorapidity
η = −ln[tan(θ/2)], where θ is the polar angle. Trans-
verse momentum and energy are defined as pT = p
sinθ, ET =E sinθ respectively.
The ATLAS electromagnetic calorimeter [1] consists
of three layers and a pre-sampler. The first layer has
very high granularity in η dimension. The second layer
has high granularity in both η and φ dimensions and
also absorbs most of the energy of electrons and pho-
tons. Such a fine structure of the detector not only
allows to perform a precise measurement of particle
energy but also to observe the development of the elec-
tromagnetic shower in all three dimensions.
A number of variables called shower shapes are used to
describe shower development in different layers of the
calorimeter and then are used as an input for particle
identification MVA algorithm.
The current study primarily concentrates on the va-
riables obtained from the second layer of the calorime-
Figure 1: Layout of the ATLAS electromagnetic calo-
rimeter.
ter, considering their importance for the MVA :
— Lateral shower width Wη2 =√∑
(Eiη2i )− (
∑
(Eiηi)/
∑
(Ei))2 calculated
within a window of 3x5 cells (ηxφ) centered at
the electron cluster position.
— Rφ - ratio of the energy in 3x3 cells over the
energy in 3x7 cells centered at the electron cluster
position.
— Rη - ratio of the energy in 3x7 cells over the
energy in 7x7 cells centered at the electron cluster
position.
Figure 2 shows how Rη distribution is different in jets,
signal electrons and background electrons. Background
electrons denot non-prompt electrons which are not ori-
ginated from primary vertex.
The shower shapes-based approach has proven to be a
reliable source of information but also revealed a num-
ber of discrepancies between the data and Monte Carlo
(MC) modeling. This, in turn, leads to discrepancies in
particle ID which are later corrected using highly η−
and pT-dependent scale factors. The actual origin of
the discrepancy is not clear.
Correction of the shower shapes aims to get the scale
factors closer to unity, reducing the corresponding sys-
tematic uncertainties and improving the precision of
the measurements with electrons in the final states. The
MC samples were derived using Powheg [3] for the ma-
trix element and Pythia8 [4] for the showering. The
events are simulated using a GEANT4-based [5] full
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Figure 2: Distribution of Rη in simulation for electrons
and jets
detector simulation [6].
2 Shower shapes measurement
and correction
2.1 Event selection
For this study we have considered electrons from the
Z → ee decay. A set of recommended single electron
triggers was used. Each event was required to have 2
electrons at least one of which has pT > 25GeV. In or-
der to suppress the background both electrons had to
pass gradient isolation. A Z candidate invariant mass
cut was applied with a window of 80−120GeV. To avoid
identification bias from triggering the tag and probe ap-
proach was used with only probe electrons taken into
consideration Ref. [2]. The electron cluster in the se-
cond calorimeter layer was required to contain informa-
tion from 77 calorimeter cells. Datasets of 107 events in
data (2017 proton-proton collisions) and 7 ∗ 106 events
in MC (Powheg+Pythia8) were used.
2.2 Data/MC discrepancies
Our consideration begins with the energy deposit
of an electron in the second layer of the calorimeter.
A window of 7 cells in η and 11 cells in φ is cente-
red around the cell with the highest energy. Shower
shapes were considered in 14 η bins in the range bet-
ween |η| = (0, 2.4) in order to investigate how the dis-
crepancy depends on η.
The η-dependent shower shapes in data are wider
than the MC and show a larger discrepancy in the end-
cap (|η| = (1.52, 2.4)). For φ dimension the situation is
the opposite : MC is wider than the data and the bar-
rel (|η| = (0, 1.52)) shows larger discrepancy. Figure 4
contain examples of shower shapes in different eta bins.
Figure 3: Energy profile of a window of 7x11 cells in
the 2nd calorimeter layer (logarithmic scale)
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2.3 The correction procedure
The correction matrix
The correction procedure is based on the redistribu-
tion of energy between the cluster cells in MC so that
the distribution becomes consistent with the data. For
every η bin a correction matrix is derived in the follo-
wing way :
MCorrectioni =
EDatai
ΣEData
− E
MC
i
ΣEMC
ΣiM
Correction
i = 0, i = 1..77.
EDatai , EMCi - matrix elements of the averaged energy
profiles. The correction is then applied to the electron
cluster cells on event-by-event basis :
EReweightedi = E
Non−reweighted
i (1 +M
Correction
i ).
This redistributes the energy among the cells keeping
the total energy exactly the same.
Bremsstrahlung tails
The magnetic field directed along the φ dimension
leads to a significant asymmetry in energy deposits
for electrons and positrons (figure 5). Considering the
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Figure 5: Energy profile in φ for e+ and e−.
fact that the reweighting is intended to correct for
the data/MC discrepancies themselves and not for
the bremsstrahlung effect it makes sense to develop
the bremsstrahlung-free correction function based
on e+ and e− correction matrices. The principle is
schematically explained on figure 6.
Good agreement of data and MC description of e+
and e− asymmetry gives a hint that the material mis-
modelling cannot be the main source of the data/MC
disagreement.
3 Résultats
Figures 7, 8, 9 show the effect of the correction. The
shower shapes in MC become very close to the data,
Figure 6: Schematic energy profile in φ dimension.
Bremsstrahlung tails subtraction based on e+ and e−
energy profiles.
correcting a significant discrepancy.
Figures 10, 11, 12 contain shower shapes vs pT integra-
ted over η. They demonstrate that the correction does
not depend on the pT which allows to expect the de-
creased systematic uncertainties for pT regions distant
from 40− 50GeV.
Finally, figure 13 shows the effect of the correction on
electron ID efficiency. We can see a visible improve-
ment, notably in the endcap region. Nevertheless the
barrel region shows little improvement. It can be explai-
ned by the fact that electron ID MVA relies on many
variables while only a number of them were corrected
during current study.
The proposed method is getting integrated into ATLAS
Athena framework as an option and is planned to be
used as a baseline for the data taking period that will
start in 2021, known as Run 3.
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Figure 7: Reweighted Rη in |η| = (1.8, 2.0).
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tion of the electron pseudo-rapidity
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Boosted Decision Trees and b-jet Trigger Calibration
Studies for tt¯H(bb¯) Fully Hadronic Analysis with the
ATLAS Detector
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Résumé
This presentation concerns two expected improve-
ments to the Run 1 analysis on the associated produc-
tion of top quarks pair and Higgs boson tt¯H(H → bb¯)
fully hadronic channel performed within the ATLAS
collaboration. First, a two steps multivariate analysis,
with Boosted Decision Trees, is implemented to opti-
mize signal versus background separation. Second, due
the large presence of heavy flavored jets in this final
state, and the possible improvement coming from using
the identification of b-jet (b-tagging) at trigger level,
a combined calibration of the b-tagging algorithms at
trigger and reconstruction level is presented.
1 Introduction
Since the discovery of the Higgs boson, the main fo-
cus is now shifted to the precise measure of its pro-
perties : any deviation from the Standard Model (SM)
predictions can be interpreted as a hint of new physics
beyond the SM (BSM). Anomalies on the Yukawa cou-
pling, Yt, between the Higgs boson and the quark top,
the heaviest elementary particle, are predicted in many
BSM models and a precise measure of the top anti-top
pair and Higgs boson associated production (tt¯H) cross
section is the only accessible way to directly measure Yt.
The observation of this process was recently published
by the ATLAS collaboration [1] using a combination
of Run 1 and Run 2 data and combining together the
main decay channels of the Higgs boson : γγ, ZZ,WW ,
ττ and bb¯.
Figure 1: tt¯H(H → bb¯) fully hadronic process with eight
quarks, four of which b-quarks, in the final state. The blue
ring is highlighting the vertex where the top-Higgs Yukawa
coupling Yt intervenes.
Among the different tt¯H final states, the fully ha-
dronic channel has the largest branching ratio (∼33%)
and it’s characterized by the Higgs boson decaying into
a bb¯ pair and by both W bosons from the top quarks
decay that disintegrate into light quarks, as shown in
Fig. 1, leading to a striking experimental signature
composed by eight quarks (reconstructed as jets), four
of which are b-quarks, and no leptons, thus it suffers
from an overwhelming QCD multi-jet background, to-
gether with the irreducible tt¯+ bb¯ background.
A first analysis for this channel was already perfor-
med using Run 1 data [2], with a result for the signal
strength of µtt¯H = 1.6 ± 2.6 that brought 10% impro-
vement on the significance of the combination with the
others tt¯H(H → bb¯) channels, that are single-lepton
and di-lepton channels and targets different decays of
the W bosons. The analysis strategy for this channel
consists in four steps : events selection and categoriza-
tion as a function of the number of jets and b-jets, QCD
multi-jet background estimations with a data-driven
method, multivariate analysis of the selected events to
improve signal versus background separation, and final
fit.
2 Two-steps multivariate analysis
To better separate the signal from the background,
a multivariate analysis is performed on the selected
events. The Run 1 version of the analysis used a Boos-
ted Decision Trees (BDT) technique using global kine-
matic variables to classify the events. For the Run 2 this
is replaced with a two-steps approach, summarized in
Fig. 2 and composed by an event reconstruction step
followed by a classification step, both of them using
BDT.
ClassifBDT: ttH vs backgrounds
Figure 2: Two-steps multivariate analysis chain.
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2.1 Reconstruction Step
The aim of this first step is to perform a full event re-
construction of the tt¯H candidate event, by finding the
best association between the jets reconstructed in the
detectors and the final state partons. The large num-
ber of jets lead to a large numbers of possible associa-
tions, ranging from a minimum of 36 and easily rea-
ching the order of thousands depending on the jets and
b-tagged jets multiplicities. In this step two different
BDTs are used : a first BDT, called reco_BDT, is trai-
ned to reconstruct only the tt¯ system and has no bias
in the Higgs candidate mass ; the second one, called
reco_BDTwithHiggs, is trained to reconstruct the full
tt¯H system with the highest possible reconstruction ef-
ficiency. These two BDTs use as inputs the invariant
masses and angular correlations between jets and they
are trained using tt¯H simulated events where all pos-
sible association are computed. Truth-level information
from the simulation is used to find the correct matching
between quarks and jets, when available. For each event
in which this truth-matching is possible, the correct
quark-jet association is used as signal for the BDT trai-
ning, while all other possible combinations are treated
as background. Events where the truth-matching is not
available for every final state parton are not used for
the training. Two of the variables used in the training
are shown in Fig 3.
In events where a full truth-matching is available, the
Higgs boson candidate is properly reconstructed 57%
and 75% of times and the full event is properly assigned
41% and 53% by reco_BDT and reco_BDTwithHiggs
respectively. These two BDTs are then applied to all
selected events : Fig. 4 shows the invariant mass of the
reconstructed Higgs boson candidates.
2.2 Classification Step
The aim of the second step of the chain is instead the
proper signal versus background discrimination. The
information from the reconstruction step is combined
with global event kinematic variables to train a clas-
sification BDT. A combined optimizations against the
two main backgrounds (QCD multi-jet and tt¯) is un-
der study : the optimization against the multi-jet back-
ground, performed thanks to a data-driven technique (a
new version of TRFMJ , still under development), shows
promising results and it presents some discriminating
power also against the tt¯ background. The optimiza-
tion of the choice of variables used for the classifica-
tion BDT is performed separately in each of the four
signal region, that are defined by jets and b-jets mul-
tiplicities as combination of 8 and ≥ 9 jets and 3 and
≥ 4 b-jets. The figure of merit used for the optimiza-
tion is the area under the ROC curve (AUC), where
the ROC curve is defined by background rejection as a
function of signal efficiency. The optimization method
takes from a preselected set of variables the one with
the highest separating power and then it adds recursi-
vely the variable that brings the largest improvement
on the AUC, until the improvement from adding a new
Figure 3: Two of the variables used by the reconstruction
BDTs : invariant mass of the pT -leading top (top-left), ∆R
between the b and the W boson from the pT -leading top
decay (top-right), difference between the invariant mass of
the tt¯ system and the sum of the invariant mass of the tops
(bottom-left), and minimum ∆R between the b-jet and the
light jets form the pT -leading top decay (bottom-right). The
blue histograms show the distribution for the signal (correct
jet-quark association), while in red are shown the distribu-
tions for the combinatorial background.
variable is less than 1%. Fig 5 shows the distribution
of the classification BDT for each signal region.
3 Combined calibration
Trigger-level b-tagging has improved considerably
with respect to Run 1 and it is now close in perfor-
mance to oﬄine algorithms, as shown in Fig 6.
The fully hadronic tt¯H analysis will benefit from the
increase in signal efficiency of a factor ∼3 from using
b-jet triggers instead of multi-jet ones, the latter ones
used in the Run 1 analysis. To use this kind of triggers,
a calibration of the performances of the online b-tagging
algorithms is needed. Data-to-simulation scale factors
(SFs) are used to calibrate online algorithms. Generally
b-tagging is used both at trigger and reconstruction le-
vel, therefore a calibration of the combined performance
of the online plus oﬄine b-tagging is performed, thanks
to a geometrical matching (∆R =
√
∆η2 + ∆φ2 < 0.2)
between trigger level jet objects and reconstruction le-
vel ones. The used tagger is the MV2 [4], in its online
and oﬄine versions, and this calibration was performed
using data collected in 2016.
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Figure 4: Invariant masses of the Higgs candidate as re-
constructed by the reco_BDT (on the left) and by the
reco_BDTwithHiggs (on the right). The red histograms
show the mass distributions for the events in which the re-
constructed object matches completely the truth object.
3.1 Calibration method
The calibration is evaluated in a highly pure tt¯
sample. At trigger level events are required to have at
least one lepton and two jets with the online b-tagging
algorithm evaluated. Then events are required to have
exactly two jets with transverse momentum (pT ) > 35
GeV and exactly two leptons with pT > 28 GeV op-
posite charge and different flavours, in order to target
di-leptonic events and to reduce the level of the back-
grounds.
Events are also required to have the matching bet-
ween online and oﬄine jet objects available for both
jets. The b-tagging efficiency is then extracted thanks
to a binned probability density function (p.d.f.) based
likelihood [3] method, where the p.d.f. express the pro-
bability for a jet to have a given combination of values
for pT and b-tagging algorithm output value given its.
The p.d.f. for b-jets is fitted from data, while the p.d.f.
for light jets and also the flavour composition of the
sample is extracted from simulation.
3.2 Results
The combined SFs are evaluated by measuring the
efficiency of the online b-tagging in events where both
jets are b-tagged by the oﬄine algorithm. The results
of the combined SFs, shown in Fig. 8, are close to 1
and with very small uncertainties : they range from
a maximum of 3% to ∼1% in the central pT region
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Figure 5: Classification BDT distributions for the signal
(blue) and the two main backgrounds (tt¯ in red and multi-
jet in green) in the four signal regions.
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Figure 6: Comparison of the online b-tagging algorithm
for different years with the oﬄine algorithm (in purple).
Figure 7: One of the major feynman diagram of tt¯ pro-
duction with dileptonic decay.
and they are dominated by the statistical ones, while
the major source of systematic uncertainties is the tt¯
modeling.
Investigations on the stability of the results with res-
pect to jet η, pile-up and data period was studied and
no relevant dependency was found.
4 Conclusions
My work is located in the framework of the analysis
of the tt¯H(H → bb¯) fully hadronic channel, that is
the tt¯H final state with the largest BR but that is also
overwhelmed by QCD multi-jet background. The pre-
sented work is divided in two main contributions : im-
plementation of a two step multivariate analysis aimed
at signal versus background separation and calibration
of trigger level b-tagging. These two improvements, still
in development, will be applied on the analysis of the
full Run 2 pp collision data at
√
s = 13 TeV.
The multivariate analysis involves a reconstruction
step with two BDTs trained to reconstruct either the
tt¯ only system either the full tt¯H system, with an ef-
ficiency for this second case of 53% in events with full
truth-matching available, followed by a classification
step with a BDT optimized to discriminate the tt¯H
signal from the QCD multi-jet background, that shows
however some discrimination power also against the tt¯
background.
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Figure 8: Results of the combined scale factors for dia-
gonal combinations of online and oﬄine b-tagging working
points.
The trigger level b-tagging efficiency is calibra-
ted in combination with the oﬄine b-tagging thanks
to a geometrical matching between trigger-level and
reconstruction-level jet objects. A p.d.f. based likeli-
hood method is used to extract the b-tagging efficiency
and to produce data to MC scale factors.
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Résumé
After the discovery of a Higgs boson (H) in 2012, the
measurements of its properties plays a very important
role at the Large Hadron Collider (LHC). The determi-
nation of the associated production of the Higgs boson
and a top quark pair (ttH production) is of particu-
lar importance as it offers a tree-level access to measu-
ring the Higgs-top Yukawa coupling. With a predicted
numerical value close to unity, this coupling plays a
crucial role in the stability of the Higgs potential at
high energy scales and can also be a probe for phy-
sics beyond the Standard Model through the deviations
from the SM predictions. The ttH production analysis
at ATLAS exploits several Higgs decay channels, to-
gether with different top quark decay modes. In this
study, the general overview of the search for ttH pro-
duction in multilepton final states analysis at ATLAS
is presented focusing mainly on the fitting procedure
of the signal strength with two lepton same sign and a
preliminary study of the Matrix Element Method that
aimes to improve the discrimination between the signal
and the background in a specific decay channel. Both
the ATLAS and the CMS collaboration have studied
the tt¯H production in proton-proton collisions at Run
1 of the LHC with an integrated luminosity of 25 fb−1
and center of mass
√
s = 7− 8 TeV with analyses sen-
sitive to H → WW ∗ and H → ττ . They observed
a signal strength µttH , defined as the measured tt¯H
yield divided by the prediction from the µttH = 1.8+0.8−0.8
and µttH = 2.8+1.0−1.0,respectively [3][2]. The combined
measurement of Run 1 tt¯H searches at ATLAS and
CMS is µttH = σ/σSM, of 2.3 +0.7−0.6 with an obser-
ved (expected) significance of 4.4 (2.0) standard de-
viations from the over the SM background hypothesis
[4]. Evidence for ttH production was reported by AT-
LAS using 36.1 fb−1 of data collected during 2015 and
2016, with an observed (expected) significance of 4.2σ
(3.8σ). The best-fit result of the ratio µttH of the ttH
production rate to the SM expectation was found to be
1.2 ± 0.2 (stat) +0.3−0.2 (syst) and a ttH production cross-
section at
√
s = 13 TeV of 790+230−210 fb, both consistent
with the SM expectation. The multilepton channel was
the most sensitive in that analysis with an observed
(expected) significance of 4.1σ (2.8σ).
1 Introduction
When studying the multi-lepton ttH channel in the
ATLAS experiment, the events are categorized in seven
t¯
b¯
W−
W+
t
b
H
W/Z
W/Z
g
g
t
t¯
Figure 1: Examples of tree-level Feynman diagrams
for the production of the Higgs boson in association
with a pair of top quarks. Higgs boson decays to
WW/ZZ (left) or ττ (right) are shown.
orthogonal channels by multiplicities of light leptons
(l=e, µ) and hadronically decaying tau leptons (τhad).
The leptonically decaying tau leptons (τlep) are not dis-
tinguishable from light leptons in the reconstruction.
The seven channels, summarised in Figure 2.
Figure 2: The classification of the seven analysis chan-
nels by τhad and light lepton multiplicities.
In this proceeding, the results of a search for ttH pro-
duction using 36.1 fb−1 of data collected during 2015
and 2016 is presented focusing on two lepton same-sign
channel. Figure 1 illustrates the dominant tt¯H process
in two lepton same-sign channel. Several improvements
regarding the fake estimates are ongoing and are expec-
ted to be included in the next version of the analysis,
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using full Run-2 data (taken between 2015 and 2018).
2 Signal Region Definition and
background estimates
In the two lepton same sign channel, events are re-
quired to have been selected by dilepton triggers (ee,
eµ, µµ). At the oﬄine level, the two light leptons are
required to have the same charge and to pass the tight
lepton requirements including isolation working point,
to be identified using a dedicated Multivariate Analy-
sis (MVA). Both leptons are required to have transverse
momentum pT > 20 GeV. There must be no τhad can-
didates in the event. Events must have ≥ 4 jets, of
which ≥ 1 must be b-tagged. Events with at least three
b-tagged jets (MV2c10 tagger with average efficiency
of 70%) are removed. The leptons are classified using
isolation requirements and other properties.
Background processes in signal regions can be ca-
tegorized as irreducible backgrounds and reducible
backgrounds. Irreducible backgrounds are events with
the same number of prompt leptons as the tt¯H si-
gnal, which includes tt¯Z/W , V V and rare processes
(tt¯WW, tH, tZ,WtZ, V V V , tt¯tt¯ and tt¯t). Their estima-
tion relies on good modeling of these processes in the
Monte Carlo (MC) simulations. Reducible backgrounds
contain at least one electron which charge was misiden-
tified or one fake/non-prompt lepton (later call fake lep-
ton). These reducible backgrounds mainly comes from
tt¯ production. Various data-driven methods have been
developed to estimate them instead of using MC simu-
lations.
By construction, charge flip events are present only
in two lepton channel and dominantly comes from tt¯.
These events pollute ee and eµ signal regions where the
actual event MVA is trained because of one electron ha-
ving hard bremsstrahlung plus asymmetric conversion
(e± → e±γ∗ → e±e+e−) or wrongly measured track
curve. Muon charge flip is negligible. A dedicated event
MVA discriminant is used in order to reduce electron
charge flip by a factor 17 for a 95% electron efficiency
is now used. The probability of electron charge flip is
measured from a sample of Z events where Z → e+e−
events (e+e+, e−e− in case of charge flip). A Likelihood
based method is developed to measure charge flip rates,
mis id, as a function of electron pT and |η|. These rates
are used to predict the number of charge flip events in
the signal region. On the other hand, the non-prompt
light lepton background in the two lepton channel has
two origins of leptons from semi-leptonic heavy-flavour
decays and photon conversions. Monte Carlo simula-
tion is not reliable to estimate the fake lepton estimate
and therefore a data-driven method, called the matrix
method is used to estimate the number of non-prompt
leptons in the pre-MVA region (the region where the
event MVA trained) by splitting the events in four or-
thogonal categories :
— TT i : event with both leptons passing tight selec-
tion (Tot. events : NTT ).
— T /T i : event with leading lepton passing tight se-
lection and subleading lepton ( pT) failing tight
selection (Tot. events : NT /T ).
— /TT i : event with leading lepton failing tight se-
lection and subleading lepton ( pT) passing tight
selection (Tot. events : N /TT ).
— /T /T i : event with both leptons failing tight selec-
tion (Tot. events : N /T /T ).
where the tight selection includes isolation, non-prompt
lepton Boosted Decision Trees (BDT), ID, charge-
misassignment veto, transverse impact paramete and
longitudinal impact parameter cut and anti-tight is the
leptons fail the tight selection. The final number of fakes
in the signal region NfTT , i.e. the total number of TT
events with at least one fake lepton, can be obtained
from the definition :
NfTT = wTTN
TT + w/TTN
/TT + wT /TN
T /T + w/T /TN
/T /T
(1)
The w weights are functions of the measured prompt
and non-prompt lepton efficiencies. The non-prompt
lepton estimates were validated in a region identical to
the two lepton same sign signal region except for being
orthogonal in the Njets requirement (low multiplicity
number of jets = 2, 3) (Figure 3)
Figure 3: Comparison of data and prediction of the
angular distance between the subleading lepton and the
closest jet in the µµ channel.
To further reject events with fake/non-prompt lep-
tons and charged flip electrons as well as ttW, two BDT
scores (BDTG_ttbar and BDTG_ttV ) are trained in
the two lepton channel. Nine input variables are used
including number of jets, invariant mass of the two
same-sign lepton, missing transverse energy (MET),
sub-leading lepton pt, maximum between leading and
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subleading electron, distance between sub-leading lep-
ton and its closest jet, distance between leading lepton
and its closest jet, leptonic flavour, number of b-jets.
The final discriminant is defined as :
BDTG = (BDTG_ttbar +BDTG_ttV )/2 (2)
3 Systematic uncertainties
In Table 1 all sources of systematic uncertainties
are summarised. Three groups of systematic uncertain-
ties are considered. They are included in the fit of
data events to expectation in discriminant distributions
through the so-called nuisance parameters (NPs) allo-
wing for changes in the normalisation and the shape
of these discriminant distributions. The NPs can there-
fore be of type normalisation-only (N), shape-only (S)
or combined shape and normalisation (SN). The nor-
malisation of an uncertainty has an impact on the total
event yield of a signal or background sample. An uncer-
tainty which is affecting the shape of a discriminating
distribution is taken into account by the corresponding
variation of input histograms in the fit.
Table 1: Summary of the effects of the most important
groups of systematic uncertainties on µ. Due to roun-
ding effects and small correlations between the different
sources of uncertainty, the total systematic uncertainty
is different from the sum in quadrature of the individual
sources.
Uncertainty Source ∆µ
ttH modeling (cross section) +0.20 −0.09
Jet energy scale and resolution +0.18 −0.15
Non-prompt light-lepton estimates +0.15 −0.13
Jet flavor tagging and Tauhad identification +0.11 −0.09
ttW modeling +0.10 −0.09
ttZ modeling +0.08 −0.07
Other background modeling +0.08 −0.07
Luminosity +0.08 −0.06
ttH modeling (acceptance) +0.08 −0.04
Fake Tauhad estimates +0.07 −0.07
Other experimental uncertainties +0.05 −0.04
Simulation sample size +0.04 −0.04
Charge misassignment +0.01 −0.01
Total systematic uncertainty +0.39 −0.30
4 Statistical Model and Results
A maximum-likelihood fit is performed on all
twelve categories simultaneously to extract the signal
strength, µ. If the SM Higgs boson signal is present then
µ = 1, but if it is absent then µ = 0. The statistical
analysis of the data uses a binned likelihood function
L(µ, ~θ), which is constructed from a product of Poisson
probability terms, to estimate µ, which scales the ttH
production cross section. The Higgs boson branching
fractions and the single top-Higgs boson associated pro-
duction cross section are fixed to their SM values.
The impact of each systematic uncertainty on the
final result is assessed by performing the fit with the
parameter fixed to its fitted value varied up or down
by its fitted uncertainty, with all the other parameters
allowed to vary and calculating the µ to the baseline
fit. The ranking obtained for those nuisance parame-
ters with the largest contribution to the uncertainty in
the signal strength is shown in Figure 5. The post-fit
distributions of the discriminating variable in the two
lepton same sign channel is shown in Figure 7.
Figure 4: Distribution of the discriminant variable ob-
served in data (points with error bars) and expected
(histograms) in the two lepton same sign channel.
Figure 5: Impact of systematic uncertainties on the
fitted signal-strength parameter for combination.
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The observed (expected) best-fit value of µttH ,
combining all channels, is 1.6 +0.3−0.3 (stat)
+0.4
−0.3 (syst)
=1.6 +0.5−0.4 (1.00
+0.3
−0.3 (stat)
+0.3
−0.3 (syst) =1.00
+0.4
−0.4). The
best-fit value of µttH for each individual final state ca-
tegory and the combination of all channels are shown
in Figures 6.
Figure 6: The observed best-fit values of the signal
strength µ and their uncertainties by final-state cate-
gory and combined. The individual µ values for the
channels are obtained from a simultaneous fit with the
signal-strength parameter for each channel floating in-
dependently.
5 Possible improvements in Two
Lepton Same Sign
The Matrix Element Method (MEM) provides a way
to calculate the likelihood that an event originates from
a given production mechanism. Of particular interest to
this analysis is discriminating between tt¯H and tt¯+jets.
The MEM is thus used to calculate the two likelihoods
LS and LB :
— LS : signal likelihood, likelihood of the event ha-
ving been produced via a tt¯H Feynman diagram
— LB : background likelihood, likelihood of the
event having been produced via a tt¯ + bb¯ Feyn-
man diagram
These likelihoods are defined as follows :
Li =
∑∫ f1 (x1, Q2) f2 (x2, Q2)
|~q1||~q2| |Mi (Y)|
2
T (X;Y) dΦn (Y)
(3)
The likelihood is a sum over different possible initial
states (quarks or gluons) and over multiple jet-parton
assignments. It contains a product of parton distribu-
tion functions f1f2, which are probability distribution
functions for a certain parton with momentum ~qj to
carry energy fraction xj of the proton in a collision at
energy Q (for the two initial states j = 1, 2). The ma-
trix element (ME) Mi is calculated for a phase space
configuration Y at parton level, where the index i re-
fers to either signal or background Feynman diagrams
evaluated at leading order. The transfer function T is
a probability distribution for a given jet measured on
reconstruction level X to be originating from a parton
level configuration Y. As only the reconstruction level
information X is available, all unknown parameters are
integrated out via the phase space factor dΦn.
The combination of signal and background likeli-
hoods, which are evaluated on both data and MC, re-
sults in a powerful discrimination variable :
MEMD1 = log10 (LS)− log10 (LB) (4)
MEM can be use to improve the signal-background
discrimination in two lepton same sign channel. Pre-
liminary studies are shown in Figure ?? for tt¯H vs
tt¯+jets processes in six number of jet region. Currently,
with all run2 dataset, the studies are on going for the 2
same sign lepton with one τ -lepton channel. The impro-
vements are expected to be applied in the next version
of the analysis.
Figure 7: MEM results for tt¯H vs tt¯+jets processes in
six number of jet region.
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Observables de spin des leptons taus dans
l’expérience CMS auprès du LHC
Guillaume Bourgatte
IPHC, Strasbourg
Résumé
À partir de grandeurs physiques cinématiques dans
les désintégrations du boson Z en paires de leptons taus,
on peut construire une variable ω qui contient toutes
les informations sur la polarisation des taus. Cette der-
nière permet de remonter à un paramètre important du
modèle standard qu’est l’angle de mélange électrofaible
dit de Weinberg θW et d’obtenir une meilleure préci-
sion sur ce dernier. L’étude des observables de spin des
leptons τ permet d’étudier les corrélations longitudi-
nales de spins des désintégrations en question. Ces évé-
nements étant le bruit de fond principal du boson de
Higgs se désintégrant en paire de leptons taus, l’étude
du boson Z permet d’étudier les propriétés CP du bo-
son de Higgs en utilisant cette fois-ci les corrélations
transverses de spins.
1 Introduction
L’interaction faible du modèle standard viole la sy-
métrie dite de parité (inversion des cordonnées spa-
tiales) ce qui entraîne des couplages différents selon si
la particule est de chiralité gauche ou droite. Les bo-
sons W± interagissent uniquement avec les particules
gauches ce qui mène à une violation de parité maxi-
male. Le boson Z quant à lui se couple avec des intensi-
tés différentes. La chiralité, propriété intrinsèque d’une
particule, ne pouvant être observée, on utilise l’hélicité
pour accéder à cette dernière. L’hélicité d’une particule
est la projection de son spin sur son vecteur impulsion :
−→s .−→p
|−→p |
Si h=+1 alors la particule est de chiralité droite et
si h=-1 la particule est de type gauche.
Un paramètre important du modèle standard est
l’angle de mélange électrofaible θW , aussi appelé angle
de Weinberg, qui relie les masses des bosons W et Z et
entraîne une différence dans le couplage faible neutre
aux fermions de chiralité droite et gauche. On peut ob-
tenir θW en mesurant la polarisation longitudinale des
paires de τ provenant d’une désintégration d’un boson
Z. Les leptons τ , contrairement aux µ et e, vont se
désintégrer à 65% en hadrons qui vont eux même se
désintégrer. Ces τh sont appelés taus hadroniques. Ceci
est particulièrement intéressant car l’étude des distribu-
tions angulaires des produits de désintégration permet
d’obtenir la polarisation.
À cause de la violation de la parité dans les interac-
tions électrofaibles, les fermions provenant de la désin-
tégration du boson Z ont une polarisation P moyenne
non nulle. Cette dernière décrit l’asymétrie entre le
nombre de particules N de chaque hélicité :
P =
N(h = +1)−N(h = −1)
N(h = +1) +N(h = −1) ' −2 + 8sin
2θW
La polarisation est très fortement liée à l’angle de
mélange θW vu qu’elle dépend des couplages entre les
leptons τ et le boson Z. Sa mesure permet donc d’ac-
céder à l’angle θW .
Ceci a déjà été effectué avec des leptons τ au Large
Electron Positron collider (LEP) [1] avec des collisions
e+e− à une énergie dans le centre de masse proche de la
masse du boson Z puis par l’expérience ATLAS au LHC
à une énergie de 8 TeV [2]. Actuellement le LHC opère
à une énergie dans le centre de masse de 13 TeV. Le
but est donc d’obtenir une meilleure précision que les
mesures précédentes grâce à une plus grande quantité
de données disponible et à l’amélioration de la méthode.
2 Description du détecteur CMS
Le Large Hadron Collider (LHC) est le plus grand
accélérateur de particules au monde avec 27 km de cir-
conférence et se situe à la frontière franco-suisse. L’ex-
périence Compact Muon Solenoid (CMS) (cf. Fig. 1)
est située sur le LHC :
1. Au centre de celle-ci est placé un trajectographe
en silicium qui permet de retracer le passage des
particules et de mesurer leurs impulsions.
2. Un calorimètre électromagnétique permet de ré-
colter l’énergie déposée principalement par les
électrons et photons tandis qu’un calorimètre ha-
dronique récupère l’énergie des hadrons (protons
ou pions par exemple).
3. En son sein règne un champ magnétique de 3.8
Teslas, soit 100 000 fois celui de la Terre, qui dé-
vie les particules chargées grâce au solénoïde su-
praconducteur le plus grand et le plus puissant
jamais construit.
4. Enfin une chambre à muons permet de détecter la
présence de ces derniers qui sont très pénétrants.
Les collisions produisant une énorme quantité de
données (40 millions d’événements par seconde), un
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tri s’impose à l’aide d’un système de déclenchement.
Le premier niveau (L1) est de type hardware et utilise
l’information des calorimètres et du détecteur à muons
pour sélectionner les événements les plus intéressants
toutes les 4 µs ce qui permet de réduire à cent mille
événements par seconde le taux d’enregistrement des
événements. Le second niveau dit de haut niveau (HLT)
est de type software et utilise toute l’information des
sous-détecteurs. Il réduit le taux d’événements à deux
ou trois mille par seconde.
Figure 1: Image de la coupe transverse de l’expérience
CMS.
Les jets de particules formées par les désintégrations
des hadrons sont utilisées comme graines pour la re-
construction des τh. Ceci est fait en exploitant la sous-
structure des jets en utilisant l’algorithme hadrons-
plus-strips (HPS) [3]. Les pions neutres sont recons-
truit comme des bandes calorimétriques de tailles dyna-
miques à partir des candidats e et γ reconstruits conte-
nus dans le jet servant de graine (cf. Fig 2). La taille de
la bande varie suivant l’impulsion transverse (pT ) des
e et γ. Le mode de désintégration du τh est obtenu en
combinant les hadrons chargés avec les bandes. Comme
ils ne portent pas de charges de couleur, les τ à haut
pT sont supposés être isolés des autres activités hadro-
niques de l’événement comme le sont les e et µ à haut
pT (cf. Fig 3). De plus, à cause du temps de vie fini du τ ,
ses produits de désintégrations chargés sont légèrement
déplacés par rapport au vertex primaire. Pour distin-
guer les désintégrations des τh des jets originaires de
l’hadronisation des quarks et gluons, un discriminant
multivarié d’identification des τh est utilisé. Il combine
l’information de l’activité hadronique du détecteur dans
les environs du candidat τh avec le temps de vie recons-
truit à partir des traces des produits de désintégrations
chargés.
3 Variables optimales
Dans le canal τ → piντ , suivant le spin du lepton τ ,
seuls deux configurations sont possibles (cf. Fig. 4). On
peut donc construire un angle θ∗pi qui, suivant sa valeur,
permettra de connaître le spin du τ et donc son hélicité.
Figure 2: Schématisation de la reconstruction des
pions neutres en utilisant l’algorithme HPS.
Figure 3: Différences entre un jet provenant d’un τh et
un jet purement chromodynamique quantique (QCD).
Figure 4: Différentes configurations de spins dans le
canal τ → piντ .
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La valeur de cos θ∗pi permet donc de séparer les deux
hélicités. Cependant ce canal ne représente qu’environ
11% des désintégrations. On a donc besoin d’autres ca-
naux comme τ → ρντ ou τ → a1ντ . Le canal avec un a1
possède 4 configurations différentes car ce hadron pos-
sède un spin entier égal à 1 et a donc deux orientations
de spin possibles pour un même angle θ∗a1 (cf. Fig. 5).
Cet angle ne suffit donc plus.
Figure 5: Différentes configurations de spins dans le
canal τ → a1ντ .
On a besoin de définir d’autres angles, plus compli-
qués, et de les réunir dans une variable dite optimale [4].
En théorie, les distributions des produits de désintégra-
tions, W, dépendent linéairement de la polarisation :
W =
1
2
(1 +−→s .−→h ) = 1
2
(1 + |−→s |.|−→h | cos θh)
Avec −→s le spin du hadron, −→h le vecteur polarimé-
trique qui est un vecteur unitaire dans la direction la
plus probable du spin du τ au repos et θh étant l’angle
entre la direction du τ au repos et le vecteur polarimé-
trique. Mais dans les faits, du fait de la présence de neu-
trinos indétectables, nous ne connaissons pas la cinéma-
tique complète du système. C’est pourquoi nous avons
besoin de plusieurs angles, qui seront utilisés pour cal-
culer plus précisément −→s et −→h , afin de s’approcher de
la formule théorique. Pour la suite on définit ω = cos θh
qui sera notre variable optimale séparant les différentes
hélicités (cf. Fig. 6).
Une application de cette méthode sur les données à
8 TeV pour le processus Z → ττ [6] fut effectuée (cf.
Fig. 7) ce qui a permis de valider cette approche.
Mais ce ω ne décrit qu’un seul τ se désintégrant. Afin
d’obtenir une meilleure séparation des hélicités, nous
pouvons combiner les informations des deux τ :
Ω =
ω1 + ω2
1 + ω1ω2
Cela permet d’augmenter le pouvoir de séparation
des hélicités de la nouvelle variable optimale Ω par rap-
port à ω (cf. Fig. 8).
Figure 6: Distributions simulées des hélicités gauches
(-1) et droites (+1) en fonction de cos θh. La séparation
représentée est pour h = pi, ρ et a1 [5].
Figure 7: Distribution de la variable optimale ωa1 dans
le canal a1 pour une énergie de collision de 8 TeV pour
des événements Z → ττ . Un ajustement est appliqué
avec les fractions relatives des deux hélicités comme
paramètres libres [6].
Figure 8: Distributions simulées pour les différentes
combinaisons d’hélicités d’une paire de τ en fonction
de la variable optimale Ω pour h = pi, ρ et a1 [5].
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4 Higgs CP
On étudie maintenant les corrélations transverses du
boson de Higgs. Le couplage de Yukawa du τ est donné
par :
LY = gτ (cosατττ + sinαττγ5τ)
Le paramètre ατ est nul dans le modèle standard car
d’après ce dernier, le boson de Higgs ne viole pas la sy-
métrie charge-parité (CP). Or de supplémentaires vio-
lations de symétrie CP pourraient expliquer l’asymétrie
matière-antimatière observée dans notre Univers. Afin
de vérifier si le boson de Higgs est bien le boson prédit
par le modèle standard, on peut extraire la composante
CP de ce dernier à partir des corrélations entre les pro-
duits de désintégration des τ dans le plan transverse à
l’axe τ+τ− en utilisant l’angle acoplanaire. Ce dernier
est définit par l’angle entre les deux plans formés par
la direction des τh dans le référentiel au repos du boson
de Higgs et les vecteurs polarimétriques (cf. Fig. 9 et
10).
Les corrélations transverses pourront également être
étudiées pour le boson Z et cette méthode d’analyse
sera appliquée sur des données à une énergie dans le
centre de masse de 13 TeV.
Figure 9: Représentation de l’angle acoplanaire [7].
Figure 10: Distributions simulées montrant la sépa-
ration des composantes CP paire et impaire du boson
de Higgs suivant l’angle acoplanaire avec une recons-
truction complète de la cinématique du système pour
h = pi, ρ et a1 [7].
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A High-Granularity Timing Detector for the Phase-II upgrade of the ATLAS
Detector System
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Résumé
The expected increase of the particle flux at the high
luminosity phase of the LHC with instantaneous lu-
minosities up to L=7.5×1034 cm−2s−1 will have a se-
vere impact on pile-up. The pile-up is expected to in-
crease on average to 200 interactions per bunch cros-
sing. The reconstruction performance for especially jets
and transverse missing energy will be severely degraded
in the end-cap and forward region of the ATLAS de-
tector. A High Granularity Timing Detector (HGTD)
is proposed in front of the liquid Argon end-cap ca-
lorimeters of ATLAS for pile-up mitigation in the off-
line reconstruction. An additional use of the detector
as a luminometer is proposed. This device covers the
pseudo-rapidity range of 2.4 to about 4. Silicon sen-
sors are foreseen to provide precision timing informa-
tion with a time resolution of the order of 30 picose-
conds per minimum ionizing particle in order to help
assign tracks to different proton-proton collision ver-
tices. Each readout sensor pad has a transverse size
of only a few mm, leading to a highly granular de-
tector with several million readout channels. The ex-
pected improvements in performance are relevant for
physics processes, i.e, vector-boson fusion and vector-
boson scattering processes. The chosen silicon sensor
technology is Low Gain Avalanche Detectors (LGAD).
In this document, starting from the physics motivations
of the High Granularity Timing Detector, the proposed
detector layout and sensor technology, laboratory and
beam test characterization of the prototype front-end
electronics will be discussed.
1 Introduction
In 2026, LHC will enter its High Luminosity phase,
where the instantaneous luminosity will increase from
2-3×1034 cm−2s−1 to 7.5×1034 cm−2s−1 [1]. One of the
main challenges of HL-LHC will be the management
of pile-up interactions, which are all the interactions
happening around the interaction of interest. With the
increased luminosity, an average of 200 pile-up inter-
actions per event are expected, while the beam ave-
rage spread is expected to be 50 mm along the beam
axis. Fig. 1 shows the expected resolution of the z0 im-
pact parameter used for track-to-vertex association as
a function of the track pseudorapidity for tracks with
different pT. The impact parameter resolution grows ra-
pidly as a function of the track |η| and, in the forward
region, beyond |η| = 2.5, it reaches very large values
of several millimeters. The resolution also worsens at
low pT due to multiple scattering effect. In HL-LHC
conditions, the local average vertex density is expec-
ted to be approximately 1.6 vertices/mm reaching up
to 3 vertices/mm in certain occasions. Under such a
high density of interactions, distinguishing the indivi-
dual vertices, finding the primary vertex and matching
the tracks to the vertices only using the spacial reso-
lution of the Inner Tracker (ITk) of ATLAS becomes
a challenge. As a consequence the accuracy of the re-
construction of all physics objects is expected to be
degraded. This effect is especially pronounced in the
forward region, where the particle density is the lar-
gest. The forward region contains physics signatures
of great interest, such as Vector Boson Fusion (VBF)
Higgs production, where forward jets provide the key
handle for the process’s trigger.
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Figure 1: Impact parameter resolution of the ITk as a
function of the |η| for tracks with different momentum.
The HGTD [2] gives a solution to this problem, since
the additional time information it provides can be used
to distinguish "merged" pile-up vertices that are in a
distance below the spatial sensitivity of the Inner de-
tector. In the HL-LHC, the collisions are expected to
follow a Gaussian distribution in time with σ = 180 ps.
Given the current estimate for the time resolution of the
HGTD of 30 ps, the detector can greatly help in the mi-
tigation of pile-up. In addition, the HGTD can be used
as a precise luminometer. Due to its high granularity, it
is expected to provide good linearity between the num-
ber of hits and the number of interactions, while ad-
justable time windows can be used to study afterglow
effects.
91
92 Instrumentation
2 Detector Overview
The limited available space in ATLAS and the harsh
radiation environment of the forward region in the HL-
LHC are defining parameters for the design of the
HGTD. The total envelope of the HGTD, including per-
ipheral electronics and support structures, will occupy
a space between R=110-1000 mm in radius, while a vo-
lume that ranges from 2.4 to 4 in |η| or equivalently
120-640 mm in radius is currently considered free for
the active area of the detector. To satisfy the space li-
mitations in ATLAS, the HGTD is proposed to be a
very thin, disk-shaped planar detector, occupying the
forward region on both sides at |z| = (3435, 3485) mm,
as illustrated in Fig. 2. HGTD will be placed between
the ITK and 50 mm of moderator (used to protect the
ITk and HGTD from radiated neutrons coming from
the calorimeters). The lack of space is a limiting fac-
tor also for the number of layers of the detector and
the design of the services, such as electronic readout
and cooling. The current design includes 2 cooling plate
layers per endcap with LGAD silicon sensors equipped
on both the front and the back side to improve the time
resolution. A maximum sensor overlap of 80% between
the front and back side of each cooling plate is fore-
seen for the inner radius, where the radiation damage
and particle density are the highest, while for the ou-
ter radius, the sensors are more sparsely placed with a
20% overlap. In order to be able to reconstruct indivi-
dually most of the particles hitting the detector, a low
occupancy is also necessary. An upper limit of 10% for
the occupancy can be achieved by making the detector
very granular. The current choice is to have 1.3×1.3
mm2 sensor pads. The signal from the sensors will be
readout by 2×2 cm2 225-channel Application-Specific
Integrated Circuits (ASICs). The connection will be es-
tablished by directly bump-bonding the sensors to the
ASICs. The ASIC-sensor units will be organized in 2×4
cm2 modules containing 2 ASICs each. Kapton flexes
will transfer the data from the ASICs to the peripheral
on-detector electronics.
Figure 2: Illustration of the HGTD, showing the per-
ipheral on-detector electronics in green and the layout
of the readout rows, containing modules mounted on
the inner half-disk support plates at R < 320 mm (dark
blue), and on staves at larger radii (light blue)
Due to the high particle rate in the forward region, it
is also crucial for the HGTD to be radiation-hard to be
able to function without the need for repair for a large
period of time. With radiation levels reaching up to
9×1015 neq/cm2 and a Total Ionizing Dose (TID) of 9
MGy after 4000 fb−1 (integrated luminosity at the end
of HL-LHC) including safety factors, a replacement of
the inner-radius (R < 320 mm) modules is planned at
the half-time of the HL-LHC. Consequently the HGTD
will need to withstand radiation level that are half of
the values mentioned above . The detector will be ope-
rated at a temperature of - 30oC, in order to limit the
leakage current of the sensors due to irradiation.
3 Sensors
Following the constraints and requirements pre-
viously described, silicon has been chosen as the sensor
material for the detector, since it can provide sufficient
time resolution, high granularity and compactness. The
sensor technology and design are driven by the desired
timing performance of the detector.
3.1 Time resolution in the HGTD
The time resolution of the detector needs to be as
good as possible, to allow for precise timing informa-
tion. For the HGTD, the main contributions to the time
resolution are given by the following equation :
σ2det = σ
2
Landau + σ
2
electronics
— the Landau fluctuations of the sensor, that are
due to the non-uniformity of the particle energy
deposit. Simulation results show that this contri-
bution can be limited by choosing a thin sensor
with medium doping. A sensor of about 50 µm
corresponds to a Landau fluctuation of about 25
ps, which makes the goal of a 30 ps time resolu-
tion achievable.
— the electronics contribution, which can be traced
back to three main factors :
(1) The jitter, that is the noise contribution to
the signal, is given by the expression :
σjitter =
N
dV/dt
where N is the noise and dV/dt the slope of the
signal. For a given signal amplitude, thin sensors
have a faster rising time and therefore are op-
timal for the jitter suppression. Additionally, the
jitter is minimized for small detector capacitance,
which is achieved by making small-area sensors
(C ∝ A/d, where A=area and d=thickness of the
sensor). On the other hand, the detector capaci-
tance contribution to the noise is a limiting fac-
tor to the thinness of the sensor. A thickness of
50 µm has been chosen as the default value for
the HGTD, resulting in a detector capacitance of
approximately 3.5 pF.
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(2) The Time Walk which is the error due to the
fact that, when measuring time with a constant
threshold discriminator, high-amplitude signals
cross the discriminator constant threshold faster
than smaller ones. This effect produces a depen-
dence of the digital signal on the amplitude of the
analog one, but can be corrected by using a Time-
over-Threshold (TOT) discriminator, which mea-
sures the width of the pulse that is proportional to
the analog signal amplitude. After correction, the
time walk is expected to give a negligible contri-
bution, smaller than 10 ps RMS peak-to-peak.
(3) Digitization contribution, due to the finite
binning of the Time to digital converter (TDC).
This digitization method introduces a resolution
equal to the cell delay value, which, for the
HGTD, is around 20 ps. The final contribution
of the TDC, σTDC = 20 ps/
√
12, is negligible.
3.2 Sensor technology
Given the timing performance goals of the HGTD,
the Low Gain Avalanche Detector (LGAD) [3, 4] sen-
sor technology has been chosen. The LGAD is a n-p
silicon detector with a highly doped p-layer below the
n-p junction. As illustrated in figure 3, when a charged
particle crosses the detector, it creates pairs of elec-
trons and holes,which drift in opposite directions due to
an externally applied voltage (bias voltage). When the
electrons reach the doped layer, they produce more elec-
trons and holes, inducing an avalanche which creates
the amplified detected signal. For the HGTD, a mo-
derate gain of 20 has been chosen in order to provide
sufficient amplification, while minimizing the noise and
the power consumption.
Figure 3: principle of an LGAD silicon sensor
4 Front-End Electronics
The LGAD signal will be read out and digitized by a
225 channels, 2×2 cm2 ASIC on which the sensor will
be bump-bonded. The design of the ASIC should be op-
timized to minimize the electronic noise contribution to
the time resolution while withstanding the harsh radia-
tion environment and trigger rates of the HL-LHC. In
addition, the power dissipation should be minimized,
to maintain the cooling budget. Each channel of the
ASIC, will contain :
— a voltage preamplifier based on the 130 nm TSMC
CMOS technology, followed by
— a discriminator that provides a Time-of-Arrival
(TOA) and Time-Over-Threshold measurement
— two Time-to-Digital Converters (TDC) for the
digitization of Time-of-Arrival and Time-Over-
Threshold measurements
— buffers for storing the signal information until the
trigger is received.
4.1 Prototype Measurements
A first prototype of this dedicated ASIC, named AL-
TIROC0 [5] was designed by Omega. This prototype is
an 8-channel chip which integrates only the preamplifier
and the discriminator parts of the readout chain. The
digital part of the front end electronics has not been in-
cluded, in order to test only the analog characteristics of
the electronics. The prototype ASIC has been through
two design iterations. In the later version, the speed
of the voltage preamplifier was optimized for faster si-
gnals, while, in 4 out of the 8 channels, a different type
of preamplifier, called trans-impedance, was used. The
ALTIROC0 ASIC is readout by a custom-made board
that provides a calibration input, direct discriminator
outputs for all the channels as well as dedicated probes
that monitor the output of the preamplifier.
Calibration results
Tests of the prototype were performed with a calibra-
tion setup. The setup contains a picosecond step gene-
rator which injects a step pulse of a well defined voltage
to the board through a 100 fF capacitor, thus gene-
rating a very precise injected charge. The ALTIROC
ASIC was either tested alone or with sensors bump-
bonded. In the later case, the sensor was not involved
in the signal production but was simply providing a
realistic value of detector capacitance.
The performance of three preamplifier types, 2 vol-
tage preamplifiers with different speeds and one trans-
impedance, was tested, in order to choose the best de-
sign. For 10 fC, a value that corresponds to approxi-
mately 1 MIP, the best achieved jitter was found to be
8 ps for the voltage preamplifier of the highest speed
(2nd version). It should be noted, that this result was
obtained without the detector capacitance of the sensor
that is expected to deteriorate the timing performance
of the electronics. On the other hand, it was found that
the total parasitic capacitance of the electronics was
around 3 pF, of which, approximately 1 pF is attribu-
ted to the ASIC, while the rest is due to the test board
contribution.
The accuracy of the time walk correction was also tes-
ted experimentally with calibration. The average resi-
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dual after correction was found to be in a peak-to-peak
range of 10 ps in both voltage and trans-impedance
preamplifier types.
Testbeam results
In September 2017 and June 2018, the prototype was
also tested at the CERN testbeam line H6B of the SPS,
using 120 GeV pions. The tested board included the
ALTIROC0 prototype with a 2×2 unirradiated bump-
bonded sensor array of 1×1 mm2 sensors. The time re-
solution in this case is defined as the convolution of the
sensor and the electronics timing performances. During
the testbeam campaign of June 2018, it was observed
that, the time over threshold of the discriminator out-
put is not scaling proportionally with the amplitude of
the preamplifier probe in the case were there is a sensor
bump bonded to the ASIC. Moreover, there is an oscil-
lation on the discriminator falling edge. This effect is
not present in measurements where the ASIC does not
have a sensor, and while not fully understood, it is be-
lieved to be due to either an inductance caused by the
length of the pad-sensor HV connection or a coupling
of the direct discriminator output to the PCB. For this
reason, the probe amplitude was used as an alternative
method to perform the time walk correction. As shown
in figure 4, after time walk correction, the best achieved
time resolution was found to be around 40 ps.
Figure 4: Time resolution in testbeam of an ALTI-
ROC0 ASIC channel bump bonded to a 2×2 unirradia-
ted bump-bonded sensor array. To correct for the time
walk, two alternative measurements have been used ;
the TOT of the discriminator and the probe amplitude.
For the later, various methods (cut, binning, fitting)
have been used, resulting in similar performance.
5 Conclusions
The HGTD is a detector proposed for the High-
Luminosity Phase of the ATLAS experiment. The high
granularity and precise time measurement will help mi-
tigate the pile-up effects and improve the current re-
construction techniques by adding a new orthogonal
observable, the time. Its requirements to be radiation
hard, compact and granular are satisfied by Si detec-
tors, while the high quality time measurement can be
provided by the LGAD technology. A first prototype of
the front-end electronics ASIC, named ALTIROC0 has
been fabricated. It includes 8 channels of only the ana-
log parts of the design, the preamplifier and the discri-
minator. Preliminary tests attribute a 8 ps jitter when
using a test pulse in testbench measurements without
sensors bump bonded, while this performance is degra-
ded to 40 ps at testbeam measurements with LGAD
sensors bump-bonded to the ASIC. The results indi-
cate that the best performance is achieved with a vol-
tage type preamplifier. The next iteration of the ASIC,
ALTIROC1 will integrate the analog and the digital
parts of the front-end electronics.
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Résumé
In this work, a simulation systematic study of the
FRACAS large acceptance mass spectrometer was
made to find an optimal configuration of the detec-
tors in terms of position and spatial resolution. Simu-
lations of a 12C ion beam at 400 MeV/n on a PMMA
target (C5H8O2) led to a fragment identification effi-
ciency of 96.3%. In parallel, two detectors of FRACAS
are being developed namely a multi-stage Parallel Plate
Avalanche Counter (PPAC) for the beam monitor and
Multi-Wire Proportionnal Chambers (MWPCs) for the
downstream trackers. The beam monitor geometry was
optimized using a home-made GPU based simulation
code to achieve a theoretical spatial resolution around
80 µm FWHM, using read-out strips of 500 µm and a
drift gap of 4.75 mm in 25 mbar of isobutane. Addi-
tionnaly, different tests were made with prototypes of
the beam monitor and the downstream trackers to find
their operating range. A simple image reconstruction
of an α particle source was also made with one stage of
the beam monitor.
1 Introduction
Hadrontherapy consists in treating non-operable and
radio-resistant tumors with a beam of heavy ion (12C
for exemple). Compared to conventionnal radio therapy
the dose deposited in hadrontherapy is more localised
and has a higher biological efficiency [1]. Yet heavy
ions can fragment in the tissues causing a loss of pri-
mary beam ions and the creation of lighter elements
resulting in a mixed radiation field. By knowing the
fragmentation cross-sections of heavy ions in the hu-
man tissues the deposited dose can be more precisely
controlled during the treatment planning phase. FRA-
CAS as a large acceptance mass spectrometer, will be
used to measure the fragmentation cross-sections of 12C
on thin targets of medical interest. It will be composed
of a beam monitor, a target, up- and downstream tra-
ckers surrounding a magnet and a time of flight (ToF)
wall (Figure 1). The upstream trackers will be made
of diamond or CMOS detectors providing the trajec-
tory of the fragments before the magnet. The magnet
with a magnetic field of 0.7 T in the center of its gap
will provide mass separation of the fragments of the
same charge. The downstream trackers will be made of
Multi-Wire Proportionnal Chambers (MWPCs) with a
large active area, ∼50×50 cm2, providing the trajec-
tory of the fragments after the magnet. MWPCs allow
to build trackers with large active area at a reduced
cost [2]. The ToF wall will be composed of 400 scin-
tillating detetors of YAP :Ce crystals coupled to pho-
tomultipier tubes, giving the energy and arrival time of
the fragments to obtain their charge using a ∆E-ToF
method [3]. The beam monitor will be a multi-stage Pa-
rallel Plate Avalanche Counter (PPAC) as this type of
gaseous detector is suitable for the detection of heavy
ions and has a good time resolution [4]. One stage, with
a small gap, will give the time reference for the time-of-
flight measurement while two other stages, with bigger
gaps and strips on the anode, will give the beam par-
ticle positions with a spatial resolution below 100 µm
in both directions.
Monitor
Beam
Target
Trackers
Magnet
Trackers
ToF-wall
(two configurations)
Figure 1: Representation of the FRACAS mass spec-
trometer.
Simulations of the whole system were made in or-
der to find an optimal configuration of the position
of the detectors and their spatial resolutions. To iden-
tify as precisely as possible the charge and the mass of
most of the fragments. Simulations of FRACAS were
made using Geant4 at two different 12C beam energies :
100 MeV/n and 400 MeV/n. Identifying a fragment can
be decomposed in two parts : the charge reconstruction
and the mass reconstruction.
1.1 Charge reconstruction
The charge reconstruction can be done with the ∆E
- ToF method based on the loss of energy of a charged
particle in a material. Figure 2 shows that by represen-
ting the energy deposited by a fragment, converted in
scintillation photons, in the ToF wall as a function of
its reduced velocity, one can separate them by charge.
The red lines represent the Bethe-Bloch function with
varying Z from 1 to 6. A simple dichotomy algorithm
was then used to calculate the distance between the
data and each red lines. The charge attributed to a
95
96 Instrumentation
fragment was the charge corresponding to the closest
red line.
This method gave a reconstruction efficiency of 99%
at 100 MeV/n and 400 MeV/n.
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Figure 2: Energy loss of fragments in the ToF wall
(nb of photons) as a function of their time of flight at
400 MeV/n. The red lines represent the Bethe-Bloch
function with varying Z from 1 to 6.
1.2 Trajectory reconstruction
The mass reconstruction was based on the trajectory
of a charged particle in a magnetic field
−→
B . The trajec-
tories are arcs of radius ρ given by :
Bρ ∝ Aβγ
Zsin(θ)
(1)
with θ the angle between the magnetic field and the ve-
locity of the fragment, B the magnetic field, A the num-
ber of mass of the fragment, Z the number of charge of
the fragment and β and γ the Lorentz factors. Although
Z, β and γ are already known, the radius ρ must be ob-
tained through the reconstruction of the trajectories.
The algorithm currently implemented tests all the
combinations possible between the data of each detec-
tors and select the ones that are most likely to be a
trajectory of a fragment. Two parameters affect the re-
construction efficiency : the position of the trackers and
their spatial resolution. Different MC simulations were
made with different values of those parameters to de-
termine an optimal configuration. Figure 3 represents
the trajectory reconstruction efficiency (%) for different
distances between the first downstream tracker and the
magnet and distances between the two downstream tra-
ckers at 100 MeV/n.
The results obtained with this systematic study are
presented in Table 1. The selected positions for the
downstream trackers gave a trajectory reconstruction
efficiency above 98% at 100 MeV/n and above 97% at
400 MeV/n.
1.3 Mass reconstruction
With the trajectory of the fragments reconstructed
we can now reconstruct their mass. The method used
was the same as for the charge reconstruction but by
plotting the value ρ · sin(θ) · Z as a function of the
reduced velocity β as shown in Figure 4.
Figure 3: Trajectory reconstruction efficiency (%) for
different distances between the first downstream tra-
cker and the magnet and the distance between the two
downstream trackers for 100 MeV/n.
Distance 100 MeV/n 400 MeV/n
magnet
/trackers
10 cm to 15 cm 30 cm to 130 cm
between
trackers
10 cm to 20 cm 15 cm to 50 cm
Reconstruction
efficiency
> 98% > 97%
Table 1: Selected positions for the downstream tra-
ckers at 100 MeV/n and 400 MeV/n
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Figure 4: ρ·Z ·sin(θ) as a function of the reduced velo-
city β at 100 MeV/n. The red lines represent equation
(1) for A ranging from 1 to 12.
Figure 5 shows the mass reconstruction efficiency
for different spatial resolution of the up- and downs-
tream trackers. The spatial resolution of the upstream
trackers seemed to be more critical than that of the
downstream trackers. Raising the spatial resolution of
the upstream trackers from 100 µm to 500 µm, reduced
the efficiency by nearly 20%. The spatial resolution of
the upstream trackers will have to be close to 100 µm
to have a good mass reconstruction efficiency while the
resolution of the downstream trackers will just have to
be kept below 500 µm to maintain good performances.
This systematic study allowed to find an optimal
configuration for the tracker positions and their spa-
tial resolutions leading to a fragment identification ef-
ficiency of 96.3% at 400 MeV/n with simulation data.
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Figure 5: Mass reconstruction efficiency (%) as a func-
tion of the spatial resolution of the upstream trackers
in both direction and the resolution of the downstream
trackers in the x direction at 400 MeV/n.
2 Design and construction of
FRACAS detectors
The other part of this work consisted in the design
and construction of two of the FRACAS detectors : the
beam monitor and the downstream trackers.
2.1 Beam monitor
Firtsly, an optimal geometry was designed for the tra-
cking stages (size of the strips and interstrips, pressure
and gas type) in order to meet the spatial resolution
requirement of 100 µm FWHM. MC simulations using
a GPU based code developed in-house were made to
retrieve the response of the detector to primary tracks.
The mean and standard deviation of the charge indu-
ced on each strip were then extracted for different track
positions. Those parameters were then used in a simple
MC code to simulate thousands of primary tracks dis-
tributed in a Dernzo like phantom [5], within circles of
a diameter D spaced by 2D (Figure 6). For each detec-
tor configuration, the spatial resolution was extracted
as the smallest separated D value. Figure 7 shows an
example of extracted D values as a function of D for
a detector made with strips of 500 µm, interstrips of
50 µm, a gap of 4.75 mm and isobutane at 25 mbar
where the spatial resolution was around 80 µm.
The second part of the developpement of the beam
monitor consisted in evaluating its characteristics with
experimental systematic tests : finding the operating
range and making a simple image reconstruction of an
α source. The operating range was evaluated by measu-
ring the counting rate of the detector at different pres-
sure and high voltage configurations. This was done
for both time and position stage with a 241Am source
emitting 5.5 MeV α particles in front of the detector.
Figure 8 shows the normalised counting rate of
both time stage (1.6 mm gap) and position stage
(3.0 mm gap) as a function of the reduced eletric field
(kV/(cm.bar)). An efficiency plateau seemed to be rea-
ched for each different pressure for both stages meaning
we can operate the PPAC at pressures ranging from
10 mbar to 50 mbar without losing any counting rate.
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Figure 6: Reconstructed primary tracks position (red)
compared to simulated primary tracks position (blue)
in Derenzo like phantoms of 80 µm diameter spaced
by 160 µm (blue). This has been done with parameters
extracted from simulations of a detector made ofstrips
of 500 µm, interstrips of 50 µm, a gap of 4.75 mm and
isobutane at 25 mbar.
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Figure 7: FWHM of the peaks (µm) as a function of
the diameter D (µm) of the simulated segments.
For the position stage, the resistive read-out was
made of aluminum strips to reduce the material bud-
get and have less photoionisation. A simple image re-
construction of the 241Am α source was made with one
of the position stage with isobutane at a pressure of
25 mbar (Figure 9).
2.2 Downstream trackers
While MC simulations are still in progress to find an
optimal geometry meeting the requirements in terms
of spatial resolution, different experimental tests were
made to evaluate the operating range of the MWPC.
Those tests were made with a prototype with the fol-
lowing characteristics : 20 µm thick wires spaced by
2 mm, a gap of 8 mm and a Ar/CO2 mixture at 1 bar.
In front of the detector was placed a 55Fe source emit-
ting 5.9 keV photons.
Figure 10 shows the normalised counting rate of the
MWPC as a function of the tension applied to the wires
for different Ar/CO2 mixtures. The efficiency plateau
seemed to be reached for all the different mixtures. Ho-
wever it seems the 75%-25% mixture seemed to show a
longer stable operation range.
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Figure 8: Normalised counting rate of the PPAC
stages. a) Time stage (1.6 mm gap) b) Position stage
(3.0 mm gap) as a function of the reduced eletric field
(kV/(cm.bar)).
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Figure 9: Simple image reconstruction of the 241Am α
source done with one of the position stage of the beam
monitor with isobutane at a pressure of 25 mbar.
3 Conclusion
Systematic MC studies have been performed in order
to find an optimal configuration of different detectors of
the FRACAS mass spectrometer. In this optimal confi-
guration in terms of position and spatial resolution, the
charge reconstruction based on the ∆E-ToF method
had an efficiency of 99% at 100 MeV/n and 400 MeV/n.
The trajectory reconstruction efficiency was above 98%
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Figure 10: Normalised counting rate of the MWPC
as a function of the tension applied to the wires for
different Ar/CO2 mixtures.
at 100 MeV/n and above 97% at 400 MeV/n. Fi-
nally the fragment identification efficiency was 96.3%
at 400 MeV/n. The optimal configuration for the beam
monitor found using GPU based simulations, consisted
in 500 µm strips with a gap of 4.75 mm and isobu-
tane at 25 mbar, to obtain a theoretical spatial reso-
lution of approximatively 80 µm FWHM. Experimen-
tal tests made with prototypes for the time stage and
the tracking stages showed that it was possible to ope-
rate them for an isobutane pressure from 10 mbar to
50 mbar. A simple image reconstruction of an α par-
ticle source was made with a tracking stage of the beam
monitor. The next steps will be to do a calibration of
the tracking stages for spatial distorsions and to eva-
luate their spatial resolution. Concerning the downs-
tream trackers, experimental tests made with a proto-
type with 20 µm thick wires spaced 2 mm, a gap of
8 mm showed that the optimal Ar/CO2 mixture see-
med to be 75%− 25% at 1 bar.
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Hadron selection using Boosted Decision Trees in the semi-digital hadronic
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1 Introduction
The CALICE Semi-digital Hadronic CALorimeter
(SDHCAL) prototype using Glass Resistive Plate
Chambers as a sensitive medium is the first techno-
logical prototype in a family of high-granularity calo-
rimeters developed by the CALICE Collaboration to
equip the experiments of future leptonic colliders. It
was exposed to beams of hadrons, electrons and muons
several times on the CERN PS and SPS beamlines in
2012, 2015 and 2016. We present here a new method
of particle identification within the SDHCAL using the
Boosted Decision Tree (BDT) [4, 5] method applied
to the data collected in 2015. The performance of the
method is tested first with GEANT4-based simulated
events and then on the data collected in the SDHCAL
in the energy range between 10 and 80GeV with 10GeV
energy step. The BDT method is then used to reject the
electrons and muons that contaminate the SPS hadron
beams
2 Particle identification using
Boosted Decision Trees
To study the performance of the BDT method, we
used the Geant4.9.6 Toolkit package [8] associated to
the FTF-BIC physics list to generate pion, electron and
muon events in the same conditions as in the beam
test at CERN-SPS beamline. For the training of the
BDT, 10000 events for each energy point from 10GeV
to 80GeV with a step of 10GeV for pions, muons and
electrons were produced. The same amount of events
of each specie were produced and then used to test the
BDT method.
In order to render the particle identification inde-
pendent as much as possible on the energy, the pion
samples of different energies are mixed before using
the BDT technique. The same procedure is applied for
muon and electron samples.
2.1 BDT input variables
The six variables we used as input are first layer of
the shower, number of tracks segments in the shower,
ratio of shower layers over total fired layers, shower den-
sity, shower radius and maximum shower position.
Figure 1: BDT output of the pions-muons sample(left)
and of the pions-electrons one(right).
2.2 The methods to build the classifier
of BDT
In order to make full a study and cross check for par-
ticle identification using BDTs, we adopt two different
methods to build the classifier. The first method, re-
ferred to as MC Training, uses simulation samples of
pions, electrons and muons to train. The second, re-
ferred to as Data Training, uses simulation samples of
pions but the electron and muon samples are taken
from data to train. For these two approaches, events
are chosen in alternating turns for the training and test
samples as they occur in the source trees until the de-
sired numbers of training and test events have been
selected. The training and test samples should contain
the same number of events for each event class. The ra-
tio between number of events of signal and background
is 1 for both training and testing samples.
MC Training Approach
The six variables of the simulated pion, muon and
electron events described in section 2.1 are used to train
the classifier. After the training, the BDT provides the
relative weight of each variable which represents its ca-
pability to distinguish the signal (pion events) from
the background (electron and muon events). The pro-
cedure is applied first considering the muons as the
background and then repeated with the electrons as
the background. The output of the BDT applied to
each of the test sample events is a variable belonging
to the [-1,1] interval with the positive value represen-
ting more signal-like events and the negative to be more
background-like events.
The left plot of Fig. 1 shows the output of the BDT
for a test sample made of pions and muons while the
right plot of the same figure shows the output for a test
sample made of pions and electrons. It is clear that the
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Figure 2: Pion efficiency and muon rejection (left) and
pion efficiency and electron rejection(right) as a func-
tion of the BDT output.
separation power of the BDT method is very high. The
pion selection efficiency and the muon(electron) rejec-
tion rates as a function of the BDT output of the test
sample is shown in the left (right) plot of Fig. 2. The
pion selection efficiency versus the muon(electron) re-
jection of the test sample is shown in the left(right)
plot of Fig. 3. Seen from this figure, a pion selection
efficiency exceeding 99% with a muon and electron re-
jection of the same level (> 99%) can be achieved. In
order to check the validity of these two classifiers, we
use the purified beam samples of muons and electrons.
Fig. 4(left) shows the BDT output of pion-muon classi-
fier and Fig. 4(right) shows the pion-electron one. The
response of beam muons shows good agreement with
respect to the simulated events. A slight shift of the
beam electron shape is observed with respect to the
one obtained from the simulated events. This difference
could be due to the fact that the distribution of some
variables in data and in the simulation are not identical.
Next, as a first step of purifying the collected hadronic
data events we apply the pion-muon classifier. Fig. 4
(left) shows the BDT response applied to the collected
hadron events in the SDHCAL. We can clearly see there
are two peaks. One peak in the muon range corresponds
to the muon contamination of pion data and another
one in the pion range. So, to ensure the rejection of the
muons in the sample, the BDT variable is required to be
> 0.1 corresponding to the maximum value separating
the signal side from the background side with negli-
gible loss of pion events. The second step is to apply
the pion-electron classifier to the remaining of the pion
sample. Fig. 4 (right) shows the new BDT output. In
order to eliminate as much as possible the contamina-
tion by electrons we apply to the pion samples a BDT
cut of 0.05 to get almost a pure pion sample without
losing so many pion events(<2%).
DATA Training Approach
We also use the same variables of the MC Training
approach on the data samples of muons and electrons
but still on the simulated pion samples to build two
classifiers. Then we apply the same procedure for the
MC Training approach.
Figure 3: Pion efficiency versus muon rejection (left)
and pion efficiency versus electron rejection(right).
Figure 4: The BDT output using the pion-muon clas-
sifier on the data hadron sample (left) and the BDT
output using the pion-electron classifier on the same
sample(right).
3 Hadron events selection and
hadronic energy reconstruction
The rejection of muons and electrons present in the
hadron data sample using the BDT allows us to have
more statistics and a rather pure hadron sample as
explained in the previous section. As can be seen in
Table. 1, using BDT we can get more statistics than
standard selection in pion beam data
The selected sample is then compared to the one ob-
tained applying the standard selection of ref. [3]. In or-
der to check the validity of the new method, the same
energy reconstruction technique presented in ref. [3] is
applied to the pion samples selected with the MVA me-
thod as well as to the one selected following the requi-
rements of ref. [3]. The same parametrization is used to
estimate the pion energy of the three samples selected
Table 1: List of remaining number of data events af-
ter applying corresponding method(BDT and standard
selection).
Energy(GeV) Before cut BDT Standard selection
10 28091 16756 10995
20 18277 12321 9776
30 11417 8381 7356
40 47182 34206 31519
50 21512 16022 15170
60 19805 15338 14761
70 17977 13047 12645
80 39309 22357 21886
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by the three methods. As in ref. [3], the reconstructed
energy and associated energy resolution are obtained
by fitting the energy distribution using Crystal Ball
function that takes into account the tail due to sho-
wer leakage. Fig.5 shows the energy reconstructed as
well as the deviation with respect to the beam energy
using the BDT method as well as the standard selec-
tion. Fig.6 shows the comparison of energy resolution
between standard selection and BDT method. Similar
results are obtained with the three methods but using
BDT we can get results with smaller statistical uncer-
tainties than standard selection of ref. [3].
4 Uncertainties estimation
The linearity and energy resolution results presented
previously include statistical and systematic uncertain-
ties. We present here after the main contributions to the
systematic uncertainties :
— The difference of the estimated energy before
and after applying the selection criteria (BDT
or standard selection) is evaluated using simula-
tion samples of pions from 10GeV to 80GeV with
10GeV energy step. The difference is used as one
source of the systematic uncertainties.
— To account for the difference in shape of the ha-
dronic showers that are found to be sparser in
the data than in the simulation [10], the dif-
ference of reconstructed energy estimated using
data samples on the one hand and the simulation
samples on the other hand is considered as ano-
ther source of systematic uncertainties. It is worth
mentioning here that this uncertainty contribu-
tion is the main contribution to the large uncer-
tainty observed at 10GeV.
— For the standard selection, using all energy points
data simples, each of the different selection crite-
ria is varied by an arbitrary 5% in both directions
with respect to the nominal values when this is
possible. The maximum deviation with respect to
the nominal value is used as the third source of
systematic uncertainties in the case of the stan-
dard selection. For the BDT using MC training
method, the BDT cut value is changed from 0.10
to 0.0 in pion-muon separation step and from 0.05
to 0.0 in pion-electron separation. The difference
in energy of these two steps is added quadrati-
cally and taken as the third source of systematic
uncertainties. For the BDT using data training,
the same procedure is applied.
5 Conclusion
A new particle identification method based on the
BDT MVA technique is used to purify the hadron
events collected at the SPS H2 beamline in 2015 by the
SDHCAL prototype. The new method uses the topolo-
gical shape of events associated to muons, electrons and
hadrons in the SDHCAL to reject the two first species.
A significant statistical gain is obtained with respect to
Figure 5: Mean reconstructed energy for pion showers
as a function of the beam energy as well as relative
deviation of the pion mean reconstructed energy with
respect to the beam energy. Statistical and systematic
uncertainties are included in the error bars.
Figure 6: Resolution of the reconstructed hadron
energy as a function of the beam energy. Statistical and
systematic uncertainties are included in the error bars.
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the method used in the work presented in ref [3]. This
statistical gain is obvious at energies up to 40GeV and
can be explained by the absence in the new method of
the requirement on the start of the showers to be in
the fifth layer and further as far as the number of fired
layers is less than 30.
The reconstructed energy of the events selected in
the new method shows similar distribution to the one
obtained with events selected by the previous method.
However the uncertainties in the low energy part espe-
cially at 10GeV are significantly reduced.
The particle identification using Boosted Decision
Tree is a robust and a reliable method. The gain in
statistics is an important result of this method with
respect to the one used in ref. [3]. The results shown
here confirm that the results obtained in the previous
paper are not biased by the selection made in absence
of appropriate discrimination detectors.
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Studies on Gas Mixture and Gas Recirculation
Effects on GEM Detectors Operation
Mara Corbetta
CERN & IPNL, Universite’ C. B. Lyon I
Résumé
Several upgrades will affect LHC experiments Muon
Systems, including measures to lower operational costs
and gas emissions, as the operation of gas systems in
recirculation mode. The purpose of this work is to illus-
trate a detailed study of the performance of Gas Elec-
tron Multiplier detectors (GEM), operated in various
conditions and under gas recirculation. Indeed GEMs
could be operated with gas mixtures based on CF4,
which is a greenhouse gas. A characterization of Triple-
GEM detectors was performed in different gas mix-
ture conditions (gas flow, mixture composition, mixture
pollutants). Moreover, studies on GEMs performance
were realized at the CERN Gamma Irradiation Faci-
lity (GIF++), that provides intense gamma irradiation
from a 137Cs source. The aim of the measurement cam-
paign at GIF++ is to study GEMs operation under gas
recirculation in a high-rate radiation environment, si-
milar to the one in HL-LHC experiments. The results
of long-term performance monitoring and Muon test
beam will be illustrated.
1 Introduction
The Large Hadron Collider (LHC) will reach around
2026 its High-Luminosity phase and the future high
particle rate imposes consolidation and upgrades for
all LHC Experiments. This work specifically focuses
on Muon Systems upgrades, among which the ones of
Detector Gas Systems [1]. Gas mixture is indeed the
primary element influencing Gaseous Detectors per-
formance, as its quality and stability are fundamental
for good and safe long-term operation. Nonetheless,
some of the gases used in LHC Experiments have
a high Global Warming Potential (GWP) and their
emission favours Greenhouse effect. For this reason,
CERN is taking steps to reduce Greenhouse gases
(GHG) emission to limit the cost of the use of these
gases [2]. While R&D is ongoing to find efficient ways
to recuperate Greenhouse gases, or use eco-friendly
gas mixtures, gas systems can be operated with gas
recirculation. Among other detectors, the issue of
GHG emission also concerns Gas Electron Multiplier
(GEM) Detectors, which gas mixture can contain
CF4, a Greenhouse Gas with GWP equal to 7390.
For example, LHCb GEM moved to gas recirculation
during LS1, reducing the GHG emission by 90% in
Run 2 with respect to Run 1. Operating gas systems
with recirculating gas has its drawbacks, as it favours
impurities accumulation. These impurities can be
difficult to remove, and their presence could affect
detectors performance.
The aim of this work is to study GEM detectors
operation in gas recirculating systems. Studies of the
effects on GEMs performances of specific variations
in the gas mixture will be presented, as well as the
long-term test on GEMs operation with a small replica
of LHC gas recirculation system [3], in irradiation
conditions as similar as possible to the ones in HL-
LHC. GEMs detectors have indeed been successfully
operated in the LHCb experiment during Run 1
and Run 2, and they will be installed in the CMS
experiment during LHC LS2, to face the future High
Luminosity phase. The high background rate could
indeed compromise the CMS trigger system, and the
new GEMs station in the experiment end-caps will
help to reduce the trigger rate in the forward regions.
2 Gas-Related Studies
This paragraph illustrates the studies realized on spe-
cific variations in the GEMs gas mixture at laboratory
level. The detector under test is a 10x10 cm2 GEM pro-
totype, with gap configuration 3-1-2-1 mm. The setup
is composed by a gas mixer, to operate changes in the
standard mixture, and the data acquisition system (Fi-
gure 1). Detector performance is studied collecting de-
tector current and signal from 55Fe irradiation, with a
PicoAmperometer and Desktop Digitizer respectively.
Gas and environmental parameters are also collected
with an ADC Data Logger. GEM efficiency is tested
with High Voltage scans, in which the counting rate is
used to reconstruct the efficiency curve : GEM is consi-
dered to be efficient when the plateau of maximum rate
capability is reached.
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Figure 1: Scheme of the experimental setup.
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2.1 Ar/CO2 Mixture Ratio
As the gas mixture stability is a key element in
determining detectors performance, the influence of the
ratio of Ar and CO2 in the standard mixture was stu-
died. As CO2 is a quencher gas, it absorbs gamma from
excitation, and the more it is present in the mixture
the more the electron avalanche development is limited.
The test showed how increasing the CO2 concen-
tration leads to a higher Working Point, with +25 V
for 1% of CO2 increase. It was also seen how the rate
capability becomes lower with more CO2 in the gas
mixture, as well as detector gain.
Figure 2: Trend of GEM gain (normalized to Ar/CO2
70/30) as a function of CO2 percentage in the mixture.
The results for gain measurements are reported in
Figure 2, together with the same data obtained with
a GARFIELD [5] simulation of the Triple-GEM
detector. Good accordance is found between results
from experimental setup and simulation, confirming
the importance of stable gas mixture composition for
GEMs operation.
2.2 Presence of O2 as pollutant
As O2 is a common impurity in LHC Detector Sys-
tems, it is fundamental to understand what is its im-
pact on GEMs performance. O2 has a high electron at-
tachment coefficient, so it has the tendency to attract
electrons.
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Figure 3: Trend of GEM normalized gain as a function
of the O2 concentration in standard gas mixture.
The O2 concentration was varied in the range 10-5000
ppm, and its effect was seen on both detector rate and
gain measurements. Rate capability showed a decrease
of 20% with high O2 concentration (more than 1000
ppm). The gain drop reaches instead the 60%, with
most of variation in the range 0-500 ppm (Figure 3).
It is then deduced that O2 presence limits both pri-
mary ionization and avalanche development. Nonethe-
less, working at O2 concentrations higher than 500 ppm
could help stabilizing detector response despite O2 os-
cillations.
2.3 Detector Gas Flow
Another parameter that can influence detector
performance is the input gas flow rate. The operation
flow of gaseous detectors is normally around 0.5-1
volume/hour. In this study flows were tested up to 20
vol/h, to determine what is the flow suitable for GEMs.
The most significant result is that GEM gain
considerably increases with higher gas flows, up to
20% (Figure 4). It was found that, in this specific
case, the loss in performance for low flows is caused by
the impurities absorption (O2, H2O), that decreases
exponentially with the gas flow. It is thus concluded
that high flows (from 10 volumes/hour) could allow to
reduce the impurity intake of the prototype chamber,
improving detector gain.
Gas Flow [vol/h]
4 6 8 10 12 14 16 18 20
N
or
m
al
iz
ed
 G
ai
n
0.95
1
1.05
1.1
1.15
1.2
1.25
GEM - Flow Test
O
2/
H
2O
 C
on
ce
nt
ra
tio
n 
[p
pm
]
0
200
400
600
800
1000
1200
1400GEM GainO2 Concentration
H2O Concentration
Figure 4: Trend of GEM normalized gain and concen-
tration of gas mixture impurities (H2O and O2), with
respect to the increase of input gas flow.
3 Irradiation Campaign at
GIF++
In this section the Triple-GEM irradiation campaign
at the CERN Gamma Irradiation Facility (GIF++)
is described. The GIF++ facility is a dedicated test
zone for large-area Muon chambers, for performance
characterization and aging tests, currently hosting
more than 15 setups. The facility provides irradiation
with a source of 137Cs (662 keV photons), with the
possibility to vary the source intensity through the
integrated filter-system. The source activity is 14 TBq,
which makes it capable of delivering a dose rate that
mimics the high radiation rate that will be present in
the HL-LHC phase. Moreover, during some periods
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of the year, the facility has the possibility to have
delivered a Muon beam from the SPS accelerator.
The GEM Gas recirculation R&D setup is com-
posed of two Triple-GEM detectors operated in gas
recirculation, irradiated with 137Cs (Figure 5). The
dedicated Gas System is a Closed Loop rack, that can
be operated with standard Ar/CO2 and CF4-based
mixtures. The system is a small replica of LHC Gas
Systems [3], including the purifier module for H2O
and O2. Gas quality is monitored with two Single
Wire Proportional Chambers, as well as with standard
gas analysis techniques. The Data Acquisition System
is analogue to the one already described for the
laboratory setup.
Figure 5: Triple-GEM prototype installed at GIF++.
GEMs performance is monitored with the continuous
acquisition of detector current from 137Cs irradiation.
As detector current is proportional to the gain, its
trend in time can give indication on performance
stability. Moreover, weekly scans in 55Fe are realized
when the source is OFF for bunker access.
3.1 Gas System Results
The purifier system installed in the GEM GIF++
Gas System is equivalent to the ones installed in LHC
Gas Systems. Two different types of materials are
used : Molecular Sieve, that traps H2O molecules,
and NiAl2O3, that reacts with O2 retaining the
molecule. Their action was tested along the irradiation
campaign with the Gas System in gas recirculating
mode. Operating gas systems with gas recirculation
indeed favours the accumulation of impurities, which
concentration increases when the recirculating fraction
is higher, as the freshly injected mixture is decreased.
The module was tested with different gas recircu-
lation fractions, and it was seen that O2 can be
reduced by four times, down to 50 ppm with 90% recir-
culation, while H2O concentration could be lowered to
less than 10 ppm. Lowering the concentration of H2O
is fundamental when working with Freon gases (CF4),
as they easily break when under heavy irradiation,
the produced fluoride ions (F−) could indeed react
with H2O molecules creating HF, which is highly
reactive and could damage GEM foils. The use of
purifiers also allowed to maintain H2O and O2 levels
very stable (variations of 2/3%), avoiding oscillations
in their concentration that, as showed in the previous
paragraph, could influence GEMs performance.
3.2 Irradiation Results
In a year-long campaign (2017-2018), the gas
recirculating system was tested with the standard
Ar/CO2 70/30 gas mixture. Different recirculating
fractions were tested : 50%, 70% and 90%, that is the
fraction normally used by LHC Gas Systems. Along
the irradiation campaign a total charge of around 10
mC/cm2 was accumulated for both chambers.
GEM current was constantly monitored during
the irradiation period, as well as the gain from 55Fe
irradiation. Both values were systematically corrected
for the variations of Temperature and Atmospheric
Pressure. As for other gaseous detectors, GEMs gain
depends on the ratio T/P as Gain = A ·exp[B · (T/P )].
The gain value was found to be always consistent with
progressive detector current measurement. Moreover,
the use of the Purifier Module allowed to always have
a sufficiently low and stable O2 concentration, so that
the amplification gain was only weakly affected by its
variations.
Both detectors showed a stable response over all
the irradiation period. As an example, results are
reported for one of the chambers (Figure 6). Detector
amplification gain results to be stable along the
progressive charge accumulation, regardless the recir-
culating fraction and the source attenuation, proving
the good stability of operations with recirculating gas.
Figure 6: On left axis, in coloured markers, GEM nor-
malized current for different periods (with/without pu-
rifiers, different recirculating fractions). In black mar-
kers, normalized gain weekly measured with 55Fe. On
the right axis, in grey markers, the progressive accumu-
lated charge.
3.3 Muon Test Beam
The GEM Gas R&D setup also participated to the
Muon Test Beam, exploiting the beam line crossing
GIF++. As GEMs are part of Muon Systems, it
is interesting to study their performance for Muon
detection in presence of HL-like gamma background
and under gas recirculation.
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The setup was placed along the Muon Beam,
with a 4x4cm2 scintillator to provide trigger to DAQ
electronics, in coincidence with the facility trigger
system (Figure 7).
CLOSED  
LOOP
Figure 7: Schematic representation of the beam time
setup configuration.
Differently from normal irradiation periods, during
the Test Beam the SRS acquisition system from RD51
[7] was used. The SRS gives information on the X-Y
position of the particle crossing the detector, as well
as on the charge produced in the chamber.
GEM efficiency has been calculated as the ratio
between detected events and total triggered events
from scintillators coincidence, with negligible geometric
losses. Efficiency curves were measured for Ar/CO2
70/30 and Ar/CO2/CF4 45/15/40 gas mixtures, in
open loop and gas recirculation, and in different irra-
diation conditions, with a rate of gamma background
of 103 Hz/cm2 and 104 Hz/cm2. As it can be seen in
Figure 8 (for Ar/CO2/CF4 mixture), in all the cases
efficiency could reach almost the 100%, following the
typical sigmoid raise. An analogue result was obtained
for the Ar/CO2 mixture. It can then be concluded
that GEM showed a good response with a gamma
background up to 104 Hz/cm2.
GEM - Test Beam - Ar/CO2/CF4 - 90% Closed Loop
Figure 8: GEM efficiency curve (solid line) for different
irradiation intensities, as a function of the average vol-
tage on GEM foils. In dotted line, the corresponding
value of GEM gain (right axis).
The cluster size was also estimated, counting the
number of hit strip for each event. The mean value
obtained is around 4 strips in Ar/CO2 mixture and
3.2 strips for Ar/CO2/CF4 mixture. The presence of
less argon in the CF4-based mixture causes in fact
a decrease in the avalanche size. Nonetheless, data
analysis is still ongoing to better understand the
possible presence of double events, that could affect
cluster size calculation.
4 Conclusion
Several studies were performed on the effects of
gas mixture and gas system on GEMs performance.
They showed how mixture composition instabilities
can significantly influence detectors performance.
Moreover, the presence of pollutants such as O2 in the
gas mixture contributes to decrease the amplification
gain, and their accumulation is more severe when the
detector is operated with low input gas flow rate.
Thanks to the irradiation campaign at the GIF++
facility, the operation of GEMs with Ar/CO2 mixture
was validated in gas recirculation, with a recirculating
fraction up to the 90%, in presence of high-rate
radiation (as in the future HL-LHC phase). Moreover,
the Purifier module was found to be efficient in
removing impurities that can accumulate in the Closed
Loop systems (H2O, O2), and in keeping stable their
concentration. Finally, with the participation to the
Muon Test Beam, it was found that GEMs operated in
gas recirculation are efficient in presence of high-rate
gamma background up to 104 Hz/cm2.
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Caractérisation du système de lecture du CCD dans DAMIC
Khalil Latifa
LPNHE
Résumé
Le projet DAMIC (Dark Matter in CCDs) est une ex-
périence basée sur la détection directe de matière noire
à l’aide d’un système de lecture CCD. Elle permet de
sonder le domaine de masse des matières noires entre
1-20 GeV. Elle repose sur un système de détection pour
lequel le LPNHE a une très grande expertise et il est
le seul à avoir conçu une électronique de lecture et de
contrôle totalement intégrée. Le but de ma thèse est
la mise en route du CCD, Ã partir d’un banc de test
électronique.
1 Introduction
Dans le but de lire un CCD, le groupe LPNHE
a créé un système électronique de lecture basé sur
l’ASPIC(Readout), ADC (conversion analogique numé-
rique) et CABAC(horloges et biais).
2 Banc de test du DAMIC
Le système actuel comprend :
— CCD relié au FLEX qui est dans le Cryostat
(Froid)
— Carte BEB3 qui contient un ADC 18 bits
— Carte CABAC (gestion des horloges, biais et ten-
sions du CCD)
— FPGA qui est une interface entre l’électronique
et le PC capable de contrôler le système entier
Figure 1: Banc de test.
2.1 ASPIC
C’est la carte support d’un circuit de lecture de CCD,
l’ASPIC. Elle comporte deux trous métalliques méca-
niques reliés à la terre afin d’amener le froid à l’Aspic à
travers le plan de masse. L’ASPIC contient une sortie
différentielle, un amplificateur de tension pour détermi-
ner le gain.
Mesure du Gain
Pour mesurer le gain, j’ai mis sur l’entrée une pulse
d’amplitude égale à 100 mV et on a obtenue le graphe
suivant dans le figure 2. On remarque que le gain me-
suré est égale au gain théorique.
Figure 2: Mesure du gain
Mesure de bruit
Pour mesurer de bruit, j’ai liée l’entré à la masse (GND)
avec un gain maximale égale à 13. On remarque qu’au
début de chaque signal, il y a une oscillation, cette os-
cillation est due de l’ADC. Quand on applique le trans-
formée de Fourier, il y a un pic à F= 10 khz avec le
FLEX et un pic à f= 5 khz avec l’ADC tout seul. La
sortie de l’aspic et l’ADC est présentée dans le figure 3.
Figure 3: La sortie de l’ADC et l’ASPIC.
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2.2 BEB3
C’est un circuit conçu pour l’ASPIC, il sert à numé-
riser la sortie différentielle analogique de l’ASPIC et il
transfert les données au FPGA. Il contient un conver-
tisseur analogique numérique 18 bits à 4 canaux.
2.3 CABAC
Notre CCD actuel qui fait 1k x 500 a besoin au mini-
mum de 14 horloges parallèles et séries. Puisque chaque
CABAC fournit 5 horloges on a donc besoin de 3 CA-
BAC. Cette carte permet de fournir les horloges paral-
lèles et série, les biais et les tensions. On a beaucoup
travaillé pour faire fonctionner cette carte parce qu’il
était difficile de sortir les bons niveaux des rails des
horloges et des biais. On a fait beaucoup de modifica-
tion comme ajouter des sockets du CABAC, ajouter des
diodes à la sortie de quelques biais, ajouter des filtres
RC.. Les figure 4 par exemple montre les horloges ho-
rizontales
Figure 4: Les horloges horizontales.
3 L’ADC dans DAMIC M
DAMIC-M est une expérience dont le but est d’éva-
luer le potentiel de DAMIC. DAMIC-M utilise un skip-
per CCD, qui est un CCD permettant de lire chaque
pixel N fois. Dans ce but il est prévu de changer
l’ADC utilisé dans le système actuel. Après discussion,
on a choisi un ADC 18 bits à 15 MSPS de référence
LTC2387-18. Cet ADC a une vitesse rapide ce qui nous
permet de faire du suréchantillonnage qui est une mé-
thode prèvue pour diminuer le bruit.
Après l’évaluation de la carte on a obtenu les résul-
tats suivants :
Mesure de bruit : dans le but de mesurer le bruit
de l’ADC, on a connecté l’entrée de l’ADC à la
référence interne de l’ADC qui est égale à 2.048
V. On a obtenu un bruit constant égal à 1.4 LSB
dans une bande de fréquences de 100 Hz à 8.5
Mhz.
Mesure de la linéarité : pour mesurer la linéa-
rité, j’ai mis à l’entrée une tension continue
contrôlée par un atténuateur. J’ai fait varier cette
tension entre 100 mV et 3.2 V, et j’ai obtenu le
graphe suivant. On remarque figure 5 une droite
linéaire, et après ajustement de cette droite on a
obtenu une erreur moyenne de 7 LSB.
Figure 5: Linéarité et la résiduel de l’ADC.
4 Conclusion
Les étapes prévues dans le futur :
— Implémenter le système avec le CCD actuel et
faire la mesure de bruit et acquisition des images
— Par rapport à DAMIC-M on veut :
— Optimiser le rapport signal/bruit avec le nou-
vel ASIC (diviser par 20)
— Une lecture sur échantillonnage à filtrage nu-
mérique avec un ADC rapide 15 MSPS
— Implémenter le nouveau Système de Lecture
avec un CCD Skipper
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The Standard Model of particle physics describes al-
most all the data we have collected so far, however we
know it is incomplete. Gravity is not included in the
model, we have very little understanding of the dark
sector, neutrino mass is not explained, and a number
of theoretical issues exist, including the fact that the
model contains 19 free parameters with no explanation
for their structure. Out of these 19 parameters, 15 are
related to particle masses and at least an extra 7 would
be needed to describe neutrino masses and mixing.
Mass generation in the Standard Model arises from
spontaneous symmetry breaking due to the non-zero
vacuum expectation value of the Higgs field [1]. The
importance of the discovery of the Higgs boson in 2012
[2] cannot be overstated, as it confirmed this central as-
pect of the theory and deservedly resulted in the Nobel
Prize in physics being awarded to Higgs and Englert in
2013. A very interesting aspect of this mass generation
mechanism in the Standard Model is the relationship
between the Yukawa couplings and the flavour structure
of the model. Yukawa couplings are couplings between
two fermions and a scalar field, which in the Standard
Model is given by the Higgs field. These terms are res-
ponsible for the masses of all fermions. Because the
Standard Model contains 3 copies (families) of each of
the quark and lepton fields which share the same gauge
charges, Yukawa interactions can couple fermions from
different families without breaking gauge invariance.
This breaks the flavour symmetry of the model and
gives rise to flavour mixing.
From these considerations on the origin of mass we
can contemplate the extent of our ignorance. Why are
there different families of fermions ? Where does the
structure of the Yukawa couplings come from? In es-
sence, what can we learn from these mass and flavour
connections about the underlying high energy theory
that gives rise to the Standard Model at low energies ?
Answering these questions is among the goals of fla-
vour physics. Heavy flavour experiments such as LHCb
and Belle have explored these questions by studying b
hadrons, looking in particular for decays that are rare
in the Standard Model. These rare decays are often
subject to what is known as the Glashow-Iliopoulos-
Maiani (GIM) mechanism [3], where transitions bet-
ween quarks of the same charge, i.e. Flavour-Changing
Neutral-Currents (FCNC), are suppressed by a com-
bination of the small mixing between quark families
and the lack of tree-level FCNCs in the Standard Mo-
del. Because this suppression originates from a fla-
vour symmetry of the Standard Model, one may expect
that possible new physics phenomena that may break
these symmetries would avoid the suppression and their
contribution to the decay amplitudes may become com-
parable to the Standard Model components even if their
tree-level coupling is small. In this way, flavour physics
can become sensitive to new physics at energy scales
much larger than direct searches can currently reach.
Additionally, the existence of three families of quarks
with mixing gives rise to CP violation, which is an es-
sential condition to explain the baryon asymmetry in
the universe. However, the current observed amount of
CP violation in the Standard Model is at least 6 orders
of magnitude smaller than what’s required to explain
the measured baryon/photon ratio in the universe [4].
New sources of CP violation must be present and fla-
vour physics may be an important window into these
new phenomena.
At present, no significant deviations from the Stan-
dard Model have been found either in CP violating
measurements or in rare decays. However, some hints
are currently on the horizon. In particular, some weak
evidence (< 5σ) now exists that B decays may violate
the flavour universality principle of the Standard Mo-
del, in which all fermion families experience the same
coupling to the weak force. Measurements from BaBar,
Belle and LHCb [5] of the branching fractions of the se-
mileptonic decay B → D(∗)τν seem to be significantly
larger than expected from the Standard Model when
compared to similar decays such as B → D(∗)µν. Si-
milarly, an asymmetry between the rare decays B →
K(∗)µµ and B → K(∗)ee has been hinted at by LHCb
[6], where non is expected from the Standard Model.
These results are not yet conclusive, but new data from
the LHCb and Belle II experiments should settle these
questions in the near future.
At JRJC 2018, the heavy flavour session focused on
on-going analyses of the LHCb experiment with two
students :
Boris Quintana, from LPC, presented the current sta-
tus of his analysis on B meson decays into two hadrons
and a photon, which all occur through the transition
b → sγ. These decays are closely linked to the obser-
ved hints of lepton flavour universality in the so-called
R(K(∗)) anomalies involving B → K(∗)ll, as they share
the same b-quark transition. Being a FNCN, they are
rare processes where the impact of new physics can
be significant. A better understanding of the b → sγ
transition would be crucial to constraining possible new
physics models and his research is doing just that.
Dawid Gerstel, from CPPM, presented his work on
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the tests of lepton flavour universality B0 → D∗−l+ν,
which currently contribute to a 3.8σ discrepancy with
respect to the Standard Model prediction when combi-
ned with other B → D(∗)lν measurements. His contri-
bution is focused on the update of the LHCb analysis of
R(D∗) with new data from 2015 and 2016. This update
faces serious challenges in reducing systematic uncer-
tainties and will require, among other things, new tech-
niques for the generation of huge Monte Carlo samples.
He presented his contribution to validating new simula-
tion tools and the prospects for analysis improvements
with multivariate techniques.
The details of their exciting research are presented
in the next few pages.
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Tests of Lepton Flavour Universality
in semitauonic decays of b-hadrons
at the LHCb experiment
Dawid Gerstel
Aix Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France
Résumé
Lepton Flavour Universality (LFU) states that the
3 generations of charged leptons in the Standard Mo-
del of particle physics have the same electro-weak cou-
plings and the only difference between them is in their
masses. In recent years, however, this principle has been
challenged by several measurements of b-hadron decays
involving the transition b → c`ν` by BaBar, Belle and
LHCb. In particular, the combined world averages of
ratios of branching fractions, R(D∗) = B(B
0→D∗−τ+ντ )
B(B0→D∗−µ+νµ)
and R(D) = B(B
0→D−τ+ντ )
B(B0→D−µ+νµ) , exhibit a 3.8σ deviation
from the LFU-conserving Standard Model prediction.
The ongoing LFU tests at LHCb using semitauonic b-
hadron decays will be discussed here.
1 Introduction
In the Standard Model of particle physics (SM), the
three generations of fermions are assigned the same
gauge charge, leading to the same electro-weak cou-
plings. This property is called Lepton Flavour Univer-
sality (LFU). It is only the Yukawa interaction between
the Higgs field and fermion fields that distinguishes the
three generations.
It follows [1] that branching fractions of processes
into lepton families differ only due to different masses
of the leptons involved. Any further discrepancy would
be a strong evidence of physics phenomena beyond the
Standard Model.
One of the first hints of LFU violation was the LEP
measurement of 2σ(W→τντ )σ(W→eνe)+σ(W→µνµ) = 1.077 ± 0.026,
that was 2.8σ above the SM prediction [2].
Nowadays there are two main channels hinting at
LFU violation : b → s`+`− (“loop-level”), as pro-
bed with e.g. R(K∗0) = B(B
0→K∗0µ+µ−)
B(B0→K∗0e+e−) ratio and
b → cτ+ντ (“tree-level”) as measured by R(D∗) =
B(B0→D∗−τ+ντ )
B(B0→D∗−µ+νµ) . The latter one is discussed in this ar-
ticle.
Figure 1 shows the SM Feynman diagram of the
modes B0 → D∗−τ+ντ and B0 → D∗−µ+νµ used in
the R(D∗) ratio, where the b → cτ+ντ transition oc-
curs via the W+ boson. The spectator d-quark might
be replaced with one or two other spectator quarks, re-
presenting other transitions of the b→ cτ+ντ class that
are probed with other ratios, e.g. R(D0), R(J/ψ) and
R(Λc).
More recent results of the experiments BaBar, Belle
b c
d
B0 D∗−
W+
τ+/µ+
ντ/νµ
Figure 1: The SM Feynman diagram representing
B0 → D∗−τ+ντ and B0 → D∗−µ+νµ transitions. Note
it consists of the b→ cτ+ντ transition and a spectator
d-quark.
and LHCb of R(D) and R(D∗), once combined, exhi-
bit a 3.8σ tension with the SM estimate as shown in
Figure 2.
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Figure 2: The R(D) and R(D∗) SM estimate (small
blue ellipse) and experimental measurements as repor-
ted by BaBar, Belle and LHCb. The red ellipse shows
the combined world average. The red vertical bar cor-
responds to the LHCb result discussed in section 2 [5].
The remainder of this article discusses the measure-
ment of R(D∗) using 2011-2012 LHC data [3, 4] in Sec-
tion 2, then describes an ongoing continuation and im-
provement of that analysis using 2015-2016 LHC data
in Section 3 and concludes in Section 4.
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2 R(D∗) with τ → 3piντ at LHCb
The R(D∗) ratio can be expanded by multiplying and
dividing by the branching fraction of the normalisation
mode, B0 → D∗−pi+pi−pi+, as follows :
R(D∗) =
B(B0 → D∗−τ+ντ )
B(B0 → D∗−pi+pi−pi+)
×B(B
0 → D∗−pi+pi−pi+)
B(B0 → D∗−µ+νµ) .
Then, only the first fraction, i.e. relative branching
fraction of the signal and normalisation mode is mea-
sured, whereas the ones present in the second fraction
are taken from external measurements. The τ+ is re-
constructed from its decay into 3pi±(pi0)ντ , as shown in
Figure 3.
p
PV
p
p -
p +
p +
nt
D0
B0
p - B0 ® D*-t +nt
p - K +
t +
Dz> 4s Dz
nt
D*-
Figure 3: Signal mode topology with two non-
reconstructed neutrinos. Also the 3pi vertex displace-
ment w.r.t. the B0 cut is shown.
Since neutrinos are not reconstructed, the signal
final-state particles are the same as in the normalisation
mode whose topology is depicted in Figure 4. Thanks
to that, some systematic effects cancel out in the ratio.
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B0→ D*-π+π-π+- -
Figure 4: Normalisation mode topology. All final-state
particles can be reconstructed.
Due to two neutrinos present in the signal, it can be
reconstructed only partially, whereas full reconstruc-
tion of the normalisation mode is possible.
2.1 Selection and backgrounds
All the backgrounds belong to the bb¯ → D∗−3pi(X)
inclusive mode, where the D∗−3pi(X) system comes
from one or more b-hadron(s). It is largely rejected by
requiring a significant offset between the 3pi and D∗−
vertices, as shown in Figure 5, due to abundance of
events with 3pi coming directly from the B0(D∗−) ver-
tex.
Other selection requirements include : particle identi-
fication (PID) constraints on the pions, sufficient flight
distance of the D¯0 and pi from the 3pi system, τ+ origin
vertex matching the one of D∗−, and the mass window
m(D∗−)−m(D¯0) ∈ [143, 148]MeV/c2 considered.
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Figure 5: Distribution of the D∗−τ+ντ signal (red),
and D∗−D(X) and D∗−3pi(X) backgrounds (cyan and
grey) as a function of the vertex displacement cut.
Shown is applied cut at ∆(z)/σ∆(z) = 4 that drasti-
cally decreases presence of the D∗−3pi(X) mode.
The remaining background is mostly composed of the
D∗−DX modes coming from a B-meson, i.e. with a D
meson reconstructed as a τ candidate. These are sup-
pressed by : requiring no extra charged tracks forming a
good vertex with the D meson (charged isolation), PID
constraints, and a multivariate analysis, implemented
as a Boosted Decision Tree (BDT). The latter incor-
porates, e.g. : differences between the τ and D reso-
nant states, kinematics, and quality of reconstruction
under signal and background hypotheses. The BDT dis-
tribution for the signal and D∗−D(X) background is
shown in Figure 6, where a cut applied in the selection
is shown. The same BDT is used as one of the 3 va-
riables in the fit aimed at extracting the signal yield,
because of its discriminant power between the signal
and D∗−D(X) backgrounds.
2.2 Signal and normalisation fits
From the simulation, templates for the signal-yield
fit are constructed for the signal and remaining back-
ground modes (mostlyD∗−D+s (X)) which are then cor-
rected with data control samples. In order to extract
the signal yield
The signal yield is obtained from a three dimensional
binned maximum likelihood fit based on : the τ+ can-
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Figure 6: The Anti-D∗−D(X) BDT distribution for
signal (blue) and the D∗−D+s (X) background with a
cut applied at -0.75.
didate lifetime, the 4-momentum transfer to the lepton
system (q2) and the aforementioned BDT. It is shown
in Figure 7 in projections onto τ+ lifetime and q2 in 4
bins of increasing BDT score. One can observe that the
signal yield (red) increases and theD∗−D+s background
(orange) decreases as a function of the BDT.
Regarding the normalisation mode, due to full re-
construction a fit can be applied to the mass of the
D∗−3pi system as shown in Figure 8.
The final result is : R(D∗−) = 0.291± 0.019(stat)±
0.026(syst) ± 0.013(ext), where the last uncertainty
stems from external measurements. The result is ≈ 0.94
standard deviations above the SM estimate.
3 Updating R(D∗) with τ → 3piντ
using 2015-2016 data at LHCb
The analysis is continued with the 2015-2016 data-
set from LHCb. The statistical uncertainty, due to the
collected data sample size, will be reduced by a factor
of 1.2, whereas the systematic uncertainty is targeted
not to exceed the resulting statistical one. The largest
sources of systematic uncertainty are simulated sample
size, modelling of the double charm backgrounds and
the uncertainty on efficiency. These are expected to
be reduced with increased data and simulation sample
sizes as well as more precise external inputs. To this
end, simulated sample size has to be increased by a
factor of 4. This necessitates employing fast simulation
in order to generate the requested sample within a few
months.
The chosen fast simulation algorithm is ReDecay [6].
It is used for all the modes (i.e. signal, normalisation
and backgrounds) considered and works as follows.
Once a generated proton-proton (pp) collision has
produced a B0 meson besides all underlying (i.e. non-
signal) tracks, such an event is saved. Subsequently the
B0 is decayed into the signal mode 100 times. The final-
state signal event for each decay is then merged with
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Figure 7: Projections of the final fit onto lifetime of
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the same underlying event. Then another pp collision
occurs and the procedure repeats. Due to the abun-
dance of the underlying tracks, generated only once per
100 signal events, this algorithm speeds up simulation
by a factor of 10-100 depending on the specific decay
mode.
Since ReDecay is a novel technique, it is crucial
to show that it is fully acceptable for the analysis
and all the potential problems should be pinpointed
and controlled. To this end, for most of the simula-
ted modes, small test samples have to be produced
using both, the full simulation and ReDecay. Figure 9
confirms compatibility between the full simulation and
ReDecay for the transverse momentum distribution of
B0 in the signal mode at the generator level, as one
example of many checks.
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Figure 9: Transverse momentum (pT ) of B0 of a gene-
rated signal mode full simulation (filled-in yellow bins)
and ReDecay (black points).
A major challenge of using ReDecay stems from
correlation of events in one ReDecay block (i.e. from
the same original event). Consequently the per-bin un-
certainties of certain distributions do not follow the
Poisson distribution. Instead, the uncertainties can be
computed bootstrapping event blocks (with 100 decays
each) from a data sample.
Currently, the major work-in-progress tasks of the
analysis involve using a BDT for the charged isolation
and improving performance of the BDT discussed in
Section 2 in order to further reduce the systematic un-
certainties.
4 Conclusions and prospects
Lepton Flavour Universality is undergoing scrutiny
in two main channels : b → cτ+ντ and b → s`+`−.
Several tensions with the SM have been observed by
B-factories and LHCb and need further investigation.
If the discrepancies with respect to the SM model reach
the size of 5 standard deviations, the SM will have to
be extended or replaced to account for LFU. Several
NP models propose Leptoquarks as contributions to the
b→ cτ+ντ transition.
The 2015-16 LHCb dataset will improve precision of
the already published analysis based on the 2011-2012
dataset and shed light on the R(D∗) anomaly.
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Study of B → hhγ decays with the LHCb experiment
Boris Quintana
LPC, Clermont-Ferrand
Résumé
One of the topics of interest of the LHCb experiment
at CERN is the study of Flavor-Changing Neutral
Currents, occuring for example in radiative decays of
B hadrons. Such loop processes are highly sensitive to
the presence of New Physics.
We present here the analysis of LHCb data for
the search for B0s → f2(1525)γ and B0d → K1(1410)γ
decays.
1 Introduction
Flavor-changing neutral-currents are forbidden at
tree level in the Standard Model, which makes
b → (s/d)γ quark transitions sensitive to new physics
effects that could arise from the exchange of new heavy
particles in electroweak penguin diagrams (Figure 1).
Therefore, studying radiative decays of B hadrons is
a good way of probing New Physics, given that they
offer many physical observables to measure : branching
ratios, asymmetries, angular distributions and photon
polarisation([1],[2]).
Figure 1: b→ s(d)γ quark transition in the SM
The aim of the presented analysis is to study
simultaneously the B0d → (Kpi)γ, B0s → (KK)γ and
Λ0b → (pK)γ decay events selected by the LHCb
detector, and do an amplitude analysis of the (Kpi)
and (K+K−) resonances in order to look for orbitally
excited mesons such as in non measured B0s → f′2(1525)
γ and B0d → K1(1410) γ decays.
The study depicted here has two main motivations :
- improve the mass models for Bd → K∗γ and
Bs → φγ studies with a better understanding of the
non-resonant states and high mass contamination.
- measure branching ratios of exclusive radiative
modes to improve the inclusive B(s) → Xsγ in terms
of sum over exclusives.
2 Data selection
2.1 LHCb Data
This analysis is performed using the data collected
by the LHCb experiment [3] at a center-of-mass energy
of
√
s = 7 TeV for the 2011 campaign,
√
s = 8 TeV for
the 2012 campaign, and
√
s = 13 TeV for the 2015 and
2016 campaign (Run II). These samples correspond res-
pectively to integrated luminosities (
∫ Ldt) of 1 fb−1,
2 fb−1, 0.33 fb−1 and 1.67 fb−1.
After passing trigger requirements, decay events
comprising two charged hadron tracks and a high mo-
mentum (> 3 GeV/c) photon are reconstructed and
stored. In order to minimise the size of the analysed
sample, and increase its purity, a set of preselection
cuts is applied.
It ensures most non b-decay events are rejected. The
same reconstruction and selection process is applied to
both data and Monte Carlo (MC) simulated samples
which are needed for the analysis.
2.2 PID studies
After the preselection process, the data has to be
split into three samples, corresponding to the three fi-
nal states we are willing to study, namely Kpiγ, KKγ
and pKγ. To achieve this we apply a selection based
on Particle IDentification (PID) variables, which uses
information on the nature of the charged hadron pro-
vided by LHCb subsystems, such as the Ring Imaging
CHerenkov detectors (RICH), and combines them with
a multivariate algorithm. This selection provides highly
pure samples of exclusive decays.
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Figure 2: Scan of the purity of the sample for each cut
on the PID variables of the tracks.
These cuts are tuned after PID studies based on cali-
bration data samples and MC simulated signal events,
in order to maximise the purity of the samples (Figure
2). From these studies we deduce the misidentification
probability for each possible cross-feed.
2.3 MVA selection
Combinatorial background consists of events compo-
sed of tracks and photons that do not come from the de-
cay of the same particle but have still been reconstruc-
ted as a radiative B decay and selected. This particular
contribution can be strongly suppressed by applying a
cut to the output of a multivariate algorithm, a Boosted
Decision Tree (BDT, Figure 3), trained on MC signal
and the data in the Right Handed Side Band of the hhγ
invariant mass distribution, where only combinatorial
events are found.
Figure 3: BDT output distribution for signal (blue)
and combinatorial background (red).
3 B(s) mass fit
After the whole selection process, a simultaneous fit
to the three hhγ invariant masses is developed, taking
into account all the possible backgrounds contributions.
Fitting them simultaneously allows cross-feed contribu-
tions to be fixed without any assumption on the hhγ
modes branching ratio.
Signal and peaking background description
The signal invariant mass distribution is extracted
fitting the simulated events using a double tail Crystal-
Ball (CB) PDF.
The left tail of the CB describes the low mass
region and accounts for Bremsstrahlung and other
possible losses in the photon energy due to the fiducial
volume of the calorimeter. The tail at high masses
models the imperfections of the track reconstruction.
However, in the case of radiative decays, large pile-up
deposits in the electromagnetic calorimeter (ECAL)
cluster forming the photon candidate are also likely
to contribute. The invariant mass resolution of the
B candidate depends on the ECAL resolution as it
is dominated by the photon contribution. The mean
value of the gaussian can be a bit shifted from the B(s)
mass value depending on the quality of the calibration
of the ECAL.
An example (K+K−γ, 2012) of the fit to the simula-
ted signal is shown on Figure 4. In the fit to the data,
the tail parameters are fixed to the values extracted in
the simulation while the mean (µ) and mass resolution
(σ) are left free to float.
Figure 4: Fit of the simulated signal (KKγ) invariant
mass
All the hh′γ and hh′pi0 peaking backgrounds are fit-
ted using a symmetric double tail Crystal-Ball PDF.
The various cross-feed contamination are used to
constrain the respective yields in the final mass fit.
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Partially reconstructed and combinatorial back-
ground
Partially reconstructed backgrounds to the signal
channels could be any B decays leading to h+h−γX or
h+h−pi0X final states where X could be one or more
not reconstructed charged or neutral particle. Simula-
ted samples of partially reconstructed decays are fitted
using an ARGUS function convoluted with a Gaussian
PDF to model the detector resolution. The different pa-
rameters are then reported and fixed in the fit of the
data and only the normalisation of the contribution is
left free. An example for the simulated sample fit of
partially reconstructed Bs → φpi0γ decay is shown on
Figure 5.
Figure 5: Fit of the simulated Bs → φpi0γ (part. re-
construted) invariant mass
The combinatorial background is described with a
first order polynomial, the yield and shape parameter
for this contribution are left free. The fit to the Bs mass
distribution of the KKγ selected data events correspon-
ding to the year 2012 data taking is shown on Figure
6.
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Figure 6: Fit of the (KKγ) invariant mass
4 Study of the h+h− resonances
Using the sPlot method [4], one can unfold back-
ground and signal distributions. The hh invariant mass
of the purified signal samples can then be studied. In
order to disentangle between remaining backgrounds
and possible contributions from high mass meson’s
decay, the aim of the analysis is to fit the hh invariant
mass versus the helicity angle θh of the resonance,
which is defined as the angle between the momentum of
any of the daughters of the meson and the momentum
of the B candidate in the rest frame of the meson. It
is expected to follow a sin2(θh) function for vector
decays, sin2(θh) ∗ cos2(θh) for tensor decays and
cos2(θh) for hhpi0 background.
The resulting sWeighted distribution of the K+K−γ
signal in the m(hh) vs θh plane is shown in Figure 7.
One can clearly see a tensor contribution at approxi-
mately 1520 MeV/c2, corresponding to the f’2(1525)
decay.
Figure 7: Signal distribution in the m(KK) vs θh plane
5 Conclusion and prospects
In conclusion, we have developed a simultaneous
selection of several B(s) → h+h−γ decay modes, as
well as invariant mass fits that allow to unfold data
and background distributions. The first look at the
data is promising for a branching ratio measurement of
Bs → f’2(1525)γ decay, and possible evidence of Bd →
K1(1410)γ. Nevertheless, fits of the m(hh) vs θh planes
are still to be developed. In the case of the Bd → Kpiγ
decays the CP asymmetries will also be measured.
In addition to the amplitude analysis of the Kpiγ
and KKγ modes, this work is a first step towards
the analysis of Λb → pKγ and Bd → pipiγ, for which
exclusive modes are not measured yet at LHCb, such
as Λb → Λ∗(1520)γ and Bd → ργ.
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Étude des biais cosmologiques induits par les variabilités
nouvelles détectées sur les supernovas de type Ia
Florian Mondon
Laboratoire de Physique de Clermont, Clermont-Ferrand
Introduction
L’utilisation des supernovas de types Ia (SNe Ia)
comme chandelle quasi-standard a permis la décou-
verte de l’accélération de l’univers par ajustement d’un
diagramme de Hubble [1, 2]. La luminosité de ces su-
pernovas posséde cependant une variabilité venant de
mécanisme interne et des effets environnementaux. La
première source de variabilité, communément appelé le
stretch, a avoir été identifiée vient du fait que le maxi-
mun de luminosité d’une SNe Ia dépend du temps de
décroissance de sa courbe de lumière [3]. La deuxième
source de variabilité vient de la dépendance entre le
maximum de luminosité d’une SNe Ia et de sa couleur
[4]. Cette dépendance serait due à la quantité de pous-
sière entre la SNe Ia et l’observateur. Plusieurs stan-
dardisations ont été établies en tenant compte de ces
deux effets connus sous le nom de relation de Tripp [5].
Le modèle temporel de distribution spectral en énergie
pour les SNe Ia SALT2 [6] utilise une standardisation
de type relation de Tripp et est devenu une référence
pour les analyses cosmologiques avec les SNe Ia. Cepen-
dant, il a été demontré que malgré la paramétrisation en
stretch couleur il reste une dépendance entre les résidus
au diagramme de Hubble et les propriété des galaxies
hôtes (Mass, LsSFR) [8, 11, 10, 9]. Un autre probléme
majeur avec une standardisation SALT2 est l’existence
d’une disperstion des résidus au diagramme de Hubble
[1, 12, 7]. Ces deux problémes sont une motivation suf-
fisante pour aller au-delà d’une standardisation stretch
couleur.
Un nouveau modèle de distribution spectrale en éner-
gie The SUpernova Generator And Reconstructior (SU-
GAR) [13] a été établi à partir d’une PCA 1 sur des indi-
cateurs spectraux que nous verrons plus en détails dans
la première section. Ce modèle a déjà permis une réduc-
tion de 0.02 de la dispersion au diagramme de Hubble
à partir de données spectroscopiques par rapport à une
standardisation SALT2 [13]. Cependant avec l’arrivée
de la prochaine génération d’expérience telle que Large
Synoptic Survey Telescope(LSST) [14] et leurs données
purement photométrique, il est important de vérifier
que les résultats obtenus avec des données spectrosco-
piques soient toujours valables avec des données photo-
métriques.
1. Principal component analysis [15]
1 Le modèle The SUpernova Ge-
nerator And Reconstructor
Le modèle SUGAR [13] a été entraîné avec 113
spectres de la collaboration SNfactory. Ces spectres ont
été obtenue avec le spectrographe à champ intégral The
Supernova Integral FIeld Spectrograph (SNIFS) entre
2004 et 2010 installé sur le télélescope de 2,2 m de l’Uni-
versité d’Hawaii. La spectroscopie est effectuée sur une
voie bleue qui couvre les longueurs d’onde de 3200 à
5200 Å et une voie rouge de 5100 à 10000 Å.
La première étape pour la construction du modèle SU-
GAR est la mesure des indicateurs spectraux. Les in-
dicateurs spectraux utilisés sont des pseudo-largeurs
équivalents de raie et la position des minimums de
profil p-cygni. Ces deux grandeurs sont reliées au mé-
canisme interne des SNe Ia et sont donc reliées à la
partie intrinsèque de la variabilité des SNe Ia. L’uti-
lisation des indicateurs spectraux comme méthode de
standardisation a déjà fait l’objet de nombreuses études
[16, 17, 18, 19, 20, 21] mais aucune d’entre elles ne va
jusqu’à en faire un modèle de distribution spectrale en
énergie (SED).
Le modèle SUGAR est construit à partir de 13 de ces
Figure 1: Les 9 pseudos-largeurs équivalents de raie et
4 minimum de profil p-cygni qui ont servi à la costruc-
tion de SUGAR [13]
indicateurs spectraux dont 9 pseudos-largeurs équiva-
lents de raie et 4 minimums de profil p-cygni listés sur
la Figure 1. Une PCA sur ces indicateurs spectraux
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permet de réduire le nombre de dimension et de passer
à un espace où les variables sont décorrélées. Les trois
premiers vecteurs propres de cette PCA modéliseront
pour SUGAR la partie intrinsèque de la variabilité. La
partie extrinsèque quant à elle est modélisée par une loi
d’extinction de type Cardelli et al. [22] par la même mé-
thode que celle proposée dans l’analyse de Chotard et
al. [21], estimée au maximun de luminosité. La dernière
étape avant la construction du modèle SUGAR est l’in-
terpolation en temps des données de l’entraînement car
celle-ci sont toutes prises à des époques différentes ce
qui est géré ici par des processus gaussiens. Nous pou-
vons donc à partir de tout cela écrire les équations du
modèle SUGAR de la façon suivante :
Mt,λ = Mt,λ,0+
3∑
i=1
qiαt,λ,i+AV
(
αλ +
1
RV
βλ
)
+∆Mgrey
(1)
où Mt,λ,0 est la magnitude du spectre moyen,
qi sont les vecteurs propres de la PCA venant de
l’analyse des indicateurs spectraux, αt,λ,i sont les
coefficients directeurs liés à la variation des qi, AV
est l’absorption dans la bande V provoquée par la loi
d’extinction déterminée au maximun de luminosité
avec RV = 2, 6. ∆Mgrey est un terme gris (qui ne
dépend pas de la longueur d’onde) permettant de
travailler indépendamment de la distance. La loi
d’extinction étant déterminée au maximun de lumino-
sité, les seules inconnues restantes sont la magnitude
du spectre moyen et les coefficients αt,λ,i qui sont
déterminés par la méthode de régression orthogonale
des distances donnant ainsi un modèle complet de SED.
2 Résultats obtenus après ajus-
tement de données spectrosco-
piques par le modèle de SED
SUGAR
Une fois le modèle de SED établi nous pouvons direc-
tement l’utiliser pour ajuster des données spectrosco-
piques par la méthode de minimisation de χ2 afin d’ob-
tenir les paramètres SUGAR (q1, q2, q3, AV ) que l’on
utilisera pour la standardisation tel que le jeu de para-
métres (x1, c) pour SALT2. L’un des premiers résultats
avec SUGAR et que l’ajout de deux nouveaux para-
mètres pour la partie intrinsèque permet une meilleure
description des SED des SNe Ia tel que le montre la Fi-
gure 2. Par la suite nous avons réalisé un diagramme de
Hubble avec une standardisation SUGAR c’est- à-dire
en déterminant un module de distance analogue à celui
de SALT2 mais corrigé des paramètres SUGAR comme
décrit l’équation suivante :
µSUGAR = m
∗
B −MB −
3∑
i=1
αiqi − βAv (2)
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Figure 2: Écart-type des résidus en fonction de la lon-
gueur d’onde pour le modèle SUGAR (en bleu) avec
l’ajout des différents paramètres et le modèle SALT2
(en rouge) [13].
où µ est le module de distance pour une SNe Ia, m∗B
est la magnitude apparente au maximum de luminosité
qui provient directement du modèle SUGAR. MB est
la magnitude absolue moyenne dans la bande B, et en-
fin les coefficients α et β représentent les coefficients
directeurs liés aux facteurs qi et à l’absorption AV .
Nous faisons par la suite un ajustement par minimisa-
tion du χ2 en fixant la cosmologie afin d’obtenir notre
diagramme de Hubble pour ainsi pouvoir le comparer
avec un diagramme de Hubble fait avec une standardi-
sation SALT2. Nous obtenons les résultats présentés à
la Figure 3. SUGAR permet donc une réduction de 0.17
du wRMS sur ce jeu de données spectroscopiques mais
reste assez similaire quant à la valeur de la dispersion
intrinsèque.
Salt2 SUGAR
Spectro
σint 0.130 0.117
wRMS 0.142± 0.010 0.125± 0.009
Figure 3: Résultats obtenus après réalisation d’un dia-
gramme de Hubble avec standardisation SALT2 et SU-
GAR où σint est la dispersion intrinsèque.
3 Ajustement des courbes de lu-
mière à partir du modèle de
SED SUGAR
Comme dit précédement les prochaines expériences
telles que le LSST auront des données purement pho-
tométriques. Il est donc important de vérifier que l’uti-
lisation du modèle SUGAR soit toujours valable face au
modèle SALT2 avec des données photométriques. Pour
faire cette étude nous utilisons les mêmes spectres que
ceux utilisés dans l’analyse précédente mais nous les in-
tégrons cette fois dans des filtres synthètiques (BVR).
Nous obtenons ainsi des courbes de lumière dans chaque
bande. Nous avons par la suite intégré le modèle SU-
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GAR à SNCOSMO qui est un programme permettant
l’ajustement de courbes de lumière connaissant un mo-
dèle temporel de SED tel que SALT2 ou SUGAR. Ceci
dans le but d’obtenir comme précédement un jeu de
paramètres SUGAR pour une SNe Ia à partir de ces
courbes de lumière pour pouvoir par la suite les utiliser
pour standardiser sa luminosité.
Nous allons dans un premier temps comparer les para-
mètres SUGAR obtenus avec données spectroscopiques
et ceux obtenus avec des données photométriques. En
effet, les données photométriques nous donnent moins
d’information que des données spectroscopiques ce qui
dégrade la qualité de reconstruction des paramètres SU-
GAR obtenus par photométrie. La Figure 4 présente les
résultats obtenus. 2.
Figure 4: Comparaison des paramètres SUGAR obte-
nus avec des données spectroscopiques avec ceux obte-
nus avec des données photométriques (BVR) et distri-
bution de la différences entre ces deux jeux de para-
mètres.
Nous pouvons remarquer que la plupart des para-
mètres sont bien reconstruit sauf les paramètres q2.En
effet, le RMS de la distribution de la différence ∆q2
entre photométrie et spectroscopie est de 2.473± 0.124
alors que le RMS de la distribution du q2 en spectrosco-
pie est de 1, 70 ± 0, 086. Nous nous sommes demandés
par la suite si l’ajout de la bande U et I pouvait amé-
liorer la reconstruction de q2 (Figure 5). L’ajout de ces
bandes fait passer le RMS du ∆q2 à 1, 374± 0, 069, ce
qui montre que la qualité du q2 est acceptable seule-
ment avec 5 bandes.
Nous avons par la suite utilisé ces paramètres dé-
Figure 5: Comparaison des paramètres SUGAR obte-
nus avec des données spectroscopiques avec ceux obte-
nus avec des données photométriques (UBVRI) et dis-
tribution de la différences entre ces deux jeux de para-
mètres.
BVR UBVRI Spectro
σint 0,125 0,123 0,117
SUGAR
wRMS 0, 135± 0, 010 0, 132± 0, 010 0, 125± 0, 010
SUGAR
σint 0,130 0,125
SALT2
wRMS 0, 142± 0, 010 0, 136± 0, 010
SALT2
Figure 6: Performances comparées de SUGAR et
SALT2 sur les valeurs du wRMS et de σint du dia-
gramme de Hubble
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terminé avec des données photométriques pour repro-
duire un diagramme de Hubble avec une standardisa-
tion SUGAR tel que décrite par l’équation (2). Nous
obtenons les résultats présentés dans la table 6. Nous
obtenons toujours avec des données photométriques de
meilleurs résultats avec SUGAR qu’avec SALT2 mais
l’écart entre les wRMS SUGAR et SALT2 n’est plus
que de 0.04 en UBVRI. La dispersion intrinsèque quant
à elle, reste assez similaire entre les deux standardisa-
tions.
Conclusion
Le modèle SUGAR permet d’aller au-délà d’une stan-
dardisation stretch couleur à partir d’une PCA sur des
indicateurs spectraux et d’une loi d’extinction de type
Cardelli et al. [22] déterminé au maximun de lumino-
sité. Dans cette analyse nous présentons les premiers
résultats sur l’utilisation de SUGAR pour standardiser
la luminosité des SNe Ia. La différence sur le wRMS
du diagramme de Hubble est de 0.17 avec des données
spectroscopiques et passe à 0.04 avec des données pho-
tométriques UBVRI.
Nous devons à présent nous assurer que cette analyse
est reproductible sur des données externes à la SNfa-
cory. Par la suite, nous voulons appliquer une standar-
disation SUGAR à un plus large échantillon de SNe Ia
avec une plus grande distribution en redshift pour pou-
voir étudier l’impact d’une standardisation SUGAR sur
une analyse cosmologique compléte.
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Résumé
Type Ia Supernovae (SNeIa) are standards candles
which allow us to measure cosmic distances. Using
them, we discovered the accelerated expansion of the
Universe, which led to the 2011 Nobel price. As the
number of observed SNeIa is still increasing, we are
now limited by systematic errors, partly due to astro-
physical effects. Last decades studies have shown se-
veral relations between SNeIa properties and those of
their host galaxy. Yet, the way to correct the astrophy-
sical effects remains uncertain. In this paper, we pro-
pose to compare the environmental analysis methods
previously used, trying to understand the similarities
and the differences between all these studies, using a
Markov Chain Monte Carlo simulator. Using the age of
the stars surrounding the supernovae as a SNeIa pro-
genitor age tracer, we show that this latter is a central
parameter in the environment analysis. We also high-
light that the observations made in these studies are
most likely related to the same effect : SNeIa progeni-
tor ages has an impact on SNeIa magnitudes.
1 Introduction
1.1 Type Ia Supernovae
Type Ia Supernovae (SNeIa) are thought to be the
thermonuclear explosion of a white dwarf star located
in a star binary system [1]. However, we don’t exactly
know the production mechanism of these events. We
only can empirically observe that the SNeIa lumino-
sity is almost the same each time, so we can consider
them as standard candles. Their lumuinosity is often
as intense as their whole host galaxy, visible over very
long distances. We can consequently use them to pre-
cisly measure distances at the cosmological scale (seve-
ral Gpc).
We define the distance modulus µ of an object by :
µ ≡ m−M = 5 log
(
dL
d0
)
(1)
where m is the object magnitude, corresponding to an
inversed luminosity at a logarithm scale,M is the abso-
lute magnitude, which represents the source magnitude
if it were located at d0 = 10 pc ≈ 32.6 light-years (for
example, for the sun M = 4.74 mag and for SNeIa,
M ≈ −19 mag), and dL is the luminosity distance.
The luminosity distance is cosmology dependent. We
express it with the cosmological parameters {Ω} from
the ΛCDM model (Cold Dark Matter, where Λ repre-
sents the dark energy parameter) by :
dL =
c(1 + z)
H0
×
∫ z
0
[
ΩR(1 + z
′)4 + ΩM (1 + z′)
3
+ Ωk(1 + z
′)2 + ΩΛ
]−1/2dz′
(2)
where c is the speed of light, z is the redshift, H0
is the Hubble-Lemaître constant, ΩR is the radiation
parameter, ΩM is the matter parameter, Ωk is the
curvature parameter, ΩΛ is the cosmological constant
of the dark energy. These constants are defined to-
day (z = 0) and have the following closing relation :
ΩR + ΩM − Ωk + ΩΛ = 1.
Perfect standard candles don’t exist, but some ob-
ject are standardizable, i.e. it exists relations between
their observed brightness and other observables that
able us to derived their (relative) absolute magnitude.
For SNeIa, the pick magnitude in B band (mmaxB ) is
correlated to the stretch (x1) of their lightcurve (evo-
lution of their brightness as a function of time) and
their lightcurve color (c). Those three parameters are
extracted from their SNeIa light curves, corresponding
to the temporal evolution of the supernovae flux, using
fitting models (for example SALT2 : Spectral Adapta-
tive Light-Curve Template [2]). Thanks to these three
parameters, we can correct the SNeIa magnitude by :
µcorr = m
max
B −M0B + (αx1 − βc) (3)
where M0B is the SNeIa average magnitude, and α and
β are the correcting parameters, respectively, for the
stretch and color. The SNeIa dispersion, while natu-
rally small with 0.4 mag, can further be reduced down
to 0.15 mag thanks to these empirical standardisation
relations. This corresponds to ∼ 8% precision for dis-
tance measurements.
Using the SNeIa, we plot the Hubble diagram, for
example in Figure 1, adapted from Betoule et al. [3].
This figure highlights the accelerated expansion of the
Universe [4][5], which led to the 2011 Nobel price, here
represented by the gap at high redshift between the
ΛCDM fit (black line) and what we expected from a
constant speed expansion (blue surface). Since then,
this acceleration, supposedly caused by dark energy,
has been confirmed by independent observations, no-
tably that of the CMB [7], and with a high precision
using SNeIa [3][6].
As the number of observed SNeIa is still increasing,
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Figure 1: Hubble diagram, adapted from [3].
SNeIa distance modulus (Top) and Hubble residuals
(Bottom) versus their redshift. Blue points come from
low redshift catalogs, green ones from SDSS (Sloan Di-
gital Sky Survey) catalog, yellow ones from SNLS (Su-
perNova Legacy Survey) catalog and red ones from the
HST (Hubble Space Telescope) catalog. The blue sur-
faces correspond to a constant speed expansion of the
Universe. The black line is the ΛCDM fit.
they are now limited by systematic errors, mainly due
to two sources : instrumental calibration and astrophy-
sic biases, due to the unknown production mechanism.
This study will focus on the latter error source.
1.2 Host galaxy influence
As we don’t fully understand the explosion mecha-
nism of SNeIa, one could ask the question about how
standard this object is. Recent studies have shown out
a correlation between the host galaxy host environment
and the Hubble residual (HR here after) from SNeIa.
This dependency has first been observed as a corre-
lation between the HR and the host galaxy global mass
[8][9][10][11][12]. This correlation has been presented as
a step function, called the mass step. As a result, Chil-
dress et al. (2013)[13] show that SNeIa are, on average,
brighter in heavy galaxy than those in light galaxies.
However, the galaxy mass can be considered as global
parameter, including several factors, for example the
star metallicities or star ages. Focusing on more local
influencing parameters, an objective was to study on
possible SNeIa intrinsic bias.
New studies highlight a correlation between the HR
and the Local specific Star Formation Rate (LsSFR),
which represents the SFR normalized by the stellar
mass in 1 kpc around SNeIa (cf. Part 2.1). This cor-
relation shows that SNeIa located in a young star envi-
ronment are, in average, fainter than those in older star
environment. Consequently called the age step, its most
recent measurement is 0.163 ± 0.029 mag (5.6σ)[14],
plotted in Figure 2.
Nonetheless, several methods exist to measure the
Figure 2: Hubble residuals (HR, here corresponding
to ∆mcorrB ) as a function of logLsSFR for 141 SNeIa
from the Nearby Supernova Factory (SNf) [14]. The
color bar represents the probability for each SN to
have a young progenitor, based on LsSFR. The black
vertical line is the step function cut, located here at
logLsSFR = −10.82. The histogram counts SN on each
side of the cut. The horizontal lines are the mean on
each step with their corresponding colored error sur-
rounding.
supernovae stellar age environment, for example the
use of the environment color. Recent similar studies
noticed that, using either these different measurement
methods, or different samples, we find in general lower
values of the age step, sometimes compatible with zero
[15][16][17].
Questionning the significance of the age-correlation,
in this project, we will compare every method from the
litterature to test their differences and similarities and
verify the existance of the age step. In the next section,
we will briefly describe all these methods, then we will
present the results, finishing with the conclusion.
2 Star age measurement methods
2.1 Local specific Star Formation Rate
The specific Star Formation Rate (sSFR [year−1] =
SFR
M
) is a common tool used to trace star ages. SFR
([M.year−1]) is derived from Hα luminosity using the
Calzetti (2013) relation :
SFR(Hα) = 5.45× 10−42L(Hα)[text.s−1] (4)
This SFR is then normalized to sSFR by the stellar
mass in the studied zone. The stellar mass is derived
using optical photometric relation using Taylor et al.
relation (cf. 2.3 Equation 5).
For the host analysis, we focus on the 1 kpc location
around the SN explosion site to probe the fraction of
young stars in the supernova vicinity. We call this pa-
rameter the LsSFR for supernova local sSFR ; usually
given in log10 scale. We define as young environment
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those with LsSFR greater than the median LsSFR, i.e.
LsSFR > −10.82 dex (for more details, look at [14]).
In this project, we will consider this tool as the re-
ference, and we will compare every other age tracer to
this one. Further study could consider testing this as-
sumption.
2.2 Environment colors
Strong correlations exist between the LsSFR and
some color of the environment [19]. We limited our
study to u − r and g − r colors, but in the future, we
will extend our result with NUV−r and FUV−r data.
We have chosen to study these two colors within three
radii around SNeIa :
— 1 kpc, to correspond with measurements in [14],
— 3 kpc, to produce similar measurements as in [16]
and [15],
— global (the whole host galaxy), to study the in-
fluence of local vs. global measurements.
The magnitudes obtained from each wavelength band
filter and each studied radius are K-corrected to remove
the redshift effect. There isn’t any cleared defined step
cut in the litterature, so the convention is to take the
median, corresponding to the assumption that there are
50/50% young and old progenitors.
2.3 Stellar mass
Stellar mass measurement is made using photometric
data with g and i wavelength band filters. Stellar mass
is extracted using the relation (cf. [20]) :
logM∗/M = 1.15 + 0.70(g − i)− 0.4Mi (5)
where g and i are magnitudes measured for the stu-
died object (galaxies, star clusters, etc.) in g and i
bands, and Mi is the AB absolute magnitude in the
i band. The step cut is defined in the litterature by
logM∗/M = 10 dex when using the global stellar
mass. About local stellar mass, as nothing is precisely
defined in the litterature, the convention is to use the
median. We can see the correlation between this tracer
and the LsSFR on Figure 3.
2.4 Morphology
It has been observed that elliptic galaxies present a
much lower SFR than spiral galaxies, meaning that el-
liptic galaxies should contain, on average, older stars
than those in spiral galaxies. Thus, we can use the ga-
laxy morphology as a global age tracer. It exists several
methods to classify galaxy morphologies, more or less
precise on the result. The most commonly used is the
inversed concentration index [21][22].
The galaxy surface luminosity evolution is correlated
with the morphology. In spiral galaxies, we generally
notice a bright bulb at the center of the galaxy, gathe-
ring the big majority of light in the center, whereas in
elliptic galaxies, the luminosity is more distributed all
over the galaxy.
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Figure 3: Host galaxy global stellar mass versus
LsSFR. The color bar defines the probability for a
SNeIa host galaxy to be considered as heavy one, The
more yellow, the heavier. The LsSFR cut is located at
LsSFR = −10.82 dex, while the global stellar mass is
logM∗/M = 10 dex, both of them represented by the
dashed lines.
The inversed concentration index measures the ra-
tio between the two radii containing 50% and 90% of
the Petrosian flux, conventionnaly measured in r band.
Early made galaxies (E and S0) get an index around
0.43, whereas late galaxies (Sab and Scd) get an index
around 0.3. Based on litterature, we define the step cut
by 0.40± 0.02.
3 Results
The correlation between the HR and the SNeIa pro-
genitor ages is presented as a step function. Thus, we
can distinguish two kinds of population : young and old
progenitors. Considering the LsSFR as the best SNeIa
progenitor age tracer, the goal is to quantify how bad
are the other tracers in comparison with this one. A
way to reach this objective is to measure the false po-
sitive and false negative rates, which means that the
LsSFR is telling that the SN has a young progenitor
whereas an other tracer tells it is old, and conversely.
The sum of these two rates will then be called age tracer
contamination.
To measure these contaminations, we use a Mar-
kov Chain Monte Carlo (MCMC) simulation. Designed
with a forward modeling method, the MCMC will look
for the best correlation between the LsSFR and every
other age tracer, based on what we expect from the
litterature. Using the step cuts defined in the previous
part (cf. 2), the contamination is the sum of the two
off-diagonal data proportions on a plot age tracer ver-
sus LsSFR. Then we measure the age step obtained
with each age tracer to clearly see the contamination
influence.
In Figure 4, we can see the MCMC result using 9
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age tracers in comparison with the LsSFR. Our sample
contains 110 SNeIa from the Nearby Supernova Factory
(SNf) catalog, which provide spectroscopic data leading
to the LsSFR. The host galaxy photometric data, used
for colors measurements, morphology classification and
stellar mass, are extracted from the Sloan Digital Sky
Survey (SDSS, DR12) catolog.
0 10 20 30 40 50 60
contamination [%]
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
st
ep
 v
al
ue
LsSFR
morphology [catalog]
mass [local]
mass [global]
u-r [1 kpc]
g-r [1 kpc]
u-r [3 kpc]
g-r [3 kpc]
u-r [global]
g-r [global]
Figure 4: Age step values versus age tracer contami-
nations in comparison with the LsSFR. Each colored
point correspond to an age tracer, described in the le-
gend. Color and stellar mass tracers are studied with
some radii : 1 kpc around SNeIa, 3 kpc, or globally for
the whole host galaxy. The dashed grey line links the
LsSFR point to 50% contamination at a zero age step
value.
4 Conclusion
Simulating an increased contamination from LsSFR
data, we observed a linear decreasing of the age step va-
lue until 50% contamination, for which the value reach
zero. In Figure 4, we mainly observe the same effect.
We already can conclude from this result that some
age tracers are worse to trace the SNeIa progenitors
than the LsSFR. It brings an explanation on why some
age tracers are measuring age steps lower than LsSFR.
We can notice an outlier : the global mass. We discus-
sed about this tool in Part 1.2, the global mass depend
on many factors, including star ages. We expect from
this tracer to be influenced by other parameters. Dust
on the line of sight could be one of these other pa-
ramters, and will be studied during this PhD, thanks
to Hubble Space Telescope (HST) pictures for ∼70 ga-
laxies.
Using GALEX catalog, we will extend our age tra-
cer list with colors NUV − r and FUV − r. Moreover,
thanks to the Zwicky Transient Facility (ZTF) colla-
boration, we will have data provided for ∼3000 SNeIa
(∼200 nowadays).
The next step for this project is to go beyond the
LsSFR reference assumption, considering it as an age
tracer like the others. The goal is to model the true
SNeIa progenitor age using all the tracers by a MCMC
simulation with the objective of finding the true age
step. This final result could conclude on the correction
to bring to the SNeIa standardization (cf. 3).
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Backreaction of the infrared modes of scalar fields on
de Sitter geometry
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Résumé
We study the back-reaction of the infrared modes
of an O(N) scalar theory in a classical de Sitter back-
ground. We use the nonperturbative renormalization
group (NPRG) method to extract the flow of the
Hubble constant as we integrate the gravitationally
enhanced long wavelength modes. The scalar theory
flows towards an effective zero dimensional theory for
the super-horizon modes, which allows to perform ana-
lytical computations. For a massless theory, the in-
teractions tend to renormalize negatively the Hubble
constant, thus drawing energy from the classical gravi-
tational field. This phenomenon saturates however, due
to the generation of a mass.
1 Introduction
Studying quantum field in curved spacetime is a
semi-classical approach motivated by the absence of a
complete theory of quantum gravity [1]. Putting toge-
ther general relativity and quantum fields is expected
to be a good approximation for energies way below the
Planck scale. Still, it allows to grasp some non-trivial
gravitational effects when one consider more complica-
ted geometries.
Among these effects is the production of particles in
the presence of a strong gravitational field. It is similar
to the Schwinger effect for charged particles in the pre-
sence of an electric field. The picture goes as follows. As
the particle content is of quantum nature, its fluctua-
tions produce virtual pairs which are driven apart when
submitted to an external force and become real pairs.
The particles are then expected to have a non trivial
backreaction. For example, for charged particles, the
electric field produced by the pair tends to oppose the
external field. This backreaction is the effect that we
want to compute in a particular gravitational setup.
The spacetime we are interested in is de Sitter spa-
cetime in D = 4 dimensions, defined as the Lorentzian
sphere of radius 1/H in D + 1 = 5 dimensions, see
Fig. 1. The reason for this choice is related to inflation,
which is a postulated epoch in the history of the uni-
verse when it was in a phase of accelerated expansion.
The inflationary universe is approximately described by
de Sitter spacetime (more precisely a sub part called
the expanding Poincaré patch). Studying the behavior
of matter fields and their quantum corrections in such
a universe is of primordial importance. The metric we
will use is that of the expanding Poincaré patch, rele-
dSD
x0
x1
x2
Figure 1: Representation of de Sitter spacetime for
D = 2.
vant for our case, which reads in conformal coordinates
ds2 = a(η)2(−dη2 + d ~X2) with a(η) = − 1ηH . H is the
expansion rate and characterizes the speed at which two
points are driven apart while the universe expands.
Large gravitational effects are expected to occur in
the infrared or large wavelength regime (compared to
H), as opposed to the ultraviolet or small wavelength,
which do not feel the curvature. As we will illustrate
in section 2, it is the infrared modes of a scalar field
that are gravitationally amplified as a signature of this
particle production phenomenon.
It is also a known fact that the interaction of
these amplified modes cannot be treated perturbatively
[2, 3, 4, 5]. For example, take a scalar field with a λϕ4
term in its lagrangian. One could try to expand every
physical quantity in the coupling constant λ, which is
related to the strength of the interaction. However, such
attempt is made difficult in de Sitter because one en-
counter infrared divergences which cannot be treated
with the usual perturbative renormalization. We will
need more sophisticated tools to deal with the interac-
tion, and there exist already a number of possibilities
[2, 5]. The one we use is the non pertubative renor-
malization group (NPRG) first used in a cosmological
context in [6, 7, 8] and presented briefly in section 3.1.
Using this tool to study the interacting scalar field,
we want to address the question of the backreaction due
to the interaction of these amplified infrared modes and
whether it can modify the curvature enough to relax de
Sitter space to flat space. This is one aspect of a wi-
dely studied subject, namely de Sitter stability against
quantum fluctuations, which has been studied in quite
different contexts [9, 10, 11, 12]. A more detailed ver-
sion of the computations presented in what follows can
be found in [14].
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Figure 2: Mode occupation number for a free massive
scalar field as a function of the physical momentum
p = k/a. We took ν = 32 .
2 Free scalar field in de Sitter
spacetime and particle produc-
tion
Let us first discuss how particle production actually
occur in a simple computation for a free massive scalar
field in a de Sitter geometry.
The theory is defined through the following action.
S =
∫
d4x
√−g
(
1
2
ϕˆ2ϕˆ− m
2
2
ϕˆ2
)
(1)
The next steps to quantize such a theory is to decom-
pose the field into modes by going to spatial Fourier
space and impose the usual commutation relations to
the ak and a
†
k operators. Here, as stated before, we use
the conformal coordinates, which means that we work
with the comoving momentum ~k. The mode function,
the time dependent coefficient in front of the creation
and annihilation operators, can be computed by sol-
ving the Klein-Gordon equation (−2+m2)ϕˆ = 0, with
a modified box operator
2 =
1
a(η)
(
−∂2η +
2
η
∂η + ~∂
2
X
)
. (2)
We get the following decomposition for the scalar field
ϕˆ(η, ~X) ∼
∫
d3k
(2pi)3
(
ei
~k· ~XHν
(
k
a(η)
)
ak + h.c.
)
(3)
with ν =
√
9
4 − m
2
H2 ≈ 32 1 and Hν(p) the Hankel func-
tion of the first kind. This mode function coincide with
the flat space result for high energies (i.e. high values
of the physical momentum p = k/a in units of H). Ho-
wever it has a higher modulus in the infrared regime
p < 1, meaning that the mode occupation number for
the infrared modes is amplified, see Fig. 2. In a more
general field theory, these enhanced modes will possibly
interact. What we want to compute is the backreaction
due to such modes interaction.
1. We consider small masses compared to H in the following
p
Rκ(p)
κ
κ2
Figure 3: Typical regulator function as a function of
the physical momentum.
3 Getting to the modified Fried-
man equation
3.1 Non perturbative renormalization
group
To do this we need some more sophisticated tools
than the usual perturbative approach and we will use
the NPRG. Let us define the functionals W[j, g] and
Γ[j, g] for an arbitrary scalar theory
eiW[j,g] =
∫
DϕˆeiS[ϕˆ,g]+i
∫
jϕˆ (4)
and Γ[ϕ, g] =W[j, g]− j ·ϕ. Derivatives ofW[j, g] with
respect to j generate the correlation functions of the
theory. Γ[ϕ, g] is called the effective action, it depends
on the classical field ϕ = 〈ϕˆ〉 and contains all the in-
formation of the theory (its derivatives generate the
so-called vertex functions which form an equivalent set
to the correlation functions).
The NPRG consists in defining a continuum of theo-
ries by adding a regulator to the action S which de-
pends on a mass scale κ that we will vary
i∆Sκ[ϕˆ, g] = i
∫
x,y
Rκ(x, y)ϕˆ(x)ϕˆ(y). (5)
This regulator is a mass term which effectively freezes
the quantum fluctuations of the modes below this scale
κ. Indeed, the R function is chosen so that it gives a
mass of order κ2 to the modes of energy below κ, see
Fig. 3.
Again we define the effective action for each value
of the regulating scale Γκ[ϕ, g] = Wκ[j, g] − j · ϕ −
∆Sκ[ϕ, g]. The fuctional Γκ interpolates between the
microscopic action Γκ→∞ = S and the full effective
action Γκ→0 = Γ as we take into account more and
more quantum fluctuations.
The variation of the effective action is described by
the so called Wetterich equation [13]
∂κΓκ =
i
2
tr
{
∂κRκ(Γ
(2)
κ +Rκ)
−1
}
(6)
where Γ(2) is the second derivative of the effective ac-
tion with respect to the scalar field.
So far, the metric g has been left unspecified. The
idea is now to compute it at each scale to see how it
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varies as we integrate more and more quantum fluc-
tuations. The physical value of the scalar field and the
metric are specified as the minima of the effective ac-
tion
δΓκ
δϕ
= 0 ,
δΓκ
δgµν
= 0. (7)
Notice that the second equation can be written as the
semi-classical Einstein equation
Gκµν =
〈
Tκµν
〉
(8)
As an additional assumption, we project all this on
a de Sitter metric, with a de Sitter invariant quantum
state and constant ϕ. This leaves only one degree of
freedom H, and we are able to compute how it is re-
normalized (i.e. modified by the backreaction of the
scalar field fluctuations). This is a strong assumption
as it forbids us to capture more general metric fluc-
tuations, but it allows us to compute analytically and
non-pertubatively part of the effect as it preserves the
de Sitter symmetries.
3.2 Dimensional reduction
In order to solve the Wetterich equation (6), we can
make some additional assumptions. As illustrated in
the case of the free scalar field, the enhanced modes
are the infrared modes, so we will restrict ourselves to
the infrared regime κ Hκ. We also want these modes
to fluctuate so they should have a small mass, i.e. the
potential has to have a small curvature, compared to
Hκ. The last hypothesis we make is to take an ansatz
for the effective action. Instead of taking a general func-
tional we discard all derivative interactions, which are
expected to be subdominant in the infrared, and res-
trict our computation to the effective potential 2. This
is the so called local potential approximation.
In the end, the solution of the flow is a zero-
dimensional theory, which means that we can compute
physical quantities from a simple integral [8]. In the case
of N scalar fields with an O(N) symmetry one gets the
following generating function for the expectation values
eVWκ(j,h) =
∫
dN ϕˆe
−V
(
Vin(ϕˆ,h)+
κ2
2 ϕˆ
2−j·ϕˆ
)
(9)
with V = 83pi2H−4 a volume factor. This should be
seen as an effective theory for the scalar field averaged
over a Hubble patch (i.e. a spacial region of extension
1/H), and coincides with the equilibrium probability
distribution obtained in the stochastic formalism [2].
The information from the high energy theory is encoded
in the potential Vin, which is an initial condition for the
flow equation (Vin is the effective potential at the scale
H).
We choose for Vin the following form
Vin(ϕˆ, h) = N
(
α− β
2
H2
)
+
λ
8N
(ϕˆ2a)
2. (10)
2. the effective potential V (ϕ, g) is defined as the effective
action for constant values of the field up to a volume factor Ω,
Γ[ϕ, g]|ϕ=cst. = ΩV (ϕ, g)
corresponding to N massless interacting scalar fields.
The parameters α and β are related to the usual gra-
vitational quantities through α = ΛM2P (cosmological
constant term) and β = 12M2P (scalar curvature term)
with MP the Planck mass. The factors of N are here
to ensure the good scaling of the different coupling at
large N (see below section 4).
The equations (7) become
ϕa,κ = 〈ϕˆa〉
H2κ =
4α
β
+
2κ2
Nβ
(〈
ϕˆ2
〉− ϕ2κ)+ λ2βN2 〈(ϕˆ2)2〉
(11)
where the expectation values are to be computed with
the generating function (9) at j = 0 and contain im-
plicit dependence on both ϕκ and Hκ. Notice that the
second equation is the Friedman equation with 4α/β
the classical solution to which one adds quantum cor-
rections.
4 Analytic results for large N
Solving Eqs. (11) can be easily done by numerical
computation of the expectation values. However we can
gain some insight by considering the regime when N
the number of scalar fields becomes large, as in this
case everything can be computed analytically. In the
massless case that we took for the initial condition (10),
the O(N) symmetry is not broken, the minimum for
ϕa,κ sits at zero. The second equation of (11) can now
be written as
H2κ =
4α
β
+
H4κ
βΩ
(
1 +
κ2
m2t,κ + κ
2
)
(12)
where the mass mt,κ can be expressed as
m2t,κ = −
κ2
2
+
√
κ4
4
+
λH4
2Ω
. (13)
This equation has no implicit dependence on H any-
more, and we can solve for the ultraviolet (κ → ∞)
and infrared (κ→ 0) asymptotic values
H2∞ =
βΩ
4
(
1−
√
1− 32α
β2Ω
)
≈ 4α
β
+
2
βΩ
(
4α
β
)2
+ · · ·
(14)
H20 =
βΩ
2
(
1−
√
1− 16α
β2Ω
)
≈ 4α
β
+
1
βΩ
(
4α
β
)2
+ · · ·
(15)
The full flow is represented on Fig. 4 along with some
finite values of N and one sees that the general features
are well captured by the large N computation.
Several comments can be made. First, Hκ decreases
along the flow. This means that the enhanced interac-
ting modes tend to draw energy from the gravitational
field, as anticipated.
Also, the flow saturates at a finite value. This says
that de Sitter geometry is stable against the type of
quantum perturbation that we are considering here, as
it does not blow up or tend to zero. In fact, the high
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Figure 4: Flow of H2κ as κ goes to 0. The parameters
are chosen are set to λ = 0.1, α = 0.1 β = 1. The flow
is computed for three values of N and one sees that
it keeps similar features. It always saturates at a finite
value.
energy value is renormalized by a quantity of order αβ2
which is small by assumption in our semi-classical fra-
mework.
Looking at the Friedman equation (12) one unders-
tands the role played by the mass mt,κ. Indeed, this
quantity is the effective mass of the scalar field at a
given scale κ. Starting from a zero value for high κ,
one sees that a mass is generated by the interaction,
as when κ goes to zero it becomes proportional to
√
λ.
This screens the renormalization in the infrared as it
freezes the fluctuations as soon as κ becomes lower than
the generated mass.
One last comment we can make is that, having re-
gulated the theory with a mass term, one can make a
perturbative computation for a finite scale κ and com-
pute a flow at some finite loop order. As expected, such
a flow diverges when κ goes to zero see Fig. 5. A one
loop computation appears to be misleading as it seems
to indicate the relaxation of de Sitter spacetime towards
flat space. However the phenomenon at hand is deeply
non perturbative : the expansion parameter is non sim-
ply λ the coupling constant but λH
4
κ
κ4 , which shows that
the expansion breaks down at small κ.
5 Conclusion
In conclusion, the we studied the backreaction of
the gravitationally amplified infrared modes for mass-
less interacting scalar fields. We used the NPRG to
circumvent problems encountered in usual perturba-
tive computations. The relaxation of de Sitter that one
could expect from one loop computation appears to sa-
turate due to the dynamical mass generation, which is
an intrinsically non perturbative phenomenon.
So far, however, this does not solve entirely the ques-
tion of de Sitter stability. Indeed, we made some as-
sumptions to preserve de Sitter symmetries, such as im-
posing a de Sitter invariant state, and constraining the
geometry. It could be interesting to repeat this study in
a more general spacetime such as Friedman-Lemaitre-
Robertson-Walker spacetime, as this has not yet been
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Figure 5: Flow of H2κ as computed with the NPRG
or with pertubative computations. The parameters are
set to λ = 0.1, α = 0.1 and β = 1. The perturbative
computation breaks down quickly and that one needs
to take all loops into account to see the saturation. The
“approx” curve refers to a first order development in the
semi-classical regime controlled by αβ2 .
studied.
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Étude des sources gamma HESS J1640.6-4633 et HESS J1641.0-4619
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1 Introduction
C’ est au début du XXeme siècle que l’on découvre
qu’ un flux constant de particules chargées pouvant at-
teindre des énergies phénom’enales bombarde l’ atmo-
sphère terrestre. Ces particules, appelées rayons cos-
miques, sont issues des évènements les plus violents de
l’univers. En effet, ces particules sont accélérées au sein
d’ onde de choc non collisionnel telle que les vestiges
de supernova, ou encore dans les champs magnétiques
des nébuleuses à vents de pulsar. Ces particules, accé-
lérées jusqu’à des vitesses relativistes, interagissent de
multiples faÃ§ons dans le milieu interstellaire, interac-
tions se traduisant par un rayonnement de hautes éner-
gies. Ainsi, un électrons relativiste va rayonner par ef-
fet synchrotron le long des lignes de champ magnétique
ou par interactions inverse Compton sur les champs de
photons environnant. Un proton va lui interagir sur les
nuages de gaz interstellaire en produisant des pions qui
se désintègrent en photon. L’astronomie gamma est un
outil puissant permettant d’étudier ces évènements et
les mécanismes d’accélération de ces particules.
2 Présentation de l’instrument
et des sources
2.1 Le LAT
Le nouveau et ultime format des données du LAT
du satellite Fermi, appelé pass8 [W.atwood & all,
2012], fournit de nombreuses améliorations par rapport
au format précédent. Cette nouvelle base de données
est considérée comme la meilleure pour tous types
d’analyses, notamment grâce à une augmentation
de l’intervalle en énergie jusqu’à 3 TeV permettant
l’observation de sources de très haute énergie de
faÃ§on plus efficace grâce une mesure plus précise de
l’énergie des photons. Les différentes sources gamma
sont observées avec davantage de statistiques, notam-
ment grâce à l’augmentation de la surface efficace de
détection du LAT de 5 à 10% au-dessus de 1 GeV.
Le LAT enregistre le passage de photons gamma et en
déduit leur énergie ainsi que leur provenance probable
à l’aide de différents algorithmes. Ces informations sont
ensuite envoyées sur terre pour Ãatre analysées. Un en-
semble d’outils permettant l’analyse de ces données a
été développé par la NASA en mÃame temps que les
détecteurs et optimisé au cours de la mission. Ces ou-
tils forment une chaÃ R©ne permettant un traitement
Figure 1: Le satellite Fermi avec le LAT (partie
blanche)
complet des données, de la sélection des évènements
qui nous intéressent à la génération de cartes,jusqu’à la
fabrication d’un modèle contenant les sources gamma
d’une région donnée du ciel . Ce modèle permet de
mettre en évidence de nouvelles sources et, par la suite,
permet de remonter aux mécanismes ayant produit le
rayonnement gamma observé en utilisant une méthode
de maximum de vraisemblance.
2.2 Présentation des sources
HESS J1640-465 est une source gamma de haute
énergie découverte par H.E.S.S 1 en 2006 et détectée
peu après par le LAT du satellite Fermi [Slane et al.
2010].
HESS 1641-463 est une source gamma de très haute
énergie et située à 0.25◦ de J1640. Cette source n’a
tout d’abord pas été détectée, car sa luminosité est
noyée dans celle de J1640 pour une large bande en
énergie [H.E.S.S. Collaboration, 2014]. Ce n’est qu’à
très haute énergie qu’elle se démarque comme une
source à part entière. En effet pour des énergies de
l’ordre du TeV, elle émet bien plus de photons que
J1640 (son spectre pour des énergies supérieures au
TeV est plus dur que celui de J1640).
Quelle soit observée par H.E.S.S ou par Fermi,
J1641 ne semble pas avoir d’extension spatiale. Elle est
considérée comme ponctuelle car la prise en compte
1. H.E.S.S (High Energy Stereoscopic System) [Aharonian et
al. 2006b] est un réseau de télescopes à imagerie Tcherenkov situé
en Namibie permettant l’observation de sources de rayonnements
gamma de très hautes énergies.
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d’une extension spatiale dans les analyses n’améliore
pas le modèle de faÃ§on significatif.
L’analyse du milieu environnant ces deux sources et
les caractéristiques de l’absorption du HI (hydrogène
neutre) ont permis de contraindre la distance des deux
sources à (8-13) kpc [Lemiere et al. 2009].
2) Origines du rayonnement gamma/scenarii
Le rayonnement gamma de haute énergie et le
rayonnement X de J1640 ont d’abord été interprétés
comme l’émission Compton inverse (sur des photons
du fond diffus cosmologique 2 ou d’étoile proche) et
l’émission synchrotron d’électrons relativistes accélérés
dans le champ magnétique d’une PWN associée à
la SNR G338.3-0.0 [Funk et al. 2007 ; Lemiere et al.
2009 ; Slane et al. 2010] corrélé à J1640. Le scénario
hadronique, qui consiste quant à lui à la production
de photons gamma par la désintégration de pions
neutres créès par l’interaction proton-proton, a été
jugé improbable à l’époque de la première publication
car il nécessite une densité très élevée du milieu
interstellaire [H.E.S.S. collaboration, 2014].
En supposant une corrélation (spatiale) entre J1640
et J1641, le rayonnement gamma de très haute énergie
de J1641 peut Ãatre expliqué en considérant que les
protons d’énergie la plus élevée s’échappent de la zone
d’accélération et interagissent avec le nuage moléculaire
situé à la mÃame position que J1641, d’où un spectre
plus dur que J1640 à haute énergie. Cependant, seule
une jeune supernova est capable d’accélérer les protons
au-delà de la dizaine de TeV. Cela pourrait indiquer
que ce sont les jeunes supernovæ qui sont responsables
d’une partie du flux de rayons cosmiques dans la ga-
laxie puisque J1641 est l’une des sources HESS la plus
brillante au dessus de 1 TeV.
3) Discussion
Aucun des deux scénarios ne semble s’imposer de
lui-mÃame, les modélisations actuelles des spectres
des deux sources ne permettant pas de contraindre
le mécanisme de production du rayonnement gamma,
hadronique ou leptonique. De plus, la séparation
angulaire de ces deux sources est assez faible, et
leur causalité est une simple hypothèse, sans autre
argument physique que la mise en évidence d’une faible
contrepartie observée en radio et semblant les relier.
L’analyse de ces deux sources est difficile car elles
sont situées dans le plan galactique et dans une région
possédant un grand nombre de sources gamma. Ainsi,
mÃame si les sources environnantes sont bien repro-
duites/approximées dans le modèle servant à l’analyse,
limitant ainsi la contamination des signaux provenant
de J1640 et J1641, la présence du diffus galactique
détériore énormément les statistiques de ces sources à
2. CMB pour Cosmic Microwave Background
basse énergie. En effet, la galaxie est baignée dans un
rayonnement gamma intense de basse énergie compris
entre 100MeV et 1GeV, provenant de l’interaction
des rayons cosmiques avec les photons et les noyaux
du milieu interstellaire pendant leur propagation à
travers la galaxie. A ce jour, le diffus galactique n’est
pas parfaitement modélisé. En effet, le modèle de
rayonnements diffus utilisé dans pass8 consiste en
une analyse en maximum de vraisemblance du ciel
dans lequel on a retiré toutes les sources gamma.
Cependant, en plus d’Ãatre rétroactif 3, l’ajustement
des différents paramètres des différents processus de
rayonnement 4 ne convergent pas, surtout à basse
énergie. Ainsi, le modèle de diffus actuelle possède
des structures artificielles qui peuvent détériorer les
sources.
L’étude de ses sources est très importante car si la
preuve est faite que c’est une région d’accélération de
protons efficace, alors ce sont peut-Ãatre des sources
contribuant significativement au flux de rayons cos-
miques que l’on observe. Au vu de son spectre sans
cassure à haute énergie, J1641 pourrait mÃame Ãatre
un des rares PeVatron de la galaxie [H.E.S.S. Collabo-
ration, 2014] et ainsi contribuer au Â« genou Â» 5 du
digramme du spectre du rayonnement cosmique.
3 Résultat
Pour la première fois, l’extension spatial de J1640 a
été vu et mesuré de manière significative en utilisant
les données du LAT. Une extension 0.05◦ ± 0.015◦ est
mesurée au dessus 1GeV avec un TSext=17. Ce n’est
pas meilleur que l’extension vue par HESS, donc nous
utilisons l’extension et la position de HESS (0.07◦)
pour notre analyse.
Dans notre modèle, nous avons pris en compte toutes
les sources gamma dans une zone de 20◦ ∗ 20◦ autour
de nos sources. L’algorithme de gtlike ne peut travailler
au maximum de vraisemblance que pour un maximum
de 100 degrés de liberté. Notre région est très peuplée
en sources gamma dÃ» à sa localisation, il nous est
donc impossible d’ajuster toutes les sources présentes à
l’intérieur des 20◦ ∗20◦. Ainsi, nous avons laissé libre le
préfacteur et l’indice spectral (ou indice et la courbure)
des sources dans une zone de 4◦ autour du centre de
notre région d’intérêt.
3. la connaissance du diffus permet de trouver des nouvelles
sources qui permettent de modifié le diffus ect
4. synchrotron, inverse Compton, bremsstrahlung
5. changement dans l’indice du spectre à 5 ∗ 1015 eV, une
particule par an par m2
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Figure 2: Figure 5 : Distribution spectrale en énergie
de la source J1640. Les points et les triangles corres-
pondent respectivement aux données Fermi et H.E.S.S.
Le meilleur ajustement des données Fermi est repre-
senté par la ligne jaune.
Figure 3: Distribution spectral en énergie de la source
J1641
La source J1641 est vue avec une courbure si-
gnificative qui n’était pas détecté dans les analyses
précédente. Un tel spectre ressemble beaucoup à un
spectre de pulsar.
Le raccord entre les points Fermi et HESS est très
étrange. Il est possible qu’il soi nécessaire d’ajouter
une deuxième composante pour interpréter les points
HESS de très haute énergie. Il est également possible
que Fermi et HESS ne détecte pas la mÃame source, ce
qui expliquerait le mauvais raccord entre leurs points.
Une sed multi-λ de J1641 n’est pas envisageable
car aucune contrepartie dans le domaines X ou radio
n’a été observée à ce jour. De plus, il est difficile
d’expliquer le spectre des points Fermi et celui
des points HESS. Il semble y avoir deux compo-
santes distinctes. De plus, si le scénario leptonique
est l’explication du rayonnement de J1640, alors
J1641 est à ce jour une source non identifiée mais
toujours candidate comme un Pévatron dans la galaxie.
4 Conclusion
L’astronomie gamma permet une étude indirecte
des processus d’accélération des particules à l’origine
des rayons cosmiques. Les sources gamma J1640 et
J1641, situées dans le plan galactique, sont candidates
comme accélérateurs de protons de hautes énergies.
Les résultats obtenus pendant ce stage ont cependant
montré que le scénario hadronique par échappement
de proton, permettant d’expliquer le rayonnement
de ces deux sources , ne semble pas reproduire les
données multi-longeur d’onde observées. Dans ce
scénario, des protons sont accélérés dans le résidu
de supernova SNR G338.3-0.0 puis interagissent avec
un nuage moléculaire situé dans la partie nord de la
SNR et par désintégration du pion, serait à l’origine
du rayonnement gamma de J1640. Les protons les
plus énergétiques quant à eux s’échappent de la zone
d’accélération et interagissent avec un autre nuage
moléculaire situé à la position de J1641, ce qui expli-
querait son spectre extrÃamement dur dans les très
hautes énergies.
Les résultats présentés ci-dessus remettent en
question les précédentes analyses et les conclusions
effectuées par la communauté Fermi qui favorisait un
scénario hardronique. Le rayonnement de J1640 serait
de source leptonique, par accélération d’électrons à
l’intérieur d’une PWN âgée possédent un faible champ
magnétique plutÃ´t que par l’accélération de protons
au niveau de l’onde de choc de la SNR.
Les analyses effectuées pendant ce début de thèse
ont été réalisées dans un intervalle en énergie allant de
100MeV à 1TeV et en utilisant le catalogue de source
préliminaire des 8ans du LAT. Nous sommes en train
de réaliser une nouvelle analyse en utilisant le catalogue
de sources définitive de la collaboration (le 4FGL), ainsi
que tout les changements et améliorations effectuées sur
le rayonnement diffus de la galaxie.
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Variability of Active Galactic Nuclei at Very High Energy with H.E.S.S.
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Résumé
Active Galactic Nuclei (AGN) are powerful photon
and particle emitters located at the center of some
galaxies. It is currently commonly accepted that such
sources are made of a central super massive black hole,
around which accretion processes take place and in
some cases relativistic jets are present. Photons emitted
by the jets reach very high energies, with both emis-
sion processes and acceleration processes of the emit-
ting particles being largely unknown. A better unders-
tanding can come from the study of variability of the
jet emissions and would affect multiple domains : very
high energy physic, neutrinos, (ultra high energy) cos-
mic rays, ...
The presented work was made in the H.E.S.S. expe-
riment, an array of Cherenkov telescopes located in Na-
mibia. It present the studies of flaring state of multiple
AGN in a multi-wavelength program of “Target of Op-
portunity”.
1 Introduction
Astrophysical studies are important in better unders-
tanding our Universe. Phenomenon can be observed
without equivalent on Earth : particles at energies im-
possible to produce in man-made accelerators, extreme
densities, long range interactions, ... All of this happens
in giant engines and laboratories such as stars, galaxies
and compact objects. Thank to the finite speed of all
particles, observing far in the Universe is also obser-
ving in the past of the Universe. Hence, it is possible
to study the evolution of the content of the Universe as
well as the evolution of the law of physics.
Astrophysics faces multiple limitations. First we have
no control over the input parameters of what we ob-
serve. An unknown source, inside an unknown environ-
ment, exists and sends us continuous or punctual signal
from which we have to deduce as much as possible.
Then comes the non-repeatability of the experiments.
If we missed an event, we may never be able to observe
something equivalent ever, and we also can not repeat
observations, limiting the reach of statistical studies.
Finally there are also heavy observational constraints.
From each event we can only observe the part of signal
that reaches us : directional emissions need to point to-
ward us, the signal needs to neither be absorbed nor
deviated and must live long enough. At last, the detec-
tion of the particles can be challenging, as well as the
reconstruction of their interesting properties.
In the following, the subject will be focused on AGNs
which are powerful extragalactic sources, and their
observation with photons at very high energies with
H.E.S.S.
2 Very High Energy Astronomy
2.1 Detection of high energy signal
Powerful sources in the Universe are expected to be
observed through three specific outputs at high energy :
cosmic rays (proton, electron,...), photons and neutri-
nos. Deviation of charged particles over cosmic distance
by magnetic fields makes it impossible to point back to
the source of those particles. Neutrinos and photons are
not deviated this way but the low interaction of neu-
trinos make them difficult to detect while the photons
are more likely to be stopped (Figure 2).
Figure 1: Particles travels depending on their nature
Depending on the photon energy, Earth atmosphere
is more or less transparent to light (Figure 3). At high
energy (HE, 100 MeV to 100 GeV) and very high energy
(VHE, >100 GeV), photon interactions make direct de-
tection on the ground impossible. In case of high energy
photons, a solution is to send satellites outside of the
atmosphere. One such detector is Fermi-LAT which of-
fers a full sky coverage as seen on Figure 4. At very
high energy, the fluxes are too low for such detectors
[1] and other techniques must be used.
2.2 High Energy Stereoscopic System
An IACT (Imaging Atmospheric Cherenkov Teles-
cope) is a detector using the interaction of the VHE
photons in the atmosphere to indirectly detect them.
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Figure 2: Opacity of the atmosphere depending on
wavelength, Credit : NASA
Figure 3: Sky map obtained with 9 years of ob-
servations with Fermi-LAT at High Energy, Credit :
NASA/DOE/Fermi LAT Collaboration
One VHE photon reaching the atmosphere will inter-
act, creating an electron/positron pair. These electron
and positron will then emit Bremsstrahlung photons
still energetic enough to create new pairs. This process
will repeat, creating an electromagnetic shower in the
atmosphere. The energy of the original photon is so
important that a large part of the electromagnetic sho-
wer will contain electrons and positrons whose speed
is higher than the speed of light in the air, leading to
the emission of Cherenkov light. It is this Cherenkov
light that is detected by the IACT and used to recons-
truct the original photon (Figure 5). Charged cosmic
rays entering the atmosphere will also produce Che-
renkov light acting as an overwhelming background for
IACTs observation. Most of the background associa-
ted with hadrons can be rejected using discrimination
on the morphological differences of electromagnetic and
hadronic air showers.
The High Energy Stereoscopic System (H.E.S.S.) is an
array of 5 telescopes located in Namibia. It is the only
IACT of the current generation (including MAGIC and
VERITAS) located in the southern hemisphere. The
location has been chosen to minimize light pollution,
and at an altitude of 1800m, which leaves enough at-
mosphere above the telescope for the shower to deve-
lop, while limiting the additional height where it would
be attenuated. H.E.S.S. was built in two steps, first
four telescopes installed between 2002 and 2004 with
12 meters diameter mirrors and then a 28 meters dia-
meter mirror telescope in 2012. Multiple telescopes are
necessary for the use of stereoscopic reconstruction, al-
lowing for a better shower reconstruction and discrimi-
nation between electromagnetic and hadronic showers
than with a single telescope (Figure 5). The addition
of a bigger telescope allowed for a lower energy thre-
shold, reaching the high energy limit of HE detectors
like Fermi-LAT.
H.E.S.S. has a field of view of 3◦ diameter for the large
telescope and 5◦ diameter for the smaller ones, and was
built to point anywhere in around 50 seconds to mini-
mize the lost observation time when changing the area
of the sky observed. High resolution cameras are used
to discriminate between photons and protons using the
differences in morphology of the associated shower and
Cherenkov light, and to obtain more precise images
of the electromagnetic showers. In the end, H.E.S.S.
energy resolution is 15-20% and the angular resolution
of 0.1◦. An important limitation of IACTs is their sen-
sitivity to light, observations are thus possible only du-
ring cloudless, moonless nights leaving for H.E.S.S. a
10% duty cycle.
Figure 4: The Cherenkov light emitted will be detec-
ted as ellipses over an extended area [2]
Figure 5: For the same event, images obtained with
multiple telescopes are combined to obtain the incident
photon direction [2]
3 Active Galactic Nuclei
Active Galactic Nuclei are powerful sources located
at the center of some galaxies. They display strong
emission from radio to VHE with the detailed emis-
sion depending on the source. It is commonly accep-
ted that AGN are powered by accretion of matter on a
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super-massive black hole of the order of 106 to 109 solar
masses. The black hole is surrounded by an accretion
disk which emits light through black body processes.
Some of this light is then reprocessed by gas and emit-
ted as X-rays. Farther from the black hole, dust form an
obscuring torus limiting the visibility of the accretion
disk on its plane. Then, AGNs can be divided in two
categories depending on the presence of a relativistic
jet. When a jet is present, the AGN is called radio-
loud as jets are responsible for radio emissions in all
direction. What is interesting for high energy physics,
is the sub-category of radio-loud AGN called blazars for
which the jet is directed along our line of sight. All of
this is resumed in figure 6 (See also [3] for more details
on AGN properties and classification).
Figure 6: General picture of an AGN, with detail on
the AGN category depending on the presence of a jet
and the viewing angle. SMBH stands for Super Massive
Black Hole. Adapted from [4]
With blazars it is possible to observe the relativisti-
cally boosted and focused emission from the jet. Their
spectral energy distribution (SED) usually displays 2
main components. One at low energy range roughly
from radio to X-rays, while the higher energy one goes
from HE to VHE. This is a simplified vision as both
component can be centered at higher or lower energy
depending on the source (Figure 7).
The low energy bump is known to be synchrotron
emission from relativistic electrons while it is unknown
whether the high energy component is from inverse
Compton by electrons or due to hadronic processes
from protons and nuclei. Hadronic processes add a lot
of complexity with new particles and interactions, but
the added emmisions could explain part of the observed
cosmic rays and neutrinos.
4 Target of Opportunity program
and analysis
AGNs are variable sources, with variations on time
scale ranging from minutes to years. The Target of Op-
Figure 7: Blazar sequence SED, showing blazar with
peak emission from lower to higher energies.[5]
portunity (ToO) program searches for sources in high
emission state seen by other experiments at all energies
(optical, X-rays, HE, VHE) and trigger observations.
This allows for the detection of sources which would
otherwise be too weak to be seen, and to observe short
time variability.
I am working on two analysis using data collected
during ToO observations. The first is on 3C 279, a well
known source for which the study of the variability can
give interesting results as it was really active in the
past few years. The second one is on PKS 2022-077.
In this case the goal would be a detection as it is a
high redshift source (z=1.388), farther than any source
detected at VHE. The main factor limiting the obser-
vable flux at VHE is the absorption by the extragalactic
background light, an ambient light created during ga-
laxy formation and evolution which interacts with TeV
photons through electron-positron pair creation [7].
5 Other activities
Apart from analysis, I perform other work for the
collaboration.
5.1 Software development
Two additions to the analysis software were develo-
ped. The first one is an adaptive light curve algorithm
which automatically adapts the time binning to the si-
gnificance of the signal. It allows for a finer precision
in the light curve when the signal is brighter, which is
useful to reveal fast variability (Figure 8).
The second one removes part of observations with a
bad quality (due to cloud, hardware failures,...). The
goal is to recover observation runs which would be lost
due to a few problematic minutes while most of the
observation was of good quality. This work is still in
144 Astrophysics
Figure 8: Light curve of a historically strong flare of
PKS 2155-304, produced with fixed 2 minutes binning
(red) and with the adaptive algorithm with a minimum
significance of 20 sigma per point. A binning of a few
seconds at the flux maximum and minutes at the flux
minimum are visible, showing the usefulness of the me-
thod. 20 sigma was chosen for visibility and is over-
constraining for scientific studies.
testing phase but results are promising. This is par-
ticularly interesting for time sensitive observations like
transient or variable sources. For example, during a pro-
mising observation on 3C 279, 4 runs of 28 minutes each
were taken. One of the run is problematic for 3 minutes
and this new tool can be used to recover the 25 good
minutes instead of loosing one forth of the overall ob-
servation time.
5.2 Continuous monitoring
A monthly analysis, called the extragalactic round
up, is performed over all the extragalactic data. The
goal is to check if sources were active or variable during
the observation period, and to search for serendipitous
transients in the field of view.
H.E.S.S. performs a real time analysis (RTA) over all
the observations done on site. This allows for a quick es-
timation of the source signal but before the results can
be used for communication their reliability needs to be
studied. Indeed, the RTA relies on a preliminary cali-
bration to avoid any computation time intensive steps,
but produces less robust results. Two studies are per-
formed. The significance given by the RTA is compared
to the significance obtained during the oﬄine analy-
sis. This is mainly useful for internal use. The other
study, is the correlation between RTA results and the
flux of the source obtained in oﬄine analysis (Figure
9). This is important for external communication, es-
pecially to initiate multi-wavelength observations with
external partners.
6 Conclusion
Variability studies will be critical in understanding
sources at VHE. Such programs will be an increasingly
Figure 9: Comparison between oﬄine flux and asso-
ciated significance in the RTA divided by the square
root of the observation time (points). At constant flux,
the significance should increase linearly with the square
root of the observation time. The best linear fit for each
source used is displayed. The best linear fit is also plot-
ted in green for both sources fit together.
important part of current IACTs observation in the fu-
ture, before the start of CTA (Figure 10). CTA is the
future IACT observatory which will cover both hemis-
pheres with better performances than current instru-
ments [6].
Figure 10: The newly installed telescope for CTA ,
Credit : Iván Jiménez (IAC)
Another big evolution in VHE astrophysics is the
multi-messenger aspects rapidly developing after the
recent observation of a neutrino associated at a 3 sigma
confidence level with the blazar TXS 0506+056 [8] and
observations of gravitational waves with LIGO/VIRGO
associated with a multi-wavelength counterpart from
the neutron star merger GW170817 [9].
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Résumé
Resume
1 Gamma Ray Bursts
1.1 History
Gamma Ray Burst (GRB) were discovered in 1962
by the VELA satellites. The purpose of these network
of satellites was to monitor the U.R.S.S. nuclear bomb
tests. Nuclear explosions were the only known source of
γ-ray. A first signal was detected in 1967 (see Fig. 1),
however due to the bad localisation accuracy, instru-
ments were not able to identify the direction of γ. The
energy and the high frequency of the detection excluded
a human origin.
Figure 1: First Gamma-Ray Burst detection by
VELA.
This discovery was classified until 1973 by the U.S.
After the release, numerous facilities such as CGRO,
Fermi and Swift were built to study this kind of source.
1.2 Gamma Ray Burst characteristics
After several decades of study, the origin of GRB
emissions are still not fully understood. But some ge-
neral characteristics can be highlighted.
— Extragalactic projenitors (from low to high red-
shifts) ??
— Two classes of GRBs : short GRBs (duration be-
low 2s) and long ones (duration above 2s)
— Two phases of emission : Prompt (between 0.1s
and 1000s depending on the GRB kind) and af-
terglow (until weeks or months)
— Huge released energy (≈ 1051 − 1054erg)
— Not thermal spectra
— Linked between long GRBs and Supernovae by
collapsing scenario (but in only 0.4% to 3% the
SN Ibc in linked to a GRB)
— Merging scenario as origin of short GRBs (see
GW170817 event)
— Most of energy released in X and low energy γ
domains (10-100 keV)
GRBs have been detected in all the electromagnetic
domain except the very high γ energies above 100 GeV
(until the GRB 190114C ATEL 12390). Figure 2 shows
several instruments used to study GRBs and the energy
boundary before the MAGIC detection.
Figure 2: Schematic of the position of several instru-
ments on energetic range. Credit : NASA.
2 The H.E.S.S. telescope array
2.1 Cherenkov light
Čerenkov light is created when a particle moves fas-
ter than light in the medium. An electromagnetic ray
focused in a cone of light is emitted as shown in Figure
??. Secondary particles produced in atmospheric sho-
wers are ultra-relativist and move faster than the speed
of light in the atmosphere. Considering usual parame-
ters for showers, a Lorentz factor β ≈ 1 and an index n
≈ 1, θc ≈ 0.6 ◦. With a first interaction about 10 km, a
circle of radius ≈ 100 m will be created on the ground.
The flash of Čerenkov emission is very short (about
3 ns). The typical wave length is between 300 nm and
600 nm (blue color). So sensors to observe this specific
light has to be fast and sensitive to blue.
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2.2 Array description
The H.E.S.S. experiment is located at the coordinate
(23Â◦16’18”S, 16Â◦30’00” E) on the Khomas Highland
in Namibia at an altitude of 1800 m. Its localization on
the highland was chosen for several reasons.
— The site has to be far from city to avoid human
activities and light pollution.
— Desert highlands such as Khomas have a semi-
desertic climate. It means that a small amount of
time is lost because of clouds or rain.
— There is a geomagnetic anomaly called the South
Atlantic. The geomagnetic field is lower (0.2 G)
than at other places. This lower magnetic field
implies a lower deviation of charged particles in
showers. So showers are more collimated and ea-
sily identifiable.
The H.E.S.S. array is actually composed of five teles-
copes of two kinds made in two step. First in 2004, four
telescopes of 12 m diameter at the corner of a 120 m
side square have been built. The distance of the teles-
copes was chosen as a compromise between two effects.
Further the telescopes are better the stereoscopic vi-
sion is. But the probability of a shower to be detected
in several telescopes decreases. So according to typical
shower parameters explained in the previous part the
best distance between the telescopes is around 100 m.
These four telescopes implied a breakthrough in γ as-
tronomy. More than 80 new γ sources were discovered.
However there were a gap in energy between the γ sa-
tellites such as Fermi-LAT and H.E.S.S. energy ranges.
This energy domain is crucial to effectively constraint
models of emission.
This four telescopes array called H.E.S.S.-I worked
until 2013 and the commissioning of a 28 m diameter
telescope called CT5. This new array composed of five
telescopes is still used to observe γ sources. The picture
3 shows the five telescopes in the Namibian desert. CT5
is in the center of this square. The aim of this new confi-
guration was to increase sensitivity at low energy (≈
100 GeV). Thanks to this new telescope, a continuous
energy range from 100 MeV to 100 TeV was obtained
by using Fermi and H.E.S.S.-II.
Figure 3: Picture of the H.E.S.S. array
2.3 Gamma Ray Burst detections
The H.E.S.S. experiment does not have a large field
of view such as Fermi or Swift satellites to observe hap-
pening GRBs. So H.E.S.S. is connected to an interna-
tional network grouping (called GCN) several tens of
facilities operating at different wave lengths. Once an
alert is sent trough the GCN, H.E.S.S. try to observe
this position as soon as possible.
However, most of the alert can not be followed ins-
tantaneously. As H.E.S.S. does not work during day or
cloud conditions, all the observations are delayed. Fi-
gure 4 shows the H.E.S.S. delay of observation during
the last years follow-ups. The lowest delays are around
20s. It corresponds to the average time of alert sending.
After data taking, GRBs are analyzed using standard
procedure including calibration and analysis cuts ??.
None GRBs have been detected by H.E.S.S. Only
empty maps have been observed as shown in figure 5.
Figure 4: Delay of H.E.S.S. follow-ups.
Figure 5: H.E.S.S. observation of GRB150227. Signi-
ficance map of detection. Li&Ma formula has been ap-
plied.
3 Cherenkov Telescope Array
3.1 Array description
Cherenkov Telescope Array (CTA) will be the futur
main facility of γ-ray astronomy. The hardware and
software improvements will make CTA a major advance
in grounded γ detectors.
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Characteristics Energy range Value
Diff. sensitivity at 50 GeV 8 x 10−12
(erg cm−2 s−1) at 1 TeV 2.10−13
at 50 TeV ≈10−12
Collection at 1 TeV > 104
Area at 10 TeV ≈106
Angular at 0.1 TeV 0.1 ◦
resolution > 1 TeV 0.05 ◦
Energy at 50 GeV < 25 %
resolution > 1 TeV < 10 %
Field of view at 0.1 TeV 5 ◦
at 1 TeV 8 ◦
> 10 TeV 10 ◦
Repointing < 0.1 TeV 20 s
time 0.1-10 Tev 60s
Figure 6: Performances to reach for the CTA obser-
vatory.
The CTA array is currently under construction on
two sites. The northern one in La Palma on the Ca-
naries islands and the southern one in Paranal, Chile
These two sites were chosen in order to maximize
scientific possibilities of discovery. Indeed, observable
sources are different between the northern and the sou-
thern hemispheres. The Chile site will be mainly used
to study galactic sources whereas the La Palma site ob-
servation time which will be mostly dedicated to study
extra-galactic sources.
In order to imrpove the sensitivity over a large energy
range, CTA will be composed of 3 kinds of telescopes.
— The Small Size Telescope (SST) (4m high) to ob-
serve at the highest energies (>1 TeV).
— The Middle Size Telescope (MST) (12m) to cover
the middle part of the energy range (between 100
GeV and a few TeV).
— The Large Size Telescope (LST) (24m) to increase
the sensitivity to low energy (around 100 GeV).
The table 6 shows some of the characteristics to be
reached by CTA.
The most important characteristics for the GRB de-
tection are the high sensitivity at low energy around
100 GeV and the fast repositioning.
3.2 Gamma Ray Burst detections
Estimating the possibilities of GRB detection with
CTA is one of the major key science projects. In order
to estimate the chance of GRB detection with CTA, a
preliminary study using a theoretical model has been
performed.
The GRB modeling during afterglow and prompt
emissions have been done by applying some equations
coming from the literature for prompt and afterglow
modelings. The processes taken into account are :
— Synchrotron
— Synchrotron Self-Compton (SSC)
— γ − γ absorption
— Geometrical correction
COSMOLOGICAL PARAMETERS
H0 Hubble constant (km/s Mpc−1) 71
Ωm matter density (ρm/ρc) 0.27
ΩΛ vacuum energy density (ρΛ/ρc) 0.73
VARIABLES (PROMPT)
Liso GRB luminosity [erg/s]
T90 GRB duration [s]
tv GRB variability time-scale [s]
p particle population slope
Γ Boost Lorentz factor
e B energy equipartition parameters
z GRB redshift
VARIABLES (AFTERGLOW)
En GRB energy per solid angle [erg]
th Observer time from T0 [h]
n ambient density [cm−3]
p particle population slope
ζ fraction of accelerated particles
e B energy equipartition parameters
z GRB redshift
Table 1: Parameters and variables used in the source
code to model GRBs during both prompt and afterglow
phases.
— EBL attenuation (Dominguez ??)
An example of spectrum obtained is given in Figure
7. Parameters taken into account for the modeling are
shown in Table 1.
However the GRB modeling is still largely unknown.
So several assumptions were taken concerning emission
processes. Moreover taking into account all the variety
light curves of GRBs is not possible. So three kinds of
light curves taken into account the shape of light curves
shown in Figure 8 were assumed.
After defining spectra and light curves, simulations
were ran using ctools, one of the software developed by
the CTA collaboration. This software takes as inputs ;
spectrum, light curve and instrument response func-
tions. Spectra and light curves are described by the
model. Instrument Response Functions describing the
characteristics of telescopes are provided by the CTA
collaboration.
1 000 000 simulations were ran by changing the dif-
ferent physical parameters (such as e, BandΓ, light
curve and delay of observation. Then the number of
detection above 5σ is reported in the table ??.
Figure 7: Spectra obtained from the GRB modeling.
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Array e, B tstart[s] Mean number
configuration of detection
South 0.4, 0.4 0, 20 5.3±1.7, 3.9±1.6
North 0.4, 0.4 0, 20 4.2±1.7, 2.2±1.3
South 0.01, 0.79 0, 20 1.2±1.0, 0.5±0.7
North 0.01, 0.79 0, 20 1.8±1.3, 0.7±0.8
South 0.1, 0.01 T90, 600 8.8±1.7, 7.1 ±1.8
3600, 7200 7.1±1.8, 6.8±1.8
North 0.1, 0.01 T90, 600 8.5±1.7, 6.5±1.8
3600, 7200 6.5±1.8, 6.1±1.8
South 0.01, 0.79 T90, 600 0.5±0.7, 0.1±0.3
3600, 7200 0, 0
North 0.01, 0.79 T90, 600 0.6±0.7, 0.1±0.3
3600, 7200 0, 0
Table 2: GRBs detections with different array confi-
gurations and different set of parameters e and B .
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Figure 8: Kind of light curves used for the GRB si-
mulations.
For the both cases, two set of values for e and B were
chosen. As expected, the number of detection is lower for
relatively high e/B cases (low SSC component). A further
reduction is expected when a delay in observation time is
introduced (a factor ∼ 2) in the two considered scenarios
without delay in the follow up and with a delay of 20 s. For
optimistic cases, several GRBs should be detected with CTA
during the first years of operation. But for the pessimistic
case, detecting GRBs at very high energy for the first time
a GRB is very unlikely.
4 Conclusion
Gamma Ray Burst have been largely detected at different
wave lengths since their discovery in 1962.
H.E.S.S. is the current generation of Cherenkov Teles-
cope. H.E.S.S. have observed several tens of GRBS since
2007. Moreover, non detection occurred. Very high energy
upper limits put by H.E.S.S. observations are very useful
for modeling.
CTA is the next step of Cherenkov astronomy. The im-
proved sensitivity at low energy and its fast repositioning
capacities will increase the GRB detection possibilities. Ac-
cording to the first estimations, CTA should be able to de-
tect GRBs during the first years of operation.
Pulsars at very high energies
Marion Spir-Jacob
APC laboratory, Paris
Résumé
Pulsars are strongly magnetized, fast-spinning neu-
tron stars. Their emission consists of pulses separa-
ted by regular and short intervals with a great stabi-
lity. They have been discovered in 1967 in radio. Since
then, more than 2600 radio pulsars and more than 240
gamma-ray pulsars have been discovered, as well as
some pulsars in X-ray (with ∼100 specimen) and a few
others.
This proceeding focuses on gamma-ray emitting pul-
sars, and among them, the ones that emit at particu-
larly high energies. All gamma-ray pulsars are observed
by Fermi, a space telescope sensitive between 100 MeV
and 100 GeV. Ground-based VHE (very high energy)
telescopes (sensitive between 20 GeV and 100 TeV) are
starting to detect their first VHE pulsed signal. And
these observations around the TeV bring exciting new
challenges for pulsar theory, especially because such de-
tections were not expected at all.
1 Compact objets, final stages of
stellar evolution
Figure 1: Stellar evolution (mass goes upwards)
A star is a hydrostatic equilibrium between the gravi-
tational pressure and the radiation pressure generated
by the nuclear fusion reactions taking place in its core.
When the nuclear reaction rate starts to diminish,
the gravitational pressure compresses the core of the
star. The final evolution depends mainly on the mass of
the star – even if other factors can have some influence,
like the rotation speed, the metallicity, the presence of
a companion, etc. What is left of the core of the star is
a compact objet, and there exists three different types
of them : white dwarfs (for stellar masses / 8M),
neutron stars (for stellar masses between 8 and 30M)
and black holes (for stellar masses ' 30 M).
In the case of white dwarfs, they are about the size
of the Earth and the mass of the Sun, and the main
pressure term is the electron degeneracy one. Neutron
stars are intermediate stages, much denser and com-
pacter than white dwarfs, but not massive enough to
collapse into black holes. Their mass is also of the order
of 1 M but their radius is approximately 10 kilome-
ters, leading to densities similar to the nuclear liquid
density, and even higher in the core. The electrons are
then so degenerate that the Fermi energy level is ex-
tremely high. As a result, it costs much more energy
to create an electron than only its rest mass energy.
The usual equilibrium between the neutron decay and
the electronic capture (shown below) changes : there is
a global neutronization of matter, hence the name of
neutron star.
n→ p+ + e− + ν¯e
p+ + e− → n+ νe
The strong interaction between neutrons is the main
term balancing gravity.
All pulsars are neutron stars, but the name of pul-
sar (pulsating radio star) refers to the phenomenon
taking place around the neutron star. To understand
it, a parallel with a light-house is often proposed. A
light house emits a spinning beam of light. An observer
sees a peak of light at regular intervals, when the beam
points towards him. In a pulsar, the emission is strongly
anisotropic because of the very intense magnetic field
and that results in a periodicity of its luminosity with a
period equal to the rotation period as for a light-house.
In the following sections, I will present an overview of
pulsar emission models, and particularly the VHE (very
high energy) pulsar observations and phenomenology,
which are the topics of my PhD.
There are different categories of pulsars, and the fo-
cus here will be only for one type : the rotation-powered
pulsars. They are less than a few 105 years, and their
period is of the order of 0.1-1s. Their main energy
source is their rotational kinetic energy, as opposed to
magnetars, powered by their magnetic field, or millise-
cond pulsars, powered by the accretion of a companion.
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2 Gamma-ray emitting pulsar
models
2.1 Rotating dipole in the vacuum
The simplest model to describe a pulsar is the ro-
tating dipole in the vacuum. Despite being unrealistic
(for reasons we will develop later), it is still used to
estimate the magnetic field and the age of a pulsar.
A rotating dipole emits electromagnetic waves, which
makes it lose some energy, under the form of rotational
kinetic energy EK . The core relation of the model is
simply E˙em + E˙K = 0 : the dipole slows down with
time because of all the energy it emits.
Thanks to this relation, and with the measure of the
period of a pulsar and its derivative, it is possible to
have an idea of its time evolution and hence its age.
The strength of the magnetic field is related to E˙em, so
it is possible to estimate it as well.
A major flaw of the model is the idea of a pulsar in
the vacuum. As we will discuss now, a pulsar is in reality
surrounded by a conducting magnetosphere. And even
if a pulsar was initially in the vacuum, it would charge
its magnetosphere extremely quickly.
Moreover, no particle around the star means no par-
ticle emission mechanisms. Yet we observe a pulsed
high-energy emission, which means that somewhere
around the pulsar, there should be high energy par-
ticles emitting these photons in one way or another.
2.2 Magnetosphere models
The Golreich and Julian model
The reason why a pulsar should be surrounded by a
magnetosphere can be understood by analogy with the
Faraday disk experiment. A Faraday disk is a rotating,
conductor disk put in a magnetic field. This generates
an electric potential difference between two different
points at its surface. Computing the electric poten-
tial difference between two points on the star’s surface
yields a force much stronger than the gravitational’s at-
traction. Consequently, no pulsar could really be in the
vacuum. This work was shown by Golreich and Julian
in 1969 [2].
Presence of cavities
However, the Golreich and Julian model is also not
realistic. Pulsar magnetospheres are actually not fully
filled but contain vacuum gaps [3].
They form in regions where there is a flow of particles
outwards that are not replaced by an equally important
input of particles.
These gaps are essential to account for the accele-
ration of particles, because without them, there would
be no strong electric fields. Indeed, within the conduc-
ting plasma of the magnetosphere, charged particles
can move and prevent strong potential difference from
occurring. On the contrary, a cavity isolates different
parts of the plasma and is a favorable location for
strong electric fields and particle acceleration up to very
high energies.
This can happen near the poles, where the particles
follow the magnetic field lines and can eventually escape
in the wind. This idea is developed in the polar caps
model [4].
Another location for a vacuum gap is near the light
cylinder.
The light cylinder is the limit beyond which particles
cannot follow a solid corotation with the neutron star
because they would have to go faster than c. Particles
within a closed field region will stay in it ; particles just
outside of it will escape in the wind and this can create
a cavity called the outer gap [5].
Some models develop the idea that the emission takes
place along the last closed magnetic field line, all the
way from the star’s surface to the light cylinder : this
is the slot gap [6].
Figure 2: Very schematic view of the different gaps,
where the acceleration and emission would take place.
The neutron star is the grey disk in the middle, Ω re-
present the angular rotation vector, and α is the angle
between the magnetic dipole and the rotation axis. The
light cylinder is parallel to the rotation axis. The ob-
server has an angle of view inclined of ζ with respect
to Ω. The polar cap is in yellow, the slot gap in purple
and the outer gap in blue. The magnetosphere goes un-
til the light cylinder and is not colored in this scheme.
Outside the light cylinder starts the pulsar wind, fed
by escaping particles.
The polar cap is the closest to the neutron star and
the gap in which the magnetic field is the strongest.
Any photon above a certain energy threshold interacts
with the field and creates an electromagnetic shower.
The stronger the field, the lower the energy threshold.
In the case of polar caps, it means e+/e− pair creations
and showers are expected. This is a nice framework to
work in for radio pulsar theorists, but not for gamma-
ray emission, since there is be a strong attenuation of
gamma-rays through pair production.
Modeling gamma-ray pulsar emission requires to take
some more distance with the neutron star and its ma-
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gnetic field. The models favor synchrotron emission and
Inverse Compton effect in the outer gap, in the slot gap
or in the pulsar wind, which we will describe now.
2.3 Striped wind models
At the light cylinder, the particles can’t have a rigid
corotation with the pulsar : it would mean going faster
than c.
Magnetic field lines open and charged particles es-
cape along them. They feed the pulsar wind, which re-
presents the major part (about 90 %) of the energy
losses of the pulsar.
Outside the light cylinder, the magnetic field can
be described as a double-half-monopole. The lines
converge towards the magnetic South pole in a half-
space while they diverge away from the magnetic North
pole in the other half-space. On one side the magnetic
field polarization is positive, on the other side negative.
At the interface, the polarizations cancel exactly and it
creates a current sheet of hot particles with very little
magnetization. This current sheet has a striped shape
because of the angle between the rotation axis and the
dipole’s axis.
Figure 3: Shape of the current sheet in the stripped
wind model, where magnetic reconnection could acce-
lerate particles. The figure on the left is from [12] and
the figure on the right from [11].
It is thought that magnetic reconnection takes place
in the current sheet. Magnetic reconnection happens
when two plasmas of opposite magnetic polarization
collide (or get closer together) and the magnetic field
lines rearrange themselves. The magnetic energy gene-
rated by the rearrangement is converted into kinetic
energy of particles in the wind.
The idea that particles in the current sheet could
generate pulses spaced from one to the next has all to
do with special relativity. The wind is relativistic and
moves towards the observer, causing its emission to be
focused in the direction of the observer. The extension
of the region emitting towards the observer is of the size
of the beaming angle (outside this region, the emission
will be focused in another direction). There can only
be pulses if the duration of one pulse is smaller than
the duration of the total emission, otherwise all pulses
would add up and smooth the pulsations. [7]
3 PIC simulations
The advance of numerical simulations gives a pre-
cious tool to understand objects like pulsars, too com-
plex to be fully treated analytically. The PIC (Particle-
In-Cell) method is used to describe the behavior and
emission of particles around a pulsar, with the least
hypotheses possible. A grid divides space in cells, with
a value for the charge density, the charge current, the
electromagnetic field, in each cell. The simulation is
performed step by step. To go from one step to the
other, equations of motion and Maxwell’s equation for
the fields are solved.
The main emission mechanisms are encoded in the
code and the result (the intensity of the emission and
its location) are the outputs of the simulations.
As a result, the gamma-ray emission seems to come
from the transition between the magnetosphere and the
pulsar wind, close to the light cylinder.
Figure 4: In grey : emission from the wind to different
directions than the observer’s. In color : emission in the
direction of the observer, contributing to the pulse from
different locations in the wind. From Cerutti, 2016 [8]
4 Pulsars in the VHE domain
The Crab pulsar and the Vela pulsars were among the
first pulsars to be discovered in radio, and a few years
later in the gamma-ray domain. They remained the
only two gamma-ray emitting pulsars for almost two
decades, and then EGRET (Energetic Gamma Ray Ex-
periment Telescope) found them five new companions.
In 2008, just before the launch of Fermi (a gamma-ray
space telescope), seven gamma-ray pulsars were known.
Fermi operated a revolution in the field, discovering
more than 200 such objects. This opened the way to
population studies.
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In particular, the spectra of all Fermi pulsars see-
med to behave in a similar way. Around the GeV, there
would be a strong cutoff in the spectrum (an ∼ expo-
nential cutoff).
Consequently, no signal was expected at very high
energy, and none of the models predicted a signal like
the ones that were recently detected.
After a first detection in 2011 by the VERITAS colla-
boration of the Crab pulsar up to 400 GeV [9], in 2015,
the MAGIC collaboration announced the detection of
the Crab pulsar up to 1 TeV [10]. The spectrum (figure
5) shows that it is possible to fit with a single com-
ponent the high energy and very high energy emission
for the two pulses of the pulsar (P1 and P2).
Figure 5: Fermi and MAGIC spectrum of the Crab
pulsar. The peak P1 is in black, the peak P2 in blue.
For both peaks, a power law is used to fit the spectrum
from the GeV up to the TeV. The dashed line is the
exponential cutoff that was expected from the fit on
Fermi data alone.
In 2017, the H.E.S.S. collaboration announced the
detection of the Vela pulsar above 3 TeV. In contrast to
the Crab, this component is not in continuation of the
GeV emission. This is a distinct spectral component,
which has even more unexpected consequences for the
pulsar models.
This discovery will help discriminate between the ma-
gnetospheric models and the pulsar wind models, if one
or the other is not capable of explaining the TeV emis-
sion while conserving reasonable values for all other
physical quantities. To this day, this remains an open
question.
My PhD is focused on the analysis of this very high
energy component, with an observation part and a phe-
nomenology part, focused on the wind model near the
light cylinder. This is in continuation of the thesis of
Thomas Tavernier in 2015 [11].
5 Perspectives for the future
This new spectral component at the TeV is a chal-
lenge for the models, none of which predicted such a
strong signal at such high energies. This will help dis-
criminate between magnetospheric and wind models.
Further observations on the Vela pulsar to probe the
highest energy reached by this component will provide
some major constraints for the phenomenology of pul-
sars.
The Crab pulsar and the Vela pulsar seem to have
different behavior at very high energy but a common
explanation is not excluded either. Studying other pul-
sars and finding whether they have a Crab-like or a
Vela-like component (or neither !) is on the road map
for understanding pulsars at very high energies.
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Résumé
XENON1T is the third and largest dark matter (DM)
direct detection experiment of the XENON collabora-
tion. It consists of a dual-phase (liquid-gas) Time Pro-
jection Chamber (TPC) filled with xenon (Xe). With
its total mass of 3.2 tonnes of xenon, XENON1T is at
present the largest TPC ever built for DM searches.
It proved to be capable to reach the lowest back-
ground level ever achieved in liquid xenon (LXe) detec-
tors and set the world best limit for Spin-Independent
WIMP-nucleon cross section for WIMP masses above
6 GeV/c2[1].
Thanks to the ultra-low background environment, the
same detector allows to study other rare processes,
among which, the search for neutrinoless double β de-
cay is of particular interest because it allows to probe
the majorana nature of neutrinos. This search is pos-
sible thanks to the presence of the 136Xe double β emit-
ter in the natural xenon used as a target.
Both DM and neutrinoless double β decay searches
require a very good understanding and characteriza-
tion of the detector response at different energies over
time. In this proceeding, a quick summary of the XE-
NON1T experiment will be reviewed, then calibration
and detector monitoring using an internal radioactive
source of 83mKr will be discussed. Finally, a preliminary
investigation of the neutrinoless double beta decay sen-
sitivity in XENON1T will be presented.
1 Introduction
The concept of DM was introduced to explain se-
veral astrophysics observations which indicate the pre-
sence of a missing mass in the universe. Particle physics
theories beyond the Standard Model suggest Weaky In-
teractive Massive Particle (WIMP) as one of the best
candidate for DM. One of the possible approaches to
search for them is the direct detection, whose working
principle is based on the proposal of M.Goodman and
E. Witten [2]. In 1985, they extended the neutral cur-
rent neutrino detection to DM : WIMPs are expected
to elastically scatter off nuclei in the target. The energy
transferred during such interactions induces low energy
nuclear recoils whose measurable signal has a typical
energy of a few keV to 100 keV.
The current most stringent limit on the Spin-
Independant WIMP-nucleon cross-section was reached
by XENON1T in September 2018 after a total exposure
of 1 ton × year, and corresponds to 4.1x10−47cm2 for
a WIMP mass of 30 GeV/c2 at 90% confidence leve [1].
To reach such good sensitivity, XENON1T showed the
lowest background noise ever achieved in such experi-
ments (see section 2.2) and stable experimental condi-
tions over more than one calendar year.
These reaches are of fundamental importance also for
other rare event searches, like the search for neutrino-
less double β decay of 136Xe that will be presented in
section 4.
2 XENON1T experiment
2.1 Detector principle
XENON1T is located at the Laboratori Nazionali del
Gran Sasso (LNGS) in Italy. It consists of a dual-phase
TPC of 1 m hight per 1 m diameter filled with 2 tons
of Xe, designed to detect rare events particles scatte-
rings. The TPC and its two arrays of PhotoMultiplier
Tubes (PMTs) 1 allow the detection of the light and
charge signals produced by a particle interaction with
Xe atoms.
In LXe, it is possible to distinguish two types of in-
teractions depending on the incoming particle. In case
of WIMPs or neutrons, elastic scatterings with target
nuclei will lead to Nuclear Recoils (NR). If the inco-
ming particle is a photon (with a typical energy of [0.1,
10] MeV, since it will come from the ambient radioac-
tivity), a photoelectric effect, a Compton effect or an
electron-positron pair production will lead to Electro-
nic Recoils (ER). In the same way, ER can be induced
by β particles (i.e. electrons) which interact with ato-
mic electrons through elastic scattering.
In both (NR and ER) cases, Xe atoms are ionized and
excited. Excited Xe atoms decay to the ground state
emitting a light signal, called S1. Electrons generated
by the ionization follow the lines of the applied elec-
tric field, as they drift towards the gas phase, where an
other stronger field extracts them from the liquid phase
to the gas phase. During the extraction, the proportio-
nal scintillation charge signal, S2, is generated.
Because the S2 signal is produced in the gaseous
phase, close to the top PMT array, the x − y position
of the interaction is extracted from the top PMTs : its
resolution is of the order of a few cm. The Z coordinate
is determined with a resolution of the order of 100 µm
through the measurement of the drift time of the elec-
trons inside the TPC.
1. 248 PMTs in total.
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Figure 1: Working principle of the XENON1T TPC,
showing the S1 and S2 signals production. The black
arrow indicates an incoming particle [1].
Electronic Recoils (induced by gamma or beta par-
ticles) can be distinguished from Nuclear Recoils (in-
duced by WIMPs or neutrons) thanks to the relative
intensity of S1 and S2 signals. The S2/S1 ratio is lower
for a NR than for an ER. This discrimination between
NR and ER is one of the techniques used to reduced
the background noise for DM searches, presented in sec-
tion 2.2
2.2 Backgrounds
WIMPs are predicted to have a low interaction pro-
bability with standard matter (with a cross-section lo-
wer than the weak scale) which leads to expect few
detectable events in our detector. In order to extract
this tiny signal, it is crucial to operate at the lowest
possible background level. Several techniques are used
to reduce the background noise in XENON1T.
First, XENON1T is placed under the Gran Sasso
mountain, at 3 600 m water equivalent, reducing the
background noise from cosmic ray by a factor ∼
106[3] 2. NR produced by remaining muon-induced neu-
trons are suppressed thanks to the active Cherenkov
muon veto detector, instrumented with 84 PMTs of 8
inches.
Secondly, the ambient radioactivity is reduced
thanks to shielding : an external shielding is provided
by the water Cherenkov detector, and an internal one
is given by the LXe itself. Indeed, thanks to the high
stopping power of the LXe, most of the ambient radio-
activity events are confined at the edge of the detector.
Therefore, knowing the 3D position of the interaction,
a fiducial volume can be defined to select events at the
center of the TPC in order to reduce this background
contribution.
Thirdly, LXe does not contain Xe radioactive iso-
tope. Two radioactive isotopes are dissolved 3 in the
LXe and represent the majority of the ER background :
85Kr and 222Rn. 222Rn and its daughters decay emit-
ting β and α particles. 222Rn is produced inside detec-
2. The muon flux at sea level is of the order
of 1 cm−2min−1[4], while it is of the order of 3× 10−8cm−2s−1
under the Gran Sasso mountain.
3. They are uniformly distributed in the TPC : fiducialisation
can not reduced them.
tor materials by the decay of 226Ra and can emanate
inside the LXe through diffusion or recoil from prior
α-decay. Its half-life is of 3.8 days and it is uniformly
distributed inside the TPC [1]. A careful selection of
low 222Rn emanation materials was performed in or-
der to reduce this background contribution prior to the
construction of the experiment [3]. 85Kr is present in
the atmosphere and thus in the natural xenon 4 used
as target. The different boiling points of Xe and 85Kr
allow for the removal of 85Kr contaminants down to a
negligible level via a cryogenic distillation procedure [5].
Finally, since WIMPs are expected to generate NRs,
all ER background sources can be reduced during
data analysis, making use of the S2/S1 ratio (see sec-
tion 2.1).
NR backgrounds are more significant for DM
searches. Given their low interaction probability,
WIMPs are more likely to generate single-scatter (SS)
NR, while neutrons induce multiple scatters (MS) (see
figure 1). Dedicated analysis algorithms allow to dis-
tinguish SS from MS events, reducing the MS neutrons
backgrounds. On the other hand, a SS NR induced by
a neutron or a neutrino represents an irreducible back-
ground for WIMP searches.
XENON1T showed the lowest Electronic Re-
coil background ever achieved in such kind
of experiments, corresponding to (82+5−3 syst ±
3 stats) events/(t. yr.keVee), in the DM search region
of interest [1].
3 Calibration using a 83mKr
source
3.1 Introduction
Calibration is essential to study and understand the
detector response to a wide range of energies as well as
its stability. Indeed, XENON1T recorded data during
several years in order to maximize the probability of de-
tecting a WIMP-nucleon scattering or other rare events
(such as the neutrinoless double β decay) : its response
needs to be well-known and as stable as possible over
time. Therefore, regular calibrations were made by the
XENON collaboration during all the data taking per-
iods. One of the source used bi- or tri-weekly is the
83mKr (whose advantages will be described in more de-
tails in section 3.2). These regular calibrations allow
for correction and monitoring of S1 and S2 signals, as
it will be discussed in section 3.3.
3.2 83mKr characteristics
83mKr source has several advantages : first of all, it is
an internal source that can be directly injected in the
xenon recirculation system, providing a homogeneous
calibration of the detector, allowing for the corrections
of S1 and S2 signals 5. Secondly, it has a half-life of
4. Xe is extracted from the atmosphere.
5. Indeed, because of several effects (like light or electron ab-
sorption by impurities, solid angle effect, reflection on the TPC’s
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1.83h, short enough to have all radioactive components
disappearing in few hours after the source is closed.
Finally, it has the advantage of decaying through two
subsequent emissions of γ rays at 32.2 keV and 9.4 keV
(i.e. in the region for DM searches), spaced in time by
an average of 156.94 ns, that allows a good identifica-
tion, and thus a clean selection, of the 83mKr decay.
3.3 Electron lifetime
The 83mKr source is used to correct for the attenua-
tion of the S2 signal. Because of electronegative impu-
rities into the LXe, some of the electrons coming from
the ionization are trapped during their drift. As a conse-
quence, the observed S2 signal decreases exponentially
with the drift time 6. The evolution of the S2 signal as
a function of the drift time can be written as in equa-
tion 1 [3]
S2 = S20 × exp −∆t
τ
(1)
where S2 is the charge signal that is measured af-
ter the electrons drift, while S20 is the charge signal
that should have been measured if no impurities were
present in the LXe (which also corresponds to the am-
plitude of an S2 signal generated on the top of the
TPC). τ is the electron lifetime, i.e. the average sur-
vival time of free electrons before being captured by
impurities. Therefore, the determination of the electron
lifetime allows to estimate the number of impurities in-
side the LXe and provide a way to correct S2 signals.
The electron lifetime is regularly monitored during
data taking using the 83mKr source, as shown in fi-
gure 2. An increase from February 2017 to February
2018 (which corresponds to a decrease of the impurity
concentration) can be attributed to the continuous pu-
rification of the LXe during the data taking period.
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Figure 2: Monitoring of the electron lifetime. The elec-
tron lifetime increases over time thanks to the LXe pu-
rification system. The drop in June corresponds to the
meshes cleaning that introduced impurities in LXe.
wall...), the collection of the light (S1) and charge (S2) depends
on where the interaction occurs in the TPC.
6. The deeper the interaction is, the more likely the electrons
are trapped while drifting toward the gaseous phase.
4 Search for neutrinoless double
β decay with XENON1T
4.1 Introduction
Neutrinos, detected for the first time 63 years ago [6],
are mysterious particles : their absolute mass is unk-
nown as well as their nature : are they Majorana 7 or Di-
rac 8 particles ? Or, in other words, are neutrinos their
own antiparticles ? The detection of a double β decay
without neutrino emission could answer this question.
Double β− decay (2νββ) is an isobaric nuclear de-
cay, consisting of two neutrons transformed into two
protons, with the emission of two electrons and two
anti-neutrinos (see figure 3). Double β decay without
neutrino emission (0νββ) is possible only if neutrino
is its own anti-particle (i.e. if neutrinos are Majorana
particles).
n
n
νm
e−
e−
Neutrinoless Double ß decay
n
n
e−
e−
ν¯
ν¯
Double ß decay
Figure 3: Double β and neutrinoless double β decay
processes. The neutrinoless double β decay implies that
neutrino and anti-neutrino are the same particle (i.e.
Majora particle).
136Xe is a double β decay emitter (see equation 2).
136Xe→136 Ba+ 2e+ 2ν¯e (2)
Its natural isotopic abundance in XENON1T (mea-
sured to be of 8.49%), gives the possibility to study the
0νββ decay by measuring the total energy deposited by
the two electrons (i.e. ERs).
While experimental signature of the 2νββ decay is
a continuous energy spectrum, the 0νββ decay should
lead to a discrete peak at the energy of the Q-value of
the 136Xe decay 9, i.e. 2457.83±0.37 keV [7]. To be able
to detect this peak, XENON1T needs to prove a good
energy resolution to ERs in this region. In section 4.2,
the energy reconstruction method, as well as the pre-
liminary energy resolution in the region of interest for
the 0νββ search is presented. In section 4.3, the current
sensitivity of XENON1T, compared to other dedicated
experiments and future projections, is shown.
7. Majorana particle : particle coincides with its anti-particle
(like γ)
8. Dirac particle : particle and anti-particle are distinct (for
example, positron is the anti-particle of electron : they differ by
their charges).
9. In 2νββ decay, the total energy emitted is split between
the two electrons and the two neutrinos, while in 0νββ decay, all
the energy is carried by the two electrons.
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4.2 Energy reconstruction
The combination of the S1 and S2 signals, shown
in equation 3, is used to determine the energy of each
interaction
E = W ·
(
S1
g1
+
S2
g2
)
(3)
where W is the average energy needed to generate
one photon or electron in LXe, g1 and g2 are parame-
ters that depend only on the detector’s caracteristics.
They are determined using calibration sources at dif-
ferent energies (such as the 83mKr source) as well as γ-
lines from materials decays. The light and charge yields
(i.e. S1 and S2 signals per unit of deposit energy) of
each identified energy line are determined. These quan-
tities are anti-correlated 10, therefore, a linear fit of the
charge yield as a function of the light yields allows the
extraction of g1 and g2 [8].
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Figure 4: XENON1T energy resolution as a function
of the energy.
The energy resolution is determined by fitting
calibration-peaks by a Gaussian function. The current
energy resolution of ∼ 2% at the 136Xe Q-value (shown
in figure 4) could reach less than 1% by improving the
reconstruction of events at high energy. A study in this
direction is undergoing.
4.3 Sensitivity
The sensitivity to 0νββ decay depends on the num-
ber of events and the number of backgrounds events in
the region of interest, as shown in equation 4
S(T 0νββ1/2 ) = 
a
A
√
m× t
∆E × b (4)
with : a the isotopic abundance of 136Xe, A the atomic
number of 136Xe, m × t the total exposure,  the de-
tection efficiency, ∆E the energy resolution and b the
number of background events.
10. S1 and S2 are anti-correlated since electrons coming from
the ionization of Xe atoms can recombine with other Xe atoms
and form an excited state that decays emitting scintillation light
(i.e. S1). Ionization of Xe atoms is thus involved in both S1 and
S2 signals.
For XENON1T, the major background contribution
for the 0νββ search is coming from the material radio-
activity of the detector (222Rn emanation and decay
from detector components, see section 2.2). As shown in
figure 5, XENON1T expected sensitivity is lower than
the current limits from dedicated experiments such as
KamLAND-ZEN [9] or EXO-200 [10]. However, the first
0νββ search with XENON1T could indicate the un-
derstanding of the detector at high energies, and will
be a first proof of principle that future LXe experi-
ments (XENONnT (∼ 8 tons of LXe) and DARWIN
(∼ 50 tons of LXe)) could reach the so-called "Inver-
ted neutrino’s mass hierarchy" zone 11. Indeed, while
neutrino oscillation had proven the massive nature of
neutrinos, only the difference between the masses of the
three neutrinos is known, the mass hierarchy (i.e. which
neutrino is the lighter/heavier 12) is still unknown. As
shown in figure 5, DARWIN could start constraining
the neutrino mass hierarchy.
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Figure 5: Average sensitivity to neutrinoless double
beta decay of 136Xe at 90% CL for XENON1T and
other present (KamLAND-Zen and EXO-200) and the
future experiments (XENONnT and DARWIN). These
sensitivities have been determined using equation 4,
and assuming the background contaminations reported
in the legend.
5 Conclusion
In this proceeding, the calibration of the XENON1T
experiment was discussed. With stable operations over
more than one calendar year, and with the lowest back-
ground noise ever achieved in such experiment, XE-
NON1T reached the world best limit on the Spin-
Independent WIMP-nucleon cross-section. The low
background level and detector stability allow the search
of other rare physics processes, among which of parti-
cular interest is the neutrinoless double β decay search,
presented in this proceeding. This new analysis is a
proof of concept for future dual phase LXe based DM
experiments that could become competitive also in the
search for neutrinoless double β decay.
11. In figure 5, the lower background levels indicated for fu-
ture experiments assume a improvement of the 222Rn emanation
reduction.
12. In the inverted mass hierarchy, the second mass eigenstate
of neutrinos is heavier than the two other ones.
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1 Du postulat aux découvertes
La “solution désespérée” de Pauli en 1930 pour expli-
quer le spectre continu des émissions β nécessite l’exis-
tence d’une nouvelle particule sans charge, de spin 1/2
et de masse très faible : le neutrino. Sa mise en évidence
est compliquée expérimentalement : étant un lepton
neutre, il n’interagit que par interaction faible. En 1956,
Reines et Cowan découvrent un premier type de neu-
trino (ν¯e) grâce à un détecteur placé près du cœur du
réacteur de la centrale nucléaire de Savannah River. En
1962, Lederman, Schwartz et Steinberger construisent
le premier faisceau de neutrino grâce à un accélérateur
et découvrent un nouveau type de neutrino : le νµ à
Brookhaven. Enfin, en 2000, l’expérience DONUT dé-
couvrent un troisième type de neutrino : le ντ . Ces me-
sures sont confirmées par le LEP en 1989 : la largeur
invisible du boson Z0 n’est compatible qu’avec l’exis-
tence de 3 saveurs de neutrinos associés aux 3 leptons
chargés (e, µ, τ). En parallèle, Wu démontre experi-
mentalement que les neutrinos ne sont que d’hélicité
gauche : il ne peuvent se coupler au champ de Higgs et
ne possèdent donc pas de masse.
2 Les anomalies et les oscillations
Sans charge, sans masse, interagissant que par inter-
action faible : les neutrinos apparaissent donc parfaite-
ment adaptés pour être utilisés comme messagers d’as-
trophysique. L’explosition d’une supernova dans l’uni-
vers proche peut être annoncé et étudié par le spectre
des neutrinos qu’elle émet, comme ce fut le cas en 1987.
Les processus de fusion nucléaire intervenant au cœur
du soleil peuvent être étudiés par le spectre en énergie
des νe émis. L’origine, l’énergie et la nature des rayons
cosmiques arrivant sur terre et interagissant dans l’at-
mosphère peut être déterminés par l’étude des produits
de désintegrations comme les νe et νµ.
Pour ces deux derniers projets, de nombreuses ex-
périences ont été conçues dès les années 70. Cepen-
dant, les résultats ont montrés des anomalies dans le
flux des neutrinos observés : 2/3 des neutrinos solaires
manquent tout comme près de la moitié des neutri-
nos muoniques atmosphériques. De nombreuses hypo-
thèses voient alors le jour pour expliquer ce phénomène.
L’idée d’un mécanisme d’oscillation suggéré par Ponte-
corvo en 1957 (ν → ν¯) est reprise par Maki, Nakagawa
et Sakata modifiée en oscillation entre saveurs. Cela
repose sur le postulat que les états propres de masse
et les états propres de saveurs ne se superposent pas,
mais sont liés par une matrice de mélange unitaire. En
conséquence, un neutrino créé avec une certaine saveur
a une probabilité non nulle d’être détecté avec une sa-
veur différente. En considérant trois familles de neutri-
nos, cette probabilité dépend de l’énergie du neutrino,
de la distance source-détecteur, de trois angles de mé-
lange, deux différences de masses entre les états propres
ainsi qu’une phase de violation de CP . En 2002, l’expé-
rience SNO mesure le flux total des neutrinos solaires
par courant neutre : il est compatible avec les prédic-
tions et seuls 1/3 des neutrinos arrivant terre ont une
saveur électronique. Le reste a oscillé soit en νµ soit en
ντ , leurs énergies est trop faible pour interagir par cou-
rant chargé. En 1998, Super-Kamiokande mesure le flux
de neutrino atmosphérique en fonction de leur direction
et de leur énergie. Le spectre est compatible avec les dé-
pendances attendues par le mécanisme d’oscillation. Le
phénomène d’oscillation des neutrinos est alors mis en
évidence, et introduit un nouveau problème : contrai-
rement aux prédictions du Modèle Standard, les neu-
trinos sont massifs.
3 Les questions actuelles
De nombreuses expériences reprennant les techniques
qui permis la découverte des ν¯e et des νµ ont été créés
ou sont en projet afin de caractériser pleinement le phé-
nomène des oscillations de neutrinos. C’est le cas des
expériences comme Daya-Bay ou JUNO auprès d’une
centrale nucléaire et T2K ou DUNE auprès d’un accélé-
rateur. Aujourd’hui les 3 angles de mélange ainsi que les
différences de masses sont relativement bien contraints.
Le signe d’une des 2 différences de masse ainsi que la
phase de violation de CP reste encore inconnus et de-
vraient être résolus dans la prochaine décennie.
La mesure du flux de ν¯e émis par les centrales nucléaires
a montré un déficit de près de 6 % par rapport aux
prédictions pour des distances inférieures au km. Cette
nouvelle anomalie peut être expliquée par la présence
d’un quatrième neutrino qui, selon la mesure du LEP,
ne pourrait être détecté : ce serait un neutrino stérile.
De nombreuses expériences d’oscillographie situées au
plus près de cœur de réacteurs nucléaires essayent de
mettre en évidence son existence, c’est le cas de STE-
REO ou encore SOLID.
La masse des neutrinos peut être contrainte de deux
façons. Les expériences comme KATRIN ou TROITSK
tentent de mesurer directement la masse des neutri-
nos en regardant la queue du spectre des désintégra-
tions β. Des observations cosmologiques permettent des
163
164 Neutrino Physics
contraintes indirectes.
Le mécanisme d’acquisition de la masse aux neutrinos
reste encore un mystère et deux méthodes sont consi-
dérées actuellement. Par le mécanisme de Dirac, via un
couplage au Higgs, il est alors nécessaire d’avoir un neu-
trino stérile d’hélicité droite. Le mécanisme de Majo-
rana impose qu’il n’y aurait pas de distinction entre ν et
ν¯. Il est possible de démontrer expérimentalement cette
dernière hypothèse par l’observation d’une double dés-
intégration β sans émission de neutrino (ββ0ν). Cette
catégorie de processus de désintégration (avec ou sans
neutrino) est extrêmement rare, et les conditions expé-
rimentales doivent être les plus propres possible, sans
rayons cosmiques ni pollution radioactive interne ou ex-
terne. À ce jour, il n’y a pas eu d’observation d’un signal
ββ0ν. Les expériences actuelles comme SuperNEMO,
CUORE ou encore SNO+ utilisent des approches ex-
périmentales très différentes : tracker-calorimètre, bo-
lomètre, liquide scintillant. Cependant, ces techniques
ne permetteront pas de complètement sonder/exclure
l’espace de phase permettant le mécanisme de Majora,
de nouvelles techniques de détection ont besoin d’être
pensés.
Study of the nature of neutrinos with the
SuperNEMO experiment and the LiquidO project
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Résumé
An important research topic about neutrinos is to
determine their nature by studying the neutrinoless
double beta decay. The discovery of this very rare decay
(T1/2 > 1026 years) could prove the Majorana nature
(ν = ν¯) of neutrinos. There stands the SuperNEMO
experiment. The detector is composed of a tracker to
reconstruct the trajectory of particles and a calorime-
ter to measure their energy. This unique technology,
known as tracko-calo, allows to reject a lot of back-
ground events and to maximise the identification of
the two electrons coming from the searched decay (2
tracks & E1 + E2 = Qββ = maximal energy available).
However, such a precise measurement requires a good
control of every systematics, especially on the non-
linearity of light production (Birks, Cherenkov) and on
the non-uniformity on photon collection (geometry). I
will present the study made in order to optimise the
demonstrator performances, more precisely by taking
into account those effects in the calorimeter and how it
is possible to correct them. I will also present the R&D
work made on LiquidO, an original project using a new
technology which might prove effective for the study of
double-beta decay.
1 Introduction
The neutrino is the most common matter particle in
the Universe, but the less known of all particles des-
cribed in the Standard Model (SM). The only known
properties of the neutrino are :
— it is a lepton which comes in three flavours asso-
ciated to the known lepton flavours (e, µ,τ)
— it is a neutral charged fermion (spin = 1/2)
— it has a mass, despite this mass not having been
predicted by the SM
— the neutrino flux on Earth is about 70 M¯/cm2/s
In order to learn more about this particle, there are
several experiments in the world which are studying
its unknown properties, such as its absolute mass, the
mass hierarchy between the three neutrino flavours, its
nature, the search of sterile neutrinos, etc. The Super-
NEMO experiment and the LiquidO project aim at stu-
dying the neutrino nature, in other words to settle if the
neutrino is a Dirac (ν 6=ν¯) or a Majorana (ν = ν¯) par-
ticle. The only known method to determine the nature
of the neutrino is to study the double beta decays and
to discover the neutrinoless one.
2 Double beta decays with Su-
perNEMO and LiquidO
2.1 Double beta decays
A double beta decay is the simultaneous disintegra-
tion of two neutrons of a nucleus, followed by the emis-
sion of two electrons [1]. In the case of the two neu-
trino double beta decay (2νββ), the two electrons are
accompanied by two anti-neutrinos (Figure 1a). This
decay had already been observed with a half-life of
[1018 − 1020] years depending on the emitting isotope.
The neutrinoless double beta decay (0νββ) is characte-
rised by the emission of only two electrons (Figure 1b).
This decay is possible only if the neutrino is a Majo-
rana particle. It is not allowed by the SM, because of a
violation on the conservation of the leptonic number of
two units. It has not been observed yet and the limit on
its half-life is higher than 1026 years. Because of the ab-
sence of neutrinos in the output, the expected signal is
a peak at the maximal energy available Qββ . However,
if we want to study such a rare decay, we need a very
precise control on the background, i.e on the energy.
Figure 1: Feynmann diagrams for the 2 neutrinos
double beta decay (left, a) and the neutrinoless double
beta decay (right, b).
2.2 The SuperNEMO experiment
The SuperNEMO demonstrator
The SuperNEMO detector is placed underground to
be protected against cosmic muons. Besides, its unique
technology allows a very good background rejection and
a precise measurement of the energy of particles. The
detector is composed of a source foil of 7kg of 82Se, a
tracker to reconstruct the particle path and to identify
them, and a calorimeter to measure their energy and
their time of flight, as shown in Figure 2.
In order to perform a very precise measurement of
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Figure 2: Scheme of the SuperNEMO demonstrator
with the source foils in red, the tracker in green and
the calorimeter in blue.
the energy, one needs to know every effect which can
affect this measurement.
The calorimeter is composed of more than 700 opti-
cal modules (OM), an assembly of a plastic scintillator
and a photomultiplier tube (PMT). When a particle
interacts in the scintillator, its energy is converted into
scintillation photons. The scintillator is wrapped with
aluminised Mylar and Teflon to contain the light in
the medium, as presented in Figure 3. The photons are
then collected on the photocathode of a PMT, which
converts them in photoelectrons. The amplification sys-
tem delivers an electric signal proportional to the depo-
sited energy [2]. But in order to control the systematics
below one percent, one becomes sensitive to tiny effects
like the calibration precision, the non-linearity of light
production and the non-uniformity of the scintillator
and the PMT.
Figure 3: SuperNEMO optical modules with the 8-
inch photomultiplier tubes on the top and the wrapped
scintillators (256× 256× 194 mm) below.
Optical effects
There are three main types of optical effects which
can affect the measured energy [3].
The geometrical effect depends on the interaction point
of the particle as we can see in the Figure 9. It is
mainly caused by the non uniformity of the photoca-
thode (which affects the light collection efficiency) of
the PMT and the geometry of the scintillator (huge
volume + step).
Figure 4: Geometrical correction factor for the full
volume (left, a) and the front face (right, b) of a scin-
tillator normalised to 1 in the center of the entrance
face.
The Birks effect [4] is caused by the local saturation
of the scintillation. Even if the particle is still losing its
energy in the scintillator, the medium doesn’t produce
more light. As a consequence, the measured energy is
lower than the deposited one and this effect is stronger
for low energy particles (higher stopping power). Mo-
reover, this effect doesn’t follow a linear law with the
energy (Figure 5) but :
LY (E0) = S
∫ E0
0
1
1 + kB
dE
dx
dE. (1)
Figure 5: Birks correction factor vs energy.
The Cherenkov effect appears for particles travelling
faster than light in the scintillator (>150 keV in our
case). Thus, the measured energy is higher than expec-
ted. This effect, as it is the case for the Birks one, is
not linear with the energy deposited (Figure 6).
Because of these optical effects, the measured energy
is different from the deposited one. Thus, it is necessary
to take them into account to recover the true energy de-
posited by the particles in the detector and to improve
the energy resolution.
2.3 The LiquidO project
The rarity of the neutrinoless double beta decay
can be compensated by increasing the amount of mass
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Figure 6: Cherenkov correction factor vs energy.
of emitting isotopes. However, in the case of experi-
ments using transparent liquid scintillator, increasing
the mass means reducing the transparency of the li-
quid, increasing the background (more mass = more
contaminations) and the cost of the experiment (en-
richment).
The idea of LiquidO is to use opaque scintillator : it
is possible to load it without problems of transparency
and to use natural abundances of isotopes. With opaque
scintillator, the light is confined in it. Then, we collect
the trapped photons using optical fibers. The topology
of the expected signal depends on the particle. As a
consequence, it is possible to have a particle identifi-
cation in order to reduce the background, as shown in
Fig 7.
Figure 7: Simulation of different particles in LiquidO :
expected signals for 1 MeV particles with opaque scin-
tillator. Each point is a hit on a fiber.
The µLiquidO setup aims at proving that we are able
to confine the light in the opaque scintillator and to col-
lect it on a detector. It is composed of a vessel filled with
liquid scintillator, a PMT on the top, at the opposite
side of the entrance face where particles will interact,
and 3 optical fibers coupled to a mirror on one side and
a Silicon PM (SiPM) on the other side. The three fibers
are separated by 1.5 cm from each other, in order to see
if the light will be confined close to the entrance face
where photons will be created.
Figure 8: µLiquidO experimental setup.
3 Results
3.1 Optical corrections for the Super-
NEMO calorimeter
As the demonstrator is currently being built, the
following results were obtained using the simulation
software of the SuperNEMO experiment. 207Bi events
were simulated in the detector. This isotope emits two
conversion electrons of 482 keV and 976 keV and gamma
rays. Keeping electrons only and using the knowledge
of the interaction point thanks to the tracker, it is pos-
sible to measure the local geometrical correction for the
entrance face of an OM. This local correction is given
by : Cgeom =
Efit
Edeposited
where Efit is the measured
energy obtain with a Langaus fit, a convolution of a
Landau and a Gaussian fit on the spectrum, as presen-
ted in Fig.6a where Edeposited = 976 keV is the real
electron energy deposited in the scintillator.
Figure 9: 207Bi electron spectrum (left, a) and the
reconstructed geometrical corrections (right, b).
Then, it is possible to compare this reconstructed
mapping of geometrical correction to the true one given
in Figure 9b. As shown in Figure 10 the difference is
lower than 0.5%. It means that we will be able to correct
the geometrical effect in situ.
The use of these corrections is presented in Figure
11. A Gaussian fit on the two spectra for the 976 keV
electron peak allows us to access the width of each peak.
We obtained σblack = 5.0±0.1% and σred = 4.4±0.1%,
i.e an improvement on the energy resolution of about
12%.
Figure 10: Difference between the true and the mea-
sured correction mapping.
Figure 11: Non corrected (black) and corrected 207Bi
electron spectra.
3.2 First results with µLiquidO
Using the µLiquidO setup, we were able to test some
samples of opaque scintillators and to compare them
with transparent liquid scintillator. The goal is to check
if photons are confined in the medium. In Figure 12,
we compare the amount of light we obtained for both
opaque and transparent liquid scintillators on the three
SiPM and on the PMT.
Figure 12: Light collected vs temperature of the li-
quid scintillator for the PMT (black) and on the 3
SiPM (bottom, closer to the entrance face in blue,
middle in green, top, farther to the entrance face in
red) with transparent (empty points and dashed lines)
and opaque (full points and straight lines) scintillators.
According to the simulations shown in Figure 7, the
size of the light ball is almost 20 cm, but the size of the
µLiquidO setup ('10 cm) doesn’t allow us to measure
this light ball.
However, as expected, more photons were collected
on the bottom SiPM, the one closer to the entrance
face where electrons interact, with the opaque liquid
scintillator than with the transparent one. Besides,
the farther we are from the entrance face, the less
we observe light. We also observe that the opacity is
stronger with a cold liquid.
4 Conclusions
Despite being the most common matter particle in
the Universe, the neutrino remains the less known one.
In order to study its nature, the SuperNEMO expe-
riment and the LiquidO project aim at discovering the
neutrinoless double beta decay.
The SuperNEMO detector is using an unique techno-
logy to detect this decay and to study the involved me-
chanisms. However, to perform such a precise measu-
rement, we need to control all systematics on the mea-
surement of the energy of particles. Thanks to the Su-
perNEMO technology, we will be able to measure and
to correct these systematics. As a consequence, it will
be possible to improve the energy resolution of the de-
tector.
The LiquidO project, thanks to its new and innovative
technology, has the potential to become a double beta
multi-ton experiment. It is still in R& D. However, the
first results we obtained with the µLiquidO prototype
setup are very promising for the future of the expe-
riment.
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