Abstract. This paper intends to meet recent claims for the attainment of more rigorous statistical methodology within the econophysics literature. To this end, we consider an econometric approach to investigate the outcomes of the log-periodic model of price movements, which has been largely used to forecast financial crashes. In order to accomplish reliable statistical inference for unknown parameters, we incorporate an autoregressive dynamic and a conditional heteroskedasticity structure in the error term of the original model, yielding the log-periodic-AR(1)-GARCH(1,1) model. Both the original and the extended models are fitted to financial indices of U. S. market, namely S&P500 and NASDAQ. Our analysis reveal two main points: (i) the log-periodic-AR(1)-GARCH(1,1) model has residuals with better statistical properties and (ii) the estimation of the parameter concerning the time of the financial crash has been improved. 
Introduction
Some years ago, Sornette et al. [1] suggested that, prior to crashes, the mean function of the index price time series is characterized by a power law acceleration decorated with log-periodic oscillations, leading to a finite-time singularity that describes the onset of the market crash. Within this model, this behavior would hold for months and years in advance, allowing the anticipation of the crash from the log-periodic oscillations exhibited by the prices. The heuristic hypothesis of the model is the existence of a growing cooperative trading action of the market agents due to an imitative behavior among them. In the pre-crash regime, clusters of correlated trades with arbitrary sizes would drive the financial system, and therefore, the observed financial variables would exhibit scaling invariant properties. The emergence of a financial crash would then be analogous to a critical point of a standard second-order phase transition of physical systems, with the log-periodic oscillations being signatures of the discrete scaling symmetry of the underlying informational network of the market.
Since then, several authors have reported a large number of empirical results for a variety of unrelated crashes in worldwide stock markets indices. For a recent review of the theoretical framework of the log-periodic model and a e-mail: rrif@fis.puc-rio.br a compilation of empirical evidences, see reference [2] . Although there have been some efforts to perform statistical tests of detection of log-periodicity so far in the literature [3] [4] [5] [6] , many investigations carried out to establish evidence for log-periodic oscillations in price time series were based on direct curve fitting and call for a proper statistical inference analysis.
This paper intends to meet recent concerns about the need of more rigorous and robust statistical methodology within the econophysics literature [7] . To this end, we present an econometric investigation of the log-periodic model, that looks closely at residuals properties and deals with the potential difficulties of such models regarding adequate statistical inference. To address these issues, we incorporate both an autoregressive dynamics and a conditional heteroskedasticity structure in the error term of the original model. More specifically, we adopt an AR(1)-GARCH(1,1) structure to explain residual variation across time, these being widely used in the description of the market series in non-crash periods. This means that the extended model, named log-periodic-AR(1)-GARCH(1,1), aggregates some latent dynamical features and mechanisms of the normal phase of the market onto the critical long-range dynamics of price fluctuations encompassed by the original log-periodic model.
The paper is organized as follows. Section 2 focuses on the essentials of the original log-periodic model. In The European Physical Journal B Section 3, we present the log-periodic-AR(1)-GARCH(1,1) model and discuss some questions regarding statistical inference in such models. In Section 4, the results of model fitting -parameters confidence intervals and residual analysis -are presented for the S&P500 and the NASDAQ (USA). Section 5 concludes the paper and makes some suggestions for future research.
Econometric investigation of the log-periodic model
We consider the log-periodic model with the following functional form for the time evolution of index prices p(t) prior to crashes 1 :
(1) where u t is the error term. The deterministic component describes growing oscillations whose period shrinks as the time approaches the critical time t c , identified as the point where the oscillations would accumulate. In equation (1), β quantifies the primary power law acceleration of prices and ω measures the frequency of oscillations of the correction term, in logarithmic time units.
In this section, we cover some of the potential econometric problems that one may find when fitting model (1) to index price series. The issues we are interested at are: parameter identifiability, spurious regression, estimation of nonlinear trend models and autocorrelation and heteroskedasticity in the error term. It should be noticed that some of these problems have already been tackled elsewhere (see Ref.
[5]).
General premises
Previous empirical studies as well as theoretical fundamentals led to a set of premises on the log-periodic parameters A, B, C, t c , β, w, φ in (1). The common assumed premises are: A ∼ p(t c ) > 0 and B < 0 for a growing bubble ending in a crash (for β > 0) , while C = 0 guarantees the significance of the log-periodic oscillations. As a major theoretical premise [3] , one has 0 < β < 1 for the parameter governing the bubble growth. Empirically, one would request that the log-frequency parameter satisfy 5 < ω < 15, meaning that there must be some oscillations embedded in the fit to give weight to the model, and otherwise, one should avoid to fit the noise. No previous work mentioned any restriction over φ, but here, we consider 0 < φ < 2π. With these listed premises, we automatically rule out some obvious non-identifiability 2 problems, while maintaining original interpretations from the log-period framework. 
Methodology for parameter estimation
Denote the vector of parameters by Φ = [A, B, C, t c , β, w, φ] . Under normality assumption for u t , the maximum likelihood estimatorΦ is obtained through the minimization of S(Φ) = n t=1û 2 t (Φ), wherê u t (Φ) = p t −p t (Φ), with p t , the observed price series and p t (Φ), the estimated price series according to the specification (1). Hence, the estimatesΦ for the log-periodic specification are estimates of ordinary least squares (OLS) for Φ [9] .
Each parameter of the log-periodic model, generally denoted by Ψ , defined in a restricted interval denoted by [a, b] , is re-parameterized according to the monotonic transformation:
, ϕ ∈ (−∞, +∞).
(2) The transformation (2) turns the original estimation problem over a restricted space of solutions into an unrestricted problem, which is expected to improve the optimization procedure.
The time index t is converted in units of one year. We consider one financial year equal to 252 trading days; thus 1 day = 0.003968 of the year. The time origin is associated with the data of the first observation considered in the series analysis.
Due to the non-linearity of the model, the cost function S(Φ) is not a strictly convex function, but exhibits a non-trivial landscape, typically with many degenerate or quasi-degenerate local minima. Therefore, the gradient descent method will depend on the starting point fed to the routine. In order to overcome this problem, we apply two complementary optimization algorithms: the Generalized Simulated Annealing (GSA) (see [10] ) and the BroydenFletcher-Goldfarb-Shanno (BFGS) algorithm (see [11] ). The GSA algorithm performs a non-local stochastic search in Φ-space while the BFGS algorithm performs, through the descent gradient method, a deterministic fine tuning search. In this work, we evoke the former optimizer to get a good initial guess that shall be used within the latter. The GSA algorithm was implemented by means of the C programming language while the BFGS algorithm was implemented using Matlab 7 routines 3 .
Stationarity of the residual series
The estimation of statistical models for non-stationary series like the index price movements is potentially problematic, due to the possibility of obtaining spurious regression. In such case, the residual is non-stationary and the parameter estimates might lack statistical meaning. In order to investigate the stationarity of the residual series of the log-periodic specification (1), we perform two unit root (UR) tests: Phillips-Perron (PP) and Augmented Dickey-Fuller (ADF) [9] .
