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Abstract
Consider the discrete 1D Schro¨dinger operator on Z with an odd 2k periodic potential
q. For small potentials we show that the mapping: q → heights of vertical slits on
the quasi-momentum domain (similar to the Marchenko-Ostrovski maping for the Hill
operator) is a local isomorphism and the isospectral set consists of 2k distinct potentials.
Finally, the asymptotics of the spectrum are determined as q → 0.
1 Introduction and main results
We consider the Schro¨dinger operator (Ly)n = yn−1 + yn+1 + qnyn, n ∈ Z, acting on l2(Z),
where {qn}∞−∞ is a real N + 1 periodic sequence, qn+N+1 = qn, n ∈ Z and
q ≡ {qn}N+11 ∈ Q ≡
{
q ∈ RN+1 :
N+1∑
1
qn = 0
}
, ‖q‖2 = (q, q) =
N+1∑
n=1
q2n. (1.1)
It is well known that the spectrum of L is absolutely continuous and consists of N + 1
intervals σn = σn(q) = [λ
+
n , λ
−
n+1], n = 0, 1, ..., N , where λ
±
n = λ
±
n (q) and λ
+
0 < λ
−
1 6 λ
+
1 <
... < λ−N 6 λ
+
N < λ
−
N+1. These intervals are separated by gaps γn = γn(q) = (λ
−
n , λ
+
n ) of
lengths |γn| > 0. If a gap γn is degenerate, i.e. |γn| = 0, then the corresponding segments
merge. Introduce fundamental solutions ϕn(λ, q) and ϑn(λ, q), n ∈ Z of the equation
yn−1 + yn+1 + qnyn = λyn, (λ, n) ∈ C× Z, (1.2)
with initial conditions ϕ0(λ, q) ≡ ϑ1(λ, q) ≡ 0, ϕ1(λ, q) ≡ ϑ0(λ, q) ≡ 1. The function
∆(λ, q) = ϕN+2(λ, q) + ϑN+1(λ, q) is called the Lyapunov function for the operator L. The
functions ∆, ϕn and ϑn are polynomials of (λ, q) ∈ CN+2. The spectrum of L is given by
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σ(q) = {λ ∈ R : |∆(λ, q)| 6 2} (see e.g. [Te]). Note that (−1)N+1−n∆(λ±n , q) = 2, n =
0, ..., N + 1. For each n = 1, .., N there exists a unique λn = λn(q) ∈ [λ−n , λ+n ] such that
∆′(λn, q) = 0, ∆′′(λn, q) 6= 0, (−1)N+1−n∆(λn, q) > 2. (1.3)
Here and below we use the notation ( ′) = ∂/∂λ, ∂n = ∂/∂qn. Define hn, n = 1, .., N by the
equation
∆(λn, q) = 2(−1)N+1−n cosh hn, hn > 0. (1.4)
The inverse spectral problem consists of the following parts:
i) Uniqueness. Prove that the spectral data uniquely determine the potential.
ii) Characterization. Give conditions for some data to be the spectral data of some potential.
iii) Reconstruction. Give an algorithm for recovering the potential from the spectral data.
iv) A priori estimates (stability). Obtain estimates of the potential in terms of the spectral
data.
There is an enormous literature on the scalar Hill operator including the inverse spectral
theory. We mention the papers where the inverse problem (including a characterization)
was solved. In the following papers [MO1-2], [GT], [KK], [K1-2] the authors show that
the mapping: {potential} → {spectral data} is a homeomorphism. In particular this gives
Uniqueness and Characterization. In the recent paper [K3] one of the authors solved the
inverse problem (including a characterization) for the case −y′′ + v′y, where v ∈ L2(T) (i.e.,
v′ is a distribution) and T = R/Z. There are many papers about the inverse problem for
periodic Jacobi matrices (see ref. in [Te]). But the corresponding extension to the case of
periodic Jacobi matrices was made only in [BGGK], [KKu1],[K4]. Remark that the paper
[vM] did not discuss the characterization of spectral data for the periodic Jacobi matrices.
However, in spite of the importance of generalizing these studies in the continuous case
to the discrete 1D Schro¨dinger operator, until recently no essential result (apart from the
information given for the periodic Jacobi matrices) has been proved. Note that for the 2D
Schro¨dinger operator there is a book [GKT] about the inverse spectral problem.
The analysis of the discrete Schro¨dinger operator poses interesting new problems: 1)
to construct the mapping q → S (the spectral data) and solve the corresponding inverse
problem (we need a good choice of the spectral data S, a priori we have a lot of candidates),
2) to study the quasimomentum (the real part of the quasimomentum is the integrated
density of states) as a conformal mapping, 3) to obtain a priori estimates of potentials in
terms of spectral data, 4) recovering the potential using the spectral data.
The most complicated problem is Characterization, but even the problem of uniqueness
still is not solved, since we do not know the ”good” spectral data. Concerning Characteriza-
tion, this paper gives a partial result for q small (in the ball around the origin outside some
cones of small volume ). In fact this is the motivation of our paper. Note that the case of
large q was studied in [KKu2], see Theorem 1.3.
Introduce the space of odd potentials Qodd by
Qodd = {q ∈ RN+1 : qN+2−n = −qn, n = 1, ..., N}, N + 1 = 2k, k ∈ N. (1.5)
Define the mapping h : Qodd → Rk by q → h(q) = {hn(q)}k1, where hn is given by (1.4). The
mapping h is some analog of the Marchenko-Ostrovski mapping for the Hill operator [M],
2
[MO1],[MO2]. The parameters hn have also a geometric sense as the height of the vertical
slits of the quasimomentum domain (see e.g. [KKr]). For given h(q) for some q ∈ Qodd, the
Lyapunov function ∆(λ, q) is uniquely determined (see [Pe], [KKu1]). Note that in our case
of odd potentials in order to determine ∆(λ, q) we only need heights hn, n = 1, .., k, since
due to (2.12) the function ∆(·, q), q ∈ Qodd is even . If q, p ∈ Qodd, then
σ(q) = σ(p) ⇔ ∆(·, q) = ∆(·, p) ⇔ h(q) = h(p). (1.6)
This simple fact follows from the result for Jacobi matrices (see [Pe], [KKu1]). Introduce an
orthonormal basis eˆm and coordinates qˆm, m = 1, ..k in the space Qodd by
eˆm =
2−
δk,m
2√
k
{
sin
(2n− 1)mpi
2k
}N+1
n=1
, (eˆm, eˆl) = δm,l, m, l = 1, ..., k, q =
k∑
m=1
qˆmeˆm, (1.7)
where (·, ·) is a standard scalar product in CN+1, N+1 = 2k and δk,m is the Kroneker symbol.
Recall that λ±n (0) = −2 cos pinN+1 , n = 1, .., N . We formulate our first result.
Theorem 1.1. Let q ∈ Qodd and ‖q‖ → 0. Then for any n = 1, ..., N the following asymp-
totics are fulfilled:
(λ±n (q)− λ±n (0))2 =
2δk,n
4k
qˆ2n +O(‖q‖3), (1.8)
h2n(q) =
2δk,nk
4 sin2 pin
2k
qˆ2n +O(‖q‖4). (1.9)
Recall that the asymptotics for q → 0 in the general case was determined in [vMou]. We
determine the asymptotics for q → 0 in the odd case, using a different proof.
Define the mapping Φ : Qodd → Rk by
Φ(q) = {φ2n−1(q)}k1, ∆(λ, q) = λN+1 + φ1(q)λN−1 + φ3(q)λN−3 + ... + φN(q). (1.10)
For the case q ∈ Qodd we denote by dq the derivative with respect to q1, .., qk. Note that
S(q) = det dqΦ(q) is a polynomial, where dqΦ is the derivative of Φ with respect to q.
Introduce the surface S = {q ∈ Qodd : det dqΦ(q) = 0}. Introduce the set of isospectral
potentials Iso(q) = {p ∈ Qodd : σ(q) = σ(p)}. Let #A denote the number of elements of
the set A. We formulate the main result of our paper.
Theorem 1.2. Let q ∈ Qodd. Then
i) det dqh 6= 0 iff q /∈ S = {q ∈ Qodd : det dqΦ(q) = 0}.
ii) If q 6∈ S, then hn(q) > 0 for all n = 1, .., k, i.e., all gaps are open.
iii) If qˆn 6= 0, for all n = 1, ..., k, then p ≡ sq 6∈ S and #Iso(p) = 2k for any s ∈ (0, τ) and
some τ = τ(q) > 0.
It is important to compare the two cases q → 0 and ‖q‖ → ∞. We recall our result from
[KKu2] for large q.
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Theorem 1.3. Let q ∈ Qodd be such that qi 6= qj for all i 6= j. Then #Iso(tq) = 2kk! for all
t > t0(q) and some t0(q) > 0.
By Theorem 1.2, 1.3, there exists a big difference between the two cases: small q and
large q. Roughly speaking, we have #Iso(q) = 2k for small q and #Iso(q) = 2kk! for large q.
Such a difference between large and small q is absent in the inverse spectral theory for the
continuous case. We roughly describe the difference between the two cases: small and large
q ∈ Qodd.
If q → 0, then (2.15) gives the asymptotics
∆(λ, q) = ∆0M (λ, q) +O(‖q‖4), as q → 0, where ∆0M(λ, q) = ∆(λ, 0) + (Af(q),Λ(λ)).
where A, f(q),Λ are defined before Lemma 2.2 and Theorem 2.4. Here ∆0M(λ, q) is our model
Lyapunov function for small q ∈ Qodd. If we change signs of the components qˆn (see (1.7)),
then ∆M(λ, q) is not changed. Thus if we change signs of the components qˆn, then the change
of ∆(λ, q) is small. Thus we get #Iso(q) = 2k.
Consider q large. The identity (2.3) yields the asymptotics
∆(λ, tq) = ∆M(λ, tq) +O(t
N−1), t→∞, where ∆M(λ, q) =
k∏
1
(λ2 − q2n).
Here ∆M (λ, q) is our model Lyapunov function for large q ∈ Qodd. Permutations and changes
of signs of the components qn do not change ∆M (λ, q). Thus if we change signs of the
components qn and rearrange the components qn, n = 1, .., k, then the change of ∆(λ, q) is
small. Thus we get #Iso(q) = 2kk! different potentials q ∈ Qodd. These results suggest that
a global characterization of the isospectral set is a very hard problem.
2 Analysis for small potentials
In this Sect. we prove Theorem 1.1. In order to study ∆ we define the sets Dnj ⊂ Nj of
indeces by: Dn1 =
n⋃
j=1
{j} and
Dnj =
{
α ∈ Nj : 1 6 α1 < ... < αj < n + 1, αs+1 − αs is odd, s = 1, ..., j − 1
}
, (2.1)
where 2 6 j 6 n. With each set Dnj we associate a polynomial G
n
j (λ, q), (λ, q) ∈ CN+1 by
Gn0 = 2, G
n
1 (λ, q) =
n∑
i=1
(λ− qi), Gnj (λ, q) =
∑
α∈Dnj
Qα(λ, q), 2 6 j 6 n 6 N + 1, (2.2)
where Qα(λ, q) = (λ− qα1) · ... · (λ− qαj ), α = (α1, ..., αj) ∈ Nj . In Sect. 4 we will prove
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Lemma 2.1. For any N > 1 the following identities are fulfilled:
∆ =
N+1
2∑
j=0
(−1)j+N+12 GN+12j , (N odd) and ∆ =
N
2∑
j=0
(−1)j+N2 GN+12j+1, (N even). (2.3)
Define two (N + 1)× (N + 1) matrices Mν , Mτ by
Mνq = (q2, .., qN+1, q1)
T , Mτq = (qN+1, qN , .., q1)
T , q = (q1, .., qN+1)
T ∈ CN+1. (2.4)
Introduce the space of homogeneous polynomials P2 by
P2 = {f : RN+1 → R : degree f = 2, f(Mν ·) ≡ f(·)}, N + 1 = 2k. (2.5)
Introduce f0 and the vector function f by
f0(q) = (q, q), f(q) = {fs(q)}ks=1, fs(q) = (q,Msνq), q ∈ RN+1, N + 1 = 2k. (2.6)
Let ϕ0m(λ) ≡ ϕm(λ, 0), m > 0. Define polynomials ψkm, 1 6 m 6 k, and the k × k matrix
A = {An,m}kn,m=1 by
2−δk,mψkm(λ) = ϕ
0
m(λ)ϕ
0
N+1−m(λ) = A1,mλ
2k−2 + A2,mλ
2k−4 + ... + Ak,m. (2.7)
In order to show Theorem 2.4 we need the following two lemmas, proved in Sect. 4.
Lemma 2.2. The following identities are fulfilled
∆(λ, 0) = cos(2k arccos
λ
2
), λ ∈ [−2, 2], λ0n = λn(0) = λ±n (0) = −2 cos
pin
2k
, n = 1, .., N,
(2.8)
∆(λ, 0) =
k∑
m=0
(−1)m+kR2k2mλ2m, R2k2m =
2k
k +m
Ck+m2m , C
n
m =
n!
(n−m)!m! . (2.9)
Lemma 2.3. i) The polynomials fs(q) = (q,M
s
νq), s = 0, ..., k form a basis of the space P2.
ii) For any (λ, q) ∈ R×Qodd and 1 6 m 6 k the following identities are fulfilled
G2k2m(λ, q) = R
2k
2mλ
2m +
m∑
n=1
gk+1−m,2n(q)λ2m−2n, (2.10)
gm(q) ≡ gm,2(q) = (−1)m−1(Am,1f1(q) + ...+ Am,kfk(q)), (2.11)
for some homogeneous polynomials gm,s(q) with degree s, and An,m is given by (2.7).
Using (4.14) we obtain
∆(λ, q) = ∆(−λ, q) = ∆(λ,−q) = ∆(λ,Mτq), (λ, q) ∈ R×Qodd. (2.12)
Then for any q ∈ Qodd the even polynomial ∆(·, q) has form (1.10). Introduce the vectors
Φ0 = Φ(0) = (−R2k2k−2, R2k2k−4, ..., (−1)kR2k0 )T , Λ(λ) = (λ2k−2, λ2k−4, ..., 1)T , (2.13)
where Φ is defined by (1.10).
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Theorem 2.4. For any (λ, q) ∈ R×Qodd the functions Φ and ∆ have the form
Φ(q) = Φ0 + Af(q) + Φ2(q), (2.14)
∆(λ, q) = ∆(λ, 0) + (Af(q),Λ(λ)) + (Φ2(q),Λ(λ)), (2.15)
where the constant k × k matrix A and the vector function Φ2(q) satisfy
detA = 1, ‖Φ2(q)‖ 6 KN‖q‖4, |(Φ2(q),Λ(λ))| 6 NKN (1 + |λ|N)‖q‖4 (2.16)
for some absolute constant KN .
Proof. Substituting (2.10), (2.11) into (2.3) and using (2.7) we obtain (2.14). Moreover, by
Lemma 2.3, the polynomials gm,2n have degree > 4, thus we have ‖Φ2(q)‖ 6 KN‖q‖4. We
will show that detA = 1. Recall that ϕ0n = ϕn(λ, 0) and the polynomials ψ
k
m are given by
ψkm = ϕ
0
mϕ
0
N+1−m, 1 6 m 6 k, N + 1 = 2k. (2.17)
Then, using (4.16), for any 1 6 m < k we have
ψkm+1 − ψkm = ϕ0m+1ϕ0N−m − ϕ0mϕ0N+1−m = (λϕ0m − ϕ0m−1)ϕ0N−m − ϕ0m(λϕ0N−m − ϕ0N−m−1)
= ϕ0mϕ
0
N−1−m − ϕ0m−1ϕ0N−1−(m−1) = ψk−1m − ψk−1m−1, (2.18)
which yields
ψkm+1 − ψkm = ψk−m+12 − ψk−m+11 = ϕ02ϕ02(k−m) − ϕ01ϕ02(k−m)+1 = ϕ02(k−m)−1. (2.19)
Define the matrix B by
B = {Bn,m}kn,m=1, Bn,1 = An,1, Bn,m = An,m − An,m−1, 2 6 m 6 k, 1 6 n 6 k. (2.20)
This matrix satisfies detB = detA. We will show that B is triangular and Bm,m = 1, m =
1, ..., k. Using (2.7) and (2.19) we have
ψkm+1 − ψkm =
k∑
n=1
(An,m+1 − An,m)λ2(k−n) =
k∑
n=1
Bn,m+1λ
2(k−n)
= ϕ02(k−m)−1(λ) = λ
2(k−m−1) +O(λ2(k−m−2)), 1 6 m 6 k − 1,
which yields Bm+1,m+1 = 1, Bn,m+1 = 0, 1 6 n < m + 1, 1 6 m 6 k − 1. Then
detB = 1 = detA. Using (2.13), (2.9), (2.14), we have
∆(λ, q) = λN+1 + (Φ(q),Λ(λ)) = λN+1 + (Φ0,Λ(λ)) + (Af(q),Λ(λ)) + (Φ2(q),Λ(λ)),
∆(λ, 0) = (Φ0,Λ(λ)), |(Φ2(q),Λ(λ))| 6 |(Φ2(q),Λ(λ))| 6 ‖Φ2(q)‖N(1 + |λ|N),
which yields (2.15).
Below we need
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Lemma 2.5. Let a matrix W = {Wn,m}kn,m=1 =
{
cos pinm
k
}k
n,m=1
. The following identity
−2Λ(λ0n)T
∆′′(λ0n, 0)
AW =
2δk,n
4k
en (2.21)
holds, where en = {δn,m}km=1, n = 1, .., k.
Proof. Let ξn =
(−1)n
sin2 pin
2k
and ψn = ψ
k
n. For the case q = 0 we have
∆(λ, 0) = 2 cos 2kz, z = arccos
λ
2
, λ ∈ [−2, 2]; ∆′′(λ0n, 0) = −2k2ξn, (2.22)
ϕ0n =
sinnz
sin z
; ψm =
cos(2k − 2m)z − cos 2kz
2 sin2 z
, ψm(λ
0
n) =
ξn
2
(
cos
pinm
k
− 1
)
. (2.23)
Using (2.23) and Λ(λ0n)
TA = {2−δk,jψj(λ0n)}kj=1 (see (2.7)) we have
(
Λ(λ0n)
TAW
)
m
=
1
2
ψk(λ
0
n) cos
pikm
k
+
k−1∑
j=1
ψj(λ
0
n) cos
pijm
k
= −ξn
2
(
(cospin− 1) cospim
2
+
k−1∑
j=1
cos
pijn
k
cos
pijm
k
−
k−1∑
j=1
cos
pijm
k
)
= δn,m2
δk,n
k
4
.
Then, the last identity and (2.22) yield (2.21).
In order to show Theorem 1.1 we need
Lemma 2.6. i) For any q ∈ Qodd the function f = {fs}ks=1, fs(q) = (q,Msνq) satisfies
f(q) =W (qˆ21, ..., qˆ
2
k)
T , where W =
{
cos
pinm
k
}k
n,m=1
, detW 6= 0. (2.24)
ii) Let Φ(q), q ∈ Qodd be given by (1.10), and let qˆn 6= 0 for all n = 1, .., k. Then Φ : Qodd →
Rk is a local isomorphism at any point tq, t ∈ (0, t0) for some t0 = t0(q) > 0.
Proof. i) Recall that N + 1 = 2k. Introduce vectors e˜m ∈ CN+1 by
e˜m =
1
2
√
k
(1, sm, ..., smN)T , m = 1, ..., N, s = e
ipi
k . (2.25)
Using sN+1 = 1 and (2.4), we have
Mν e˜m = s
me˜m, (e˜l, e˜m) =
1
2
δl,m, Mτ e˜m = s
N+1−me˜N+1−m, 1 6 l, m 6 N. (2.26)
Also introduce vectors eˆm ∈ CN+1 by
eˆm = −2−
δk,m
2 (s
k+m
2 e˜m + s
− k+m
2 e˜N+1−m), 1 6 m 6 k, s
1
2 ≡ e ipi2k . (2.27)
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We have eˆm = (−2−
δk,m
2 )2 Re s
k+m
2 e˜m, since s
N+1 = 1. Then, (2.26) and sk = −1 yield
−2
δk,m
2 Mτ eˆm = s
k+m
2 sN+1−me˜N+1−m + s−
k+m
2 sme˜m = −s− k+m2 e˜N+1−m − s k+m2 e˜m = 2
δk,m
2 eˆm.
Relations eˆm ∈ RN+1 and Mτ eˆm = −eˆm show that eˆm ∈ Qodd, m = 1, ..., k. Also (2.26)
yields (eˆl, eˆm) = δl,m, 1 6 l, m 6 k. This and dim (Qodd) = k show that eˆm, m = 1, ..., k is
an orthonormal basis in the space Qodd. Define the unitary operator U : Qodd → Qodd by
U(eˆm) = em−1 − eN+1−m, m = 1, ..., k, em = {δm,n}Nn=0. (2.28)
The identities (2.26), (2.27) yield (eˆj ,M
n
ν eˆm) = 0, j 6= m, 1 6 n, j,m 6 k. Then we have
(q,Mnν q) = qˆ
2
1(eˆ1,M
n
ν eˆ1) + ...+ qˆ
2
k(eˆk,M
n
ν eˆk), q =
k∑
n=1
qˆneˆn, (2.29)
and using (2.26), (2.27), we obtain
(eˆm,M
n
ν eˆm) = 2
−δk,m(s
k+m
2 e˜m + s
− k+m
2 e˜N+1−m , s
k+m
2 snme˜m + s
− k+m
2 sn(N+1−m)e˜N+1−m)
=
s−nm + snm
2
= cos
nmpi
k
. (2.30)
Thus (2.29), (2.30) give f(q) = W (qˆ21, ..., qˆ
2
k)
T , and (2.21) implies detW 6= 0.
ii) The identities (2.14), (2.16) and (2.24) yield
Φ(q) = Φ0 + AW (qˆ21, ..., qˆ
2
k)
T + Φ2(q), where Φ2(q) = O(‖q‖4).
Then for fixed q we obtain
dqΦ|tq = 2tAW · diag(qˆ1, ..., qˆk)UT +O(t3), t→ 0, (2.31)
where U is given by (2.28). Due to qˆn 6= 0, n = 1, ..., k and (2.21), the matrix dqΦ|tq has an
inverse for sufficiently small t, since A, W and U are invertible.
Proof of Theorem 1.1. Recall that (−1)N+1−n∆(λ±n (q), q) = 2 and ∆′(λn(q), q) = 0,
λ0n = λn(0) = λ
±
n (0), n = 1, ..., N (see (2.8)). Let λ
±
n = λ
±
n (q), λn = λn(q). Theorem 2.4
gives
∆(λ0n, 0) = (−1)N+1−n2 = ∆(λ±n , q) = ∆(λ±n , 0) + (Af(q),Λ(λ±n )) +O(‖q‖4), (2.32)
which yields
∆(λ±n , 0)−∆(λ0n, 0) = −(Af(q),Λ(λ±n )) +O(‖q‖4). (2.33)
Then, the Taylor formula implies
1
2
∆′′(λ˜±n , 0)(λ
±
n − λ0n)2 = −(Af(q),Λ(λ±n )) +O(‖q‖4), λ˜±n ∈ (λ±n , λ0n). (2.34)
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Note that by (2.15), ∆(λ, q) → ∆(λ, 0) as q → 0, uniformly on bounded set of C and
λ±n (q)→ λ±n (0) = λ0n as q → 0. Thus due to the estimate ‖f(q)‖ = O(‖q‖2) we obtain
(λ±n − λ0n)2 =
−2
∆′′(λ0n, 0)
(Af(q),Λ(λ0n)) + o(‖q‖2) = O(‖q‖2), (2.35)
since ∆′′(λ0n, 0) 6= 0. We will determine sharper asymptotics. The asymptotics (2.34) gives
(λ±n − λ0n)2
2
=
−(Af(q),Λ(λ±n ))
∆′′(λ˜±n , 0)
+O(‖q‖4) = −(Af(q),Λ(λ
0
n))
∆′′(λ0n, 0)
− (Af(q),Λ(λ0n))
( 1
∆′′(λ˜±n , 0)
− 1
∆′′(λ0n, 0)
)
+
−(Af(q),Λ(λ±n )− Λ(λ0n))
∆′′(λ˜±n , 0)
+O(‖q‖4), (2.36)
and using (2.35), we have∣∣∣∣∣ 1∆′′(λ˜±n , 0) − 1∆′′(λ0n, 0)
∣∣∣∣∣ = O(λ˜±n − λ0n) = O(λ±n − λ0n) = O(‖q‖), (2.37)
‖Λ(λ±n )− Λ(λ0n)‖ = O(λ±n − λ0n) = O(‖q‖). (2.38)
Substituting (2.37), (2.38) into (2.36) and using (2.24), (2.21) we get (1.8).
We will determine the asymptotics of hn. Using (2.15), (2.16) and (2.24), (2.21) we get
∆(λ0n, q) = ∆(λ
0
n, 0)+(Af(q),Λ(λ
0
n))+O(‖q‖4) = (−1)n2+(AW (qˆ21, ..., qˆ2k)T ,Λ(λ0n))+O(‖q‖4)
= (−1)n2+Λ(λ0n)TAW (qˆ21, ..., qˆ2k)T+O(‖q‖4) = (−1)n
(
2 +
2δk,nk
4 sin2 pin
2k
qˆ2n
)
+O(‖q‖4), (2.39)
and, for small t, the Taylor formula implies
∆(λ0n + t, q) = ∆(λ
0
n, q) +
t2
2
∆′′(λ˜0n(t), 0) + tO(‖q‖2) +O(‖q‖4), |λ˜0n(t)− λ0n| 6 |t|. (2.40)
Let t0 = C‖q‖2. Then, for sufficiently large C > 0 and sufficiently small ‖q‖, the identities
sign∆(λ0n, 0) = − sign∆′′(λ0n, 0) and (2.40) yield
|∆(λ0n ± t0, q)| < |∆(λ0n, q)|, ∆(λ0n + τ, q) = ∆(λ0n, q) +O(‖q‖4), |τ − λ0n| 6 t0, (2.41)
which gives
∆(λn, q) = ∆(λ
0
n, q) +O(‖q‖4) = (−1)n
(
2 +
2δk,nk
4 sin2 pin
2k
qˆ2n
)
+O(‖q‖4). (2.42)
Then, using (2.42), (1.4) and arccosh2(1 + x) = 2x+O(x2), we get (1.9).
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3 Proof of Theorem 1.2
In this section q ∈ Qodd. Introduce the matrix
V (a) =

a
2(k−1)
1 a
2(k−2)
1 ... 1
a
2(k−1)
2 a
2(k−2)
2 ... 1
... ... ... ...
a
2(k−1)
N a
2(k−2)
N ... 1
 , a = (a1, ..., ak)T ∈ Rk. (3.1)
Define the mapping H : Q → Rk by q → H(q) = {Hn(q)}k1, with the components
Hn = ∆(λn, q) = 2(−1)N+1−n cosh hn. (3.2)
Lemma 3.1. i) The mappings H : Qodd → Rk and λ˜ = {λn}kn=1 : Qodd → Rk are real
analytic and
dqH(q) = V (λ˜(q))dqΦ(q). (3.3)
ii) The mapping h : Qodd → Rk is continuous and the mapping h : Q˜odd → Rk is real analytic,
where Q˜odd = {q ∈ Q : hm(q) > 0, m = 1, ..., k}.
Proof. i) The function ∆′(λ, q) is a polynomial of degreeN in λ, whose coefficients are polyno-
mials of q. Therefore, its roots λn, n = 1, ..., N are continuous functions of q. These roots are
simple, thus they are real analytic on Qodd. Then the function Hn(q) = ∆(λn(q), q), q ∈ Qodd
is real analytic, since ∆(λ, q) is a polynomial. The identities ∆′(λn(q), q) = 0 and
∂mHn = ∂m
(
∆(λn(q), q)
)
= λN−1n ∂mφ1 + λ
N−2
n ∂mφ2 + ... + ∂mφN +∆
′(λn(q), q)∂mλ˜n(q)
yield (3.3).
ii) Note, that arccosh is a continuous function on the set {x ∈ R, x > 1} and it is real
analytic on the set {x ∈ R, x > 1}. Then, hn(q) = arccosh ((−1)N+1−nHn(q)/2) is a
continuous mapping on Qodd and real analytic mapping on the open set Q˜odd, since we have
(−1)N+1−nHn(q) > 2, q ∈ Qodd and (−1)N+1−nHn(q) > 2, q ∈ Q˜odd. .
Introduce the set of indexes
N = {ν = {νn}k1 : νn ∈ {−1,+1} }, #N = 2k. (3.4)
For (ν, ε) ∈ N × R+ define the sets
Zνε = {q ∈ Qodd : ‖q‖ < 1, νnqˆn > ε, n = 1, ..., k}, (3.5)
Zν(ε, t) = {q : q = τp, p ∈ Zνε , τ ∈ (0, t)}. (3.6)
Note that Zνε 6= ∅ for 0 < ε < 1√N+1 .
Lemma 3.2. For any t ∈ (0, t0(ε)) and 0 < ε < 1√N+1 , the mapping Φ : Zν(ε, t) → Rk is
an injection and a local isomorphism for some t0(ε), which depends only on ε.
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Proof. Let p˜, q˜ ∈ Zν(ε, t) and let p˜ 6= q˜. Then q˜ = tq, q ∈ Zνε and p˜ = tq + tδ, q + δ ∈ Zνε
and 0 < ‖δ‖ < 1. Using (2.14) and a polynomial Φ2(q) = O(‖q‖4), we obtain
Φ(tq + tδ)− Φ(tq) = tAWdiag(2qˆn + δˆn)(tδˆ1, ..., tδˆk)T + r(t)(tδˆ1, ..., tδˆk)T
= t2(AWdiag(2qˆn + δˆn) +O(t
2))(δˆ1, ..., δˆk)
T 6= 0, (3.7)
since |2qˆn + δˆn| > 2ε and AWdiag(2qˆn + δˆn) is invertible . Then for sufficiently small t we
have Φ(p˜) 6= Φ(q˜). By Theorem 1.2, Φ is a local isomorphism.
Proof of Theorem 1.2. Suppose hn(q) = 0, for some q ∈ Qodd and some n. Then
|Hn(q)| = 2. If q 6∈ S = {q ∈ Qodd : det dqΦ(q) = 0}, then H is a local isomorphism at
the point q (see (3.3)). Thus there exists some point p ∈ Qodd such that |Hn(p)| < 2, which
contradicts |Hn(p)| > 2, p ∈ Qodd. We obtain q ∈ S.
Using (3.2), (3.3), we have that h is a local isomorphism at any point q 6∈ S, since V (λ˜(q))
is the Vandermond matrix and λn(q) 6= λm(q), m 6= n.
Let q ∈ Qodd, ‖q‖ = 1 and let |qˆn| > ε for all n = 1, ..., k. Let 0 < 2t < t0( ε3), where the
function t0(·) is defined in Lemma 3.2. Let q˜ = tq. Then the first statement of our theorem
yields q˜ 6∈ S.
Consider the first case p˜ 6∈ ⋃
ν
Zν( ε
3
, 2t) and ‖p˜‖ < 2t. Then p˜ = 2tp, ‖p‖ < 1, |pn| < ε3
for some n, which gives |qˆ2n − 4pˆ2n| > 5ε
2
9
. Thus for sufficiently small t the identity (2.14)
yields
‖Φ(q˜)− Φ(p˜)‖ = ‖Φ(tq)− Φ(2tp)‖ = t2AW (qˆ21 − 4pˆ21, ..., qˆ2k − 4pˆ2k)T +O(t4)
> Ct2|qˆ2n − 4pˆ2n| > Ct2
5ε2
9
, C =
‖W−1A−1‖
2
. (3.8)
Consider the second case p˜ 6∈ ⋃
ν
Zν( ε
3
, 2t) and p˜ = 2tp, ‖p‖ > 1 for some p ∈ Qodd.
Then, using φ1(q) =
‖q‖2
2
+N + 1, we obtain
‖Φ(q˜)− Φ(p˜)‖ = ‖Φ(tq)− Φ(2tp)‖ > 3
2
t2 > t2. (3.9)
The estimates (3.8), (3.9) and the fact that Φ is a local isomorphism in the sets Zν( ε
3
, 2t), ν ∈
N (see Lemma 3.2) yield
dist(Φ(q˜), ∂Φ(Zν(ε
3
, 2t))) = dist(Φ(q˜),Φ(∂Zν(ε
3
, 2t))) > t2min
(
C
5ε2
9
, 1
)
, (3.10)
for all ν ∈ N .
For any ν ∈ N we take 2k points q˜ν = tqν = t(ν1qˆ1, ..., νkqˆk) ∈ Zν( ε3 , 2t). Note that
q˜ = q˜ν0, ν0 = (1, ..., 1) ∈ N . Then (2.14) yields
dist(Φ(q˜ν),Φ(q˜)) = ‖Φ(q˜ν)− Φ(q˜)‖ = ‖Φ(tqν)− Φ(tq)‖ = O(t4), for all ν ∈ N . (3.11)
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Using (3.10), (3.11) and the fact that Φ is a local isomorphism in the sets Zν( ε
3
, 2t), ν ∈ N ,
we have
Φ(q˜) ∈ Φ(Zν(ε
3
, 2t)), for all ν ∈ N , (3.12)
since dist(Φ(q˜),Φ(q˜ν)) < dist(Φ(q˜), ∂Φ(Zν( ε
3
, 2t))) and Φ(q˜ν) ∈ Φ(Zν( ε
3
, 2t)) for all ν ∈ N
and for sufficiently small t. Then there exist 2k distinct points vν ∈ Zν( ε
3
, 2t) such that
Φ(q˜) = Φ(vν), ν ∈ N .
We show that there are no other points, i.e. we have exactly 2k distinct points vν .
Suppose Φ(q˜) = Φ(u) for some u ∈ Qodd, u 6= vν for all ν ∈ N . Then u 6∈ ⋃ν Zν( ε3 , 2t), since
by Lemma 3.2, Φ is an injection in the sets Zε( ε
3
, 2t). Using φ1(q) =
‖q‖2
2
+N + 1, we have
‖u‖ = ‖q˜‖ = t < 2t. Thus (3.8) holds for q˜, u, which contradicts Φ(q˜) = Φ(u).
4 Appendix
In this Section we prove Lemmas 2.1-2.3, i.e., we determine some identities for the Lyapunov
function ∆(λ, q) for the general case q ∈ Q, not only q ∈ Qodd. The results of this Section
are used also to study the case of q large in [KKu2]. Introduce the sets T nj ⊂ Nj by
T nj =
{
α = {αs}j1 : 1 6 α1 < ... < αj < n + 1 ≡ αj+1, αs+1 − αs is odd, s = 1, ..., j
}
, (4.1)
1 6 j 6 n. We need the following simple properties of the sets T nj .
Lemma 4.1. Let En+1j = {α = (ρ, n+ 2) : ρ ∈ T n+1j−1 }. The following relations are fulfilled
T nj ⊂ T n+2j , any 1 6 j 6 n, (4.2)
T n+2j = T
n
j ∪ En+1j , T nj
⋂
En+1j = ∅, any 2 6 j 6 n. (4.3)
Proof. In order to show (4.2) we note that if n + 1 − αj is odd, then n + 3 − αj is odd
also. The definition (4.1) implies (4.2). We prove (4.3). The definition (4.1) provides
{α = (ρ, n+2) : ρ ∈ T n+1j−1 } ⊂ T n+2j . (4.2) gives T nj ⊂ T n+2j , then we have T nj ∪En+1j ⊂ T n+2j .
We show the opposite inclusion. Suppose that
α = (α1, ..., αj−1), (α, αj) ∈ T n+2j . (4.4)
If αj = n+2, then n+ 2−αj−1 is odd and we have α ∈ T n+1j . Let αj < n+2. If n+1−αj
is odd, then (α, αj) ∈ T nj . If n + 1 − αj is even, then n + 3 − αj is even and (4.4) is not
fulfilled. The opposite inclusion is proved and we have the identity (4.3).
The sets T nj and E
n+1
j are disjoint, since by definition (4.1), the element (α, n+ 1) 6∈ T nj .
Recall that for q ∈ Q and the multi-index α the polynomial Qα(λ, q) is given by
Qα(λ, q) = (λ− qα1) · ... · (λ− qαj ), α = (α1, .., αj) ∈ Nj . (4.5)
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With each set T nj and q ∈ Q we associate the polynomial F nj (λ, q) by
F n0 ≡ 1, F nj (λ, q) =
∑
α∈Tnj
Qα(λ, q), if 1 6 j 6 n 6 N + 1. (4.6)
In order to prove Lemma 4.3 we need some properties of F nj .
Lemma 4.2. For any (λ, q) ∈ CN+1 the following identities are fulfilled :
F n+2j+1 (λ, q) = (λ− qn+2)F n+1j (λ, q) + F nj+1(λ, q), 1 6 j 6 n− 1, (4.7)
F n+1n+1 (λ, q) = (λ− qn+1)F nn (λ, q), n > 1, (4.8)
F n+1n (λ, q) = (λ− qn+1)F nn−1(λ, q), n > 2. (4.9)
Proof. Let F nj = F
n
j (λ, q) and Qα = Qα(λ, q). Using definition (4.6) and (4.2) we obtain
(λ− qn+2)F n+1j + F nj+1 =
∑
α∈Tn+1j
(λ− qn+2)Qα +
∑
(α,αj+1)∈Tnj+1
(λ− qαj+1)Qα
=
∑
(α,αj+1)∈En+1j+1 ∪Tnj+1
(λ− qαj+1)Qα =
∑
α∈Tn+2j+1
Qα = F
n+2
j+1 ,
which implies (4.7). Definition (4.6) gives F n+1n+1 = (λ − qn+1) · ... · (λ− q1) = (λ − qn+1)F nn
and F n+1n = (λ− qn+1) · ... · (λ− q2) = (λ− qn+1)F nn−1, which yield (4.8) and (4.9).
We prove some identities for the polynomials ϕn and ϑn.
Lemma 4.3. For any n > 1 the following identities are fulfilled:
ϕn+1 = (−1)n2
n
2∑
j=0
(−1)jF n2j , ϑn+1 = (−1)
n
2
n−2
2∑
j=0
(−1)jF n2j+1, n even, (4.10)
ϕn+1 = (−1)n−12
n−1
2∑
j=0
(−1)jF n2j+1, ϑn+1 = (−1)
n+1
2
n−1
2∑
j=0
(−1)jF n2j , n odd. (4.11)
Proof. We show (4.10) and (4.11) for ϕn by induction. The proof for ϑn is similar. Using
(1.2) we have
ϕ0 = 0; ϕ1 = 1; ϕ2(λ, q) = (λ− q1); ϕ3(λ, q) = (λ− q2)(λ− q1)− 1;
ϕ4(λ, q) = (λ− q3)(λ− q2)(λ− q1)− (λ− q3)− (λ− q1).
By induction, suppose that identities (4.10) and (4.11) are fulfilled from 1 to n > 2. Let
ϕn = ϕn(λ, q), F
n
j = F
n
j (λ, q). If n is odd, then from Lemma 4.2 we obtain
ϕn+2 = (λ− qn+1)ϕn+1 − ϕn = (λ− qn+1)(−1)n−12
n−1
2∑
j=0
(−1)jF n2j+1 − (−1)
n−1
2
n−1
2∑
j=0
(−1)jF n−12j
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= (λ− qn+1)F nn + (−1)
n−1
2
n−1
2
−1∑
j=0
(−1)j(λ− qn+1)F n2j+1 − (−1)
n−1
2 − (−1)n−12
n−1
2∑
j=1
(−1)jF n−12j
= F n+1n+1 + (−1)
n+1
2 F n+10 − (−1)
n−1
2
n−1
2∑
j=1
(−1)j((λ− qn+1)F n2j−1 + F n−12j )
= (−1)n+12 ((−1)n+12 F n+1n+1 + (−1)0F n+10 +
n−1
2∑
j=1
(−1)jF n+12j ) = (−1)
n+1
2
n+1
2∑
j=0
(−1)jF n+12j .
If n is even, then Lemma 4.2 yields
ϕn+2 = (λ− qn+1)ϕn+1 − ϕn = (λ− qn+1)(−1)n2
n
2∑
j=0
(−1)jF n2j − (−1)
n−2
2
n−2
2∑
j=0
(−1)jF n−12j+1
= (λ− qn+1)F nn + (−1)
n
2
n−2
2∑
j=0
(−1)j((λ− qn)F n2j + F n−12j+1)
= F n+1n+1 + (−1)
n
2
n−2
2∑
j=0
(−1)jF n+12j+1 = (−1)
n
2
n
2∑
j=0
(−1)jF n+12j+1,
which gives the identities (4.10) and (4.11) for any n > 3.
We need some properties of the sets Dnj and the polynomials G
n
j given by (2.1) and (2.2).
Lemma 4.4. For any 1 6 j < n the following identities are fulfilled:
Dnn = T
n
n , for n > 1; D
n
j = T
n
j ∪ T n−1j , T nj ∩ T n−1j = ∅, (4.12)
Gnn(λ, q) = F
n
n (λ, q), for n > 1; G
n
j (λ, q) = F
n
j (λ, q) + F
n−1
j (λ, q). (4.13)
Proof. The definitions (2.1), (4.1) of Dnj , T
n
j give the first identities in (4.12), (4.13) and
T nj ∪ T n−1j ⊂ Dnj . We will prove the opposite inclusion. Suppose that α ∈ Dnj . We have two
cases. Firstly, if n+ 1− αj is odd, then by definition (4.1), α ∈ T nj . Secondly, if n + 1− αj
is even, then we have n > αj and n−αj is odd. The inclusion α ∈ T n−1j is fulfilled. Also we
have showed that sets T nj and T
n−1
j are disjoint.
Proof of Lemma 2.1. Let ∆ = ∆(λ, q), ϕn = ϕn(λ, q).... If N is odd, then using Lemma
2.3-2.5, we have
∆ = ϕN+2 + ϑN+1 = (−1)N+12
N+1
2∑
j=0
(−1)jFN+12j + (−1)
N+1
2
N−1
2∑
j=0
(−1)jFN2j
= (−1)N+12 (−1)N+12 FN+1N+1 + (−1)
N+1
2
N−1
2∑
j=0
(−1)j(FN+12j + FN2j ) = (−1)
N+1
2
N+1
2∑
j=0
GN+12j .
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If N is even, then similar arguments yield
∆ = ϕN+2 + ϑN+1 = (−1)N2
N
2∑
j=0
(−1)jFN+12j+1 (λ, q) + (−1)
N
2
N−2
2∑
j=0
(−1)jFN2j+1(λ, q)
= (−1)N2 (−1)N2 FN+1N+1 + (−1)
N
2
N−2
2∑
j=0
(−1)j(FN+12j+1 + FN2j+1) = (−1)
N
2
N
2∑
j=0
(−1)jGN+12j+1.
Lemma 4.5. For any (λ, q) ∈ CN+1 the following identities are fulfilled
GN+1j (λ,Mωq) = G
N+1
j (λ, q), N − j is odd; ∆(λ,Mωq) ≡ ∆(λ, q), ω ∈ {ν, τ}. (4.14)
Proof. Define the functions ν, τ, e : {1, ..., N + 1} → {1, ..., N + 1} by
ν(N +1) = 1, ν(i) = i+1, 1 6 i 6 N, τ(i) = N +2− i, e(i) = i, 1 6 i 6 N +1. (4.15)
In order to prove GN+1j (λ,Mωq) ≡ GN+1j (λ, q) we need to show ωDN+1j = DN+1j , where
ωDN+1j = {β ∈ Nj : βi = ω(αi), α ∈ DN+1j , 1 6 i 6 j}, since we have (2.2). Suppose
j = 2m and N + 1 = 2k are even. The proof in the odd case is similar. Definitions
(2.1), (4.15) yield ωD2k2m ⊂ D2k2m, ω ∈ {ν, τ}. Also, using ω2 = e, ω ∈ {ν, τ}, we have
D2k2m = ω
2D2k2m ⊂ ωD2k2m and then ωD2k2m = D2k2m. Using (2.3), we obtain ∆(λ,Mωq) ≡ ∆(λ, q).
Proof of Lemma 2.2. For the functions ϕ0m(λ) = ϕm(λ, 0) and ϑ
0
m(λ) = ϑm(λ, 0) equation
(1.2) yields
ϕ00 = 0, ϕ
0
1 = 1, ϕ
0
n+1 = λϕ
0
n − ϕ0n−1, ϑ00 = 1, ϑ01 = 0, ϑ0n+1 = λϑ0n − ϑ0n−1. (4.16)
Using ∆0n+1 ≡ ϕ0n+2 + ϑ0n+1, we have
∆00 = 2, ∆
0
1 = λ, ∆
0
2 = λ
2 − 2, ∆0n+1 = λ∆0n −∆0n−1.
Using similar recurrence formulas for the Chebyshev polynomials Tn(λ) = cos(n arccos(λ))
T0(λ) = 1, T1(λ) = λ, Tn+1(λ) = 2λTn(λ)− Tn−1(λ) (4.17)
(see [AS]) we obtain ∆n+1(λ, 0) = 2Tn+1(
λ
2
). Thus we have (2.8) and (2.9), see [AS].
Proof of Lemma 2.3. i) Firstly, fs ∈ P2, since (Mνq,Mνq) = (q, q) and fs(Mνq) =
(Mνq,M
s+1
ν q) = (q,M
s
νq) = fs(q). Secondly, let f ∈ P2. Then f(q) =
∑
16l,m62k
c(l, m)qlqm,
for some c(l, m) = c(m, l) ∈ R. Define ql+2kj = ql, c(l+2kj,m+2ks) = c(l, m), 1 6 l, m 6
2k, s, j ∈ Z. Then using the identity M jνq = (qj+1, ..., q2k+j), j ∈ Z we obtain
f(M jνq) =
∑
16l,m62k
c(l, m)ql+jqm+j , j ∈ Z. (4.18)
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This and f(·) ≡ f(M jν ·) yield c(l, m) = c(l + j,m+ j). Then we have
c(1, m) = c(j + 1, m+ j), 1 6 m, j 6 2k, (4.19)
which gives
f(q) =
2k∑
m=1
c(1, m)
2k∑
j=1
qjqm+j =
2k∑
m=1
c(1, m)(q,Mmν q). (4.20)
Furthermore, (q,Mk+jν q) = (M
k−j
ν q,M
2k
ν q) = (M
k−j
ν q, q) = fk−j(q). Using this and (4.20)
and linear independence of fs we see that fs, s = 0, ..., k is a basis in the space P2.
ii) The identities (2.2),(2.3),(2.9) and G2k2m(−λ, ·) = G2k2m(λ, ·), λ ∈ R give (2.10). More-
over G2k2m(·,Mνq) ≡ G2k2m(·, q), q ∈ Qodd give gm(Mνq) = gm(q), q ∈ Qodd, which yields
gm ∈ P2. The proof of (2.11) needs Lemma 4.6 and will be given below.
In order to show (2.11) we prove Lemma 4.6. For 0 6 r < n−m introduce the set
Sm,nr = {α = {αs}r+1s=0 ∈ Zr+2 : m = α0 < ... < αr+1 = n, αs+1 − αs is odd, 0 6 s 6 r}.
(4.21)
We see that #Sm,nr depends only on r and n −m, that is #Sm+l,n+lr = #Sm,nr , l ∈ Z. Also
we see that if n−m− 1− r is odd, then Sm,nr = ∅, since we have the identity
n−m =
r∑
i=0
βi, βi = αi+1 − αi is odd.
In order to prove (2.11) we need
Lemma 4.6. Let n−m− r be odd for some 0 6 r < n −m. Then the following identities
hold
#Sm,n0 = 1; #S
m,n
r = #T
n−m−1
r , r > 1. (4.22)
Proof. The set Sm,n0 consists of one element (m,n) ∈ Z2. Suppose r > 1. Using the identity
#Sm+l,n+lr = #S
m,n
r , l ∈ Z, we need to show #S0,n−mr = #T n−m−1r . Introduce the set
S˜0,n−mr = {(0, α, n−m) ∈ Zr+2 : α ∈ T n−m−1r }. (4.23)
The definition of T and S (see (4.1), (4.21)) give S0,n−mr ⊂ S˜0,n−mr . In order to prove
S˜0,n−mr ⊂ S0,n−mr we need to show that α1 − 0 is odd for α ∈ T n−m−1r . From the condition
n−m− r is odd and the identity
n−m = α1 − 0 +
r∑
i=1
βi, βi = αi+1 − αi is odd (4.24)
we obtain α1−0 is odd for α ∈ T n−m−1r . Thus we have S0,n−mr = S˜0,n−mr and then #S0,n−mr =
#S˜0,n−mr = #T
n−m−1
r .
Proof of (2.11). We fix m. Introduce the sets ( Dkj is defined by (2.1) )
P 2mj = {α = {αs}2m1 ∈ D2k2m : α1 = 1, αs = j + 1 for some s}, 1 6 j 6 k. (4.25)
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Recall that δk,j is the Kroneker symbol. Using gm ∈ P2 and Lemma 2.3,i) and (2.2), (2.10)
we obtain
gm(q) = am,1f1(q) + ...+ am,kfk(q), ak+1−m,j = 2−δk,j#P 2mj , 1 6 j 6 n. (4.26)
The following decompositions are fulfilled
P 2mj =
j+1⋃
i=2
P 2mi,j , j < 2m; P
2m
j =
2m⋃
i=2
P 2mi,j , 2m 6 j, (4.27)
where P 2mi,j = {α ∈ D2k2m : α1 = 1, αi = j+1}. We see that the set P 2mj is a union of disjoint
sets. The following identity
#P 2mi,j = (#S
1,j+1
i−2 ) · (#Sj+1,2k+12m−i ) (4.28)
and (4.22) gives
#P 2mi,j = 0, j − i is even, #P 2mi,j = #T j−1i−2 ·#T 2n−j−12m−i , j − i is odd. (4.29)
Thus (4.27), (4.29) yield
#P 2mj = #T
j−1
j−1 ·#T 2k−2−(j−1)2m−2−(j−1) +#T j−1j−3 ·#T 2k−2−(j−1)2m−2−(j−3) + ..., j < 2m,
#P 2mj = #T
j−1
2m−2 ·#T 2k−2−(j−1)0 +#T j−1(2m−2)−2 ·#T 2k−2−(j−1)2 + ..., 2m 6 j, j is odd,
#P 2mj = #T
j−1
(2m−2)−1 ·#T 2k−2−(j−1)1 +#T j−1(2m−2)−3 ·#T 2k−2−(j−1)3 + ..., 2m 6 j, j is even.
(4.30)
Using (4.6), (4.10), (4.11), we have
ϕ0n+1(λ) = ϕn+1(λ, 0) = λ
n#T nn − λn−2#T nn−2 + ... (4.31)
Then (2.7), (4.31) and (4.30) yield
A1,j = 2
−δk,j#T j−1j−1 ·#T 2k−2−(j−1)2k−2−(j−1) = 2−δk,j#P 2kj = a1,j ,
−A2,j = 2−δk,j
(
#T j−1j−1 ·#T 2k−2−(j−1)2k−2−(j−1)−2 +#T j−1j−1−2 ·#T 2k−2−(j−1)2k−2−(j−1)
)
= 2−δk,j#P 2k−2j = a2,j
and so on.
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