Abstract-Recovering missing sensor data is a critical problem for sensor networks, especially when nodes duty cycle their activity or may experience periodic downtimes due to limited energy. Fortunately, sensor readings are often correlated across different nodes and sensor types. Among state-of-the-art statistical data estimation techniques, latent variable based factor models have emerged as a powerful framework for recovering missing data. In this paper we propose the use of latent variable models to estimate missing data in heterogeneous sensor networks. Our model not only correlates data across different sensor locations and types, but also takes advantage of the temporal structure that is often present in sensor readings. We analyze how this model can effectively reconstruct missing sensor data when the individual sensor nodes have to duty-cycle their activity in order to extend network lifetime. We evaluate our model on a real life sensor network consisting of 122 environmental monitoring stations that periodically collect data from 13 different sensors. Results show that our proposed model can effectively reconstruct over 50% of missing data with less than 10% error.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) is an enabling technology for Ambient Intelligence (AmI) and ubiquitous computing applications [1] . The availability of a large number of lowcost, self organizing, unobtrusive sensor nodes that are able to collect and process large amounts of data allows the development of countless applications in several fields of human activity [2] , [3] . In a general setting, sensor nodes sense the phenomenon of interest through a set of heterogeneous sensors. This information is typically processed locally to filter out the noise and extract the relevant features, and is forwarded to a back end infrastructure for further analysis and final presentation to the end user [4] , [5] .
Whenever deploying a WSN, one has to balance between two conflicting goals: (1) collect data frequently enough with reasonable accuracy in order to meet the application expectations, and (2) minimize energy consumption in order to maximize network lifetime. The amount of data that a node collects and processes directly affects its power consumption and the overall network lifetime, making power management a key issue in WSNs. For example, both for high performance wireless embedded systems that generate and process high volume of data (like the SHiMmer node for structural health monitoring [6] ), and low power, low cost motes that sample few bytes of data per minute (like the Telos mote [7] ) we see a clear relationship between the node energy consumption and the volume of data generated (see Table I ).
Extending a sensor node's uptime-especially when the nodes are deployed in difficult to access remote locationsis of fundamental interest in power management. Common approaches directly try to enhance battery life by adding solar panels and implementing low-power hardware architectures [8] , [9] , [10] , or using improved wireless protocols and using distributed computation for data processing [11] , [12] . More recently, researchers are exploring an alternate set of approaches that optimize the battery life indirectly by systematically reducing the overall amount of sensed data [13] , [14] . Here, the data is selectively sampled according to a predetermined protocol. This reduces the total amount of samples collected by the individual sensor nodes, thus minimizing the energy consumption. To maintain an acceptable amount of total measurements, the unsampled data is inferred according to some statistical model that captures how the data evolves. In addition to enhancing the battery life, these approaches are also able to estimate any lost or corrupted data, making them a popular choice.
In this work, we propose a data driven statistical model to estimate the missing sensor data. Our model is based on latent variable factor model framework that is popular in the statistics and machine learning communities. We extend this framework to explicitly incorporate temporal relationships in data to adapt to situations where extreme amounts of data are missing. Our model correlates data across the heterogeneous sensors through a set of latent variables. These variables help provide a compact representation of the sampled data, and are effective in recovering any missing data. To evaluate the effectiveness of our proposed model, we use it to predict missing entries on a real-world dataset from environment monitoring domain under two important scenarios: (1) nodes duty-cycle their sensor sampling in order to extend their lifetime, and (2) a node experiencing extended period of inactivity due to a fault or lack of energy.
We observe that the performance of our model degrades gracefully with extreme amounts of missing data. Our experiments show that we can achieve less than 10% of average reconstruction error when more than 50% of data is missing in duty-cycling experiments. Furthermore, we are able to reconstruct a continuous block of over 5 days of missing with less than 10% average reconstruction error.
The rest of the paper is organized as follows. Section II presents the related work on data estimation techniques.
We introduce latent variable modelling in Section III, with our extension to the basic model that includes the temporal correlation between latent variables in Section IV. In Section V, we evaluate the efficacy of the proposed solution on an environment monitoring dataset. We conclude the paper with a brief discussion in Section VI. 
II. RELATED WORK
Several works address the problem of estimating missing values in data streams. CARM [13] and FARM [14] , for instance, are techniques that build association rules for frequently occurring patterns in data. They use these rules to find similar patterns in missing regions of the data and impute the missing values. Although these techniques are fast and effective in correlating sensor values from a given sensor node, due to their rule based nature, they can only deal with discrete valued data (e.g., temperature is Low/Medium/High) rather than continuous valued data (e.g., temperature is 28.5
• C). Garcia-Laencina et al. [15] recently proposed a k-nearest neighbor based imputation procedure that uses a weighted average of 'close' neighbors to estimate the missing values. They use a well-grounded notion of closeness based on the information theoretic concept of mutual information. However, due to the simple nature of weighted averaging, it is difficult for such techniques to take into account complex cyclical temporal trends and perform any future data prediction or interpolate chunks of missing data due to, say, node failure.
Compressed Sensing (CS) has emerged as a powerful framework to summarize (compress) and recover missing values when the data is sparse. It has recently been applied in WSNs for reducing transmission bandwidth and improve the quality of sensing [16] , [17] . In contrast to our work, [16] and [17] assume that all data is available from all sensors during transmission. The compression comes from the choice of the random basis (or dictionary) used to transmit the data. Thus, nodes must still sense periodically the environment and energy saving is achieved only by reducing the amount of data sent through the wireless channel. Ling and Tian [17] also explore recovering binary valued variables when the sensors follow a random sleeping schedule, but their technique can not be extended to real values.
Perhaps the most closely related technique to our work is the SPIRIT system [18] . This system is also a latent variable based technique that is used for data interpolation by summarizing a large number of data streams into a small, manageable number of latent variables. For example, they are able to summarize the streams from 8 temperature sensors using only 2 hidden variables with reconstruction error below 0.1
• C (about 0.4% of the absolute temperature value). While their method highlights several benefits of latent variable models which they demonstrate by performing select experiments on three model datasets, they do not focus on several practical issues present in real-world WSN data. They, for instance, do not explicitly model or exploit cyclic temporal trends in data nor do they evaluate the model's effectiveness on recovering large chunks of missing data when, say, a sensor node is down due to power/network failure and none of the sensors on the node can collect any data. For example, they evaluate the ability of SPIRIT to reconstruct a block of missing data of 5 hours using all the previous history. Results are provided through a qualitative graph that shows large errors during this time frame. In contrast, our work provides a quantitative analysis of the reconstruction of several days of inactivity. Our approach show an RMSE smaller than 10% even for blocks of missing data of 5 days or more. Finally, SPIRIT considers only homogeneous sensor networks, while here we address the more general case of heterogeneous sensor networks.
III. LATENT VARIABLES BASED FACTORIZATION
Latent variable based factorization is a simple yet powerful framework for modeling data, and has been successfully applied in several application domains [19] , [20] . The main idea behind this framework is to model the large number of observed variables (the observed data) in terms of much smaller number of unobserved variables (the latent variables). These latent variables help model complex interactions between the observed variables through a simple interaction between the latent variables. In this work we extended the standard technique to incorporate the temporal relationship between successive data samples.
A. Latent Variable Model for Heterogeneous Sensor Networks
We model the data collected from heterogeneous sensor networks by associating a low-dimensional latent variable u x,t with each sensor node x at each time instance t. These latent variables will help encode the complex interaction between the heterogeneous sensors on the same node. The sensor specific observed reading at node x and time t for a particular sensor type j is obtained by combining the variable u x,t with sensortype specific latent variable v j .
More formally, given a m × n matrix R of sensor readings from n different sensor types collected at m different nodes/times with possible missing entries, we model R as follows. We assume that each reading R (x,t),j (reading at node x/time t for sensor type j) is a noisy realization of the underlying true reading that is obtained by combining the associated node/time specific latent variable u x,t with sensortype specific latent variable v j . That is,
Here, each latent variable u x,t and v j is assumed in R k (typically, k < min{m, n}), and ǫ is modeled as independent zero-mean Gaussian noise (ǫ ∼ N (0, σ 2 )). The goal is to learn the underlying latent factors u x,t and v j for all nodes/times x, t and sensors j, even when several entries in the matrix R are missing. The compact k-dimensional representation of the latent variables enables us to recover the expected reading at a missing node/time x ′ , t ′ for sensor j ′ just by observing a few entries. See Figure 1 .
B. Properties of a Factor Based Representation
Note that we have modeled our m × n data matrix R as:
where U is a m × k matrix (the collection of m node/time specific u x,t 's) and V is a k × n matrix (the collection of n sensor specific v j 's). Observe that such a representation models the entire data of size mn by mk + kn = k(m + n) modeling parameters. The choice of the free parameter k provides a key trade-off: a large k (≈ O(m) or ≈ O(n)) can help model the observed data exactly, but lacks capability on predicting unobserved/missing data due to overfitting. A small k (≪ min{m, n}), on the other hand, escapes the overfitting problem, but the corresponding model lacks sufficient richness to capture salient data trends. The exact choice of a good k is typically application dependent. A key limitation of this model in its current form is that it cannot recover a row if the data if the entire row is missing. This is primarily because one cannot learn the associated latent variable u x,t since there is no data (in the row) to constrain the choice for picking a good u x,t . Since sensor nodes can periodically go offline due to duty-cycling or low power (preventing all sensors on a node from collecting any data for a period of time), we need to extend our basic model to deal with data missing from all sensors at multiple rows. We do so by explicitly incorporating information from neighboring rows (readings taken from the same node at close by time intervals) by enforcing 'temporal smoothness' across our u x,t 's.
IV. TEMPORAL CORRELATION MODELING
To successfully interpolate the sensor interactions to missing blocks of data, we need to explicitly model temporal trends between different u x,t 's associated with the same location x. Such temporal smoothness ensures that the latent variables u x,t and u x,t ′ take similar values when the times t and t ′ are "similar", giving the ability to systematically extrapolate the latent variable u x,t to the missing rows and predict the associated sensor readings. We model this interaction by the following constraint. Since u x,t is a k-dimensional variable, let u N (0, Σ) ), enforces the temporal similarity via the covariance matrix Σ. Here we set the individual entries of Σ via a temporal similarity function K, that is, Σ t,t ′ := K(t, t ′ ) (see also [21] ). The exact notion of similarity, i.e. K(·, ·), is typically application dependent; for sensor applications where data has cyclical patterns, we shall use K(t, t
where P is the period length (e.g. 24 for hourly measurements) and h 1 , h 2 are the bandwidth parameters that control the neighborhood size that can influence a particular reading (typically chosen via cross validation).
Note that when times t and t ′ are close, the similarity K(t, t ′ ) takes on a high value. High covariance forces the corresponding u x,t and u x,t ′ to be similar, giving us the necessary tools for a systematic interpolation across time. The temporal smoothness constraint on u x,t 's is also known as a prior over the u x,t 's.
A. Learning the Latent Variables
We can learn the underlying latent variables u x,t and v j , by maximum a posteriori (MAP) estimate. In particular, let θ denote all the model parameters (i.e. θ := {{u x,t }, {v j }, σ}). Then, the optimum choice of parameters θ MAP given the data R is obtained by
{{ux,t},{vj },σ} x,t,j∈observed log p(R (x,t),j |u x,t , v j , σ)
The first term (the likelihood) takes the form given by Eq. (1), and the second term (the prior) takes the form given by Eq.
(2). Here we take uniform priors over {v j } and σ (independent of {u x,t }), so they don't explicitly show up in the prior term.
This optimization does not have a closed form solution. Standard gradient based techniques can be used to get a locally optimal solution.
V. EXPERIMENTAL RESULTS

A. System description
We evaluate the proposed model on an environment monitoring sensor network called the CIMIS network [22] . The California Irrigation Management Information System (CIMIS) is a program in the Office of Water Use Efficiency at the California Department of Water Resources that manages a network of 232 automated weather stations in the state of California. Each station provides hourly reading of 13 different measurements from its embedded sensors (see Table II ).
For our experiments, we used one year worth of data (June 2010 -May 2011) and only considered the subset of sensor nodes (122 of 232) that were live continuously during this period. We assume that each node periodically samples its sensors and wirelessly sends this data (with possible missing values) to a back end server where the data reconstruction is done. Since limited amount of data should be sent to the back end server, the nodes rely on state-of-the-art low power wireless communication modules (like the transceiver used in [7] ).
Several factors affect a node's power consumption. Even if the actual power consumption is a function of the hardware used, for a wide range of systems the amount of data generated, processed and routed plays an important role, as shown in Table I . As a consequence, by reducing the number of samples from the sensor we are able to extend a node's lifetime. Since this comes at the expense of lower accuracy in monitoring, we mitigate this loss by our modeling technique.
B. Data Preprocessing
Our technique treats data from each heterogeneous sensor equally. Since raw data from different sensor types are at widely different scales (the temperature ranges from about 10 to 40
• C, while vapor pressure ranges from about 0.5 to 3 kPa.), we preprocess the data to have zero mean and unit variance. This normalization brings all measurements to the same scale and helps in an effective prediction. The normalized prediction can easily be translated back into the original scale by rescaling and adding back the mean value.
Even though the normalized scale is good for predicting heterogeneous data, the scale is difficult to interpret to assess the quality of prediction. If we have an average prediction/reconstruction error of δ (normalized) units, it is unclear how to translate this to percentage error. To ease interpretability, we assume that the data follows a Gaussian distribution. Now, since the measurements are normalized to have unit standard deviation, we know that about 95% of the data falls between ±2 standard deviations. So, noting that most of the data spreads across four units, δ unit of normalized reconstruction error gives us error spread ×100 = δ/4×100 percentage error. For preciseness, we always report the normalized error, with references to the corresponding percentage errors where appropriate.
For all the experiments we shall use the following parameter settings: h 1 = 0.6, h 2 = 100, and P = 24 (see Section IV for details).
C. Compressibility Experiments
Our first set of experiments explore how well our latent variable technique models the given dataset. For these experiments we use the entire dataset without any missing entries and try to fit the model for different values of the free parameter k (see our discussion in Section III-B). The goal is to understand how well can the entire dataset be summarized by a few latent variables, thus exploring its compressibility. The experiments serve as an upper limit to the prediction accuracy that we expect for various choices of k. different choice of k. That is, (x, y) pair on the curve is read as: x percentage of the data matrix can be reconstructed with error at most y (normalized) units.
Observe that for k = 4 (which correspond to a compression ratio of 0.308), the curve shows that 90% of the data can be constructed with error less than ∼ 0.4 units. According to our interpretation heuristic, this amounts to about 10% of reconstruction error. Indeed, if we rescale the normalized predictions of 'Air Temperature', we get an average prediction error of 2.8
• C. Note that our model can reconstruct the data well for moderate size k (≈ 6). This suggests that our model should be able to recover missing data from observed values.
D. Experiments on Estimating Missing Data
Sensor nodes in our network duty-cycle their activity at a particular rate in order to increase the battery life. In these experiments, we want to study how well we recover the missing entries for different levels of duty-cycling for different choices of the model parameter k. For data collected from each sensor node, we randomly select p percent of the rows (i.e. data collected at the node for p fraction of random time instances), and remove all the sensor data associated at the selected rows for that node. We use the remaining data for training the model and the removed data for testing the data recovery capabilities of our model.
Recall that a basic latent variable factor model cannot recover missing entries from such data (see Section III-B). Here we study how the temporal prior (discussed in Section IV) helps in recovering the data. Figure 3 shows the reconstruction error in estimating the missing data for various levels of data sparsity (sensor node duty-cycling). Each experiment is conducted 10 times. We report the average reconstruction error. For each fixed k (the model parameter), there is only a small degradation in prediction accuracy for different levels of matrix sparsity (duty-cycling). For k = 4, we have about 0.33 units (or about 8 percent) of average reconstruction error for nearly 20 to 60 percent of missing data. This shows that there is only a little degradation in prediction quality with extreme amounts of missing data.
Another interesting aspect of this model is that increasing k has a 'diminishing returns' effect: constantly increasing k gives lower improvement in error. This is primarily due the fact that even though increasing the model size can better fit the observed (training) data, due to overfitting, it cannot give better and better results on the missing (testing) data. Figure  4 shows this trade off for a fixed level of matrix sparsity. We get similar results for other levels of sparsity as well.
E. Predicting Blocks of Missing Data
Another interesting aspect is how well can we estimate the data when the node goes offline for a long block of time. This analysis is particularly useful when nodes experience long periods of inactivity due to, say, a mechanical failure or running out of battery. Consider, for instance, a scenario when a node placed in a remote location runs out of energy. It may take a few hours to a few days to reach it and replace the battery. Notice that in such a setting consecutive sensor readings from all the sensors on the node are missing. We analyze how well our proposed model performs in such a situation.
Given the CIMIS data, we pick a node and fix a block size of t time units. We remove all the data from the block and study how well we can reconstruct it, given different amounts of data surrounding the missing block. Figure 5 (left) shows the quality of reconstruction for a fixed block size as we vary the amount of surrounding data, and Figure 5 (right) shows the quality of reconstruction for different block sizes for a fixed amount of surrounding data. It is interesting to note that even for relatively small amounts of surrounding measured data, we can recover the missing block of data reasonably well. This helps validate the effectiveness of our model for real-life sensor networks where node failure occurs fairly regularly.
VI. CONCLUSION
In this work, we have proposed a data prediction technique based on the latent variable factor model framework that is specially geared towards data collected from sensor networks. Using a real-life environmental monitoring dataset, we observe that our data estimation technique can provide less than 10% RMSE even when more than 5 days of consecutive data is missing. In duty cycling experiments, it is able to achieve less than 10% RMSE even when nodes are duty cycling at rates more than 50%, making it a very practical alternative for sensor applications.
