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Abstract--Let T:[0, 1]--,[0, 1] be a transformation which has an absolutely continuous invariant measure 
#. Let ~ be a realistic, deterministic model for z. We prove that if ~ has long computer trajectories, either 
periodic or non-periodic, then these computer trajectories have histograms which approach the density 
of #. For a large class of piecewise linear transformations, we prove the existence of long periodic 
trajectories. 
1. INTRODUCTION 
Computer-based research is now an accepted method for gaining insight into chaotic phenomena 
and for suggesting directions for theoretical analysis [1]. The modern computer has opened new 
vistas in the study of complex dynamical systems which would have, otherwise, remained closed 
to us. However, one must exercise caution in the interpretation ofcomputer data. Many non-linear 
processes have the property that small numerical errors grow exponentially fast. Therefore, usually 
after only a few dozen iterations, the chaotic computer orbit bears no resemblance to the true 
chaotic trajectory of the theoretical system. Since the theoretical system and the computer are 
purely deterministic, the computer chaos must be created by the deterministic system itself during 
computation and is not the result of roundoff error or random external perturbation. How and 
why then does the computer produce chaotic trajectories? These questions are stated concisely by 
Palmore and McCauley [2]: 
"Roundoff error in computers i treated as a random-noise problem because it is so 
complex and difficult to follow through millions of calculations. But in fact it is not 
random. This is a standard solution in complex system theory. You want to 
distinguish between genuinely random phenomena nd the behavior of complex 
systems, which are deterministic, but difficult to analyze and predict. I think we 
should find more intelligent rules for determining roundoff and in that way enhance 
the ability of general-purpose computers to model physical systems." 
In Refs [2, 3] these questions are studied using the pseudo-shadowing property which implies 
that, if the errors at each step are sufficiently small, then the computer orbit is actually close to 
some true orbit of the theoretical system. Anosov and Bowen proved that smooth systems which 
are uniformly hyperbolic have the shadowing property. For piecewise smooth transformations, this 
result is not true in general; simple transformations on the interval such as certain tent maps do 
not have the shadowing property [4]. 
However, even with the shadowing property, an important question remains: which invariant 
measure #, if any, does the true orbit (shadowing the computer orbit) display, in the sense that 
the time averages along the true orbit are close to the space average with respect o #? 
Even simple transformation like the tent maps on [0, 1] possess an infinite number of ergodic 
invariant measures [5]. Each of these measures can be approximated by periodic orbits [6]. Hence 
the question: which measure is displayed by the true orbit shadowing the computer orbit? 
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In Ref. [7], Ruelle states: 
"Let us now.. ,  ask what invariant measure is relevant. Clearly the ergodic average 
T 
(l/T) ~ 6f,(x) 
i=0 
reproduces every ergodic measure p for suitable initial x. However, in many cases, 
the computer evaluation of the above averages gives a single answer. The solution 
of this paradox is that the computer makes round-off errors." 
The foregoing discussion has shown that the proposed solution is not as simple as it appears. 
Indeed, the model referred to in Ref. [1] and widely used [8-10], 
x,+, = z(x,) + W, (1) 
where W is a random perturbation term, is replete with difficulties. Aside from the fact that the 
chaos enters from the external noise term, rather than from the deterministic system itself, the 
roundoff errors modeled by the random perturbation term W in equation (1) have the absolutely 
continous invgriant measure (ACIM) built into them from the outset since they smear the computer 
orbits in a smooth way. Such models can result in major errors, as will be discussed in the next 
section. 
What has been observed in practice is that the histograms of computer simulations eem to 
display the invariant measure that is absolutely continuous with respect to Lebesgue measure. One 
of the main objectives of this paper is to explain this computer phenomenon. 
An approach to the problem of computer selection of invariant measures was begun in Ref. [11] 
and continued in Refs [12, 13]. In these papers, special transformations of the form ~(x)= kx 
(mod 1) were considered. The existence of long periodic orbits in the discrete computer space 
displaying Lebesgue measure was proved. Unfortunately, the number-theoretic methods used are 
restricted to kx (rood 1) transformations. In this paper we obtain analogous results for general 
pieeewise monotonic transformations on [0, 1]. For a large class of 1-D transformations which have 
an ACIM, we shall explain why computer orbits display the ACIM. 
In Section 2, we will outline some serious deficiencies in the random perturbation model for 
computer simulation, underlining the need for a more deterministic and realistic model for 
computer operation. In Section 3, we present such a realistic and completely deterministic model 
and prove that if there exist long periodic omputer orbits or long non-periodic orbits which take 
up a significant portion of the computer space for all precisions, then the measures derived from 
computer simulations must approach the ACIM of the theoretical transformation u der consid- 
eration. In essence, we show that for systems that have an ACIM, the very process of discretization 
of the space forces computer orbits to display only the ACIM. Since the ACIM is supported on 
intervals, this lends the computer trajectory their chaotic appearance. In Section 4, we prove that 
a large class of transformations on [0, 1] have long computer periodic orbit, allowing the 
application of the results in Section 3. 
2. DEFICIENCIES IN THE RANDOM PERTURBATION MODEL 
In Ref. [14] the influence of small deterministic perturbations on dynamical systems resulting 
from the discretization of the space is studied, specifically the influence on their asymptotic 
properties, uch as existence and the stability of periodic trajectories. Unfortunately, it can happen 
"that for arbitrarily small perturbations, a structurally stable system [15] can, after discretization, 
differ qualitatively from the original .... The only existing approach to the problem.., consists 
in replacing in the original system the errors of approximation with statistically independent 
random errors. Such an approach does not explain the above mentioned effects" [14]. In Ref. [16], 
we find the following statement: 
" . . .  since digital computers are finite-state machines, they effectively discretize the 
continuous phase space of the model and, therefore, orbits fall into loops of length 
L ~< N, where N is the number of phase cells. In some cases the orbit terminates in
a fixed point even though, without runcation error, the dynamical system can be 
shown to possess no stable fixed points at all." 
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Fig. 1 
In this section, we will discuss deficiencies in the random perturbation model (1) for computer 
simulation. 
(I) Because most computers use binary arithmetic, the computations for the tent map 
:[0, 1] --* [0, 1], defined by 
f2x, 0 ~< x ~< 1/2 
3 
].2(1 - x), 1/2 ~< x ~< 1, 
are exact for dyadic rationals. Thus, the computer orbit becomes constant at zero after a finite 
number of iterations. But the perturbation model (1) predicts a uniform density, no matter how 
small the magnitude of the perturbation! 
(II) Consider the transformation ¢ shown in Fig. 1, where ~ is piecewise xpanding and leaves 
the intervals [0, a] and [~, 1] invariant. Hence ¢ has two independent ACIMs: Lebesgue measure 
on [0, ~] and Lebesgue measure on [a, 1]. However, for the random perturbation model (I), it 
follows from Doeblin's condition [17], that the perturbed system has a unique ACIM, no matter 
how small the perturbation is. 
(III) Consider a piecewise xpanding transformation on [0, 1], such as is shown in Fig. 2. Let 
Q = {0 = a0 < al < "" • < aN = 1} denote the intervals of monotonicity of ~ and let P denote the 
intervals having endpoints from Q, i.e. I~ = (a~_ 1, a~), i = 1 . . . . .  N. Let P~ denote the partition of 
[0, 1] obtained by using the endpoints in the set 
N- I  
,~o ~ -'(Q)" 
I 
I I/ I 
O 0 0 2 0 3 
Fig. 2 
ON-Z ON-1 
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PN is the minimal partition on which z ~ is pi¢cewise monotonic. Let us assume that the smallest 
distance between computer points is 1/2 s and let us fix two points xl, x2 in the computer space 
X, such that Ixl --x21 = 1/2 N and xl, x2 • I • P~. Since the transformation under consideration is 
piecewise xpanding, after n ~< N iterations we have 
1 
leT (x,) - 
Therefore, after N iterations, the distance between fTv(x~) and fTv(x=) is bigger than the fixed 
constant d = (2/2) N. This means that if after n iterations, two computer trajectories do not differ 
by at least d, then they must be identical. However, the situation is entirely different for the random 
perturbation model since there is a positive probability that trajectories can separate at any time. 
In particular, two trajectories which are identical up to N iterations can separate at any time 
afterward. This is characteristic of randomly perturbed systems: they produce too many tra- 
jectories, most of which are unrealistic models of computer operation, as shown in paragraphs (I) 
and (II) above. 
3. COMPUTER ORBITS AND ABSOLUTELY CONTINUOUS 
INVARIANT MEASURES 
In this section we shall consider a piecewise monotonic transformation z :[0, 1] --, [0, 1] which has 
a unique ACIM g, i.e. 
lz(A ) = .[Af(x )m(dx ), 
where m is Lebesgue measure on [0, 1]. Examples of such transformations are the piecewise 
expanding maps [18] and the non-expanding Misiurewicz maps [19]. Now we shall describe a 
computer model for the theoretical transformation z which will take into account the most 
important difference between Tand its computer model, namely the fact that T acts on a continuous 
space while its computer counterpart acts on a discrete, finite set. 
For fixed precision, the computer distinguishes only a finite number of points in the interval [0, I]. 
Computer points will be denoted by x and the space of computer points by X. X is a finite space 
and the number of points in it is denoted by N. Any x • X can be identified with a small interval 
I~ ~° c [0, 1] consisting of all abstract points which are treated by the computer as x. 
In computer analysis, we usually use a floating point representation f real numbers, so the 
distribution of the computer points in [0, 1] is not uniform. We shall describe this problem a little 
more precisely because it plays an important role in the sequel. Following Ref. [20], we represent 
a real number by the integer part e, -E l  ~< e ~< E2, and the fractional part f, wherefis represented 
as a binary vector: 
f = ~,  f2 . . . . .  fF) 
and 
f = ,_-'2'1 2'" 
Thus, for fixed E~, Ez, F, the computer "sees" only real numbers: 
(e, f) = 2" .f, 
where -E l  ~< e ~< E2, and 
i=1 
This means that in any interval [2 e, 2 e + 1 ], e = - -  E 1 , - -  El + 1 . . . .  , - -  1, we have exactly 2 r computer 
distinguishable points. The higher the precision we want, the larger should be the ranges of e and 
f. A larger ange for e produces points closer to zero, while a larger ange forfproduces an increase 
in the density of available computer points, i.e. greater precision. 
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We shall consider computer experiments with infinitely increasing precision, i.e. N --, oo. This 
can be achieved by various schemes, although we shall assume that it is achieved as a result of 
increasing the range of f, the fractional part. In this case we have N = E~ 2 F and the smallest 
computer interval has the length (2 -El + ' - 2-~1)/2 ~, with constant E, and F increasing to infinity. 
Thus, there exists a constant C > 0, such that 
1 
I I~t°l >/C---N (2) 
VN, C=E1(2 -e,+l -2-Et) .  In the case where the computer points are uniformly distributed, 
I I~[  = 1/N. In the following we assume condition (2), which is the main assumption of this paper. 
Since, in practice we work with finite precision, assumption (2) is always satisfied. Assumption (2) 
is satisfied for many computer systems, uch as Microsoft BASIC for the IBM PC and FORTRAN 
77 for the Cyber 170. 
Having described the computer space X, we now turn our attention to a computer model for 
the theoretical transformation ~,cN : X --' X. The computer transformation ~N is a function of the 
computer architecture, the software and the transformation z. The only thing we can say with 
certainty about ~N and • is that they become uniformly closer and closer as N- ,  oo, i.e. 
i 
I~(x) - ~N(x) ~0 sup  sup  
xcX x ¢ I(xN) I 
as N~.  
The dynamical structure of ~:  X--, X is very simple, theoretically: there exist a finite number 
of periodic orbits and every point in the space is either periodic or eventually periodic, i.e. some 
image of the starting point belongs to a periodic trajectory. For chaotic systems, we want to know 
if the periodic orbits of ~ display the equilibrium state, in some sense. But what arc the equilibrium 
states of a chaotic system? A tool that helps us describe the equilibrium states is the invariant 
measure. An invariant measure ~ for v is one such that any measurable set E satisfies: 
#(3 -1 E) = ~ (E). That is, for one application of the transformation, the amount of mass that leaves 
a set is equal to the amount hat enters, thereby leaving the transformation in a state of equilibrium 
with respect o the measure ~. If # has a density, it can be regarded as a statistical description of 
the long-term behavior of any point in the support of #. In general, a transformation has an infinite 
number of invariant measures; each periodic orbit, for example, supports an invariant measure. 
Most of these measures are trivial, since the invariant measure does not produce any new 
information about the dynamics of ~. We shall be interested in measures which have support on 
a set with positive Lebesgue measure and which are absolutely continuous with respect to Lebesgue 
measure. As mentioned above, it is the density function f, which can be thought of as the statistical 
description of trajectories starting at almost every point in the support of/~. This is a consequence 
of the Birkhoff ergodic theorem, which states 
1 / ' -1 f 
Z ,~o g(¢'(x)) ~ Jg(x)f(x)m(dx) 
in L], as L --* oo, for any g ~ LI and ~--almost every point x. 
In practice there arise difficulties in using the Birkhoff ergodic theorem: the computer space and 
the computer transformation are different from the theoretical ones and one never knows if a 
"good" starting point has been chosen. In the sequel, we shall find "good" starting points x such 
that the distribution of the trajectory {~(x)}~.0, for large L, approximates the ACIM p. We find 
the distribution of the trajectory by determining its histogram, i.e. we fix a uniform partition, N, 
of [0, 1], where each ~¢ e N is much bigger than the computer interval Ix, and we then count the 
number, n( J) ,  of points of {¢~(x)}~-.0 which fall into every interval J¢ or N. The vector 1/(L 4- 1) 
(n(~¢~) . . . . .  n(J¢,)) is the histogram we want. We shall refer to this histogram as the N histogram. 
In the following, we will prove that for good starting points, this vector approximates the 
measure g. 
Now, to relate the computer transformation ct~ to the theoretical transformation ~,we need to 
introduce a theoretical transformation ¢M. We define vs, N = l, 2 . . . . .  as follows: for any x ¢ X, 
VNI~, is a linear transformation which maps the interval Ix onto the interval ~(x). As far as the 
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computer, is concerned the trajectories of ~:¢ are the same as the trajectories of fN. More precisely, 
for any x e X and any x ~ Ix, we have Vk = 0, 1 . . . .  
I~(~) =/~) ,  
where I~x)is the computer interval containing the theoretical point z~(x). This implies that the 
histograms for {f~(x)}~=0 and {~(x)}~=0 are identical. It is easy to see that r~r  uniformly as 
N~.  
Although the computer transformation fs can be modeled by the theoretical transformation ~s 
or the random perturbation model (1), these two models are fundamentally different. While rs 
always transforms computer intervals onto computer intervals, Ix onto IeN~x), the random 
perturbation model spreads I~ onto several computer intervals, thereby introducing unrealistic, 
non-deterministic transformations. 
Our considerations depend on two assumptions: 
(1) The existence of long periodic or long non-periodic trajectories for the 
computer transformation fs,  N = 1 . . . . .  We shall call a finite segment of the 
trajectory {~(x)}~=0 "free" if ~+~(x) ~ ~k(x), Vk ~< L. 
(2) The existence of a constant ~t > 0, such that for any N = 1, 2 . . . .  , there is a 
free trajectory for fs, having length L~, such that 
L___~ >/~t > 0. (3) 
N 
If the transformation fN admits long periodic trajectories, it also has long free trajectories: if x is 
a periodic point with period L + 2, then {fk(X)}~= 0 is the free trajectory of length L. 
With any finite segment of a fN-trajectory, we can associate an absolutely continuous measure 
as follows. Let ~ = {fk(x)}~0 be a finite segment of a fmtrajectory. We define 
/z:¢(~,) = LN + 1 (lI~,,tx)l) Xt~e~(x)) "m. 
It is clear that #s (),) is an absolutely continuous measure. We shall show that it is almost invariant 
for the transformation zs. 
Lemma I 
~k L N Let V = {ZN(X)}k = 0 be  a finite segment of a ~N-trajectory, and let #sO') be the measure associated 
with y. Then 
j'gd~(,)-f(goz~)d~,~(,) ~< L -~+ 1suplg, 
for any g e C[0, 1], the space of continuous functions on [0, 1]. 
Proof. We have 
x)d~N(~) - o~,,) d~N(~,) L,, + 1 f,, Z (lI~N<x)l) -~ g(x)dm(x) k = 0 k (x) 
k = 0 k (x) 
g(z:e(x)) dm (x)l. 
Since fN transforms If~ onto I~+, linearly, k = O, 1 , . . . ,  LN, we have 
f%~,)g(x'~(x))dm(x)= lle~+t(x)l 
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Thus, 
fl, dm(x) 2supldl 1 g(x) <~ LN +-~ 
Therefore, if L N is sufficiently big, the measure #N(~) is almost ~N-invariant. • 
In the following lemma, we prove that the family of density functions of the measures associated 
with the long free f~c-trajectories are L l weakly compact. 
Lemma 2 
Let ~= {f~(x)}~0 be a free fmtrajectory with LN/N >t • >0,  for N= 1,2 . . . . .  Let 
I~N(~N) =fN'm be the measure associated with ~,  N = 1,2 . . . . .  Then the set { f~}~ is weakly 
precompact in L~. 
Proof. Since ~,s is free, 
1 CN If~(x)l ~< ~[ l lx l ] - '  ~< ~ ~< C 1, 
where x is the computer epresentation f x. Since the family of functions {fN}~=, is uniformly 
bounded, it is weakly precompact in L~. • 
We shall now use Lemmas 1 and 2 to prove that the sequence of densities {fM}~- i approaches 
weakly in LI the density f of the ACIM for the theoretical transformation ~.
Lemma 3 
Let f be the density of the unique ACIM for the theoretical transformation ~.Then f~-- . f  as 
N ~ oo weakly in L1. 
Proof. We mimick the proof of Lemma 1 in Ref. [21]. Let f~ --*f weakly in L1 as N ~ oo. We 
shall prove that J~is T-invariant. For any g ~ C[0, 1], we have: 
The first summand goes to zero since fic-~fweakly in L,. The same is true for the fourth term. 
The second term is smaller than 
2 sup Ig I 2 sup Igl 
LN+I  ~N+I  
which converges to zero as N -* oo. Let tog denote the modulus of continuity of g. Then the third 
term is smaller than 
- z I)" f fN dm (x), tog(sup I'c N 
which goes to zero as N ~ oo, since xs ~ z uniformly and the functionsfM are uniformly integrable. 
Using Lemmas 1-3, we can now prove the main result of the paper. 
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Theorem 1 
Let 7u = {fk(x)}~0 be a sequence of long free trajectories satisfying 
Lo 
-~- >~ ~ >0 
for N = 1, 2 . . . . .  Then for any fixed partition N of [0, 1], the sequence of histograms induced by 
{~,'o} on R approaches the histogram on N induced by the ACIM of the transformation T. 
Proof. By Lemma 3, fo ~f  weakly in Lj, as N ~ ~.  This means that for any interval J • N, 
f fodm~fJdm 
as N~oo 
Since any observable interval J ~ N is the sum of computer intervals, we have 
f fNdm = ~:{~ofqJ} 
j, Lo+ 1 
Thus the histograms of {Yu} approach the histogram of the ACIM for z. • 
4. EXISTENCE OF LONG PERIODIC COMPUTER TRAJECTORIES 
Let z:[0, 1]-~[0, 1] be a piecewise linear transformation defined on the partition ~ with 
endpoints {i/n }7=0, i.e. ~ consists of equal subintervals (il ) 
Ji = i=  1,2, n. , • o o , 
n 
Let S = {3J: j = 1, 2 . . . . .  s} denote the set of possible slopes of z. Then zi = % is defined by 
d, 
r i (x ) = six + -, 
n 
where s~ • S and d~ is an integer. Let ff denote this class of transformations. 
Let us now define the finite set 
{a } Do= n-~: l~<a~<n2 °, aodd . 
Let x • Do. Then for some j and dj an integer, 
• a 4 m 
T(X)  ---- 3 J - -  " l -  - -  = •Do. 
n2 ° n -~z  
Therefore, T:Do ~ Do is well-defined and it induces a partition of Do into disjoint periodic 
orbits of r. 
Lemma 4 
Let us consider z restricted to Do. Then the minimal length of the periodic orbit is 2 ° -  2Is. 
Proof. Let x • Do be a periodic point of z. Thus, for some iterate of ~, say p, zP(x) = x. Since 
• c~, there exists a positive integer sp >>.j > p and an integer d such that 
d 
3ix +-  =x .  
n 
Therefore, 
a -a  (4) (3 J -  l )n2°= n 
Since d is an integer, equation (4) is satisfied if 2°13 j - 1. From elementary number-theoretic con- 
siderations, it is easy to show that the minimalj  for which 2ul3 j -  1 is 2 °-2. Thus, p > 2°-2/s. • 
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Remarks 
(1) ~f is C°-dense in the space of piecewise monotonic transformations from [0, l] into [0, 1]. 
(2) Since the cardinality of DM, [ D~[, is n 2 s -  i, L~ i> 2 ~- 2Is satisfies 
LN 2 N- 2 1 
IDNI >~ n-2~'- Is = 2n---s > 0 
VN. 
(3) Since ~ is a trajectory consisting of points of the form a/n21~, if the computer has a precision 
>n2 ~, it will recognize the trajectory ~. 
(4) Lemma 2 holds for the family of slopes S = {pJ: j = 1, 2 . . . . .  s}, where p and 2 are relatively 
prime. 
General remark. The arguments of this paper go over to n-dimensional systems. 
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