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The band structure, intra- and interband scattering processes of the electrons at the surface of
a bismuth-bilayer on Bi2Se3 have been experimentally investigated by low-temperature Fourier-
transform scanning tunneling spectroscopy. The observed complex quasiparticle interference pat-
terns are compared to a simulation based on the spin-dependent joint density of states approach using
the surface-localized spectral function calculated from first principles as the only input. Thereby,
the origin of the quasiparticle interferences can be traced back to intraband scattering in the bis-
muth bilayer valence band and Bi2Se3 conduction band, and to interband scattering between the
two-dimensional topological state and the bismuth-bilayer valence band. The investigation reveals
that the bilayer band gap, which is predicted to host one-dimensional topological states at the edges
of the bilayer, is pushed several hundred milli-electronvolts above the Fermi level. This result is
rationalized by an electron transfer from the bilayer to Bi2Se3 which also leads to a two-dimensional
electron state in the Bi2Se3 conduction band with a strong Rashba spin-splitting, coexisting with
the topological state and bilayer valence band.
I. INTRODUCTION
Since the seminal work of Murakami1, a bilayer (BL)
of bismuth in the (111) orientation is theoretically con-
sidered2 as one of the few two-dimensional (2D) elec-
tron systems, besides HgTe/(Hg,Cd)Te quantum wells3,
which should show the quantum spin Hall effect, and en-
ter the quantum anomalous spin Hall phase by magnetic
doping4. The experimental realization of the Bi BL as a
2D topological insulator (TI) in a solid state environment
remains challenging because of the need to find a suit-
able substrate which (i) enables epitaxial growth of the
Bi BL and (ii) sufficiently decouples the electronic states
of the BL from the substrate electrons in order to pro-
tect the predicted 1D topological state (TS) at the edges
of the BL. Recently, it was experimentally shown that
an epitaxial BL can be grown on the 3D TIs Bi2Te3
5–8
and Bi2Se3
6,7. Scanning tunneling spectroscopy (STS)
showed indications for the survival of the 1D TS at the
edges of BL islands grown on Te terminated surfaces of
binary 9 and ternary10 Bi-chalcogenides. However, the
edge state’s energetic position is still controversial9,10,
partly because the band structure is complicated by the
complex coexistence of the 1D Bi BL edge state and the
2D TS of the hybrid Bi BL-substrate system5–7.
Here, we experimentally investigate the band structure
and scattering of the electron system of a Bi BL grown on
Bi2Se3 by observation of the quasi-particle interference
(QPI)11,12 via Fourier-transform STS (FT-STS)13–16.
The FT-STS images are interpreted with the help of
the joint-density of states (JDOS) approach, which has
been used successfully to help the interpretation of FT-
STS images for high temperature superconductors17–19,
quantum-Hall electron phases in semiconductors20, and,
more recently, in the field of TIs21–23. The JDOS method
is usually applied with a spectral function A(E,k) deter-
mined from angle resolved photoemission spectroscopy
(ARPES). Deducing A from ARPES presents three ma-
jor inconveniences: (i) A limitation to the occupied
states. (ii) Very high quality ARPES data, which is
needed in order to disentangle the spectral features, is
often hindered by the challenge of obtaining a high qual-
ity crystal surface over micro meter distances. (iii) In
systems with multiple bands in a small energy and mo-
mentum range, the interpretation of ARPES data can be
problematic due to matrix element effects. Instead, here,
a semi-theoretical approach is developed, determining A
from a density functional theory (DFT) calculation of the
band structure as input for the JDOS simulation, where
the structural parameters have been optimized in order
to fit the ARPES-measured band structure. The JDOS
approach, in comparison to the more rigorous stationary
phase approach24 or transfer matrix method25, bears suf-
ficient simplicity in order to easily investigate the effects
of different spin-dependent scattering matrices M on the
simulated QPI patterns. On the other hand, the ”on-
shell” assumption used in the JDOS approach has been
shown to be a sufficiently accurate simplification by com-
parison between JDOS and transfer matrix results for
high-temperature superconductors25.
The first objective of this paper is to demonstrate
that the spin-dependent JDOS method using the DFT-
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2calculated surface-localized spectral function applied
here, can serve to interpret the complex FT-STS mea-
sured QPI patterns of Bi BL on Bi2Se3, involving up to
three scattering vectors at a given energy. The second
objective is the experimental investigation of the band
structure and electron scattering in this TI. It is shown
that the 2D TS of this system coexists over a large en-
ergy range with Rashba spin-split quantum well states in
the conduction band (CB) and valence band (VB) of the
substrate. The band gap of the Bi BL which hosts the
1D edge state is relocated several hundred meV above the
Fermi level by charge transfer, and thus may be acces-
sible to transport experiments only after further surface
doping of the BL.
II. EXPERIMENTAL AND THEORETICAL
TECHNIQUES
Scanning tunneling microcopy (STM) and spec-
troscopy (STS) experiments were performed in a multi-
chamber ultrahigh-vacuum (UHV) system with a base
pressure below 1 ·10−10 mbar using a home-built variable
temperature STM similar to the one described in Ref.
[26]. Both the tip, electrochemically etched from poly-
crystalline W wire, and sample were cooled by a continu-
ous flow He cryostat to T = 30 K. Constant current STM
images were taken in constant current mode at a tunnel-
ing current I with the bias voltage V applied to the sam-
ple. Maps of the differential conductance dI/dV , called
STS images in the following, were measured with closed
feedback in constant current mode via lock-in technique
with a small modulation voltage Vmod = 10 mV added
to V . Such maps are closely related to the local electron
density of states (LDOS) of the surface at an energy eV
with respect to the Fermi energy EF. The calculation of
the FT-STS images is described below.
ARPES measurements of the band dispersion of the
sample were performed on the SGM-3 beamline of the
ASTRID synchrotron radiation facility27. The ARPES
spectra have been acquired using a photon energy of
18 eV and the temperature of the sample was kept at
T ≈ 70 K. The energy and angular resolution for ARPES
measurements were better than 20 meV and 0.2 ◦, respec-
tively.
The stoichiometric Bi2Se3 single crystal used as sub-
strate was grown and characterized as described in Ref.
[28], and is highly n-doped resulting from bulk defects.
The crystalk was cleaved by the scotch tape method in-
side UHV at room temperature resulting in a termina-
tion by an intact quintuple layer29. Within 15 min after
cleavage, the substrate was cooled down to T = 250 K,
and Bi was deposited at a rate of 1 BL/5min from a cru-
cible with high purity material using an electron beam
evaporator. The growth temperature was optimized for
a smooth growth of a closed (111) BL. The coverage of
Bi was calibrated using STM images of well-known (111)
BL islands on Bi2Te3
9 and is given in fractions of a (111)
BL in the following. For the ARPES measurements, the
samples were annealed after the growth at T = 450 K for
10 min in order to increase the size of the BL islands in
these samples.
The DFT calculations were performed using the full-
potential linearized augmented plane wave method as im-
plemented in the FLEUR code30. DFT is employed in the
generalized gradient approximation as given by Ref. [31]
including spin-orbit coupling self-consistently. Using the
experimental Bi2Se3 lattice parameters, the Bi BL was
assumed to sit epitaxially on one side of six quintuple-
layers of the substrate and the atomic positions of the
BL and the first substrate layers were relaxed. In order
to match the experimental dispersions, the distance be-
tween substrate and BL had to be further increased, as
described in Sec. V A.
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FIG. 1. (Color online) Constant current STM image of the
Bi BL. (a) Bi BL grown at full coverage on Bi2Se3 (V = 1 V,
I = 20 pA). Inset: Atomically resolved STM image taken on
a flat area of the BL (V = −100 mV, I = 5 nA). (b) Bi BL
islands grown by deposition of 60% BL (V = 1 V, I = 20 pA).
(c) Height profile taken along the line in (b).
3III. GROWTH AND MORPHOLOGY OF THE
BI BL ON BI2SE3
Figure 1 (a) shows an STM image of an almost per-
fectly closed Bi BL on Bi2Se3. There are only a few
remaining vacancy islands (dark spots) where the Bi2Se3
substrate is exposed, and a few islands of excess Bi grown
on top of the first BL (bright spots). Atomically resolved
STM images (inset) reveal an in-plane lattice constant of
the BL of 4.1 A˚ which is almost pseudomorphic to the
Bi2Se3 lattice, resulting in a lateral compression of the
BL of about 10% with respect to the bulk Bi lattice con-
stant. Deposition of less than 1 BL results in the growth
of irregularly shaped Bi BL islands on the bare substrate
[Fig. 1 (b)]. Note, that, unlike for the case of Bi2Te3
9, it
is not possible to grow triangular shaped BL islands, even
if the growth temperature is reduced, indicating a weak
bonding of the BL to the Bi2Se3 substrate. STM height
profiles [Fig. 1 (c)] reveal a surprisingly large height of
the BL of at least 6.3 A˚, slightly dependent on the bias
voltage. Compared to the height of the Bi BL grown
on Si(111) of only 4 A˚32 which fits with the bulk Bi lat-
tice constant along the trigonal c axis, this indicates a
large van der Waals gap between the BL and the Bi2Se3
substrate of roughly 4.4 A˚.
There are only few defects at the surface of the BL
which appear as atomic size depressions [see inset of
Fig. 1 (a)]. Instead, the visible extended triangular
shaped protrusions are due to subsurface defects, most
probably located at the interface between the BL and
Bi2Se3
33,34.
IV. FOURIER-TRANSFORM SCANNING
TUNNELING SPECTROSCOPY (FT-STS)
RESULTS
In order to study the electronic structure of the BL
on Bi2Se3 system, STS images have been taken on a
30 nm × 30 nm area of the closed BL without vacancy
and second BL islands (Fig. 2). As visible already in the
STM image (a), there are QPI patterns centered mostly
around the surface defects, which result from the scat-
tering of the electrons at these defects. The dispersion
of the QPI patterns visible in the STS images taken as
a function of bias voltage V (b-i) shows a complex be-
haviour indicating the contribution of more than one elec-
tron band. In addition to the rather weak dI/dV corru-
gation due to QPI, there is a rather strong long range
contrast which inverts between −700 mV and −550 mV,
and again between −150 mV and −50 mV. This contrast
reveals potential disorder on a length scale of 10 nm which
is probably caused by donor- or acceptor like subsurface
defects35,36.
In order to deduce the origin of the electrons contribut-
ing to the QPI, the 2D fast Fourier-transformations of the
STS images in Fig. 2 (b-i) have been calculated, with the
convention of |q| = 2pi/λ, resulting in so called FT-STS
images. In such images taken at a bias voltage V , the
intensity at a given q is related to the probability of an
electron scattering from an initial state |E,k〉 into a fi-
nal state |E,k’〉 with energy E = eV and wave vectors
k and k’, respectively, where q = k’ − k is the scatter-
ing vector16. The following commonly used19,22,37 image
processing steps have been done, in order to reduce the
noise in the FT-STS images: First, the STS images have
been smoothened by using a median filter with 5 pixel
averaging along the slow scan direction. Second, in order
to suppress effects due to the infinitely sharp edges of the
STS image on the FT, the images have been processed
using a window filter with a smooth transition to zero in-
tensity at the rim on a length of about 5 nm. Third, the
calculated FT-STS image is symmetrized accoring to the
pseudo sixfold symmetry of the underlying bandstruc-
ture. Finally, the FT-STS images have been smoothened
using a gaussian filter.
The FT-STS images resulting from the STS images in
Fig. 2 (b-i) are shown in (j-q). Upon the first inspection,
there are two dominant features: below the Fermi en-
ergy EF the FT-STS signal has a hexagonal rim with the
flat side along Γ¯-M¯ , which disperses to smaller |q| val-
ues for increasing energy. Above EF, the hexagon gets
increasingly warped and finally transforms into a star-
like shape with the six arms along Γ¯-M¯ . Upon further
inspection, there are additional features of smaller size
inside the outer hexagon and star, which also disperse as
a function of energy, indicating the contribution of two to
three bands to the observed QPI throughout the energy
window. We took particular care, that these features we
analyzed in the following, were not artificially introduced
by the image processing steps described above, but are
already visible in the raw 2D fast Fourier-transformations
of the raw STS images. Moreover, we observed the same
energetic evolution of FT-STS features on five sample
areas from different cleaves. The comparison of these
features from FT-STS data taken on different sample lo-
cations showed some energetic shift of at most 200 mV,
which we assign to a slight lateral variation of the doping
by surface defects. However, the data set we analyzed in
the remaining part of this manuscript was taken from one
sample location and didn’t show such a variation.
Due to the contribution of many bands to the observed
QPI, it is a highly nontrivial task to deduce the band-
structure E(k) from the distribution of q-vectors in the
FT-STS-images. On the other hand, by comparison of
the q-vectors from FT-STS images to E(k) determined
from complementary ARPES measurements or DFT cal-
culations, it is possible to relate the presence or absence
of q-vectors in FT-STS images to the scattering-electron
spin dependent matrix elements. For this purpose, the
FT-STS images are simulated from a DFT calculated
bandstructure and compared to the measured FT-STS
images in the following.
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FIG. 2. (Color online) (a) Constant current STM image of an area of the closed BL without vacancy islands and Bi excess
islands (V = −50 mV, I = 3 nA, scale bar from 0 to 80 pm). The crystallographic directions as derived from the atomic
resolution in the inset of Fig. 1 (a) are indicated. (b-i) STS images of the same sample area as in (a) measured at the indicated
sample biases (I = 3 nA). The color range covers the following ranges of conductances: (b) 0.09 nS to 0.13 nS, (c) 0.09 nS to
0.17 nS, (d) 0.17 nS to 0.29 nS, (e) 0.23 nS to 0.4 nS, (f) 0.4 nS to 0.7 nS, (g) 1.2 nS to 2 nS, (h) 0.46 nS to 1.8 nS, (i) 0.23 nS to
0.79 nS. (j-q) FT-STS images resulting from Fourier transformation of (b-i) and image processing as described in the text.
5V. SIMULATION OF FT-STS IMAGES
The FT-STS images are simulated using the JDOS
approximation.16 This approach entails computing the
self-correlation function of the 2D constant energy con-
tour (CEC) of the surface-localized spectral function
A (E,k) in k-space at a given energy E:
JDOS(E,q) =
∫
A(E,k)M(k,k+ q)A(E,k+ q)d2k
(1)
Thereby, the number of all possible q within the same
CEC is counted and weighted by the spin dependent scat-
tering matrix element M (k,k’). In order to have access
to A we develop a semi-theoretical approach, as illus-
trated in Fig. 3. First, the band structure is calculated
from an LDA slab calculation of the Bi BL/Bi2Se3 system
[Fig. 3 (a)], where the slab has been adjusted to the ge-
ometry observed by STM and to the Bi BL bands below
EF as measured by ARPES [Fig. 3 (c), see Sec. V A]. The
band structure is computed around Γ¯ along three differ-
ent directions in a 0.7 A˚−1 range in the surface Brillouin
zone (SBZ) (Γ¯-K¯, Γ¯-M¯ and Γ¯-B¯, where B¯ is defined as
the point along the perimeter of the SBZ that sits at
equal distance between K¯ and M¯).
Second, the relevant eigenvalues (k) for each band
have been isolated and symmetrized in k-space accord-
ing to the pseudo sixfold symmetry of the system, which
resulted in the description of the band structure along 12
different directions. A 3D interpolation of the data was
used to obtain a full space profile of the single electron
bare energy (k). Note that this method does not re-
quire fitting the dispersion profile with any function but
uses a Voronoi natural neighbors interpolation of close
scattered data points. A full 3D spectral function in the
energy range between −1 eV and +0.65 eV is then pro-
duced according to
A(E,k) =
|Σ′′(E,k)|
[E − (k)− Σ′(E,k)]2 + Σ′′(E,k)2 ∗W (E,k)
(2)
where Σ′ and Σ′′ are real and imaginary parts of the
electron self-energy, here set to 0 and 0.001 eV , respec-
tively. W (E,k) is a weighting factor accounting for dif-
ferent localization of the electron wave function of each
state |E,k〉 in the Bi BL. In this way it is possible to
take care for the surface sensitivity of the STS tech-
nique by neglecting all the bands which have low con-
tribution in the BL accoording to DFT, and will there-
fore not contribute to the QPI pattern. W is defined
in all 3D grid points through the same symmetrization-
interpolation procedure used for (k) starting from values
associated to the individual points from the DFT calcu-
lation [see size of points in Fig. 3 (a)]. Figure 3 (b)
shows a 3D perspective of the resulting surface-localized
spectral function.
Third, we cut A (E,k) at different E to obtain the
CECs as shown in Fig. 3 (c). At this point, a good
agreement between the simulated CECs and the CECs
as measured by ARPES (same figure) demonstrates the
soundness of the method.
Finally, the JDOS simulation is performed as described
in Equ. 1 assuming a spin-dependent M (see Sec. V A).
The JDOS can be directly compared to the FT-STS data
[Fig. 3 (d)]. Before this comparison is analysed in detail,
the results of the DFT calculations are described in the
following.
A. DFT calculated band structure and
spin-polarization
The slab used for the DFT calculations has been ad-
justed to the geometry as measured by STM (Sec. III).
The in-plane lattice constant has been set to that of
Bi2Se3 consistent with the pseudomorphic growth. While
the distance between the Bi layers in the BL was kept
constant at the bulk Bi value of 1.89 A˚, the distance be-
tween the topmost Se layer and the topmost Bi layer in
the BL (surface layer) was varied between 4 A˚ and 5 A˚
by increasing the gap between the BL and the substrate,
in order to find the best match between the calculated
band structure and the ARPES data. This is achieved
for 5 A˚, consistent with the large distance between BL
and substrate observed by STM (Sec. III). The resulting
band structure shown in Fig. 3 (a,c) reveals four prin-
cipal bands, which dominate the surface layers by their
relatively strong surface localization: The green band can
be identified with the Bi BL valence band (VB), which
is shifted by about 0.6 eV up in energy with respect to
the free Bi BL5 due to charge donation to the substrate.
A similar charge transfer effect was already proposed for
the Bi BL grown on Bi2Te3 and was attributed to the
difference in work function between the film and the sub-
strate38. Consequently, there is a strong electric field
in the first layers of the substrate leading to a down-
wards band-bending induced quantum well hosting a two-
dimensional electron system (2DES) of the Bi2Se3 CB in
light blue and VB in dark blue, which reveal a similar
shape as the respective bands observed for Bi2Se3 covered
with dilute amounts of adsorbates28,39–42. Moreover, the
electric field causes a Rashba-like spin-splitting as re-
vealed by the two branches of each of the three bands.
The band crossing at Γ¯ of the two spin-split branches
of the Bi2Se3 CB 2DES was previously named substrate
Dirac point (DP)6. However, its origin is of Rashba-type
spin-orbit splitting and not of topological nature.
In addition to these bands derived from the Bi BL or
from quantum well states of the Bi2Se3 substrate, there
is a non-trivial 2D TS with a Dirac-like dispersion (red),
whose DP appears about 0.1 eV below EF. This TS
is strongly localized in the Bi BL and partially in the
first quintuple layer of the substrate (see Fig. 3 (a) and
Ref. [5]). It replaces the original 2D TS of the substrate
Bi2Se3, now coexisting with the Rashba-split Bi2Se3 CB
2DES. Hybridization between the Bi BL VB and the
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FIG. 3. (Color online) (a) DFT calculation of the bands along Γ¯−M¯ . The size of the symbols is proportional to the localization
of the state at the surface of the BL. The colors indicate the origin of the four principal bands dominating the surface layer: light
blue, Bi2Se3 conduction band (CB); dark blue, Bi2Se3 valence band (VB); green, Bi BL VB; red: topological state (TS). The
grey symbols indicate bulk-states or states from the opposite surface of the slab without Bi BL. (b) Three dimensional surface-
localized spectral function modelled by 3D-interpolation of the DFT calculated bands of (a) and a similar DFT-calculation
of the bands along the other two high symmetry directions in the SBZ (Γ¯ − K¯, Γ¯ − B¯). (c) Right panel: constant energy
countours (CECs) through the surface-localized spectral function of (b) at the energies indicated by the vertical axis in electron
volts. Top left panel: CEC at E = 0.4 eV containing the orientations of the electron spin in each band. Bottom left panel:
DFT calculation of the bands along Γ¯ − K¯ (dots, the data at positive k is mirror symmetric to the shown data at negative
k) superimposed on the band dispersion as measured by ARPES along the same direction (red). Bottom center panel: CECs
measured by ARPES at energies in electron volts given by the vertical axis. (d) Comparison between calculated spin-dependent
JDOS and measured FT-STS at E = 0.4 eV (I = 3 nA). kx is along Γ¯− K¯ and ky along Γ¯− M¯ in (b-d).
7Bi2Se3 CB 2DES causes a gap in these two bands at
about E = 50 meV above EF which is crossed by the
TS. Note, that this hybridization gap is only along Γ¯–M¯ ,
and not along Γ¯–K¯ [Fig. 3 (b,c)]. Therefore, the neces-
sary condition of an energy gap in the Bi BL bands for
the formation of the BL edge state is not fulfilled in this
hybridization gap region, as opposed to the argumenta-
tion in Ref. [10]. In contrast, the edge state is expected
to be positioned in the original band gap between VB
and CB of the BL at about E = 0.65 eV above EF.
In order to take into account the spin texture of the
Rashba-split bands and of the TS, the spin-dependence
of the matrix elements M is considered to lowest approxi-
mation, i.e. neglecting possible out-of plane components
of the spin and spin-orbit scattering involving changes
in the orbital moments43 Out-of plane spin components
derive from third order Rashba spin-orbit splitting. Con-
sidering the very low anisotropic nature of the split these
components are thus expected to be small. Representing
the spin part of the electron wave functions by normal-
ized spinors |Sk〉 = 1√2
(
1,±ieiθk), the matrix elements
are calculated as overlap probabilities
M (k,k’) = |〈Sk|Sk’〉|2 = 1
2
(1± cos θq) (3)
where θq is the angle between k and k’ and ± takes
into account the identity of the two band branches7,21,44.
Thereby, the matrix element depends on the projection of
the spin in |E,k〉 onto the spin in |E,k’〉. The spin direc-
tions in a CEC are exemplarily represented in Fig. 3 (c).
VI. COMPARISON OF FT-STS AND JDOS
Figure 4 shows a comparison of the simulated CECs,
the resulting JDOS images and the measured FT-STS
images. First focusing on (a-e) [as well as Fig. 3 (c)],
the CECs show the following structures: Below EF up
to about E = −200 mV, the most dominating features
are a central concentric ring stemming from the largely
isotropic TS, and two outer hexagonal contours stem-
ming from the spin-split Bi-BL, which has a hexagonal
anisotropy reflecting crystal symmetry. In between, there
are faint features stemming from the Bi2Se3 VB. Note,
that these CECs are also confirmed by the ARPES mea-
surements [Fig. 3 (c)]. Around EF, or, more specifically,
going from E = −200 mV to E = 100 mV, the TS cir-
cle vanishes at the DP and opens again, while the Bi-BL
hexagons gradually merge with complex features stem-
ming from the onsetting Bi2Se3 CB 2DES. Finally, in
the unoccupied DOS above E = 200 mV, the two inner
CECs stem from the spin-split Bi-BL VB, which get more
and more isotropic approaching the band maximum. The
star-like shape with the arms along Γ¯–M¯ originates from
the Bi2Se3 CB which has a strong trigonal anisotropy.
Taking into account the spin-polarization within these
CECs to first approximation (Sec. V A), the JDOS simu-
lation of the QPI results in the images shown in Fig. 4 (f-
j). The following principal features can be observed and
ascribed to particular scattering transitions inside the
CECs (in Fig. 4 the corresponding scattering vectors have
been mostly drawn along Γ¯–M¯ , as an example, while the
corresponding vectors along Γ¯–K¯ are left out, in order to
increase visibility). Below EF [c.p. Figs. 4 (a,b,c,f,g,h)]
intraband scattering through (qBL−BL) and along the
side (q
′
BL−BL) of the almost degenerate spin-split hexag-
onal Bi BL CECs produces the inner star (green line)
and outer hexagonal rim (green arrow) in the JDOS, re-
spectively. Interband scattering between the TS and the
Bi BL (qTS−BL and q
′
TS−BL) results in two additional
inner hexagonal features (orange and pink arrows) in the
JDOS. Below the onset of the Bi2Se3 VB, there is an ad-
ditional interband scattering channel (qVB−BL) from the
Bi2Se3 VB into the Bi-BL VB [grey arrow in (a)], which
is not clearly visible in the JDOS (f). Above EF [c.p.
Figs. 4 (d,e,i,j,)] the intraband Bi BL scattering between
the two branches of opposite spin chirality (qBL−BL) and
the intraband scattering qCB−CB along the flat side of the
Bi2Se3 CB CEC have almost equal scattering vectors and
lead to the inner star shaped feature in the JDOS (green
arrow and dark blue line). The different intraband scat-
tering vectors involving the six arms of the star-shaped
Bi2Se3 CB CEC (q
′
CB−CB, q
′′
CB−CB, q
′′′
CB−CB) lead to the
outer star shape of the JDOS with 12 arms. The addi-
tional interband scattering vectors (not shown) lead to
very complex features in the q-space in between these
two intraband scattering features.
Comparison of these simulated JDOS images and the
measured FT-STS images [c.p. Figs. 4 (f-j) to (k-o)] leads
to the conclusion that the overall trend in the experi-
mentally observed QPI patterns can be understood as
follows. While below EF the dominant hexagonal outer
shape in the FT-STS images results from intraband scat-
tering qBL−BL in the Bi BL, the dominant star-like shape
above EF comes from one of the intraband scattering
vectors, i.e., q
′
CB−CB. Moreover, by thorough compar-
ison almost all of the possible interband and intraband
scattering vectors found in the simulated JDOS images
can be identified in the measured FT-STS images [see
coloured arrows in (f-j) and (k-o)]. Most importantly,
the interband scattering between the TS and the Bi-BL,
qTS−BL and q
′
TS−BL, are observed over the entire energy
range below EF down to almost E = −1 eV. Another im-
portant feature visible in the JDOS and FT-STS images
is the flower-like pattern marked in Figs. 4 (j,o) in yel-
low. This pattern stems from scattering vectors qBL−CB
between the star-shaped CEC of the Bi2Se3 CB and the
circular CEC of the Bi BL [Fig. 4 (e)] and proves the
coexistance of these two bands in the unoccupied states
region.
Some of the scattering vectors identified in the JDOS
are missing in the FT-STS images. The qBL−BL scatter-
ing channel is absent in the FT-STS images at very large
negative bias voltage [green cross in (k)]. Also, from the
three intraband Bi2Se3 CB scattering vectors dominating
the JDOS, only q
′
CB−CB is visible in the FT-STS [light
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FIG. 4. (Color online) Comparison between calculated CECs (a-e), resultant JDOS (f-j), and measured FT-STS (k-o) at the
indicated energies. The arrows in the CECs represent scattering vectors q, and the arrows or crosses of the same colour indicate
the resulting features present or absent, respectively, in the JDOS or FT-STS images.
blue arrow and crosses in (o)]. These discrepancies are
probably explained by deficiencies in the matrix elements
M , as will be discussed in Sec. VIII. As will be shown in
the following section, a comparison of the dispersions of
the q vectors, which are independent of scattering matrix
element effects, reveals an astonishingly good agreement
between measurement and simulation.
VII. COMPARISON OF MEASURED AND
SIMULATED q DISPERSION
The length of the scattering vectors (|q|) along Γ¯–M¯ of
all experimentally detected QPIs has been extracted from
the FT-STS images and is plotted in Fig. 5 (a) as a
function of energy (dots) together with the dispersion
extracted from the spectral function and JDOS images
(lines). For comparison, the DFT-calculated band struc-
ture which is the basis for the simulation, is plotted in
the same figure together with the according scattering
vectors (b). There is an excellent overall agreement be-
tween the measured and simulated dispersions over most
of the energy range. Note, that qTS−TS is plotted only
for reference in Fig. 5 (a), but detected neither in the
JDOS nor in the FT-STS images, satisfying the avoided
backscattering as a well known property of time-reversed
band partners in general and a TS in particular. Also,
the BL intraband scattering appears exclusively between
the two branches of equal spin helicity [Fig. 5 (b)]. Only
in a small energy window from EF down to roughly
E = −200 meV, there is a considerable deviation for
qTS−BL(E) and qBL−BL(E). This deviation occurs in an
energy range, where there are principally a number of ad-
ditional possible Bi2Se3 CB intraband scattering vectors
which might overlap with qTS−BL (grey dotted lines).
Above EF, qBL−BL and qCB−CB are almost degenerate,
such that the experimentally detected dispersion is prob-
ably a mixture of these two scattering channels.
VIII. DISCUSSION AND CONCLUSIONS
Taking into account the relative simplicity of the used
JDOS method, and the DFT based approach for the
spectral function, which typically comprises some error
in the energetic positions of the bands around EF, the
correspondence between both QPI interference patterns
(Fig. 4) and dispersion (Fig. 5) in simulation and exper-
iment is astonishingly good. The average value of the
cross correlation between the experimental FT-STS and
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FIG. 5. (Color online) (a) Comparison of the dispersion of the scattering vectors from FT-STS (dots) and JDOS simulation
(lines) along Γ¯-M¯ corresponding to the following q as indicated: Bi BL intraband scattering (green), Bi2Se3 CB intraband
scattering (light blue), interband scattering between Bi BL and Bi2Se3 VB (gray), and between Bi BL and TS (pink and
orange). The dotted pink and orange lines are the corresponding interband scattering channels of the TS into the second
branch of the Bi BL band of equal spin helicity, which are forbidden by spin conservation. Dark blue line: scattering alongside
the hexagonal part of the Bi BL CEC [see arrow of same colour in Fig. 4 (d,e)]. Grey dotted lines: Bi2Se3 CB intraband
scattering vectors. The red line indicates the dispersion of the TS intraband scattering which is neither observed in the JDOS,
nor in the FT-STS images. (b) DFT calculated band structure including the observed scattering vectors q as arrows with the
same colours as the corresponding dispersions in (a).
the simulated JDOS images defined by∑
i,j
[(Iexp(i, j)− < Iexp >) · (Isim(i, j)− < Isim >)]√∑
i,j
(Iexp(i, j)− < Iexp >)2 ·
√∑
i,j
(Isim(i, j)− < Isim >)2
(4)
where I are the intensities at point (i, j) of the images
and < I > denote their mean intensity values, amounts
to 80%, with a variation of ±10% across the whole inves-
tigated energy range. Figure 5 nicely illustrates, that the
intraband scattering inside the TS is strongly suppressed
by time reversal symmetry due to its peculiar spin texture
over a large energy range. Nevertheless, interband scat-
tering between the TS and the Bi BL band is allowed.
The approximate linearity of qTS−BL(E), q
′
TS−BL(E),
and qBL−BL(E), taking into account the inversion sym-
metry of the band structure with respect to Γ¯, experi-
mentally proves the presence and linear dispersion of the
TS. This holds even in the energy range where the TS is
almost degenerate with the substrate VB. This extraor-
dinary property of the particular TS in Bi BL/Bi2Se3 is
caused by its localization in the Bi BL which suppresses
hybridization with bulk VB states in contrast to other 3D
TIs. However, the observed interband scattering from the
TS into the Bi BL VB excludes the possibility of using
this TS for carrying dissipationless spin currents on the
surface.
On the other hand, there are obvious discrepancies be-
tween the FT-STS and JDOS images shown in Fig. 4,
indicating a too simplistic form of the assumed scatter-
ing matrix elements M . The absence of qBL−BL at low
energy [c.p. green arrow and cross in Fig. 4 (f,k)] and of
the two largest Bi2Se3 CB intraband scattering vectors
[c.p. light blue dotted and dashed arrows and crosses in
Fig. 4 (d,e,i,j,n,o)], in the FT-STS images might be ex-
plained by the sensitivity of STS to the vacuum density of
states whereas, the JDOS approach considers the density
of states in the surface. The vacuum density of states is
dominated by states with small k, damping QPI patterns
involving large q. By switching off the qBL−BL scattering
channel in the JDOS simulations a very good agreement
with the FT-STS image is found. Another explanation
for the missing Bi2Se3 CB intraband scattering vectors is
spin selection, which may be oversimplified in the JDOS
approach, in particular for the strongly anisotropic CB
where the constraint to in-plane components of the spin
breaks down. The inclusion of a more rigorous treatment
of the electron spin in the matrix elements is beyond the
scope of the present paper.
The experimentally determined band structure sub-
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stantiates that the original band gap of the Bi BL is
moved up to E ≈ 0.6 eV above EF. This doping ef-
fect comes about by the charge transfer from the BL to
the substrate, which is also responsible for the Rashba
spin-split substrate CB 2DES states visible in the band
structure of Fig. 5 (b). The strong Rashba splitting has
been recently observed for Bi BL grown on a single quin-
tuple layer of Bi2Se3(or Bi2Te3)
7, although, there, it does
not coexist with a TS. It remains to be experimentally
studied, whether the energetic position of the topological
edge state of the BL is in the BL band gap, as predicted
theoretically9, and thus not accessible to transport exper-
iments. In this case, it might be possible to shift the edge
state to EF by surface doping using decoration of the BL
with alkali adatoms42,45. Finally, our paper illustrates a
methodology for the analysis of FT-STS images by DFT-
based spin-dependent JDOS simulations enabling to pin
point the origin of very complex QPI interference pat-
terns which stem from the electrons in several energeti-
cally degenerate bands.
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