Twisting structures and strongly homotopy morphisms by Hess, Kathryn & Scott, Jonathan
ar
X
iv
:1
00
7.
19
34
v1
  [
ma
th.
AT
]  
12
 Ju
l 2
01
0
Twisting structures and strongly homotopy
morphisms✩
Kathryn Hess1, Jonathan Scott
Institut de ge´ome´trie, alge`bre et topologie (IGAT)
E´cole Polytechnique Fe´de´rale de Lausanne
CH-1015 Lausanne
Switzerland
Department of Mathematics
Cleveland State University
2121 Euclid Ave., RT 1515
Cleveland OH 44115-2214 USA
Department of Mathematics and Statistics
University of Ottawa
585 King Edward Ave.
Ottawa ON K1N 6N5 Canada
Abstract
In an application of the notion of twisting structures introduced by Hess and
Lack [11], we define twisted composition products of symmetric sequences of
chain complexes that are degreewise projective and finitely generated. Let Q
be a cooperad, and let BP denote the bar construction on an operad P. To
each morphism of cooperads g : Q → BP is associated a P-co-ring, K(g),
which generalizes the two-sided Koszul and bar constructions. When the counit
K(g)→ P is a quasi-isomorphism, we show that the Kleisli category for K(g)
is isomorphic to the category of P-algebras and of their morphisms up to strong
homotopy, and we give the classifying morphisms for both strict and homotopy
P-algebras. Parametrized morphisms of (co)associative chain (co)algebras up
to strong homotopy are also introduced and studied, and a general existence
theorem is proved. In the appendix, we study the co-ring associated to the
canonical morphism of cooperads A ⊥ → BA , which is exactly the two-sided
Koszul resolution of the associative operad A , also known as the Alexander-
Whitney co-ring.
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1. Introduction
When working with a given type of algebra, it is often possible to form a
“standard construction”, a co-free coalgebra of some sort in which the algebraic
structure is encoded in a quadratic differential. For example, for an associative
or Lie algebra we have respectively the bar construction and the Chevalley-
Eilenberg complex [4]. We can furthermore reconstruct the original algebra
from its standard construction, at least if 2 is invertible in the ground ring.
Thus we often identify the algebra and its standard construction.
The family of higher homotopies that constitute a strongly homotopy-multiplicative
map f : A⇒ A′ can be “rolled up” into a single morphism of coassociative coal-
gebras, F : BA→ BA′ [10]. Similarly, if C∗(−) denotes the Chevalley-Eilenberg
complex of a DG Lie algebra, which is a commutative associative coalgebra,
then a morphism of coalgebras, F : C∗(L)→ C∗(L
′) ‘is’ a strong homotopy Lie
morphism.
More generally, let P be a quadratic operad with quadratic dual cooperad
P⊥ [8]. A P-algebra A has a standard ‘bar’ construction BPA that is a co-free
connected P⊥-coalgebra, provided with a quadratic differential that encodes
the algebraic structure of A. A strong homotopy (henceforth abbreviated SH)
P-morphism from A to another P-algebra A′ is then a morphism of P⊥-
coalgebras, BPA→ BPA
′. We remark that since we are using P⊥ instead of
the quadratic dual operad of Ginzburg and Kapranov [9], our bar constructions
are shifted by one degree from the classical constructions.
Dually, there is a standard ‘cobar’ construction for P-coalgebras, that takes
values inP !-algebras, and we obtain the notion of SH morphisms ofP-coalgebras.
The goal of this article is to describe the various categories with SH mor-
phisms “operadically”, when working in the category dgProj of degreewise
finitely generated and projective chain complexes over a commutative ring R.
Our first result reads as follows (Proposition 4.8 and Theorem 4.10).
Theorem 1.1. Let P be a Koszul operad in dgProj. The two-sided Koszul
resolution K(P) of P is naturally a P-co-ring, and therefore induces a comonad
on the category of P-algebras in dgProj. The associated Kleisli category, with
P-algebras as objects and morphisms parametrized by K(P), is isomorphic to
the category of P-algebras in dgProj and their SH morphisms.
A similar result for P⊥-coalgebras holds as well.
Recall that a P∞-algebra is an algebra over a cofibrant replacement of P,
with respect to some reasonable model structure on the category of operads [1].
If P is Koszul, then we take as our replacement the operad ΩP⊥ [9], where
Ω denotes the operadic cobar construction. We construct a Koszul resolution
K ′(P) for ΩP⊥, and obtain the following result (Theorem 4.12).
Theorem 1.2. With the notation and hypotheses above, the resolution K ′(P)
is naturally a ΩP⊥-co-ring and therefore induces a comonad on the category of
ΩP⊥-algebras in dgProj. The associated Kleisli category, with ΩP⊥-algebras
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as objects, and morphisms parametrized by K ′(P), is isomorphic to the category
of P∞-algebras in dgProj and their SH morphisms.
We consider moreover parametrization of SH morphisms of associative alge-
bras (respectively, coassociative coalgebras) over cooperads of chain coalgebras
(respectively, over operads of chain algebras) (Definition 5.3). We prove that
such parametrized SH categories also admit an operadic, (co)Kleisli description
(Theorem 5.18), which then enables us to establish useful existence results for
natural, parametrized SH structures (Theorems 5.19 and 5.20).
In Section 2, we present our main tool in the study of morphism sets: the
notion of twisting structures. While twisting cochains in the category of differ-
ential graded symmetric sequences go back as early [8], twisting structures on a
category allow for the definition of twisted products via classifying morphisms
rather than twisting cochains, and can therefore be applied more generally. We
define twisting structures and twisted products, prove the expected adjunction
relations, and define the standard (dual) constructions associated to a classify-
ing morphism. One result of the adjunction relations turns out to be critical
to our development: a standard construction associated to any classifying map
admits a natural comonoidal structure.
In Section 3, we review differential graded symmetric sequences and (co)operads.
We use the bar construction with coefficients to define a twisting structure on
the category of symmetric sequences of chain complexes.
In Section 4, we recall the dual cooperad P⊥ of a weight-graded operad
P; the inclusion κP : P⊥ → BP is a classifying morphism. We show that
if P is Koszul (i.e., the inclusion κP is a quasi-isomorphism), then the Kleisli
category for the standard construction K(κP) is isomorphic to the category of
P-algebras and SH morphisms. Considering instead the unit of the adjunction,
η : P⊥ → BΩP⊥, we obtain the P∞ category. We then briefly discuss
the general, non-Koszul, case, where we use the identity on BP and the unit
BP → BΩBP, respectively, for our classifying morphisms.
In Section 5, we introduce and discuss the concept of parametrized SH mor-
phisms of (co)associative coalgebras.
In the first appendix, P.-E. Parent discusses the special case of the Koszul
resolution of the associative operad, A , and shows that an algebra with an
SH-comultiplicative diagonal is not the same thing as an algebra with cup-i
products, as one might have expected.
The second appendix is devoted to the somewhat technical proof of the
existence of parametrized SH morphisms of (co)associative (co)algebras.
1.1. Comparison to other approaches
The original work in this direction, done in the category of spaces, was by
Iwase and Mimura [18], who considered A∞-maps of A∞-spaces.
Markl [23] considered the coloured operad, or multicategory, P(· → ·),
whose algebras are morphisms of P-algebras. An SH P-algebra morphism is
then an algebra for a cofibrant replacement of P(· → ·); Markl shows, among
other things, that SH morphisms are homotopy invariant. We can relate our
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co-rings to the multicategory approach, and answer Markl’s Problem 26 of [22]:
as described below, we can construct a map P ′(a→ c)→ P ′(b→ c) ∗P ′(a→
b) (where ∗ is the free product) such that the resulting composition of SH
morphisms is associative.
Let P be an operad, and let K be the ΩBP-co-ring associated to the
classifying morphism BP → BΩBP. A category enriched in symmetric se-
quences is a special case of a multicategory. Consider two such categories: the
first, M, has two objects x and y, with hom objects M(x, x) = M(y, y) = P ′,
M(x, y) = K(P ′). The second, N, has three objects, a, b, and c, with hom
objects N(a, a) = N(b, b) = N(c, c) = P ′, and N(a, b) = N(b, c) = K(P ′),
N(a, c) = K(P ′) ◦P′ K(P ′). An enriched functor F : M → N is defined by
F (x) = a, F (y) = c, and F : M(x, y) → N(a, c) is the diagonal in K(P ′).
Then pulling back along F provides the desired associative composition in the
SH category, from the multicategory point of view. Note that in our formula-
tion of homotopy morphisms, it is obvious how to define their composition and
indeed the whole category structure.
Coloured operads have the advantage that they can be applied to many more
situations than can homotopy morphisms. Berger and Moerdijk [2] consider
coloured operads in general, and study conditions under which, in particular,
SH morphisms are rectifiable.
Leinster [21] defines the category of homotopy algebras over an operad P
to be the category of colax representations, X : P̂ →M, where P̂ is the strict
monoidal category with the nonnegative integers as objects, + and 0 for the
monoidal structure, and P̂(m,n) = P⊙m(n) (see Section 3.1 for the graded
tensor product ⊙ of symmetric sequences). The morphisms are monoidal trans-
formations. In this formulation, morphisms do indeed commute with algebraic
structure weakly, but homotopy invariance is not immediately obvious to us.
1.2. Acknowledgments
The authors would like to express their heartfelt appreciation to Paul-Euge`ne
Parent for his helpful participation in the early stages of this project and in
particular for his contribution to our understanding of the Alexander-Whitney
co-ring, as detailed in the first appendix to this article.
This has proved to be a very long-term project, which has evolved signifi-
cantly over the past six years. Earlier versions of our approach to describing
strongly homotopy morphisms via co-rings can be found on the arXiv [13].
Results from these earlier manuscripts, in particular concerning the Alexander-
Whitney co-ring, which have already been applied in various articles and theses
(e.g., [16], [15], [12], [17], [25] and [3]), are also stated and proved here.
1.3. Notation
If C is a category, and A and B are objects in C, then C(A,B) denotes the
set of morphisms from A to B.
If T = (T, µ, η) is a monad on a category C, then CT denotes the Kleisli
category determined by T, with ObCT = ObC and CT(A,B) = C(A, TB). If
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f ∈ CT(A,B) and g ∈ CT(B,C), then their composite in CT is defined to be
the composite of
A
f
−→ TB
Tg
−−→ T 2C
µC
−−→ TC
in C.
Dually, if K = (K,∆, ε) is a comonad on C, then KC denotes the coKleisli
category determined by K, with Ob KC = ObC and KC(A,B) = C(KA,B). If
f ∈ KC(A,B) and g ∈ KC(B,C), then their composite in KC is defined to be
the composite of
KA
∆K−−→ K2A
Kf
−−→ KB
g
−→ C
in C.
2. Twisting structures
The goal of this section is to introduce a categorical structure that conve-
niently generalizes both twisting cochains from differential graded coalgebras to
differential graded algebras and twisting functions from simplicial sets to sim-
plicial groups. Hess and Lack first formulated such a definition in [11], though
in an even more highly categorical manner.
Throughout this section (M,⊗, I) denotes a monoidal category that admits
equalizers and coequalizers. Let Mon and Comon denote the categories of
monoids and of comonoids in M. If A is a monoid in M, then AMod and
ModA are the categories of left A-modules and of right A-modules. Similarly,
CComod and ComodC denote the categories of left and right comodules over
a comonoid C.
The following definitions are classical.
Definition 2.1. Let A be a monoid in M. Let (M,ρ) be a right A-module,
and let (N, λ) be a left A-module. The tensor product of M and N over A is
the coequalizer
M ⊗
A
N := coequal(M ⊗A⊗N
ρ⊗N
⇒
M⊗λ
M ⊗N).
Let C be a comonoid inM. Let (M,ρ) be a right C-comodule, and let (N, λ)
be a left C-comodule. The cotensor product of M and N over C is the equalizer
M
C
N := equal(M ⊗N
ρ⊗N
⇒
M⊗λ
M ⊗ C ⊗N).
We often consider objects ofM that are endowed with either two actions or
two coactions or an action and a coaction, for which we introduce the following
notation.
Notation 2.2. Let A and A′ be monoids inM, and let C and C′ be comonoids
in M. We consider the following classes of objects in M that are endowed with
two structures.
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AMixA′ =AModA′
={(M,ρ, λ) | (M,ρ) ∈ModA′ , (M,λ) ∈ AMod, λ(A⊗ ρ) = ρ(λ⊗A
′)}
AMixC = {(M,ρ, λ) | (M,ρ) ∈ ComodC , (M,λ) ∈ AMod, (λ⊗C)(A⊗ρ) = ρλ}
CMixA = {(M,ρ, λ) | (M,ρ) ∈ModA, (M,λ) ∈ CComod, (C⊗ρ)(λ⊗A) = λρ}
CMixC′ =CComodC′
= {(M,ρ, λ) | (M,ρ) ∈ ComodC′ , (M,λ) ∈ CComod, (λ⊗ C
′)ρ = (C ⊗ ρ)λ}
Tensor and cotensor products must commute, in the sense of the following
definition, if we wish to define twisting structures.
Definition 2.3. The monoidal categoryM is twistable if the tensor and coten-
sor products defined above restrict and corestrict to bifunctors
−⊗
A
− : XMixA × AMixY → XMixY
and
−
C
− : XMixC × CMixY → XMixY ,
for all (co)monoids X and Y . Furthermore, the tensoring and cotensoring must
be associative up to isomorphism in the obvious sense.
Example 2.4. The categories of sets and of simplicial sets are clearly twistable,
as is the category dgProj of degree-wise finitely generated, projective chain
complexes over a commutative ring R. We prove in section 3.4.1 that the cate-
gory of symmetric sequences in dgProj is also twistable (Theorem 3.10).
Remark 2.5. If M is twistable, then we can define a category Mix with
ObMix = ObMon ∪ObComon
and
Mix(X,Y ) = XMixY / ∼=,
where ∼= denotes the isomorphism relation. Composition of morphisms in Mix
is given by tensoring over monoids and cotensoring over comonoids.
There are functors
J :Mon→Mix and J˜ :Monop →Mix
specified on objects by J(A) = A = J˜(A). On morphisms we set
J(f : A→ A′) = fA
′ ∈Mix(A,A′),
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where fA
′ denotes the isomorphism class of A′ seen as a right A′-module via its
own multiplication and as left A-module via f , while
J˜(f : A→ A′) = A′f ∈Mix(A
′, A),
where A′f denotes the isomorphism class of A
′ seen as a left A′-module via its
own multiplication and as a right A-module via f .
Similarly, there are functors
coJ : Comon→Mix and coJ˜ : Comonop →Mix
specified on objects by coJ(C) = C = coJ˜(C). On morphisms we set
coJ(g : C → C′) = Cg ∈Mix(C,C
′),
where Cg denotes the isomorphism class of C seen as a left C-comodule via its
own comultiplication and as right C-comodule via g, while
coJ˜(g : C → C′) = gC ∈Mix(C
′, C),
where gC denotes the isomorphism class of C seen as a right C-comodule via
its own multiplication and as a left C′-comodule via f .
The following definition is a slight variant of that formulated in [11].
Definition 2.6. A right twisting structure on a twistable monoidal categoryM
consists of a functor
B :Mon→ Comon
together with natural transformations
E : coJ ◦B ⇒ J
and
E˜ : J˜ ⇒ coJ˜ ◦B
of functors from Mon (respectively, Monop) to Mix and natural morphisms
for all monoids A
δA : BA→ EA⊗
A
E˜A
of BA-bicomodules and
µA : E˜A 
BA
EA→ A
of A-bimodules such that the following diagrams commute.
E˜A ∼= E˜A 
BA
BA
E˜A 
BA
δA
//
TTT
TTT
TTT
TTT
TTT
TTT
T
TTT
TTT
TTT
TTT
TTT
TTT
T
E˜A 
BA
EA⊗
A
E˜A
µA⊗
A
E˜A

E˜A
7
EA ∼= BA 
BA
EA
δA 
BA
EA
//
UUU
UUU
UUU
UUU
UUU
UUU
U
UUU
UUU
UUU
UUU
UUU
UUU
U
EA⊗
A
E˜A
BA
EA
EA⊗
A
µA

EA
The choice of terminology above is motivated by the existence of right twist-
ing structures when M is the category of either connected chain complexes or
reduced simplicial sets, where the right twisting structure can be defined by
either twisting cochains or twisting functions, both of which are classical no-
tions. The details of both of these cases can be found in [11]. In this paper we
generalize the chain complex case in section 3.4, showing that the category of
symmetric sequences of chain complexes admits a right twisting structure.
Remark 2.7. It may be helpful to unfold the definition above. If (B,E, E˜, δ, µ)
is a right twisting structure on M, then for all monoids A,
EA ∈ BAMixA and E˜A ∈ AMixBA.
Moreover, for all monoid morphisms f : A → A′, the naturality of E and of E˜
implies that
EA⊗
A
fA
′ ∼= BABf 
BA′
EA′
and
A′f ⊗
A
E˜A ∼= E˜A′ 
BA′
BfBA.
For any monoid A, we think of EA and E˜A as the total spaces of the
“universal right A-bundle” and the “universal left A-bundle” inM, respectively.
This vision of their role motivates the following definition.
Definition 2.8. Let C be a comonoid, and let A be a monoid in a twistable
monoidal category M endowed with a right twisting structure. A classifying
morphism between C and A is a morphism of comonoids g : C → BA.
Given a right C-comodule V and a left A-module W , we define the twisted
product of V and W with respect to the classifying morphism g as
V ⊗g W = Vg 
BA
EA⊗
A
W,
where Vg is V considered as a rightBA-comodule via g. If X is a right A-module
and Y is a left C-comodule, then
X ⊗g Y = X ⊗
A
E˜A
BA
(gY ),
where gY is Y considered as a left BA-comodule via g.
The right A-bundle induced by g is Cg⊗gA ∈ CMixA, while the left A-bundle
induced by g is A⊗g C ∈ AMixC .
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The next theorem and its corollary are essential to establishing our operadic
characterization of strongly homotopy maps.
Theorem 2.9. Let C and C′ be comonoids, and let A and A′ be monoids in
a twistable monoidal category M endowed with a right twisting structure. Let
g : C → BA and g′ : C′ → BA′ be classifying morphisms. If
(g, g′)∗ : CComodC′ → AModA′
denotes the functor specified by
(g, g′)∗(N) = A⊗g N ⊗g′ A
′
for all (C,C′)-bicomodules N , and
(g, g′)∗ : AModA′ → CComodC′
denotes the functor specified by
(g, g′)∗(M) = C ⊗g M ⊗g′ C
′,
then the functors
(g, g′)∗ : CComodC′ ⇄ AModA′ : (g, g
′)∗
form an adjunction.
Proof. It clearly suffices to consider the universal case, i.e., C = BA, C′ = BA′
and g = IdBA, g
′ = IdBA′ .
We define a unit natural transformation η : Id⇒ (g, g′)∗(g, g′)∗ by
ηN = δA 
BA
N 
BA′
δA′ : N → EA⊗
A
E˜A 
BA
N 
BA′
EA′ ⊗
A′
E˜A′
and a counit natural transformation ε : (g, g′)∗(g, g
′)∗ ⇒ Id by
εM = µA ⊗
A
M ⊗
A′
µA′ : E˜A
BA
EA⊗
A
M ⊗
A′
E˜A′ 
BA′
EA′ →M.
Since (µA ⊗
A
E˜A)(E˜A 
BA
δA) = IdE˜A and (EA⊗
A
µA)(δA 
BA
EA) = IdEA, we can
show easily that
ε(g,g)∗ ◦ (g, g
′)∗η
is the identity natural transformation on (g, g′)∗ and that
(g, g′)∗ε ◦ η(g,g′)∗
is the identity natural transformation on (g, g′)∗. In other words, η and ε are
the unit and counit of an adjunction.
Specializing to g = IdI or g
′ = IdI , we obtain the next result.
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Corollary 2.10. Let C and A be comonoid and a monoid in a twistable monoidal
category M endowed with a right twisting structure. If g : C → BA is a classi-
fying morphism, then there are adjunctions
(gℓ)∗ : CComod⇄ AMod : (gℓ)
∗
and
(gr)∗ : ComodC ⇄ModA : (gr),
∗
where
(gℓ)∗(N) = A⊗g N and (gr)∗(N
′) = N ′ ⊗g A
for all left C-comodules N and right C-comodules N ′, and
(gℓ)
∗(M) = C ⊗g M and (gr)
∗(M ′) =M ′ ⊗g C),
for all left A-modules M and right A-comodules M ′.
The following proposition plays a critical role in the rest of this paper. Recall
that if A is a monoid in a monoidal categoryM, then an A-co-ring is a comonoid
in the bimodule category (AModA ,⊗
A
). Dually, if C is a comonoid in M, then
a C-ring is monoid in the bicomodule category (CComodC ,
C
).
Proposition 2.11. Let (B,E, E˜, δ, µ) be a right twisting structure on a twistable
monoidal category M. Let g : C → BA be a classifying morphism.
1. If N is a comonoid in (CComodC ,
C
, C), then A ⊗g N ⊗g A admits a
natural A-co-ring structure.
2. If M is a monoid in (AModA,⊗
A
, A), then C ⊗gM ⊗g C admits a natural
C-ring structure.
Proof. (1) Since N is a comonoid, N
C
(−) is the underlying functor of a
comonad on CComod. Since (A ⊗g (−), C ⊗g (−)) form an adjoint pair,
A⊗gN
C
C⊗g (−) = A⊗gN⊗g (−) is also the underlying functor of a comonad.
It follows that A⊗g N ⊗g A is an A-co-ring, with structure maps coming from
the comultiplication and counit of the comonad applied to A.
The proof of (2) is dual to that of (1).
Considering C as a bicomodule over itself and A as a bimodule over itself,
in the obvious way, we obtain important special cases of the constructions con-
sidered in the proposition above.
Definition 2.12. Let g : C → BA be a classifying morphism. Treating A as a
bimodule over itself, and C as a bicomodule over itself, we obtain the standard
construction on g
K(g) = A⊗g C ⊗g A.
and the dual standard construction on g
T (g) = C ⊗g A⊗g C.
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Observe that C is a comonoid in (CComodC ,
C
, C), with the unique isomor-
phism C
∼=
−→ C
C
C as comultiplication. Similarly, A is a monoid in (AModA,⊗
A
, A),
where the multiplication is A ⊗
A
A
∼=
−→ A. The next proposition is therefore an
immediate consequence of Proposition 2.11.
Proposition 2.13. For any classifying morphism g : C → BA, the standard
construction K(g) is an A-co-ring, and the dual standard construction T (g) is
a C-ring; these structures are natural in A and in C.
For future reference, we note that any twisted product with respect to a clas-
sifying morphism g can be computed in terms of the standard constructionK(g)
and the dual standard construction T (g). The proof consists of straightforward
calculation.
Proposition 2.14. Let g : C → BA be a classifying morphism.
1. If M is a right A-module and N is a left A-module, then
M ⊗
A
K(g)⊗
A
N ∼=M ⊗g C ⊗g N.
2. If U is a right C-comodule and V is a left C-comodule, then
U
C
T (g)
C
V ∼= U ⊗g T (g)⊗g V.
The isomorphisms above are natural in all variables.
Remark 2.15. There is a strictly dual notion of left twisting structures (Ω, P, P˜ , µ, δ)
on twistable model categories. If M admits both left and right twisting struc-
tures, and (Ω, B) is an adjoint pair of functors, then the natural transformations
P and P˜ can be deduced from E and E˜, as the right and left ΩC-bundles induced
by the unit η : C → BΩC of the (Ω, B)-adjunction, i.e.,
PC := Cη 
BΩC
EΩC ∈ CMixΩC
and
P˜C := E˜ΩC 
BΩC
ηC ∈ ΩCMixC .
The natural transformations E and E˜ can be similarly deduced from P and
P˜ , using the counit of the (Ω, B)-adjunction. Moreover, given classifying mor-
phisms g : C → BA and g′ : C′ → BA′, an adjunction
CComodC′ ⇄ AModA′
can be constructed using the transpose g♭ : ΩC → A of g, as well as PC and
P˜C.
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3. Symmetric sequences of chain complexes
In this section, we recall the definition of the monoidal category of symmetric
sequences with the composition product. Operads are monoids in this category;
with some hypotheses, we can consider cooperads to be comonoids. The functors
E and E˜ are the two acyclic bar constructions as defined in [9, 7]; we recall
the definitions, define the morphisms necessary for our twisting structures, and
verify that the various identities hold.
3.1. Symmetric sequences
We work in the closed symmetric monoidal category dgM of differential
graded (DG) modules over an arbitrary commutative ring, R, furnished with the
(graded) tensor product ⊗ = ⊗R. The graded hom functor Hom(B,−) is right
adjoint to −⊗B for all DG modules B. The linear dual of B is the DG module
B♯ = Hom(B,R). We denote by Σn the symmetric group of permutations of
[n] = {1, . . . , n}.
The suspension sX of a DG module X is defined by (sX)n ∼= Xn−1, ∂(sx) =
−s∂(x). For the sake of the Koszul convention, we treat s as a symbol of degree
1 and as a natural isomorphism of degree 1. Thus sn = s ◦ · · · ◦ s (n times) has
degree n. The inverse s−1 is called the desuspension. If f : X → Y is a linear
map of degree k, then sf : sX → sY is the linear map of degree k defined by
(sf)(x) = (−1)kf(sx).
If X and Y are DG modules, then an isomorphism s2(X ⊗ Y )
∼=
−→ sX ⊗ sY
is defined by s2(x⊗ y) 7→ (−1)degxsx⊗ sy.
A symmetric sequence of DG modules is a sequence X = (X (n))n≥0, where
X (n) is a right module over the symmetric group Σn, for all n ≥ 0. The
parameter n is referred to as the arity. A morphism of symmetric sequences
ϕ : X → Y is a sequence of morphisms, (ϕn : X (n)→ Y (n))n≥0, where each
ϕn is Σn-equivariant. The category of symmetric sequences and their morphisms
is denoted dgMΣ. We say that X is connected if X (0) = 0, and projective if
each X (n) is R[Σn]-projective.
When convenient, we may index our symmetric sequences by finite sets in
the usual way [6]. Let I be a finite set of cardinality n. If X is a symmetric
sequence, we set X (I) = (
⊕
α X (n)) / ∼, where the direct sum is over all
bijections α : [n] → I, and (x · σ)α ∼ xασ−1 . Note that this is the same as
the colimit of the diagram with one map Xβ → Xβσ, xβ 7→ (xσ)βσ , for each
β : [n]
∼=
−→ I and for each σ ∈ Σn.
The graded tensor product of symmetric sequences X and Y is the sym-
metric sequence X ⊙ Y defined by
X ⊙ Y (I) =
⊕
I1∐I2=I
X (I1)⊗ Y (I2).
The composition product of symmetric sequences is then given by
X ◦ Y =
⊕
m≥0
X (m) ⊗
Σm
Y ⊙m.
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The composition product is associative [20, 28]. It has a unit: the symmetric
sequence J defined by
J (n) =
{
R if n = 1,
0 otherwise.
By [27] for example, (dgMΣ, ◦,J ) is a right-closed monoidal category.
3.2. Operads
An operad is a monoid in (dgMΣ, ◦,J ). Thus, an operad is a symmetric
sequence P equipped with an associative multiplication γ : P ◦P → P that
is unital with respect to the unit η : J → P. A morphism of operads is then
a morphism of monoids. We denote by Op the category of operads and operad
morphisms.
An augmented operad is an operad P along with a morphism of operads,
ǫ : P → J . The augmentation ideal of P is P˜ = ker ǫ.
Example 3.1. The associative operad A is defined as the symmetric sequence
A (n) = R[Σn] with Σn acting on the right by multiplication. The composition
product is defined by feeding permutations within blocks into a block permuta-
tion.
The commutative operad C is the symmetric sequence C (n) = R of trivial
representations of Σn. The composition product is defined by multiplication.
Example 3.2. The suspension operad S plays an important role in the the-
ory of quadratic operads. Let S (n) be the free graded R-module generated
by an element sn−1 of degree n − 1, equipped with the sign representation
of Σn. Suppose ~m = (m1, . . . ,mn) ∈ In,m. There exists σ ∈ Σn such that
σ~m = (mσ−1(1), . . . ,mσ−1(n)) is non-increasing. Denote by σ~m ∈ Σm the block
permutation determined by σ and ~m. Let κ(σ, ~m) be the sign introduced by the
Koszul rule in the map,
sm1−1 ⊗ · · · ⊗ smn−1 7→ κ(σ, ~m)smσ−1(1)−1 ⊗ · · · ⊗ smσ−1(n)−1.
Clearly, κ(ρσ, ~m) = κ(ρ, σ~m)κ(σ, ~m). In particular, κ(σ, ~m) = κ(σ−1, σ ~m).
Define
γ~m(sn−1 ⊗ sm1−1 ⊗ · · · ⊗ smn−1) = α(σ, ~m)sm−1, (1)
where
α(σ, ~m) = (sgnσ)(sgnσ~m)κ(σ, ~m).
We need to verify that α(σ, ~m) is independent of σ. If ρ ∈ Σn is another
permutation such that ρ~m is non-increasing, then ρ~m and σ~m are equal as lists.
Thus ρ = πσ, where π fixes σ~m. Since sgn is a group homomorphism, and since
(πσ)~m = πσ~mσ~m, it follows that
α(ρ, ~m) = α(π, σ~m)α(σ, ~m).
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Thus it suffices to show that α(π, σ~m) = 1. Let ki = mσ−1(i), for i = 1, . . . , n.
Since σ~m is non-increasing, π is the composition of transpositions τj = (j, j+1),
where kj = kj+1. Thus sgnτj = −1 and sgn(τj)~k = (−1)
kj . Now, κ(τj , ~k) is the
sign introduced by interchanging two copies of skj−1, so κ(τj ,
~k) = (−1)kj−1.
Thus
α(τj , ~k) = (−1)(−1)
kj(−1)kj−1 = 1.
It follows that α(π, σ~m) = 1, and so (1) is independent of the choice of σ.
Furthermore, the γ~m have the equivariance properties to define a product γ :
S ◦S → S , making S into an operad. The unit is defined by the isomorphism
η : J (1) ∼= S (1).
3.2.1. Algebras
The Schur functor T : dgMΣ → End(dgM) is defined on objects by
TX (V ) =
⊕
n≥0
X (n) ⊗
Σn
V ⊗n
for X ∈ dgMΣ. A morphism of symmetric sequences ϕ : X → Y induces a
natural transformation of Schur functors, TX ⇒ TY .
The functor T is monoidal : TX ◦Y ∼= TX ◦ TY . If P is an operad, then
TP is the underlying functor of a monad TP, with unit defined by the obvious
inclusion on the n = 1 summand, and multiplication defined by the product
P ◦P → P. A P-algebra is an algebra for the monad TP. Thus a P-algebra
is a differential graded module A, equipped with structure morphisms for all
n ≥ 0,
λn : P(n)⊗A
⊗n → A
that are equivariant, associative and unital. We will use the notation
p(a1, . . . , an) := λn(p⊗ a1 ⊗ · · · ⊗ an)
for all p ∈ P(n), a1, . . . , an ∈ A.
A morphism of P-algebras is a chain map that preserves the structure mor-
phisms. The category of P-algebras and morphisms is denoted P-Alg.
Let V ∈ dgM. The free P-algebra on V is the DG module TP(V ), with
structure morphism and unit coming from those of the monad TP.
3.2.2. Derivations
Let A be a P-algebra. Let g : A→ A be a linear map of degree k. We say
that g is a P-derivation if
g(p(a1, . . . , an)) =
n∑
i=1
(−1)kℓip(a1, . . . , g(ai), . . . , an),
(where ℓi = deg a1+ · · ·+deg ai−1) for all n ≥ 0, p ∈ P(n), and a1, . . . , an ∈ A.
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3.2.3. Normalization
(See [6, 1.1.12].) We may suppose that our operad P satisfies P(0) = 0,
by taking the augmentation ideals of our algebras. More fully, we note that
P = P(0) is the initial P-algebra. Indeed, in arity zero, the composition
product is the sum of morphisms
γ : P(n)⊗P(0)⊗n → P(0)
that are precisely the structure maps of a P-algebra. Let A be a P-algebra.
Then the structure morphism P(0) ⊗ A⊗0 → A provides a map, ηA : P → A.
Since the structure morphism in A is associative, ηA is a morphism of P-
algebras. Since this is the only possible P-algebra morphism from P to A, it
follows that P is initial.
Consider the category of augmented P-algebras : the objects are P-algebra
morphisms εA : A→ P ; morphisms are commutative triangles
A
ϕ
//
εA
  @
@@
@@
@@
B
εB
~~}}
}}
}}
}
P.
We set IA = ker εA; this is the augmentation ideal of A. As in the classical case,
εA ◦ ηA = 1A, so A ∼= P ⊕ IA. Let P˜(n) = P(n) if n > 0, while P˜(0) = 0.
Then P˜ is a sub-operad of P, and IA is a P˜-algebra.
3.2.4. Algebras as left modules
Let z : dgM→ dgMΣ be the functor defined by
z(V )(n) =
{
V if n = 0
0 otherwise.
Then z restricts to define a functor P-Alg → PMod. Indeed, it is an easy
exercise to show that z(TP(A)) ∼= P ◦ z(A), so applying z to the structure
morphism TP(A)→ A, we obtain the structure morphism
A ◦ z(A) ∼= z(TP(A))→ z(A),
so z(A) is a left P-module. It is immediate from the definition that z is full
and faithful.
Since P-Alg embeds in PMod, it is often easier to state and prove results
about left modules rather than algebras.
3.3. Cooperads
A cooperad is a symmetric sequence Q along with a counit ε : Q(1) → R
and comultiplications
ψ~n : Q(n)→ Q(m)⊗Q(n1)⊗ · · · ⊗Q(nm) (2)
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for all ~n = (n1, . . . , nm) ∈ Im,n, that are coassociative, counital, and equivariant.
If Q is connected, then the above morphisms yield a sequence of Σn-equivariant
morphisms,
ψ˜n : Q(n)→
n⊕
m=1
(Q(m)⊗Q[m,n])Σm
that we may compose with the natural map from fixed points to orbits, to obtain
a morphism of symmetric sequences, ψ : Q → Q ◦Q. In fact, by [6, Proposition
1.1.15], the ψ~n may be recovered from ψ and the two notions are equivalent.
Henceforth, we assume that our cooperads are connected, and so a cooperad is
simply a comonoid with respect to the composition product.
A morphism of cooperads is a morphism of symmetric sequences, ϕ : Q →
K , that commutes with the structure morphisms (2). We denote by CoOp the
category of cooperads and cooperad morphisms.
Example 3.3. The structure morphisms in the suspension operad S are iso-
morphisms, and so S is also a cooperad.
3.3.1. Coalgebras
Let X ∈ dgMΣ. Let dgM+ be the full subcategory of dgM consisting of
all chain complexes concentrated in strictly positive degrees. Let V ∈ dgM+.
We define
ΓX (V ) =
⊕
n≥1
(X (n)⊗ V ⊗n)Σn .
By [6, Propositions 1.1.9 and 1.1.15],
Γ : dgMΣ → End(dgM+), X 7→ ΓX
is monoidal when restricted to connected projective symmetric sequences of
finite type. Thus, if Q is a projective cooperad of finite type, then the com-
position diagonal in Q makes ΓQ the underlying functor of a comonad, ΓQ. A
Q-coalgebra is a coalgebra over ΓQ. Thus, a Q-coalgebra is a DG module C
along with structure morphisms ρn : C → Q ⊗ C⊗n for all n, that are appro-
priately counital, coassociative, and equivariant.
A Q-coalgebra C is co-nilpotent if for all c ∈ C, there exists N ≥ 1 such
that ρn(c) = 0 whenever n ≥ N .
The functor ΓQ is the right adjoint to the forgetful functor from co-nilpotent
Q-coalgebras to dgM+. That is, if C is a co-nilpotent Q-coalgebra and f : C →
V is a chain map, then f lifts uniquely through the projection ΓQ(V ) → V to
define a morphism of coalgebras, φ : A → ΓP(V ). To obtain φ, one simply
sums the composites
C → Q ⊗ C⊗n → Q ⊗ V ⊗n.
Therefore, ΓQ(V ) is the co-free co-nilpotent Q-coalgebra co-generated by V .
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3.3.2. Coderivations
Let C be a Q-coalgebra. A map of degree k, g : C → C, is called a Q-
coderivation if the following diagram commutes for all n ≥ 0.
C
ρ
//
g

Q(n)⊗ C⊗n
1⊗
∑n−1
j=0 1
⊗j⊗g⊗1⊗n−j−1

C
ρ
// Q(n)⊗ C⊗n
Let V ∈ dgM. A map t : ΓQ(V )→ V of degree k lifts uniquely to determine a
Q-coderivation g on ΓQ(V ).
3.3.3. Coalgebras as left comodules
Let Q be a projective cooperad of finite type. Recall the functor z : dgM→
dgMΣ of Section 3.2.4. Since z(ΓQ(V )) = Q ◦ z(V ), z restricts to define a
functor, z : Q-Coalg→ QComod.
3.4. A twisting structure for dgProjΣ
We now show that a reasonable subcategory of symmetric sequences of chain
complexes is twistable, and then use the operadic bar construction with coeffi-
cients to construct an explicit twisting structure.
3.4.1. Twistability of dgProjΣ
In this section, we prove that a certain subcategory of symmetric sequences is
twistable. Let Proj be the full subcategory ofM spanned by finitely generated
projective R-modules. Then gProj and dgProj are the categories of graded
and differential graded projective R-modules of finite type, respectively. Let
dgProjΣ denote the category of symmetric sequences in dgProj.
Let P be an operad. Let X and Y be left and right P-modules, respec-
tively. Recall that composition over P is defined by a reflexive coequalizer,
X ◦P ◦Y
//
// X ◦ Y // X ◦P
Y ,
where the mutual section is provided by the unit morphism J → P. Fur-
thermore, − ⊗ − commutes with reflexive coequalizers simultaneously in both
factors. Since the composition product is built from colimits, we obtain the
following result.
Proposition 3.4. [27, 2.3.12,2.3.13] Let O, P, and Q be operads.
1. [27, 2.3.12] Let X be an (O,P)-bimodule, and let Y be a (P,Q)-
bimodule. Then X ◦
P
Y has a natural (O,Q)-bimodule structure.
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2. [27, 2.3.13] Let X be a right O-module, let Y be an (O,P)-bimodule,
and let Z be a right P-module. Then there is a unique isomorphism
(X ◦
O
Y ) ◦
P
Z ∼= X ◦
O
(Y ◦
P
Z )
commuting with the natural maps (X ◦ Y ) ◦ Z → (X ◦
O
Y ) ◦
P
Z and
X ◦ (Y ◦Z )→ X ◦
O
(Y ◦
P
Z ).
Dually, a coreflexive equalizer is a diagram,
X
k // Y
f
//
g
// Z, Z
r // Y,
in which rf = rg = 1Y and X
k
−→ Y is final among morphisms equalizing f and
g. As in the dual case, if F : C×C→ C is a bifunctor such that F (X,−) and
F (−, X) preserve coreflexive equalizers, then F preserves coreflexive equalizers
simultaneously in each variable [19, Corollary 1.2.12].
Proposition 3.5. Let X ∈ dgProjΣ be connected (that is, X (0) = 0). Then
X ◦ − and − ◦X preserve coreflexive equalizers.
Proof. At the level of DG modules, ifM is projective, then M ⊗− and −⊗M
preserve coreflexive equalizers of DG modules, since these can be defined as
kernels. Therefore −⊗− preserves coreflexive equalizers in dgProj. It follows
that if
Xi
ki // Yi
fi //
gi
// Zi, Zi
ri // Yi,
is a coreflexive equalizer for i = 1, . . . ,m in dgProj, then
⊗m
i=1Xi
⊗ki //
⊗m
i=1 Yi
⊗fi //
⊗gi
//
⊗m
i=1 Zi,
⊗m
i=1 Zi
⊗ri //
⊗m
i=1 Yi,
is a coreflexive equalizer.
Let ~n = (n1, . . . , nm) be an m-partition of n consisting of positive integers.
Let Σ~n = Σn1 × · · · × Σnm . In general, if G is a discrete group and H < G is a
subgroup, then R[G] is free as an R[H ]-module, with basis G/H . Correspond-
ingly, write R[Σn] = R[Σ~n]⊗V , where V is the free R-module on basis Σn/Σ~n.
Then if Y ∈ ProjΣ,
(Y (n1)⊗ · · · ⊗ Y (nm))⊗Σ~n R[Σn]
∼= Y (n1)⊗ · · · ⊗ Y (nm)⊗ V.
Since finite direct sums of chain complexes are naturally isomorphic to finite
direct products, it follows that
X ⊙m(n)
k⊙m // Y ⊙m(n)
f⊙m
//
g⊙m
// Z
⊙m(n), Z ⊙m(n)
r⊙m // Y ⊙m(n) (3)
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is a coreflexive equalizer.
Now, by [6, Lemma 1.1.16], for all m,n, there exists Xm(n) ∈ dgProj and
a natural isomorphism X ⊙m(n) ∼= R[Σm] ⊗Xm(n), since X is connected. It
follows that h⊙m : X ⊙m(n) → Y ⊙m(n) is of the form R[Σm] ⊗ hm, where
hm : Xm(n) → Ym(n), for any morphism h : X → Y . Therefore, if (3) is a
coreflexive equalizer, so too is
Xm(n)
km // Ym(n)
fm //
gm
// Zm(n), Zm(n)
rm // Ym(n).
Let W ∈ ProjΣ. Then for all m,n we have a natural isomorphism W (m)⊗Σm
X ⊙m(n) ∼= W (m)⊗Xm(n), and similarly for Y and Z . It follows that
W ⊗Σm X
⊙m(n)
k⊙m // W ⊗Σm Y
⊙m(n)
f⊙m
//
g⊙m
// W ⊗Σm Z
⊙m(n),
W ⊗Σm Z
⊙m(n)
r⊙m // W ⊗Σm Y
⊙m(n)
is a coreflexive equalizer.
Finally, we need to show that
W ◦X
1◦k // W ◦ Y
1◦f
//
1◦g
// W ◦Z , W ◦Z
1◦r // W ◦ Y (4)
is a coreflexive equalizer. Let ℓ : U →
⊕
m≥1 W ⊗Σm Y
⊙m equalize
∑
f⊙m
and
∑
g⊙m. Then ℓ(u) =
∑
ℓm(u), with ℓm(u) ∈ W ⊗Σm Y
⊙m, for all u ∈ U .
It is immediate that ℓm equalizes f
⊙m and g⊙m. Therefore we get morphisms
jm : U → W (m)⊗Σm X
⊙m that satisfy k⊙mjm = ℓm. Since for each w ∈ W ,
only finitely many ℓm(w) are nonzero, we may add the jm’s to obtain a morphism
j : U → W ◦X such that kj = ℓ. Therefore (4) is a coreflexive equalizer, and
so W ◦ − preserves coreflexive equalizers.
The proof that −◦Y preserves coreflexive equalizers follows the same lines,
but is easier.
Let Q be a cooperad; let X be a right Q-comodule and let Y be a left
Q-comodule. The equalizer that defines X 
Q
Y is coreflexive; the common
left inverse X ◦Q ◦ Y → X ◦ Y is provided by the counit, Q → J . From
Proposition 3.5, it follows that (X 
Q
Y )◦Z ∼= X 
Q
(Y ◦Z ) for any Z ∈ ProjΣ,
and likewise on the other side. We therefore obtain the following results.
Proposition 3.6. Let O, P and Q be cooperads in dgProjΣ. Let X be
an (O,P)-bicomodule and Y a (P,Q)-bicomodule, both in dgProjΣ. Then
X 
P
Y has a natural (O,Q)-bicomodule structure.
19
Proposition 3.7. Let P and Q be cooperads in dgProjΣ. Let X be a right
P-comodule, let Y be a (P,Q)-bicomodule, and let Z be a left Q-comodule,
all in dgProjΣ. Then there is a unique isomorphism
(X 
P
Y )
Q
Z ∼= X 
P
(Y 
Q
Z )
that commutes with the natural maps (X 
P
Y )
Q
Z → (X ◦Y )◦Z and X 
P
(Y 
Q
Z )→
X ◦ (Y ◦Z ).
Our next proposition of the section shows that relative (co)composition prod-
ucts behave well with respect to bi(co)module structures.
Proposition 3.8. Let O and Q be either operads or cooperads, or one of each,
both in dgProjΣ.
1. Let P be an operad. Then
− ◦
P
− : OMixP ×PMixQ → OMixQ.
2. Let P be a cooperad. Then
−
P
− : OMixP ×PMixQ → OMixQ.
Proof. The proof consists of a sequence of straightforward verifications, using
natural isomorphisms
X ◦ (Y ◦
P
Z ) ∼= (X ◦ Y ) ◦
P
Z
X ◦
P
(Y ◦Z ) ∼= (X ◦
P
Y ) ◦Z
X ◦ (Y 
P
Z ) ∼= (X ◦ Y )
P
Z
X 
P
(Y ◦Z ) ∼= (X 
P
Y ) ◦Z .
Our final proposition shows that relative cocomposition behaves well with
respect to relative composition.
Proposition 3.9. Let P be an operad and let Q be a cooperad.
1. Let X be a right P-module, let Y be a (P,Q)-mixed module, and let Z
be a left Q-comodule. Then there is a unique isomorphism(
X ◦
P
Y
)

Q
Z ∼= X ◦
P
(
Y 
Q
Z
)
compatible with all relevant natural maps.
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2. Let X be a right Q-comodule, let Y be a (Q,P)-mixed module, and let
Z be a left P-module. Then there is a unique isomorphism(
X 
Q
Y
)
◦
P
Z ∼= X 
Q
(
Y ◦
P
Z
)
compatible with all relevant natural maps.
Proof. Let C be a category. Consider the following property.
Filtered colimits commute with finite limits in C. (5)
Property (5) holds in Set, by direct verification. The forgetful functor Ab →
Set preserves and reflects filtered colimits and all limits. LetM be the category
of R-modules. The forgetful functor M → Ab preserves and reflects all limits
and colimits. So (5) holds in M.
Let gM be the category of graded R-modules. Let Ei : gM→M be defined
on objects by Ei(X) = Xi. Limits and colimits in gM are defined degree-wise,
so if F : D→ gM is a diagram, then
L = (co)limF ⇔ EiL = (co)limEiF ∀i.
It follows that (5) holds in gM.
Let W : dgM → gM be the forgetful functor, and let F : D → dgM be
a diagram. Let L = (co)limWF . We consider the differential to be a natural
transformation ∂i : EiW ⇒ Ei−1W . Thus we get a morphism ∂iEiL → Ei−1L
that is a differential by naturality. It follows that (L, ∂) = (co)limF , and so W
preserves and reflects limits and colimits. Hence (5) holds in dgM.
Let U : dgMG → dgM be the forgetful functor, where G is a finite group
and dgMG is the category of right G-modules. Each g ∈ G determines a natural
transformation from U to U . Therefore, if F : D → dgMG is a diagram and
L = (co)limUF , then we can equip L with a right G-action compatible with
UF (D) → L for all D ∈ D. Therefore L = (co)limF , and so (5) holds in
dgMG.
For i ≥ 1, let Ai : dgM
Σ → dgMΣi be defined by Ai(X ) = X (i). Since
limits and colimits in dgMΣ are defined arity-wise, we have that
L = (co)limF ⇔ AiL = (co)limAiF ∀i
whenever F : D→ dgMΣ is a diagram. It follows that filtered colimits commute
with finite limits in dgMΣ.
We now observe that a coequalizer (such as composition over an operad) is
a filtered colimit, and an equalizer (such as cocomposition over a cooperad) is
a finite limit, to complete the proof.
To summarize, we have proved the following result.
Theorem 3.10. The category dgProjΣ is twistable.
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3.4.2. Operadic bar construction
We begin by recalling the bar construction of an operad; for details, see [9].
Let P be an operad. Let I and J be finite indexing sets, and let i ∈ I. We
define the ith partial composition,
◦i : P(I)⊗P(J)→ P((I − {i})∐ J),
by substituting the operation q ∈ P(J) in the ith entry of the operation p ∈
P(I). Likewise, we set I ◦i J = (I − {i}) ∪ J .
A tree is a connected directed graph τ without loops, in which each vertex
has at least one incoming edge and exactly one outgoing edge. We allow edges
without a source and without a target; these are called the inputs and output of
the τ , respectively. If τ has an edge that is both an input and an output, then
by connectedness, τ is the degenerate graph 1, with no vertices and one edge.
If an edge is neither an input nor an output, then it is internal. We denote the
set of vertices of τ by V (τ) and the internal edges of τ by E(τ). Let In(τ) and
Out(τ) be the set of input edges and the unique output edge of τ , respectively.
For v ∈ V (τ), let In(v) be the set of edges entering v and let Out(v) be the
unique output edge of v.
For a set I, an I-labelled tree is a tree τ equipped with a bijection I
∼=
−→ In(τ).
If I = {1, . . . , n}, then we refer to an I-labelled tree simply as an n-tree.
An isomorphism of trees is a bijection of vertex sets that preserves the edge
relations and the labelling. The category of labelled n-trees and isomorphisms
is denoted T (n); we note that T (n) = ∐r≥0T(r)(n) where T(r)(n) is the full
subcategory of n-trees with r vertices. The trivial tree, 1, is the degenerate
1-tree with no vertices. Note that Σn acts on T (n) by permuting the labels of
the entries, and that this action preserves each T(r)(n). Thus T = (T (n)) forms
a symmetric sequence in the category of small categories. Grafting of trees, that
is, identifying output edges of σ1, . . . , σn with the input edges of the n-tree τ to
obtain the tree τ(σ1, . . . , σn), defines an operad structure on T .
Let X be a symmetric sequence. If τ is a tree, then we set
τ(X ) =
⊗
v∈V (τ)
X (In(v)).
We think of an element of τ(X ) as being the tree τ , with each vertex v labeled
with an element of X (In(v)). We set
FO(X )(n) = colimτ∈T (n) τ(X ).
The free operad on X is the symmetric sequence FO(X ) =
(
FO(X )(n)
)
. The
grafting of trees determines a composition operation in FO(X ).
We can also define a pruning operation, dual to grafting, on the symmetric
sequence FO(X ) to obtain the free cooperad FC(X ). Let τ be a tree. A full
subtree σ of τ is a subtree such that Inσ(v) = Inτ (v) for all v ∈ V (σ). Let
σ ⊆ τ be a full subtree containing Out(τ); we allow σ = 1 and σ = τ . For each
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ei ∈ In(σ) ∩ In(τ), set σi = 1. If ei ∈ In(σ) ∩ E(τ), then let σi be the largest
subtree of τ such that ei = Out(σi). Then
∆σ(τ) = σ ⊗ σ1 ⊗ · · · ⊗ σn.
This pruning operation, summed over all full subtrees σ ⊆ τ containing Out(τ),
determines the composition diagonal in FC(X ). For example, consider the tree
τ :
x
y
z
labelled with elements of X (2) at each node. The tree τ has three nontrivial
subtrees containing Out(τ), and so the “reduced” composition diagonal of is as
pictured below.
x
y
z
+ x
z
y
+ x
y
z
Let P be a connected, augmented operad with augmentation ideal P˜. The
bar construction BP, forgetting differentials, is the cofree cooperad FC(sP˜).
The differential is a perturbation of the internal differential (from the differential
P) by a bar differential. The bar differential of τ has one term for each internal
edge sp
e
←− sq, where p, q ∈ P˜. We collapse the edge e to a vertex that we label
by −s(p ◦e q).
If M is a right P-module and N is a left P-module, then the bar construc-
tion with coefficients, B(M ,P,N ), is the symmetric sequence M ◦B(P)◦N ,
with differential perturbed by two terms, dL and dR, that come from the actions
of P on M and N , respectively, that are defined as follows. We consider an
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element of B(M ,P,N ) to be a tree τ with a partition V (τ) = VL ∐ VP ∐ VR,
where VL consists of the root vertex, and VR consists of all the targets of In(τ).
The root vertex v is labeled with an element of M (In(v)). The vertices w ∈ VR
are labelled with elements of N (In(w)). The vertices u ∈ VP are labelled with
elements of sP˜(In(u)).
The perturbation dL has one term for each edge e ∈ In(v), where v is the
unique element of VL. The edge e is collapsed, and the root vertex is relabelled
with x ◦u p, where x ∈ M is the label of v and sp is the label of the source u of
e.
The perturbation dR has one term for each vertex w that is the target of an
edge starting in VR. Let sp be the label of w. Suppose In(w) = {e1, . . . , en},
where sp
ei←− yi for yi ∈ N . Then the contribution to dR for ei comes from
collapsing the subtree with root w to a vertex labeled with −p(y1, . . . , yn).
For example, the following picture shows the differential of x ◦1 sp ◦1 y,
x ∈ M (2), sp ∈ sP˜(2), y ∈ N (2).
x
sp
y
x ◦1 p
y
− x
p ◦1 y
Note that twistability implies that if M is an (P ′,P)-bimodule and N is
an (P,P ′′)-bimodule, then B(M ,P,N ) is an (P ′,P ′′)-bimodule.
Let P be a connected, augmented operad. Set
E˜P = B(P,P,J ) ∈ PMixBP
and
EP = B(J ,P,P) ∈ BPMixP .
We define a natural morphism of BP-bicomodules
δP : B(P)→ EP ◦P E˜P.
It suffices to construct a natural map δˆP : B(P) → B(P) ◦P ◦ B(P) such
that Im(δˆP) ⊆ ker(dR ◦1+1◦dL), where dR is the component of the differential
in EP that comes from the left action of P on itself, and dL is the component
of the differential in E˜P that comes from the right action of P on itself. As a
morphism of symmetric sequences, forgetting differentials, δˆP is the composite
BP
∆
−→ BP ◦BP
∼=
−→ BP ◦J ◦BP
1◦η◦1
−−−−→ BP ◦P ◦BP.
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Concretely, if ∆(τ) =
∑
σ ⊗ {σ1 ⊗ · · · ⊗ σm}, where τ is a tree with vertices
labeled with elements of sP˜, then
δˆP(τ) =
∑
σ ⊗ 1⊗m ⊗ {σ1 ⊗ · · · ⊗ σm}.
Proposition 3.11. Im(δˆP) ⊆ ker(dR ◦ 1 + 1 ◦ dL).
Proof. We show that there is a one-to-one correspondence between the terms
of (1 ◦ dL)δˆP and the terms of (dR ◦ 1)δˆP , with opposite signs.
The image of δˆ is spanned by elements of the form
σ ⊗ {1⊗n} ⊗ {σ1 ⊗ · · · ⊗ σn},
where σ, σ1, . . . , σn ∈ BP.
From the definitions,
1 ◦ dL(σ ⊗ 1
⊗n ⊗ {σ1 ⊗ · · ·σn})
=
n∑
i=1
σ ⊗ {1⊗(i−1) ⊗ pi ⊗ 1
⊗(n−i)} ⊗ {σ1 ⊗ · · · ⊗ (ρ1 ⊗ · · · ⊗ ρmi)⊗ · · · ⊗ σn}
where σi has root labeled by pi of arity mi, that roots the subtrees ρ1, . . . , ρmi .
Let σ′ be the subtree generated by σ and the additional vertex pi from the
ith term above. Since σ is an n-tree and pi has arity mi, σ
′ has arity n+mi−1.
We find, in δˆP(τ), the term
Φ = σ′ ⊗ 1⊗(n+mi−1) ⊗ {σ1 ⊗ · · · ⊗ (ρ1 ⊗ · · · ⊗ ρmi)⊗ · · ·σn}.
Recall that dR(σ
′) has one component for each vertex which is the target only
of ingoing edges; pi is one such vertex. The contribution to the differential is
−σ ⊗ 1⊗(i−1) ⊗ pi(1, . . . , 1)⊗ 1
⊗(n−i); thus (dR ◦ 1)(Φ) contains the term
−σ ⊗ {1⊗(i−1) ⊗ pi ⊗ 1
⊗(n−i)} ⊗ {σ1 ⊗ · · · ⊗ (ρ1 ⊗ · · · ⊗ ρmi)⊗ · · ·σn}
that cancels with the ith term in 1 ◦ dL(σ ⊗ 1
⊗n ⊗ {σ1 ⊗ · · ·σn}).
To construct the natural morphism of P-bimodules
µP : E˜P 
BP
EP → P,
it suffices to construct a map µˆP : P ◦ BP ◦ P → P in such a way that
Im(dL ◦ 1 + 1 ◦ dR) ⊆ ker µˆP . We define µˆP as the composite
P ◦BP ◦P
1◦ǫ◦1
−−−→ P ◦J ◦P
∼=
−→ P ◦P
γ
−→ P.
Proposition 3.12. Im(dL ◦ 1 + 1 ◦ dR) ⊆ ker µˆP .
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Proof. Since the differentials reduce weight by one, and the augmentation
ǫ : BP → J kills everything of nonzero weight, we only need to concern
ourselves with elements of P ◦BP ◦P of the form
Φ = p⊗ {1⊗(i−1) ⊗ τi ⊗ 1
⊗(n−i)} ⊗ {q1 ⊗ · · · ⊗ qi ⊗ · · · ⊗ qn}
where τi is represented by an m-tree with one vertex labeled by sr ∈ sP˜ (m)
and qi = qi1 ⊗ · · · ⊗ qim. From the definitions,
µˆPdLΦ = (p ◦i r)(q1, . . . ,qi, . . . , qn)
while
µˆPdRΦ = −p(q1, . . . , r(qi), . . . , qn).
By associativity of the composition product γ, µˆPdLΦ+µˆPdRΦ = 0 as desired.
Theorem 3.13. The category dgProjΣ admits a right twisting structure (B,E, E˜, δ, µ).
Proof. Having identified
E˜P 
BP
EP ∼= P ◦BP ◦P and EP ◦P E˜P ∼= BP ◦P ◦BP
as above, the verification that the two diagrams of Definition 2.6 commute is a
straightforward diagram chase using that the diagonal ∆ of BP is counital and
the composition product γ of P is unital.
Viewing chain complexes as symmetric sequences of chain complexes concen-
trated in arity 0, we obtain the following immediate consequence of the theorem
above.
Corollary 3.14. The category dgProj admits a right twisting structure.
The twisting structure on dgMΣ induces important adjunctions on the level
of (co)algebras over (co)operads. Recall the definition of twisted products with
respect to classifying morphisms (Definition 2.8).
Definition 3.15. Let Q be a cooperad, and let P be an operad, both in
dgProjΣ. Let g : Q → BP be a classifying morphism. The g-cobar con-
struction
Ωg : QComod→ PMod
and the g-bar construction
Bg : PMod→ QComod
are given by ΩgM = P ◦g M and BgN = Q ◦g N .
Remark 3.16. Since z : dgProj → dgProjΣ is fully faithful when restricted
to both P-Alg and Q-Coalg, the functors of Definition 3.15 restrict to define
Ωg : Q-Coalg→ P-Alg and Bg : P-Alg→ Q-Coalg.
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The next result follows immediately from Corollary 2.10, but is important
enough to be formulated as a separate statement.
Proposition 3.17. Let Q be a cooperad, and let P be an operad, both in
dgProjΣ. For any classifying morphism g : Q → BP , the g-cobar construction
Ωg is left adjoint to the g-bar construction Bg.
We prove in the next section that when g is the canonical classifying mor-
phism of a quadratic operad, then (Ωg, Bg) is the usual cobar/bar adjunction.
4. Categories with morphisms up to strong homotopy
In this section, we consider classifying morphisms g : Q → BP with the
property that the counit of the associated standard construction, ǫ : K(g)→ P,
is a quasi-isomorphism. This is the case with quadratic Koszul operads and their
resolutions; we show that the corresponding Kleisli categories are isomorphic to
the classic “strong homotopy” categories. In general, the following argument,
translated from Markl [23] where it is presented in the language of coloured
operads, shows that the morphism sets of the Kleisli category are homotopy-
invariant, and therefore model categories of algebras and morphisms up to strong
homotopy.
Notation 4.1. If Q is a coaugmented cooperad in dgProjΣ and g : Q → BP
is a classifying morphism, then the coaugmentation in Q, along with the unit
in P, define a coaugmentation ηg : P → K(g). Let F : K(g) ◦P M → N
be a morphism of left P-modules. The underlying morphism F0 : M → N
associated to F is the composite,
M ∼= P ◦P M
ηg◦1
−−−→ K(g) ◦P M
F
−→ N .
Proposition 4.2. [23, Proposition 35] Let Q be a coaugmented cooperad and
P an augmented operad, both in dgProjΣ. Let g : Q → BP be a classifying
morphism such that ǫ : K(g) → P is a surjective quasi-isomorphism. Let
F : K(g) ◦P M → N be a morphism of left P-modules.
If f : M → N is a morphism of symmetric sequences homotopic to F0, then
f is the underlying morphism of a morphism of left P-modules, f : K(g) ◦P
M → N .
Proof. Let I be the symmetric sequence concentrated in arity 1, with I (1) =
R{e0, e1, s} and ∂s = e1 − e0. Then F0 and f are chain homotopic if and only
if there exists a morphism of symmetric sequences Φ : I ◦X → Y such that
Φ(e0 ⊗−) = f and Φ(e1 ⊗−) = F0.
The symmetric sequence I is a coaugmented cooperad. Indeed, the diagonal
is defined by ψ(ei) = ei⊗ ei for i = 0, 1, and ψ(s) = s⊗ e1+ e0⊗ s. The counit
is defined by ǫ(ei) = 1 for i = 0, 1 and ǫ(s) = 0. The coaugmentation is defined
by η(1) = e0.
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Since I is concentrated in arity 1, I ◦Q is also a coaugmented cooperad.
The classifying morphism g extends to a classifying morphism g′ : I ◦Q → BP,
via g′(ei ⊗ −) = g for i = 0, 1, and g
′(s ⊗ −) = 0. Define the coaugmentation
by η′(1) = e0⊗ η(1) If ǫ : K(g)→ P is a surjective quasi-isomorphism, then so
too is ǫ′ : K(g′)→ P.
Let HomΣ(M ,N ) be the internal morphism symmetric sequence in dgM;
that is, HomΣ(M ,N )(n) =
∏
mHomR[Σm](M
⊙n(m),N (m)). It suffices to
construct a P-bimodule morphism F˜ ♯ : K(g) → HomΣ(M ,N ) such that
F˜ ♯η = f ♯, where f ♯ : J → HomΣ(M ,N ) is the right adjoint of f . We
will then have that F˜ , the left adjoint of F˜ ♯, has f as its underlying morphism.
Define H : I ◦ Q → HomΣ(M ,N ) by H(e0 ⊗ η(r)) = f
♯(r) for r ∈ J ,
H(e0 ⊗ q) = 0 otherwise; H(e1 ⊗ q) = F
♯(q) for all q ∈ Q; and H(s ⊗ q) = 0
for all q ∈ Q. Then H extends uniquely to a P-bimodule morphism K(g′) →
HomΣ(M ,N ), also called H .
We note that K(g) is cellular, in the sense that it is almost free as a P-
bimodule, and has an increasing filtration such that the differential strictly
reduces filtration degree. Furthermore, since we are assuming that P and Q
are projective as symmetric sequences, so too isK(g). Therefore the solid square
J
η′
//
η

K(g′)
ǫ′∼

H // HomΣ(M ,N )
K(g)
ǫ
//
σ
;;
P
has the lifting σ as indicated by the dotted arrow. We set F˜ ♯ = Hσ to complete
the proof.
4.1. Strongly homotopy morphisms of P-algebras
We now use the right twisting structure for symmetric sequences of chain
complexes to provide two operadic descriptions of strongly homotopy morphisms
of algebras and of coalgebras over a quadratic operad. We begin by recalling
the basic theory of weight-graded operads.
4.1.1. Weight-graded operads
Weight-graded operads, first considered by Fresse in [7], allow the construc-
tion of quadratic dual cooperads and Koszul resolutions for non-quadratic op-
erads. A weight grading on a chain complex X is a grading X ∼=
⊕
s≥0X(s),
where the differential preserves each X(s). If X and Y are weight-graded, then
X⊗Y is weight-graded, with (X⊗Y )(n) =
⊕
s+t=nX(s)⊗Y(t), so weight-graded
chain complexes form a symmetric monoidal category in which we can define
symmetric sequences and operads.
If P is any connected operad, then we can give it the canonical weight
grading, defined by
P(r)(n) =
{
P(n) r = n− 1
0 otherwise.
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If M is a weight-graded symmetric sequence, then its grading induces weight
gradings on the free operad and cooperad on M . Essentially the same argument
that shows that T d(V )(d) = T
d(V1) and T
>d(V )(d) = 0 for the tensor algebra
on a connected chain complex V , establishes that F c(r)(M )(r) = F
c
(r)(M(1))
and F c(>r)(M )(r) = 0. (Recall that F
c
(r)(M ) is the sub symmetric sequence
generated by trees with r vertices.)
The bar construction BP of a weight-graded operad is therefore naturally
weight-graded. Set
P⊥(s) = Hs(Bs(P)(s)),
where the homological grading is with respect to the bar wordlength, that is,
the number of vertices in a representative tree. Since F c(>s)(sP˜)(s) = 0, we have
that
P⊥(s) = ker(d : Bs(P)(s) → Bs−1(P)(s)),
and so P⊥ is a sub weight-graded symmetric sequence of BP. Fresse proves
that in fact, P⊥ is a sub weight-graded (in fact, quadratic) cooperad of BP.
The inclusion
κP : P
⊥ → BP
is the canonical classifying morphism of P.
Remark 4.3. We take this opportunity to observe that P⊥(2) ∼= sP˜(2). If
P is quadratic and P ! is its quadratic dual [9], then P⊥ ∼= S ⊗P !♯.
If M is a left P-module, then the P-bar construction of M is the cofree
left P⊥-module, BP(M ) = P⊥ ◦M , with internal differential from P⊥ and
M , perturbed by the unique coderivation determined by the composite
P⊥(2)⊗M (k)⊗M (ℓ)
s−1⊗1⊗1
−−−−−−→ P(2)⊗M (k)⊗M (ℓ)→ M (k + ℓ).
Observe that this makes sense for a general weight-graded operad, since P⊥ is
always quadratic. For a full treatment of bar and cobar constructions, see for
example Fox and Markl, [5], or Getzler and Jones [8].
If Q is a weight-graded cooperad, then the operadic cobar construction on
Q [ref], ΩQ, is a weight-graded operad. We define
Q⊥(s) = coker(d : Ω
s−1Q(s) → Ω
sQ(s)).
Fresse [7] shows that Q⊥ is a weight-graded (in fact, quadratic) quotient operad
of ΩQ.
Let M be a left Q-comodule. The Q-cobar construction of M is the free
Q⊥-module, ΩQ(M ) = Q⊥ ◦M , whose internal differential is perturbed by the
unique derivation determined by
C → Q(2)⊗ C ⊗ C → Q⊥(2)⊗ C ⊗ C.
Again, Q⊥ is quadratic because it is a quotient of a quadratic operad, so the
above equation makes sense.
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Recall [7, 5.2.8], [8, Definition 2.23] that a weight-graded operad is called
Koszul if the canonical classifying morphism κP : P⊥ → BP is a quasi-
isomorphism. Recall moreover the bar and cobar constructions of Definition
3.15.
Proposition 4.4. Let P be a weight-graded Koszul operad in dgProjΣ with
canonical classifying morphism κP : P⊥ → BP. Then
ΩP⊥ = ΩκP and BP = BκP .
Proof. For brevity, we set Q = P⊥. The isomorphism Q ∼= Q 
BP
BP is the
corestriction of the composite
Q
ψ
−→ Q ◦Q
1◦κ
−−→ Q ◦BP.
Let M be a left P-module. We observe that
EP ◦P M = B(J ;P;P) ◦P M ∼= B(J ;P;M )
by [7, 4.1.2]. Thus is suffices to show that the map
Q ◦M → Q ◦B(J ;P;M )
commutes with differentials. The map obviously commutes with the internal
differential in Q, if any, and with the differential in BP. Since ImκP ⊂
F c(sP˜ (2)), and Q is quadratic, it suffices to show that
Q(2)⊗M (n1)⊗M (n2)
κ⊗1⊗1
//
d

BP(2)⊗M (n1)⊗M (n2)
d

Q(1)⊗M (n1 + n2)
κ⊗1
// BP(1)⊗M (n1 + n2)
commutes. From the definitions, Q(2) = BP(2) = sP˜ (2), and both differentials
come from desuspending then applying the action of P on M , so the diagram
commutes.
The proof for cobar constructions is similar, and exploits the fact that
(P⊥)⊥ = P for Koszul operads P.
Propositions 4.4 and 3.17 yield another proof of the following well known
result.
Proposition 4.5. [8, Theorem 2.25] Let P be a Koszul operad in dgProjΣ.
Then the P⊥-cobar and P-bar constructions are adjoint functors,
ΩP⊥ : P
⊥-Coalg⇄P-Alg : BP .
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4.1.2. The Kleisli category description of strong homotopy
In this section, we observe that the standard construction, K(P), for the
canonical classifying morphism, κP : P
⊥ → BP is the two-sided Koszul res-
olution of P, for a weight-graded operad P. We then show that the Kleisli
category associated to the comonad determined by K(P) is isomorphic to the
category of P-algebras and strongly homotopy P-algebra morphisms.
Definition 4.6. Let P be a weight-graded Koszul operad. The objects of
the category P-Algsh are all P-algebras, while the morphisms are strongly
homotopy morphisms of P-algebras, i.e.,
P-Algsh(A,E) = P
⊥-Coalg(BPA,BPE).
Dually, the objects of the category P⊥-Coalgsh are all P
⊥-coalgebras, while
the morphisms are strongly homotopy morphisms of P⊥-coalgebras, i.e.,
P⊥-Coalgsh(A,E) = P-Alg(ΩP⊥A,ΩP⊥E).
Recall the canonical classifying morphism κP : P
⊥ → BP constructed in
Section 4.1.1 and the standard constructionK(g) for any classifying morphism g,
from Definition 2.12. It is easy to see from the definitions that the underlying P-
bimodule of the standard constructionK(κP) is the two-sided Koszul resolution
of P; see Fresse [7]. For this reason, we write K(P) instead of K(κP) and are
motivated to make the following definition.
Definition 4.7. The two-sided dual Koszul resolution of P⊥ is the dual stan-
dard construction applied to the classifying morphism κP :
T (P) = P⊥ ◦κP P ◦κP P
⊥,
which is a P⊥-bicomodule.
Proposition 4.8. If P is a Koszul operad in dgProjΣ, then K(P) is a P-
co-ring and T (P) is a P⊥-ring.
Proof. The proposition is an instance of Proposition 2.13, for the classifying
morphism κP : P⊥ → BP.
Notation 4.9. Let
KP = K(P) ◦
P
− : PMod→ PMod.
Observe that KP is (the underlying functor of) a comonad, since K(P) is a
co-ring. Moreover there is an induced comonad on P-Alg, denoted KP , with
underlying endofunctor K(P) ◦
P
z(−).
Similarly, there is a monad on P⊥Comod with underlying endofunctor
TP = T (P) 
P⊥
− : P⊥Comod→ P⊥Comod,
which in turn restricts and corestricts to a monad on P⊥-Coalg, denoted TP ,
with underlying endofunctor T (P) 
P⊥
z(−).
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Recall the definition of the (co)Kleisli category determined by a (co)monad
(Notation 1.3).
Theorem 4.10. If P is a Koszul operad in dgProjΣ, then there are isomor-
phisms of categories
ΘP : P-Algsh
∼=
−→ KPP-Alg
and
ΥP : P
⊥-Coalgsh
∼=
−→ P⊥-CoalgTP ,
which are the identity on objects.
Proof. The definition of ΘP on morphisms follows from the sequence of nat-
ural isomorphisms below, where A and B are P-algebras.
PMod
(
K(P) ◦
P
z(A), z(E)
)
∼= PMod
(
P ◦κP P
⊥ ◦κP z(A), z(E)
)
∼= P⊥Comod
(
P⊥ ◦κP z(A),P
⊥ ◦κP z(E)
)
∼= P⊥Comod
(
z(BPA), z(BPE)
)
∼= P⊥-Coalg(BPA,BPE).
Similarly, the definition of the functor ΥP on morphisms follows from the
sequence of isomorphisms below, where C and D are P⊥-coalgebras.
P⊥Comod
(
z(C), T (P) 
P⊥
z(D)
)
∼= P⊥Comod
(
z(C),P⊥ ◦κP P ◦κP z(D)
)
∼= PMod
(
P ◦κP z(C),P ◦κP z(D)
)
∼= PMod
(
z(ΩP⊥C), z(ΩP⊥D)
)
∼= P-Alg(ΩP⊥C,ΩP⊥D).
Note that in both of the sequences of isomorphisms above, Corollary 2.10
and Proposition 4.4 play a key role.
4.2. Strongly homotopy morphisms of P∞-algebras, the Koszul case
Let P be an operad. A P∞-algebra is defined to be an algebra over a cofi-
brant replacement P ′ of P. If P is Koszul, then we may choose our cofibrant
replacement to be ΩP⊥, the operadic cobar construction on the quadratic dual
cooperad P⊥ [9, 4.2.14]. The unit of the operadic bar-cobar adjunction defines
a classifying morphism,
ηP⊥ : P
⊥ → BΩP⊥.
Observe that the associated standard construction, K(ηP⊥), is a ΩP
⊥-co-ring,
by Proposition 2.13.
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Let A be aΩP⊥-algebra. By analogy with the homotopy-associative case [29],
we define the bar-tilde construction B˜P(A) to be the cofree P⊥-coalgebra
ΓP⊥(A), with differential perturbed by the composition
P⊥(n)⊗A⊗n → s−1P⊥(n)⊗A⊗n →֒ Ω(P⊥)(n)⊗A⊗n → A.
Here we are using the fact that the operad ΩP⊥ is generated by the symmetric
sequence s−1P⊥.
Proposition 4.11. Let P be a Koszul operad in dgProjΣ. If A is a ΩP⊥-
algebra, then Bη
P⊥
(A) = B˜P(A).
Proof. Definitions 2.8 and 3.15 imply that
Bη
P⊥
(A) = P⊥ ◦η
P⊥
z(A) = P⊥ 
BΩP⊥
EΩP⊥ ◦
ΩP⊥
z(A) ∼= B˜P(A).
Let P-Alg∞ denote the category of P∞-algebras and morphisms up to
strong homotopy, i.e., the full subcategory of P⊥-Coalg spanned by the almost-
cofree coalgebras. (A DG coalgebra is almost cofree if the underlying coalgebra
of graded modules is cofree.)
Theorem 4.12. Let P be a Koszul operad in dgProjΣ. The ηP⊥-bar con-
struction induces an isomorphism of categories,
Bη
P⊥
: K(η
P⊥
)
(
ΩP⊥-Alg
)
→ P-Alg∞,
where K(ηP⊥) denotes the comonad on ΩP
⊥-Alg with underlying endofunctor
K(ηP⊥) ◦
ΩP⊥
z(−).
Proof. If A and E are ΩP⊥-algebras, then
K(η
P⊥
)
(
ΩP⊥-Alg
)
(A,E) = ΩP⊥Mod
(
K(ηP⊥) ◦η
P⊥
z(A), z(E)
)
= ΩP⊥Mod
(
ΩP⊥ ◦η
P⊥
P⊥ ◦η
P⊥
z(A), z(E)
)
(⋆)
∼= P⊥Comod
(
P⊥ ◦η
P⊥
z(A),P⊥ ◦η
P⊥
z(E)
)
= P⊥-Coalg
(
Bη
P⊥
(A), Bη
P⊥
(E)
)
,
where the isomorphism (⋆) is an instance of Corollary 2.10. It follows that Bη
P⊥
is full and faithful.
To see that Bη
P⊥
is essentially surjective on almost-cofree coalgebras, ob-
serve first that if (C, d) is almost-cofree, then there is a graded module X such
that C ∼= ΓP⊥(X). Moreover, the differential d is determined by a map of
degree −1, d : ΓP⊥(X)→ X . The composite
Γs−1P⊥(X) ∼= s
−1ΓP⊥(X)
ds
−→ X
extends in the obvious way to an action of ΩP⊥ on X , endowing X with the
structure of a ΩP⊥-algebra.
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4.3. The nonKoszul case
Let P be any operad. The standard construction on the identity map id :
BP → BP is simply the two-sided bar construction,
K(id) = B(P,P,P).
Moreover, the bar construction on a left P-module M is the bar construction
with coefficients,
BidM = B(P,P,M ).
The category of P-algebras and strongly homotopy P-morphisms is thus the
full subcategory of BPComod spanned by objects of the form B
(
P,P, z(A)
)
,
which is isomorphic to the Kleisli category for the comonad with underlying
functor B(P,P,−). Note that this description reduces to the classical case, of
left A-modules and strongly homotopy A-linear maps.
To work with P∞-algebras, we consider algebras over the resolution ΩBP
of P. We take as our classifying morphism the unit of the adjunction, η :
BP → BΩBP. In this case, the standard construction is
K(η) = B(ΩBP;P;ΩBP).
In both cases, the augmentation is a surjective quasi-isomorphism, and so the
resulting Kleisli categories have homotopy-invariant morphism sets, by Propo-
sition 4.2.
5. Strong homotopy with parameters
In this section we study a parametrized version of strong homotopy for
morphisms of (co)associative (co)algebras. We begin by explaining how to
parametrize strong homotopy, in terms of the usual cobar/bar adjunction. We
then give a Kleisli-type operadic description of parametrized strong homotopy,
which we apply to prove a useful existence theorem.
5.1. Introducing parameters
Let F : C ⇄ D : U be a pair of adjoint functors. Let MonadC and
ComonadD denote the categories of monads on C and of comonads on D,
respectively. It is well known and easy to show that UF : C → C is a monad
and FU : D→ D is a comonad. More generally, there are functors
MonadD →MonadD : T 7→ UTF
and
ComonadC → ComonadC : K 7→ FKU.
We view these functors as providing parametrized families of monads and comon-
ads arising from the (F,U)-adjunction.
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We now apply this point of view to the usual cobar/bar adjunction for the as-
sociative operad A (Example 3.1), which is a slight variation on the (ΩA⊥ , BA )-
adjunction of Propositions 4.4. Recall from Example 3.2 the symmetric sequence
S , which gives rise to the operadic suspension functor
S = S ⊗− : dgMΣ → dgMΣ,
which is clearly invertible. It is easy to check the following useful properties of
operadic suspension.
Lemma 5.1. Operadic suspension is a strongly monoidal functor, i.e., for all
symmetric sequences X and Y ,
S(X ◦ Y ) ∼= SX ◦SY .
In particular, operadic suspension induces endofunctors
S : OpdgM → OpdgM and S : CoOpdgM → ComondgM.
Moreover, if P is an operad and Q is a cooperad, then operadic suspension
induces a functor
S :ModP →ModSP and S : ComodQ → ComodSQ.
Recall that A ⊥ = SA ♯.
Definition 5.2. The classical cobar construction Ω : A ♯-Coalg → A -Alg is
the composite functor
A ♯-Coalg
S
−→ A ⊥-Coalg
Ω
A⊥−−−→ A -Alg,
and the classical bar construction B : A -Alg → A ♯-Coalg is the composite
functor
A -Alg
BA−−→ A ⊥-Coalg
S
−1
−−−→ A ♯-Coalg.
It is an easy exercise to show that the classical cobar and bar constructions
are indeed the usual, well-known reduced cobar and bar constructions.
The parameters we consider are constructed from symmetric sequences in
the following way. Recall the Schur functor T : dgMΣ → End(dgM) from Sec-
tion 3.2.1 and the related functor Γ : dgMΣ → End(dgM+) from Section 3.3.1
. If P is a operad in the category A -Alg of associative chain algebras, i.e.,
an operad in dgM with a compatible level monoid structure, then TP is the
endofunctor underlying a monad TP on A -Alg. Similarly, if Q is a cooperad
in the category A ♯-Coalg of coassociative chain coalgebras, then ΓQ is the
endofunctor underlying a comonad ΓQ on A
♯-Coalg. Consequently, there are
functors
CoOpA ♯-Coalg → ComonadA -Alg : Q 7→ ΩΓQB
and
OpA -Alg →MonadA ♯-Coalg : P 7→ BTPΩ,
giving us families of (co)monads parametrized by (co)operads.
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Definition 5.3. Let Q be a cooperad in A ♯-Coalg, and let A,B ∈ A -Alg. A
Q-parametrized strongly homotopy morphism from A to B is a morphism
ΩΓQB(A)→ B
in A -Alg. These are the morphisms in the coKleisli category
A -Algsh,Q := ΩΓQBA -Alg.
Dually, let P be an operad in A -Alg, and let C,D ∈ A ♯-Coalg. A P-
parametrized strongly homotopy morphism from C to D is a morphism
C → BTPΩ(D)
in A ♯-Coalg. These are the morphisms in the Kleisli category
A ♯-Coalgsh,P := A
♯-CoalgBTPΩ.
Example 5.4. We obtain the usual strongly homotopy morphisms of algebras
(respectively, of coalgebras) if we set Q (respectively, P) equal to J .
The parametrized categories defined above admit natural monoidal struc-
tures. The level tensor product of symmetric sequences X and Y is defined
by (X ⊗ Y )(n) = X (n)⊗ Y (n). The constant symmetric sequence C , where
C (n) = R with the trivial Σn-action for all n, is the neutral object for this
product. A (co)monoid with respect to the level tensor product is called, un-
surprisingly, a level (co)monoid.
Proposition 5.5. 1. If Q is a cooperad in A ♯-Coalg, then A -Algsh,Q has
a natural monoidal structure.
2. If P is an operad in A -Alg, then A ♯-Coalgsh,P has a natural monoidal
structure.
Proof. Recall that both Ω and B are monoidal and op-monoidal, i.e., there
are natural transformations of functors in dgM
Ω(−)⊗ Ω(−)⇒ Ω(− ⊗−)⇒ Ω(−)⊗ Ω(−)
and
B(−)⊗B(−)⇒ B(−⊗−)⇒ B(−)⊗B(−)
that are appropriately associative and unital.
To prove (1), note that if (X ,∆) is any level comonoid, then X̂ is op-
monoidal, i.e., there is an appropriately associative and unital natural transfor-
mation
ΓX (−⊗−)⇒ ΓX (−)⊗ ΓX (−),
given by summing up the natural maps
X (n)⊗
Σn
(A⊗B)⊗n
∆⊗Id
−−−−→
(
X (n)⊗X (n)
)
⊗
Σn
(A⊗B)⊗n ∼= (X (n)⊗
Σn
A
⊗n)⊗(X (n)⊗
Σn
B
⊗n).
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It follows that ΩΓQB is op-monoidal, since Q is a level comonoid.
There is therefore a monoidal structure on A -Algsh,Q, which is the usual
monoidal product on objects. If f : ΩΓQBA→ E and f
′ : ΩΓQBA
′ → E′ repre-
sent elements of A -Algsh,Q(A,E) and A -Algsh,Q(A
′, E′), then the monoidal
product of f and f ′ is equal to the composite
ΩΓQB(A⊗A
′)→ ΩΓQB(A) ⊗ ΩΓQB(A
′)
f⊗f ′
−−−→ E ⊗ E′.
The proof of (2) is strictly dual and left to the reader.
5.2. Diffraction and parametrized strong homotopy
In this section we provide an operadic description of the categoriesA -Algsh,Q
and A ♯-Coalgsh,P , analogous to Theorem 4.10. This description is given in
terms of the diffraction of Q (respectively, P), denoted Φ(Q) (respectively,
Ψ(P)), which is an A -co-ring (respectively, a A ♯-ring).
Our choice of terminology is motivated by the isomorphisms established
below in Theorem 5.18, which imply the existence of the following bijective
correspondence. Let A and E be associative chain algebras. If Q is a cooperad
in the category of chain coalgebras, then the set of morphisms of A ♯-coalgebras
from ΓQ(BA) to BE is in bijective correspondence with the set of morphisms of
left A -modules from Φ(Q) ◦
A
z(A) to z(E). In other words, a “Q-parametrized”
map on the bar constructions can be “diffracted” into its component pieces on
the underlying algebras. Adding up the component pieces, we obtain a Φ(Q)-
parametrization of a morphism between the underlying algebras.
One advantage to working with Φ(Q) is that it lends itself well to exis-
tence proofs of Q-parametrized strongly homotopy morphisms of algebras by
acyclic models methods. We formulate one such existence result and its dual in
Theorems 5.19 and 5.20.
We need below a few fundamental results about A -bimodules and A ♯-
comodules. We use the following notation throughout the rest of this section.
Notation 5.6. For all n ≥ 1, let
δn = 1 · Id{1,...,n} ∈ A (n) = R[Σn],
and let δ♯n denote the dual element of A
♯(n). Let
αn = s
1−nδn ∈ S
−1A (n) and α♯n = s
n−1δ♯n ∈ A
⊥(n).
For all ~n = (n1, ..., nm) ∈ N
m, let
δ~n = δn1 ⊗ · · · ⊗ δnm ∈ A [~n],
δ♯~n = δ
♯
n1
⊗ · · · ⊗ δ♯nm ∈ A
♯[~n],
α~n = αn1 ⊗ · · · ⊗ anm ∈ S
−1A [~n]
and
α♯~n = α
♯
n1
⊗ · · · ⊗ α♯nm ∈ A
⊥[~n].
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Remark 5.7. Let Mon⊗ denote the category of level monoids in dgM
Σ. The
functor − ◦A : dgMΣ →ModA restricts and corestricts to a functor
− ◦A :Mon⊗ → AModA .
Because X ◦A is a free right A -module, a left A -action
λX : A ◦X ◦A → X ◦A
that is a morphism of right A -modules is determined by a morphism of sym-
metric sequences
λ♭X : A ◦X → X ◦A .
Moreover, since A is generated by δ2, it suffices to specify
λ♭X
(
δ2 ⊗ (x⊗ x
′)
)
∈ X ◦A
for all x ∈ X (m), x′ ∈ X (m′), and m,m′ ≥ 0 to define a left A -action. We
choose to define λX by setting
λ♭X
(
δ2 ⊗ (x⊗ x
′)
)
=
{
xx′ ⊗ δ⊗m2 : m = m
′
0 : m 6= m′,
for all x ∈ X (m), x′ ∈ X ′(m′) and m,m′ ≥ 0.
Similarly, the functor −◦A ♯ : dgMΣ → ComodA♯ restricts and corestricts
to a functor
− ◦A ♯ : Comon⊗ → A ♯ComodA ♯ ,
where the left A ♯-coaction on X ◦A ♯ is expressed in terms of the level comul-
tiplication on X .
We can now define the diffracting functor in terms of operadic suspension
and twisting structures and then study its properties.
Recall the right twisting structure (B,E, E˜, δ, µ) on the category of symmet-
ric sequences of chain complexes (section 3.4) and the definition of the adjoint
functors
(g, g′)∗ : CComodC′ → AModA ′ : (g, g
′)∗
induced by classifying morphisms g : C → BA and g′ : C′ → BA′ (Theorem
2.9), for any right twisting structure (B,E, E˜, δ, µ). Let
κA : A
⊥ → BA
denote the canonical classifying morphism from Section 4.1.1.
Definition 5.8. The monoid diffracting functor
Ψ :Mon⊗ → A ♯ComodA ♯
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is equal to the composite
Mon⊗
−◦A
−−−→ AModA
(κA ,κA )
∗
−−−−−−→ A⊥ComodA⊥
S
−1
−−−→ A ♯ComodA ♯ .
The comonoid diffracting functor
Φ : Comon⊗ → AModA
is equal to the composite
Comon⊗
−◦A ♯
−−−−→ A ♯ComodA ♯
S
−→ A⊥ComodA⊥
(κA ,κA )∗
−−−−−−→ AModA .
Remark 5.9. For every level monoid (X , µ),
Ψ(X ) =
(
A ♯ ◦ (S−1X ◦S−1A ) ◦A ♯, dΨ
)
,
where dΨ is specified as follows. If x
′ ∈ X (m′) and x′′ ∈ X (m′′), then for
all n′, n′′ ≥ 1 and ~n′ ∈ In′,m′ , ~n
′′ ∈ In′′,m′′ , the perturbation of the internal
differential that gives rise to dΨ
(
δ♯2 ⊗
(
(s1−m
′
x′ ⊗ α~n′)⊗ (s
1−m′′x′′ ⊗ α~n′′)
))
is{
±s1−m(x′x′′)⊗ α~n′+~n′′ : m
′ = m′′
0 : m′ 6= m′′,
where the sign is given by the Koszul rule.
On the other hand, for all x ∈ X (m) and ~n ∈ In,m, the perturbation of
the internal differential that determines dΨ
(
(s1−mx ⊗ α~n) ⊗ (δ
♯
1)
⊗k−1 ⊗ δ♯2 ⊗
(δ♯1)
n−k−1
)
is ±s1−mx ⊗ α∂k~n, where ∂k(n1, ..., nm) = (n1, ..., nk + 1, ..., nm),
and the sign is determined by the Koszul rule. It suffices to specify these values
of the differential, since the underlying bicomodule is cofree and since A ♯ is
cogenerated by δ♯2.
Remark 5.10. For every level comonoid (X ,∆),
Φ(X ) =
(
A ◦ (SX ◦A ⊥) ◦A , dΦ),
where dΦ is specified as follows. Let x ∈ X (m), ~n ∈ Im,n and α
♯
~n ∈ A
⊥[~n]
(cf., Conventions 5.6). Write ∆(x) = xi ⊗ x
i (using the Einstein summation
convention).
Then
dΦ(s
m−1x⊗ α♯~n) =± s
m−1dx⊗ α♯~n
+ δ2 ⊗
∑
~n′+~n′′=~n
±(sm−1xi ⊗ α
♯
~n′)⊗ (s
m−1xi ⊗ α♯~n′′)
+ sm−1x⊗
∑
0<k<n
±α♯
~nk
⊗ (δ⊗k−11 ⊗ δ2 ⊗ δ
⊗n−k−1
1 ),
where ~nk = (n1, ...., nj − 1, ..., nm) if
∑j−1
i=1 ni < k ≤
∑j
i=1 ni, and the signs are
again determined by the Koszul rule.
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In order to construct Kleisli categories associated to Ψ(X ) for a level monoid
X , it must be an A ♯-ring, which is a consequence of the next proposition. Let
RingA denote the category of A -rings.
Proposition 5.11. The functor − ◦ A : Mon⊗ → AModA restricts and
corestricts to a functor
− ◦A : OpA -Alg → RingA .
Proof. Let P be an operad in the category of associative chain algebras,
with multiplication map γ : P ◦ P → P and unit map ηP : J → P. In
particular, γ is a morphism of level monoids and therefore induces a morphism
of A -bimodules
(P ◦A ) ◦
A
(P ◦A ) ∼= P ◦P ◦A
γ◦A
−−−→ P ◦A ,
which is the desired multiplication map on P ◦A . The unit of P ◦A is just
ηP ◦A .
Proposition 5.11 and Proposition 2.11(2) together imply the following result.
Corollary 5.12. If P is an operad in the category of associative chain algebras,
then Ψ(P) is naturally an A ♯-ring.
As usual, a dual version of Proposition 5.11 holds as well; we leave its strictly
dual proof to the reader. Let CoRingA ♯ denote the category of A
♯-co-rings.
Proposition 5.13. The functor − ◦ A ♯ : Comon⊗ → A ♯ComodA ♯ restricts
and corestricts to a functor
− ◦A ♯ : CoOpA ♯-Coalg → CoRingA ♯ .
Proposition 5.13 and Proposition 2.11(1) together imply the following result.
Corollary 5.14. If Q is a cooperad in the category of coassociative chain coal-
gebras, then Φ(Q) is naturally an A -co-ring.
Remark 5.15. Any simplicial or topological cooperad gives rise to a cooperad
in the category of coassociative chain coalgebras, upon application of the nor-
malized chains functor. Moreover, since A ♯(n) is the dual Hopf algebra to
R[Σn] for all n, A ♯ is itself a cooperad in the category of coassociative chain
coalgebras.
Dually, if we apply the normalized cochains functor to a cooperad in the
category of simplicial sets or topological spaces, then we obtain an operad in
the category of associative chain algebras, of which the associative operad itself
is another important example.
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Remark 5.16. From the definitions above, one can deduce a formula for the
comultiplication ψQ : Φ(Q) → Φ(Q) ◦
A
Φ(Q), where Q is any cooperad in the
category of coassociative chain coalgebras. Observe that since the A -bimodule
underlying Φ(Q) is free, ψQ is determined by its image on SQ ◦A
⊥.
Let x ∈ Q(m), and let ~n ∈ Im,n. If m does not divide n, then ψQ(sm−1x⊗
α♯~n) = 0.
If there exists a natural number ℓ such that n = mℓ and ~n ∈ In,m, then let
K~n,ℓ = Iℓ,n1 × · · · × Iℓ,nm .
and for all (~n1, ..., ~nm) ∈ K~n,ℓ, with ~ni = (ni,1, ..., ni,ℓ), let
~nj = (n1,j , ..., nm,j),
for all 1 ≤ j ≤ ℓ. In terms of this notation we have for x ∈ X (m) and ~n ∈ In,m
that
ψQ(s
m−1
x⊗α
♯
~n)
=
∑
i,K~n,ℓ,
~ℓ∈Im,ℓ
±s
m−1
xi,0 ⊗ α
♯
~ℓ
⊗
(
(sm−1xi,1 ⊗ α
♯
~n1
)⊗ · · · ⊗ (sm−1xi,ℓ ⊗ α
♯
~nℓ
)
)
,
where the signs are determined by the Koszul rule and
∆(ℓ+1)(x) =
∑
i
xi,0 ⊗ · · · ⊗ xi,ℓ.
We leave it as a (rather technical) exercise for the reader to obtain analogous
formulas for the multiplication Ψ(P)
A ♯
Ψ(P)→ Ψ(P).
5.3. Kleisli categories and parametrized strong homotopy
In this section we give an operadic, Kleisli category description of parametrized
strong homotopy of (co)associative (co)algebras, in the spirit of Theorem 4.10.
Definition 5.17. Let Q be a cooperad in the category of coassociative chain
coalgebras. Let ΦQ denote the comonad on AMod with underlying endofunctor
Φ(Q) ◦
A
− : AMod→ AMod.
The induced monad on A -Alg is also denoted Φ(Q)
Let P be a operad in the category of associative chain algebras. Let ΨP
denote the monad on A ♯Comod with underlying endofunctor
Ψ(P)
A ♯
− : A ♯Comod→ A ♯Comod.
The induced comonad on A ♯-Coalg is also denoted Ψ(P).
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Theorem 5.18. Let Q be a cooperad in the category of coassociative chain
coalgebras, and let P be an operad in the category of associative chain algebras.
There are isomorphisms of categories
ΘA ,Q : A -Algsh,Q
∼=
−→ Φ(Q)A -Alg
and
ΥA ,P : A
♯-Coalgsh,P
∼=
−→ A ♯-CoalgΨP ,
which are the identity on objects.
Proof. The proof of this theorem strongly resembles that of Theorem 4.10.
The definition of ΘA ,Q on morphisms follows from the sequence of natural
isomorphisms below, where A and E are A -algebras.
Φ(Q)A -Alg(A,E)
= AMod
(
Φ(Q) ◦
A
z(A), z(E)
)
= AMod
(
A ◦κA S(Q ◦A
♯) ◦κA A ◦
A
z(A), z(B)
)
∼= A⊥Comod
(
SQ ◦A ⊥ ◦κA z(A),A
⊥ ◦κA z(E)
)
∼= A⊥Comod
(
SQ ◦ z(BAA), z(BAE)
)
∼= A ♯Comod
(
Q ◦ z(BA), z(BE)
)
∼= A ♯-Coalg(ΓQBA,BE)
∼= A -Alg
(
ΩΓQB(A), E
)
= A -Algsh,Q(A,E).
The proof of the dual case is similar and left to the reader.
As a consequence of Theorem 5.18, it is relatively easy to prove the following
existence theorems, which is expressed in terms of acyclic models. We recall the
foundations of this method before stating the theorems.
Let D be a category, and let M be a set of objects in D. A functor X : D→
dgM is free with respect to M if there is a set {xm ∈ X(m) | m ∈ M} such
that {X(f)(xm) | f ∈ D(m, D),m ∈ M} is a R-basis of X(D) for all objects
D in D. The functor X is acyclic with respect to M if X(m) is acyclic for all
m ∈ M. More generally, if C is a category with a forgetful functor U to dgM
and X : D → C is a functor, we say that X is free, respectively acyclic, with
respect to M if UX is.
Theorem 5.19. Let Q be a cooperad in A ♯-Coalg with Q(0) = 0 and Q(1) =
R. Let X,Y : D → A -Alg be functors, where D is a category admitting a set
of models M with respect to which X is free and such that Y (m) is acyclic for
every m that is a coproduct of elements of M. Let U : P-Alg → dgM be the
forgetful functor.
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If τ : UX ⇒ UY is a natural transformation, then there is a natural trans-
formation τˆ : ΩQ̂B ◦X ⇒ Y of functors from D into A -Alg extending τ , i.e.,
for all D ∈ ObD, the following composite is equal to τD.
X(D) →֒ ΩQ̂BX(D)
τˆD−−→ Y (D)
In other words, for each D ∈ ObD, the natural chain map τD : X(D)→ Y (D)
admits a natural, Q-parametrized, strongly homotopy multiplicative structure.
There is also a coalgebra version.
Theorem 5.20. Let P be an operad in A -Alg with P(0) = 0 and P(1) = R.
Let X,Y : D→ A ♯-Coalg be functors, where D is a category admitting a set of
models M with respect to which X is free and Y is acyclic. Let U : A ♯-Coalg→
dgM be the forgetful functor.
If τ : UX ⇒ UY is a natural transformation, then there is a natural trans-
formation τˆ : X ⇒ BP̂Ω ◦ Y of functors from D into A ♯-Coalg lifting τ , i.e.,
for all D ∈ ObD, the following composite is equal to τD.
X(D)
τˆD−−→ BP̂ΩY (D)
proj.
−−−→ Y (D)
In other words, for each D ∈ ObD, the natural chain map τD : X(D)→ Y (D)
admits a natural, P-parametrized, strongly homotopy comultiplicative structure.
The proofs of these theorems are discussed in Appendix Appendix B.
Appendix A. The Alexander-Whitney co-ring, by P.-E. Parent
The categories DASH = A -Algsh and DCSH = A
♯-Coalgsh are partic-
ularly important in topology. For example, Gugenheim and Munkholm showed
that the Alexander-Whitney equivalence
C∗(K × L)→ C∗(K)⊗ C∗(L)
of normalized chains on reduced simplicial sets is naturally the linear part of a
morphism in DCSH, which implies, as shown in [16], that the same is true of
the usual comultiplication on C∗K. We devote this section to a careful analysis
of the operadic description of these categories.
Let F = K(A ) = (A ◦A ⊥ ◦A , ∂F ) = Φ(J ). Then
F = {F (m) | m ∈ N}
with generators
{fm = s
m−1u0 ∈ F (m)m−1 | m ∈ N}
satisfying
∂fm =
m−1∑
i=1
δ ⊗ (fi ⊗ fm−i) +
m−2∑
i=0
fm−1 ⊗ (1
⊗i ⊗ δ ⊗ 1⊗(m−2−i)).
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By Proposition 4.8, F is an A -co-ring, which we call the Alexander-Whitney
co-ring. The formula for the composition comultiplication ψF is particularly
simple. For n ≥ 1, we have
ψF (fn) =
∑
m≤n
∑
~n∈Im,n
fm ⊗ (fn1 ⊗ · · · ⊗ fnm)
where ni ≥ 1 for all i. In fact F is a counital A -co-ring, with counit
ε : F → A
specified by ε(fn) = 0 for all n > 1 and ε(f1) = 1. Since F is the Koszul
resolution of A , the counit is a levelwise quasi-isomorphism.
Moreover, (F , ∂F ,∆F ) is a level comonoid in the category A -bimodules.
Explicitly,
∆F (fm) =
m∑
k=1
∑
~ı∈Ik,m
(
fk ⊗ δ
(ii) ⊗ · · · ⊗ δ(ik)
)
⊗
(
δ(k) ⊗ fi1 ⊗ · · · ⊗ fik
)
.
It is easy to check that ∆F is coassociative.
It follows from Theorem 4.10 or Theorem 5.18 that there is a natural iso-
morphism
DASH(A,A′) ∼= AMod
(
F ◦
A
z(A), z(A′)
)
for all associative chain algebras A and A′.
On the other hand we can also characterize morphisms in DCSH in terms
of F , as described below. This alternate characterization has already proved
useful in, e.g., [16], [15], [12], [17], [25] and [3].
Let F denote the comonad on AModA with underlying endofunctor − ◦
A
F .
An A -coalgebra is a chain complex C, equipped with structure morphisms
ψn : C ⊗A (n)→ C
⊗n (n ≥ 1)
that are associative, equivariant and unital with respect to J → A . This
definition does coincide with that of A ♯-coalgebras, since A is projective. We
denote by A -Coalg the category of A -coalgebras and morphisms that commute
strictly with the structure morphisms.
The tensor functor
T : dgM→ dgMΣ,
where T (X)(n) = X⊗n, restricts and corestricts to a full and faithful functor
T : A -Coalg→ AModA .
It follows that F induces a comonad, also denoted F, on A -Coalg.
Theorem Appendix A.1. There is an isomorphism of categories
DCSH ∼= FA -Coalg.
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We will make use of the following lemma.
Lemma Appendix A.2. Let f : W ⊗ Y → Z and g : X → Y be morphisms
in dgM. The right adjoint to the composite
W ⊗X
1⊗g
−−→W ⊗ Y
f
−→ Z
is the composite
W
fˆ
−→ Hom(Y, Z)
Hom(g,Z)
−−−−−−→ Hom(X,Z),
where fˆ is the right adjoint to f .
Proof. Recall that for all w ∈ X , fˆw ∈ Hom(Y, Z) is defined by fˆw(y) =
f(w ⊗ y). We set g♯ = Hom(g, Z), so that g♯(φ) = φg for all φ ∈ Hom(Y, Z).
For all x ∈ X , we have
(g♯fˆw)(x) = g
♯(fˆw)(x)
= fˆw(g(x))
= f(w ⊗ g(x))
= f(1⊗ g)(w ⊗ x)
= (f(1⊗ g))∧w(x).
Therefore, the right adjoint of f(1⊗ g) is g♯fˆ .
Proof (Proof of Theorem Appendix A.1.). First, we show that there is
a functor
Ind : FA -Coalg→ DCSH
such that Ind(T (C)) = C on objects.
A morphism θ in FA -Coalg(C,D) = AModA (T (C) ◦A F ,T (D)) is de-
termined by a sequence of equivariant morphisms,
C ⊗A ⊥(n)→ D⊗n.
Desuspend n times to obtain the equivariant morphism
(s−1C)⊗A ♯(n)→ (s−1D)⊗n.
Now take the right adjoint, then pass to orbits. The end result is a morphism
s−1C → A (n)⊗Σn (s
−1D)⊗n
that extends uniquely to a morphism of A -algebras,
Ind(θ) : TA (s
−1C)→ TA (s
−1D).
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Since the internal differentials from C and D automatically commute with
Ind(θ), we may suppose that they are zero. In particular, the differentials in
Ω(C) and Ω(D) are then entirely quadratic: d = d2.
Let F = Ind(θ); then Fd is defined by the composition
s−1C
d
−→ A (2)⊗ (s−1C)⊗2
1⊗F
−−−→ A (2)⊗A [2, n]⊗ (s−1D)⊗n
γ⊗1
−−−→ A (n)⊗ (s−1D)⊗n. (A.1)
Once we identify Hom(X,−) with X♯⊗−, Lemma Appendix A.2 exhibits (A.1)
as the right adjoint to the following composition:
s−1C ⊗A ♯(n)
1⊗γ♯
−−−→ s−1C ⊗A ♯(2)⊗A ♯[2, n]
d˜⊗1
−−→ (s−1C)⊗2 ⊗A ♯[2, n]
F˜
−→ (s−1D)⊗n (A.2)
where W = s−1C, X = A ♯(n), Y = A ♯(2) ⊗ A ♯[2, n], Z = (s−1D)⊗n, g =
γ, fˆ = (1 ⊗ F )d, and d˜ and F˜ are the left adjoint to the cobar differential
and F , respectively. If we suspend (A.2) n times, we obtain (−1)n times the
composition,
C ⊗A ⊥(n)
1⊗γ⊥
−−−−→ C ⊗A ⊥(2)⊗A ⊥[2, n]
1⊗s−1⊗1
−−−−−−→ C ⊗A (2)⊗A ⊥[2, n]
ρ⊗1
−−→ C⊗2 ⊗A ⊥[2, n]
θ
−→ D⊗n (A.3)
where ρ : C ⊗ A (2) → C⊗2 is the structure map for C. The sign of (−1)n is
introduced because (1⊗ s−1 ⊗ 1) has degree −1 and sn has degree n. We note
that (A.3) defines θdL.
Now, since θ commutes with differentials, and since we are assuming that in-
ternal differentials vanish, θ(dL−dR) = 0. Therefore (A.3) coincides with(−1)
nθdR,
namely, with (−1)n times the composition
C⊗A ⊥(n)
1⊗γ⊥
−−−−→ C⊗A ⊥(n−1)⊗A ⊥[n−1, n]
1⊗1⊗s−1
−−−−−−→ C⊗A ⊥(n−1)⊗A [n−1, n]
θ⊗1
−−→ D⊗n−1 ⊗A [n− 1, n]
ρ
−→ D⊗n. (A.4)
This time, when we desuspend (A.4) n times, we obtain (−1)n times:
s−1C ⊗A ♯(n)
1⊗γ♯
−−−→ s−1C ⊗A ♯(n− 1)⊗A ♯[n− 1, n]
F˜⊗1
−−−→ (s−1D)⊗n−1 ⊗A ♯[n− 1, n]
d˜
−→ (s−1D)⊗n. (A.5)
The sign is introduced for essentially the same reason: 1 ⊗ 1 ⊗ s−1 has degree
−1 while sn has degree n.
By Lemma Appendix A.2, (A.5) is left adjoint to the composite,
s−1C
F
−→ A (n− 1)⊗ (s−1D)⊗n−1
1⊗d
−−→ A (n− 1)⊗A [n− 1, n]⊗ (s−1D)⊗n
γ⊗1
−−−→ A (n)⊗ (s−1D)⊗n, (A.6)
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which defines dF . Therefore (A.6) and (A.1) coincide, and so Ind(θ) is a chain
map.
Let θ : T (C) ◦A F → T (D) and ϕ : T (D) ◦A F → T (E) be morphisms
of (A ,A )-bimodules. The morphism Ind(ϕ) ◦ Ind(θ) is the sum of composites,
s−1C → A (m)⊗(s−1D)⊗m → A (m)⊗A [m,n]⊗(s−1E)⊗n → A (n)⊗(s−1E)⊗n.
The left adjoint of the above composite coincides with the composite,
s−1C⊗A ♯(n)→ s−1C⊗A ♯(m)⊗A ♯[m,n]→ (s−1D)⊗m⊗A ♯[m,n]→ (s−1E)⊗n.
Suspending, we obtain the component in arity n of ϕ◦ θ. It follows that Ind(ϕ◦
θ) = Ind(ϕ) ◦ Ind(θ).
Next, we show that Ind has an inverse functor
Lin : DCSH→ FA -Coalg
that coincides with T on objects.
Since A andA ♯ are projective, the natural morphism π : (A ♯(n)⊗V ⊗n)Σn →
(A ♯(n)⊗ V ⊗n)Σn is invertible for all n.
Let F : Ω(A)→ Ω(C) be a morphism in DCSH. We take the adjoint of the
composite
s−1A
F
−→ A (n)⊗Σn (s
−1C)⊗n
ν
−→ Hom(A ♯(n), (s−1C)⊗n)Σn
π−1
−−→ Hom(A ♯(n), C⊗n)Σn
to obtain a Σn-equivariant morphism
s−1A⊗A ♯(n)→ C⊗n.
Suspending n times, we obtain a Σn-equivariant morphism
ϕn : A⊗A
⊥(n)→ C⊗n.
The sequence (ϕn) defines a morphism of symmetric sequences,
T (A) ◦A ⊥ → T (C)
that extends to define a morphism of right A -modules,
Lin(F ) : T (A) ◦A F → T (C).
The morphism Lin(F ) commutes with differentials and respects composition by
symmetric arguments to those for Ind.
Clearly IndLin and Lin Ind are the identity on objects. Furthermore, the
algorithm that yields Lin(F ) is the reverse of the algorithm for Ind(θ). Therefore
IndLin = 1 and Lin Ind = 1.
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Specializing Theorems 5.19 and 5.20 to the case P = J = Q, we obtain
the following existence results, which have already been applied to great effect
in [14], [12], [15], and [17].
Theorem Appendix A.3. Let X,Y : D → A -Alg be functors, where D is
a category admitting a set of models M with respect to which X is free and such
that Y (m) is acyclic for all objects m that are coproducts of objects in M. Let
U : A -Alg→ dgM be the forgetful functor.
If τ : UX ⇒ UY is a natural transformation, then there is a natural trans-
formation τˆ : ΩB ◦ X ⇒ Y of functors from D into A -Alg extending τ , i.e.,
for all D ∈ ObD, the following composite is equal to τD.
X(D) →֒ ΩBX(D)
τˆD−−→ Y (D)
In other words, for each D ∈ ObD, the natural chain map τD : X(D)→ Y (D)
admits a natural DASH-structure.
Theorem Appendix A.4. Let X,Y : D→ A ♯-Coalg be functors, where D
is a category admitting a set of models M with respect to which X is free and
Y is acyclic. Let U : A ♯-Coalg→ dgM be the forgetful functor.
If τ : UX ⇒ UY is a natural transformation, then there is a natural trans-
formation τˆ : X ⇒ BΩ ◦ Y of functors from D into P-Alg lifting τ , i.e., for
all D ∈ ObD, the following composite is equal to τD.
X(D)
τˆD−−→ BΩY (D)
proj.
−−−→ Y (D)
In other words, for each D ∈ ObD, the natural chain map τD : X(D)→ Y (D)
admits a natural DCSH-structure.
Remark Appendix A.5. Since the bimodule F is a free A -bimodule reso-
lution of A , we may use it to do homological algebra. If M and N are right
and left A -modules, respectively, then
TorA (M ,N ) := H(M ◦
A
F ◦
A
N ).
In particular, we may read off the isomorphisms
TorA (J ,J ) ∼= A ⊥ and TorA (J ,A ) ∼= J .
Example Appendix A.6. We are now in a position to construct overR = F2
an example of a chain coalgebra M such that
• its cohomology algebra is realizable, i.e., there is a topological space X
such that H∗(X ;F2) ∼= H
∗M as graded algebras, but
• M is not quasi-isomorphic to the chains on any space.
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This example, along with [26, Example 3.8], show that the concepts of “shc
algebras” and “algebras with cup-i products” are independent of one another.
Let M = F2{10, u2, x3, y3, z3, v4, w6}, where subscript indicates degree. The
only non-zero differential in M is ∂(v) = x+ y. All elements other than v and
w are primitive, while Bψ(v) = u⊗ u and Bψ(w) = x⊗ z + z ⊗ y. It is readily
verified that (M,∂, ψ) is a coassociative chain coalgebra.
LetW be the usual F2[Σ2]-free resolution of F2. Specifically,Wi is generated
by an element ei with ∂ei = (1 + τ)ei−1, where τ ∈ Σ2 is the transposition.
Proposition Appendix A.7. There exists an equivariant morphism
g :W ⊗M →M ⊗M
such that g(e0 ⊗−) = ψ.
Proof. We construct the morphism g; verification that it is a chain map is
routine and left to the reader.
It suffices to define g on generators. The only non-zero values that g takes
on generators are g(e1 ⊗ w) = v ⊗ z + z ⊗ v, g(e3 ⊗ v) = v ⊗ x + y ⊗ v, and
g(e|a| ⊗ a) = a⊗ a for a ∈ {u, v, w, x, y, z}.
By [24], g defines cup-i products in the F2-dualM
♯, and soH∗(M,F2) comes
equipped with an action of the mod 2 Steenrod algebra. In fact, we have the
following proposition.
Proposition Appendix A.8. The algebra H∗(M ;F2) admits the structure of
an unstable algebra over the mod 2 Steenrod algebra, where the only non-trivial
operation is the Sq0. Moreover, this algebra is isomorphic to
H∗(S2 ∨ (S3 × S3);F2)
as unstable algebras over the mod 2 Steenrod algebra.
Proof. An easy exercise in F2-linear algebra.
Proposition Appendix A.9. The chain coalgebra M is not realizable, i.e.,
M is not of the same homotopy type as C∗(X ;F2) for any space X.
Proof. For the duration of the proof, we suppress the coefficients from the
notation. By [10], if X is a space, then the diagonal on C∗(X) is strongly
homotopy-comultiplicative, that is, there is a morphism of symmetric sequences,
∆ : T (C∗(X)) ◦ F → T (C∗(X) ⊗ C∗(X)), such that ∆1 is the diagonal. If
C∗(X) andM are connected by a sequence of chain coalgebra quasi-isomorphisms,
then we may construct a morphism Ψ : T (M) ◦ F → T (M ⊗M) such that
Ψ1 = ψ. The homotopy class of such a Ψ, compatible with ∆, is unique. We
show that no such Ψ exists.
We attempt to define Ψ on generators a⊗ fk, for a ∈M and k ≥ 1. Neces-
sarily, Ψ(a⊗ f1) = ψ(a). We may define
Ψ(w ⊗ f2) = (1⊗ v)⊗ (z ⊗ 1) + (1⊗ z)⊗ (v ⊗ 1)
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and Ψ(a⊗ f2) = 0 for a 6= w. Any other choice of morphism Ψ
′ :M ⊗F (2)→
(M ⊗M)⊗2 is necessarily homotopic to Ψ.
Now we try to define Ψ onM ⊗F (3). In order to find a value for Ψ(w⊗f3),
we must find an element that bounds
(1⊗ z)⊗ (u⊗ 1)⊗ (u⊗ 1) + (1⊗ u)⊗ (1⊗ u)⊗ (z ⊗ 1),
but no such element exists. Therefore the diagonal on M does not extend to an
F -parametrized morphism.
Appendix B. Proof of Theorems 5.19 and 5.20
We prove here Theorem 5.19. The proof of Theorem 5.20 is essentially dual
and therefore left to the reader. The one, slightly subtle difference in the dual
case is that we no longer need the functor Y to be acyclic on coproducts of
models.
According to Theorem 5.18, we need to prove the existence of a natural
transformation
τˆ : Φ(Q) ◦
A
z(X)⇒ z(Y )
of functors into the category of left A -modules that extends τ . Since the sym-
metric sequence of graded modules underlying Φ(Q) ◦
A
z(X) is a free A -module
on SQ◦A ⊥ ◦z(X), it is sufficient to define a morphism of symmetric sequences
τˆ : SQ ◦A ⊥ ◦ z(X)→ z(Y )
that we then extend to a morphism of A -modules
τˆ : A ◦SQ ◦A ⊥ ◦ z(X)→ z(Y ).
If τˆ commutes with the differentials, then we can conclude.
Let ∆ denote the reduced, levelwise comultiplication on Q. It follows from
the formula in Remark 5.10 for dΦ that the differential d˜Φ in Φ(Q) ◦
A
z(X) is
specified as follows. For all D ∈ ObD, 1 ≤ m ≤ n, q ∈ Q(m), ~n ∈ In,m, and
xi ∈ X(D) for 1 ≤ i ≤ n,
d˜Φ
(
s
m−1
q ⊗ α
♯
~n ⊗ (x1 ⊗ · · · ⊗ xn)
)
= ±sm−1dq ⊗ α♯~n ⊗ (x1 ⊗ · · · ⊗ xn)
+ sm−1q ⊗ α♯~n ⊗
∑
1≤k≤n
±(x1 ⊗ · · · ⊗ dxk ⊗ · · · ⊗ xn)
+ δ2 ⊗
∑
~n′+~n′′=~n
±
(
s
m−1
qi ⊗ α
♯
~n′
⊗ (x1 ⊗ · · · ⊗ xn′)
)
⊗
(
s
m−1
q
i
⊗ α
♯
~n′′
⊗ (xn′+1 ⊗ · · · ⊗ xn)
)
+ sm−1q ⊗
∑
0<k<n
±α
♯
~nk
⊗ (x1 ⊗ · · · ⊗ xkxk+1 ⊗ · · · ⊗ xn),
where the signs are determined by the Koszul rule, d denotes the internal
differential in Q and in X(D), and ∆(q) = qi ⊗ q
i (using Einstein summation
notation).
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To prepare the proof of the existence of τˆ , we define a natural, increasing
bilfiltration of the symmetric sequence SQ ◦ A ⊥ ◦ z
(
X(D)
)
, for every object
D of D. Let
F s,t(D) =
⊕
k<s
(SQ ◦A ⊥)(k)⊗X(D)⊗k ⊕
(
(SQ ◦A ⊥)(s)⊗X(D)⊗s
)
≤s+t
and
F s(D) =
⊕
k≤s
(SQ ◦A ⊥)(k)⊗X(D)⊗k.
Observe that
d˜ΦF
s,t(D) ⊂ A ◦ F s,t−1(D) ∀s, t,
F s(D) =
⋃
t≥0
F s,t(D) = F s+1,t
′
(D) ∀t′ < s,
and
SQ ◦A ⊥ ◦ z
(
X(D)
)
=
⋃
s≥0
F s(D).
Moreover, since Q(1) = R,
F 1(D) = X(D)
for all D ∈ ObD.
We now prove the existence of τˆ by induction on s and t. We start by setting
τˆD equal to τD on F
1(D), for all D ∈ ObD.
Suppose now that for some s, t, a morphism of symmetric sequences of graded
modules τˆD : F
s,t(D)→ Y (D) has been defined naturally for all D ∈ ObD, so
that its extension to a morphism of left A -modules is a differential map and
so that its restriction to X(D) is exactly τD. We now show that τˆD can be
naturally extended to F s,t+1(D) for all D ∈ ObD.
Note that for all q ∈ Q(k) and all ~s ∈ Is,k,
|sk−1q ⊗ α♯~s| = |q|+ s− 1,
since S(Q ◦A ♯) ∼= SQ ◦A ⊥, and A ♯ is concentrated in degree 0 in every arity.
For all k ≥ 1, r ≥ 0 and D ∈ ObD, let
Gk,r(D) = {s
k−1q ⊗ α♯~s ⊗ (z1 ⊗ · · · ⊗ zs) ∈ F
s,t+1(D) | q ∈ Q(k)<r}.
Note that Gk,0(D) = {0}, and a natural extension of τˆD over Gk,0(D) therefore
exists trivially.
For each k, suppose that there is some rk ≥ 0 such that τˆD has been extended
from F s,t(D) naturally over Gk,rk(D). We now prove that τˆD can then be
extended over Gk,rk+1(D), for all k.
Let m1, ...,ms ∈M be models with corresponding generators xi ∈ X(mi) for
1 ≤ i ≤ s such that
s∑
i=1
|xi| = t− rk − s+ 2.
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Let m = m1
∐
· · ·
∐
ms, and let Bxi denote the image of xi under the morphism
X(mi)→ X(m) induced by the natural map mi → m.
Let q ∈ Q(k)rk , and ~s ∈ Is,k. Since
|sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs)| = t+ 1,
it follows that
sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs) ∈ F
s,t+1(m).
The formula for d˜Φ and the minimality of rk together imply then that
d˜Φ
(
sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs)
)
∈ F s,t(m) +Gk,rk ,
and therefore, by the induction hypothesis,
τˆm
(
d˜Φ
(
sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bys)
))
is a well defined element of Y (m), which, moreover, must be a cycle. Since Y (m)
is acyclic, there exists y ∈ Y (m) such that
dy = τˆm
(
d˜Φ
(
sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs)
))
.
We set
τˆm
(
sk−1q ⊗ α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs)
)
= y.
Let D ∈ ObD. We can now extend τˆD naturally over Gk,rk(D) as follows.
Let q ∈ Q(k)rk . For any D ∈ ObD and any z1, ..., zs ∈ X(D) such that
|sk−1q ⊗ α♯~s ⊗ (z1 ⊗ · · · ⊗ zs)| = t+ 1,
let ξi : mi → D denote the representing morphism for zi, for 1 ≤ i ≤ s, i.e.,
X(ξi)(xi) = zi ∀1 ≤ i ≤ s.
Let m = m1
∐
· · ·
∐
ms, and ξ = ξ1 + · · ·+ ξs : m→ D. Set
τˆD
(
sk−1q⊗α♯~s⊗ (z1⊗ · · · ⊗ zs)
)
= Y (ξ)
(
τˆm
(
sk−1q⊗α♯~s ⊗ (Bx1 ⊗ · · · ⊗Bxs)
))
.
It is clear that, thus defined, τˆD is natural and commutes with the differential.
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