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Povzetek
Problem manjkajo£ih podatkov je v statisti£nih raziskavah zelo pogost. Obrav-
nave manjkajo£ih vrednosti se moramo lotiti celostno  po korakih, v nikakr²nem
primeru pa manjkajo£ih vrednosti ne smemo ignorirati. Na primeru anketne raz-
iskave EHIS iz leta 2014, ki jo izvaja NIJZ, smo s pomo£jo simulacije (izvedene
na 1000 ponovitvah) ºeleli primerjati ve£ razli£nih metod obravnav manjkajo£ih
vrednosti v okviru razli£nih mehanizmov ter podati priporo£ila za njihovo ustre-
zno obravnavo. Najbolj problemati£ni spremenljivki z vidika obsega manjkajo£ih
vrednosti v raziskavi EHIS (2014) sta numeri£na in ordinalna spremenljivka do-
hodek (DOH in DohRaz). Diagnoza manjkajo£ih vrednosti, ki je bila opravljena
s pomo£jo logisti£ne regresije, je nakazala na prisotnost vsaj mehanizma MAR.
Rezultati simulacij so pokazali, da odstotek manjkajo£ih vrednosti in mehanizem
pomembno vplivata na pristranskost ocen. Izkazalo se je, da sta metodi, ki iz-
lo£ata enote, nepristranski, £e vrednosti manjkajo v okviru mehanizma MCAR,
vendar neu£inkoviti, £e je odstotek manjkajo£ih vrednosti velik. e mehanizem
MCAR ne velja, so se kot najbolj priporo£ljive metode izkazale multiple imputa-
cije. Za analizo na dejanskih podatkih je bila (na podlagi diagnoze manjkajo£ih
vrednosti in ciljev analize) izbrana metoda multiplih imputacij (MI), ki temelji
na pristopu MVNI. Zanimivo pa primerjava rezultatov izbrane metode multiplih
imputacij z rezultati analize na razpoloºljivih podatkih ni pokazala drasti£nih
razlik med metodama. Ti rezultati in rezultati analize ob£utljivosti nakazujejo
na moºen razlog, ki bi bil lahko v ²ibkosti mehanizma MAR na spremenljivki
dohodek (DOH in DohRaz).
Klju£ne besede: diagnoza manjkajo£ih vrednosti, metode imputacij, analiza
ob£utljivosti, analiza pristranskosti, validacija
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2 Povzetek
Abstract
The problem of missing data is relatively common in almost all research. It is
important that we treat missing data problem comprehensively, following the
steps of guidelines. The purpose of the thesis was to compare different methods
for addressing missing data, within the framework of various mechanisms, in
order to make recommendations for their proper treatment. Simulations (with
1000 repetitions) were performed on a case of EHIS research (2014), conducted by
NIPH, where the most problematic variables are income-related. The diagnosis
of missing data, which was carried out through logistic regression, indicated the
presence of at least MAR mechanism. The results of the simulations showed that
the percentage of missing values and the mechanism significantly influences the
bias of the estimates. According to the simulations' results we can conclude that
the CCA and PD methods are impartial, insofar as values are missing within the
MCAR mechanism, but ineffective if the percentage of missing values is high. If
the MCAR mechanism does not apply, multiple imputation have been proven as
the most recommended methods. We used joint modelling multiple imputation
for the analysis of initial data. Interestingly, the comparison of the results of
the selected multiple imputation method with the results of the analysis on the
available data did not show drastic differences between these two methods. A
possible cause could be the weakness of MARmechanism on the observed variable.
Key words: missing values diagnosis, imputation methods, sensitivity analysis,
bias analysis, validation
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4 Abstract
1 Uvod
Problem manjkajo£ih podatkov je v statisti£nih raziskavah zelo pogost. Naj-
pogosteje se z manjkajo£imi podatki sre£ujejo v druºboslovnih raziskavah, kjer
se od anketirancev ºeli pridobiti informacijo o ob£utljivih temah, med katere
sodijo npr. zdravstveno stanje posameznika, podatki o ekonomskem statusu ipd.
tudije kaºejo, da ºe relativno majhen deleº manjkajo£ih vrednosti lahko vodi do
pristranskosti ocen, izgube informacij, £e pa je deleº manjkajo£ih vrednosti velik,
pa to vodi tudi k zmanj²anju statisti£ne mo£i [1; 2], zato se vse bolj priporo£a,
da manjkajo£e vrednosti primerno obravnavamo. Za pravilno obravnavo manjka-
jo£ih vrednosti je potrebno najprej razumeti mehanizem manjkajo£ih vrednosti.
Tipe oziroma mehanizme manjkajo£ih podatkov je leta 1976 definiral Rubin [3]
in ostajajo v uporabi vse do danes. Definicije so predstavljene v teoreti£nem
poglavju 2.2.
S problemom manjkajo£ih vrednosti v raziskavah se sre£uje tudi Nacionalni
in²titut za javno zdravje (v nadaljevanju NIJZ). V okviru mednarodne raziskave
EHIS (angl. European Health Interview Survey oz. Anketa o zdravju in
zdravem ºivljenjskem slogu [4; 5], kot se v Sloveniji imenuje) se in²titut soo£a
s prisotnostjo precej²njega deleºa manjkajo£ih vrednosti na spremenljivki, ki se
nana²a na dohodek gospodinjstva. Omenjena spremenljivka vsebuje cca. 50 %
manjkajo£ih vrednosti, kar lahko pomeni mo£no pristranskost kon£nih rezultatov
analize [6, stran 4950]. Ker pa je z vidika opazovanja neenakosti v zdravju
spremenljivka izredno pomembna, izlo£itev le-te iz analize ne bi bila najbolj
primerna re²itev, zato je priporo£ljivo spremenljivko ustrezno obravnavati.
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6 Uvod
Namen magistrske naloge je izbrati alternativno re²itev in problemati£no
spremenljivko ustrezno modelirati/obravnavati, obenem pa pripraviti priporo£ila,
ki bodo veljala tudi ²ir²e - na drugih podobnih scenarijih oz. raziskavah.
Obstaja ve£ vrst metod obravnav manjkajo£ih vrednosti, ki se ve£inoma uvr-
²£ajo med: a) metode, ki izlo£ajo enote, b) metode, ki vstavljajo eno vrednost,
c) metode multiplih imputacij in d) metode, ki temeljijo na funkciji najve£jega
verjetja [7, stran 7289; 8, stran 4769]. Cilj magistrske naloge je bil na primeru
raziskave EHIS ugotoviti:
1) kako se razli£ne metode obravnave manjkajo£ih vrednosti vedejo v okviru raz-
li£nih mehanizmov. Pri tem smo v okviru osnovne statisti£ne analize opazo-
vali osnovne statistike (tj. velikost vzorca, aritmeti£no sredino in standardni
odklon) in pristranskost v okviru tega, opazovali smo tudi povezanost med
spremenljivkami (korelacijo);
2) kako se razli£ne metode obravnave manjkajo£ih vrednosti vedejo v okviru raz-
li£nih mehanizmov, £e obravnavano in modelirano spremenljivko vklju£imo
v nek regresijski model kot pojasnjevalno spremenljivko. Definirana sta
bila dva modela logisti£ne regresije, s katerima ocenjujemo povezanost med
uporabo zdravstvene oskrbe anketiranca in demografskimi zna£ilnostmi an-
ketiranca oz. zna£ilnostmi njegovega gospodinjstva, in sicer: a) model, ki
vsebuje le numeri£ne neodvisne spremenljivke in b) model, ki vsebuje nume-
ri£ne, ordinalne in nominalne neodvisne spremenljivke. Razlog za vklju£itev
dveh modelov v analizo je, da so nekatere metode primerne le za numeri£ne
spremenljivke (npr. ocena standardne napake regresijskih koeficientov s po-
mo£jo metode najve£jega verjetja), nekatere druge metode pa le za nomi-
nalne ali ordinalne spremenljivke (npr. obravnavanje manjkajo£ih vrednosti
kot posebne kategorije). V okviru te to£ke smo na podlagi modela logisti£ne
regresije opazovali ocene regresijskih parametrov (regresijske koeficiente in
pristranskost v okviru tega).
Magistrska naloga je strukturirana v naslednjih korakih:
1. opredelitev osnovnih teoreti£nih pojmov - skladno s koraki postopka obrav-
7nave manjkajo£ih vrednosti,
2. analiza dejanskih podatkov (predstavitev raziskave EHIS in predstavitev
klju£nih spremenljivk, opredelitev diagnoze manjkajo£ih vrednosti na de-
janskih podatkih),
3. izvedba simulacije na popolnih originalnih podatkih, v okviru katerih je bil
simuliran deleº manjkajo£ih vrednosti v obsegu, ki je prisoten na originalnih
podatkih; znotraj tega smo primerjali izbrane metode obravnave manjka-
jo£ih podatkov v okviru razli£nih mehanizmov manjkajo£ih vrednosti;
4. izvedba simulacije, ki prikazuje vpliv velikosti deleºa manjkajo£ih vrednosti
na pristranskost rezultatov;
5. v zaklju£nem delu sledi navedba klju£nih ugotovitev iz primera uporabljene
raziskave, uporaba najustreznej²e metode obravnave manjkajo£ih vrednosti
na dejanskih podatkih in povzetek priporo£il glede obravnave manjkajo£ih
vrednosti.
8 Uvod
2 Teoreti£no ozadje
Cilj statisti£ne analize, kjer so prisotne manjkajo£e vrednosti, ni oceniti vredno-
sti/podatke, ki manjkajo, ampak: pridobiti £im bolj nepristranske ocene parame-
trov; maksimizirati uporabo informacij, ki so na voljo za pridobitev nepristranske
ocene parametrov; ter pridobiti ustrezno oceno negotovosti [1; 9].
Obstajajo smernice obravnave manjkajo£ih vrednosti. Prvo pravilo je - manj-
kajo£ih vrednosti nikakor ne smemo ignorirati [10]. Koraki obravnave so na kratko
predstavljeni v nadaljevanju, podrobneje pa bodo opredeljeni skozi naslednja po-
glavja.
Deleº manjkajo£ih vrednosti: prvi korak zahteva splo²ni vpogled v podatke
in opredelitev ²tevila manjkajo£ih vrednosti na posamezni spremenljivki v
podatkovju. V tem koraku se moramo prav tako vpra²ati, koliko imamo
enot, £e vzamemo vzorec popolnih podatkov [6, stran 252253].
Diagnoza: v naslednjem koraku postavimo diagnozo manjkajo£ih vrednosti -
tj. definiramo mehanizem, saj je to (poleg deleºa manjkajo£ih vrednosti)
klju£na informacija, na podlagi katere se nato odlo£imo za izbiro primerne
metode. Vpra²ati se moramo torej, kak²en bi lahko bil razlog za manjka-
jo£e vrednosti. Ali podatki manjkajo namerno (tj. po na£rtu oz. glede
na na£in izvajanja ankete)? Ali so manjkajo£e vrednosti povezane z opa-
zovano spremenljivko oz. s katerimi drugimi spremenljivkami v ²tudiji?
Ali torej obstajajo pomembne razlike med skupino posameznikov, za ka-
tere imamo podatke, in skupino posameznikov, pri katerih nam podatki
manjkajo. Kak²ne bodo posledice, £e bomo uporabili metodo analize na
popolnih podatkih [6, stran 252253]?
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Izbira metode: je odvisna od diagnoze manjkajo£ih vrednosti, od vrste spre-
menljivk (npr. nekatere metode niso primerne za ²tevilske spremenljivke,
ki niso normalno porazdeljene, druge metode niso primerne za nominalne
spremenljivke ipd.) in nenazadnje tudi od cilja na²e raziskave [6, stran 252
253; 1].
Validacija: je pomemben korak, ki ga izvedemo v zadnjem delu obravnave manj-
kajo£ih vrednosti oz. na²e analize; v okviru tega lahko napravimo analizo
ob£utljivosti, s pomo£jo simulacije pa lahko preverimo tudi robustnost na
kr²itev na²ih strukturnih predpostavk  tj. £e ºelimo npr. po opravljeni
imputaciji testirati predpostavko MAR [6, stran 252253; 11, stran 25].
2.1 Deleº manjkajo£ih podatkov
Ko se ukvarjamo z analizo, se pogosto vpra²amo, kak²en je najve£ji ²e dovoljen
deleº manjkajo£ih vrednosti, ko lahko spremenljivko v analizi obdrºimo, ne da
bi tvegali previsoko pristranskost na²ih ocen. tudije kaºejo, £e je manjkajo£ih
vrednosti manj kot 5 % in £e le-te manjkajo povsem naklju£no, lahko manjkajo£e
vrednosti zanemarimo in analizo izvedemo na popolnih podatkih [2]. V praksi
pa je ta pojav izjemno redek. Oceno £ez palec, ki bi dolo£ala, kdaj je deleº
manjkajo£ih podatkov prevelik, je teºko podati. Namre£ ocena sprejemljivega
deleºa je v veliki meri odvisna od mehanizma manjkajo£ih podatkov [6, stran 252
253; 12, stran 260], zato je v za£etku obravnave manjkajo£ih vrednosti in pred
analizo podatkov potrebno postaviti diagnozo manjkajo£ih vrednosti.
2.2 Diagnoza manjkajo£ih vrednosti
Znotraj te to£ke se je treba vpra²ati o razlogih, zakaj so manjkajo£e vrednosti
prisotne, in o njihovih posledicah. Poiskati moramo odgovore na naslednja
vpra²anja: Kaj vemo o razlogu za pojav manjkajo£ih vrednosti? Ali manjkajo£e
vrednosti manjkajo namerno? Ali so razlogi za manjkajo£e vrednosti mogo£e
povezani z vrednostmi te spremenljivke? Ali so razlogi morda povezani z drugimi
spremenljivkami v raziskavi? Kak²ne bi bile posledice, £e bi uporabili analizo
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na popolnih podatkih? Ali morda obstajajo pomembne razlike med enotami,
kjer so prisotne opazovane vrednosti, in enotami, kjer so prisotne manjkajo£e
vrednosti [6, stran 252253]?
Grafi£na predstavitev v tem koraku je lahko dober pripomo£ek, ki pokaºe,
kak²en je vzorec manjkajo£ih podatkov. S tem dobimo vpogled v konfigura-
cijo opazovanih in manjkajo£ih vrednosti v podatkovju (tj. lokacijo manjkajo£e
vrednosti v podatkovju). Avtorji navajajo 6 vrst vzorcev manjkajo£ih podatkov:
univariatni vzorec (kjer manjkajo£e vrednosti manjkajo samo pri eni spremen-
ljivki), neodgovor enote (kjer so manjkajo£e vrednosti v okviru opazovanih enot
prisotne pri vseh spremenljivkah), monotoni vzorec (kjer manjkajo£e vrednosti
pri spremenljivkah nara²£ajo), splo²ni vzorec/arbitrarni vzorec (kjer manjkajo£e
vrednosti manjkajo razpr²eno preko matrike podatkov  tovrstni vzorec je tudi
najpogostej²i), na£rtovani vzrec (kjer raziskovalci na£rtno razvijejo ve£ razli£nih
vpra²alnikov in v okviru posameznega vpra²alnika izpustijo izbrana vpra²anja
- zna£ilno za raziskave z veliko vpra²anji) in latentni vzorec (zna£ilno npr. za
strukturne modele, kjer vrednosti pri latentni spremenljivki manjkajo za celotni
vzorec) [12, stran 25].
Vzorec manjkajo£ih vrednosti pa ²e ne pojasnjuje zakaj vrednosti manjkajo.
Moºni odnos med posamezno spremenljivko in verjetnostjo manjkajo£ih podatkov
opisujejo t. i. mehanizmi manjkajo£ih podatkov. Slednje je leta 1976 klasi-
ficiral Donald Rubin [3]. Razvrstil jih je v tri kategorije: popolnoma naklju£no
manjkajo£i podatki (angl. Missing completely at random  MCAR), naklju£no
manjkajo£i podatki (angl. Missing at random  MAR) in nenaklju£no manjkajo£i
podatki (angl. Not missing at random  NMAR). Grafi£ni prikaz razumevanja
vzro£nosti v okviru razli£nih mehanizmov manjkajo£ih vrednosti je prikazan v
nadaljevanju (slika 2.1), kjer Y pomeni spremenljivko, ki jo opazujemo, X1 in X2
sta dve kovariati, ki vplivata na spremenljivko Y , Y ∗ pomeni proxy (pomoºno)
spremenljivko, katere vrednosti so dolo£ene s pomo£jo spremenljivke Y in meha-
nizmom R0. Oranºna pu²£ica predstavlja razlog za pojav manjkajo£ih vrednosti
in nakazuje na vrsto mehanizma. Velja:
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O∗ = f(R0, O) =
{︄
O £e je R0 = 0,
m £e je R0 = 1,
(2.1)
kjer m pomeni oznako, da vrednost manjka [13].
(a) Brez manjkajo£ih vrednosti (b) MCAR
(c) MAR (d) NMAR
Slika 2.1: Grafi£ni prikaz razumevanja vzro£nosti v okviru razli£nih mehanizmov
manjkajo£ih vrednosti, kjer oranºna pu²£ica predstavlja razlog za pojav manjka-
jo£ih vrednosti in nakazuje na vrsto mehanizma
Tako za mehanizem MAR kot za mehanizem MCAR velja, da se manjkajo£i
podatki na neki spremenljivki pojavijo neodvisno od (vrednosti) spremenljivke
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same, pri £emer v okviru mehanizma MAR lahko govorimo le o pogojni neod-
visnosti. Pri mehanizmu MCAR ni posebnega vzorca za manjkajo£e vrednosti,
saj se te praviloma pojavijo popolnoma naklju£no. Obi£ajno so te manjkajo£e
vrednosti posledica npr. administrativnih napak. V nadaljevanju so mehanizmi
predstavljeni tudi matemati£no, kjer p predstavlja splo²ni simbol za verjetnostno
porazdelitev, R predstavlja indikator  binarno spremenljivko, ki ozna£uje, ali
vrednost na posamezni spremenljivki manjka (Ymis) ali ne (Yobs), θ pa predstavlja
parameter (oz. mnoºico parametrov), ki opisuje odnos med R in podatkovjem
[12, stran 512].
Za mehanizem MCAR velja [12, stran 12]:
p(R|θ). (2.2)
O mehanizmu MAR govorimo, £e so manjkajo£e vrednosti v opazovani spre-
menljivki odvisne od vrednosti druge opazovane spremenljivke (npr. ºenske manj
pogosto odgovarjajo na vpra²anje o telesni masi). Za mehanizem MAR velja [12,
stran 11]:
p(R|Yobs, θ). (2.3)
Ko pa so manjkajo£e vrednosti na opazovani spremenljivki odvisne od opazo-
vane spremenljivke same oz. od vrednosti, ki manjka, pa govorimo o mehanizmu
NMAR. Primer tak²nega mehanizma je, da npr. osebe z visokim/nizkim dohod-
kom ne ºelijo odgovoriti na vpra²anje o vi²ini osebnega dohodka. Za mehanizem
NMAR velja [12, stran 11]:
p(R|Yobs, Ymis, θ). (2.4)
Rubin je pokazal [12, stran 13], da analize, ki temeljijo na metodi najve£jega
verjetja in multiplih imputacijah, ne potrebujejo informacije o θ (tj. parameter,
ki opisuje verjetnost manjkajo£ih podatkov), £e ti manjkajo v skladu z meha-
nizmom MCAR in MAR. Iz tega razloga mnoge literature opisujejo mehanizem
MCAR in MAR kot nekaj, kar lahko pri analizi zanemarimo.
Obi£ajno lahko vsaj deloma ugotovimo, kak²en tip mehanizma manjkajo£ih
vrednosti je v ozadju. Najbolj enostavno je ugotoviti razliko med mehanizmoma
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MCAR in MAR. To lahko preposto preverimo s t-testom ali χ2-testom, kjer
preverimo povezanost med odsotnostjo podatkov na opazovani spremenljivki
z drugo spremenljivko. Lahko uporabimo tudi logisti£no regresijo, kjer je izid
odgovor na vpra²anje, ali vrednost manjka (da  1, ne  0). e prepoznamo
povezavo (tj. kjer je p-vrednost < 0,05), so predpostavke tipa MCAR kr²ene [14].
Teºje je ugotoviti, ali manjkajo£e vrednosti manjkajo po mehanizmu NMAR.
Eden izmed na£inov zaznave tovrstnega mehanizma je, da zelo dobro poznamo
vsebinsko ozadje. Pri spremenljivkah, za katere nismo prepri£ani, kateri meha-
nizem je v ozadju, je ena izmed moºnosti uporaba t. i. follow-up-a oz. tele-
fonskega klica med nerespondenti, katerim postavimo nekaj vpra²anj iz ankete.
e se njihovi odgovori na klju£ne postavke razlikujejo, to nakazuje, da so manj-
kajo£e vrednosti posledica mehanizma NMAR. Ta na£in je zamuden, poleg tega
raziskavo podraºi, zato se tega institucije redko posluºujejo. Naslednji moºni na-
£in za ugotavljanje mehanizma NMAR, £e smo podatke pridobivali na dva moºna
na£ina (npr. terensko in telefonsko), je, da preverimo, ali obstaja razlika v me-
hanizmih manjkajo£ih vrednosti med terenskim in telefonskim anketiranjem (to
moºnost imamo v primeru raziskave EHIS). Eden izmed na£inov za preverjanje
mehanizma NMAR pa je tudi, da neko statistiko oz. porazdelitev spremenljivke
primerjamo s populacijskimi vrednostmi ali z vrednostmi neke druge (preverjeno
zanesljive) raziskave, £e imamo tak²no moºnost na voljo.
2.3 Metode ravnanja z manjkajo£imi podatki
Izbira ustrezne metode ravnanja z manjkajo£imi podatki je odvisna od veliko-
sti deleºa manjkajo£ih vrednosti in rezultatov diagnoze. Obstajajo razli£ne me-
tode obravnave manjkajo£ih vednosti, ki jih lahko delimo na [7, stran 7289; 8,
stran 4769]:
1. metode, ki izlo£ajo enote (analiza na podlagi popolnih enot  angl. Listwise
deletion, analiza na podlagi razpoloºljivih enot  angl. Pairwise deletion
oz. Complete-case analysis); obravnava manjkajo£ih vrednosti kot posebne
kategorije znotraj neodvisne spremenljivke v primeru regresijske analize;
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2. metode, ki vstavljajo eno vrednost (vstavljanje srednje vrednosti  ki sodi
med najslab²o izbiro in se je v nobenem primeru ne priporo£a, vstavljanje
naklju£nih vrednosti, vstavljanje napovedi  regresija, odlo£itvena drevesa,
najbliºji sosedi ipd.);
3. multiple (stohasti£ne) imputacije, npr. metoda multiplih imputacij, ki te-
melji na sistemu veriºnih ena£b (MICE  angl. Multiple Imputation by
Chained Equations), metoda multivariatne normalne imputacije (MVNI 
angl. Multivariate Normal Imputation), multiple imputacije, ki temeljijo
na vstavljanju iz odlo£itvenih dreves ipd.;
4. metode, ki temeljijo na t. i. metodi najve£jega verjetja (priporo£ljive me-
tode): EM algoritem, FIML (angl. Full Information Maximum Likelihood);
Preden se odlo£imo za metodo obravnave manjkajo£ih vrednosti, je potrebno
razumeti prednosti in slabosti izbrane metode, prav tako pa je potrebno
upo²tevati njene predpostavke. Nekatere metode predpostavljajo normalno
porazdelitev obravnavanih spremenljivk, zato je v tak²nih primerih potrebna
ustrezna transformacija. V primeru multiplih imutacij so avtorji (Demitras,
Schafer) [1] sicer pokazali, da multivariatni normalni model zagotavlja nepri-
stranske ocene tudi, ko je ta predpostavka kr²ena. Metoda je namre£ robustna
na predpostavko v primeru, ko je vzorec dovolj velik in ko je deleº manjkajo£ih
vrednosti majhen. Posebnost v primeru imputacij, ki temeljijo na normalni
porazdelitvi, predstavljajo tudi ordinalne in nominalne spremenljivke. Bernaards
in drugi [1] npr. opisujejo pristope za ordinalne spremenljivke, ki temeljijo
na zaokroºevanju (zaokroºevanje na najbliºjo vrednost, naklju£no izbiranje
imputiranih vrednosti iz Bernoullijevega preskusa ipd.), vendar pa tak²ni
pristopi vodijo v pristranskost ocen. Na uspe²nost metode zaokroºevanja namre£
lahko vpliva ve£ dejavnikov, kot so: mehanizem manjkajo£ih vrednosti, velikost
imputacijskega modela, porazdelitev nominalnih spremenljivk ipd. Avtorja Dong
in Peng se strinjata, da so potrebne dodatne raziskave, ki bi pokazale najbolj²o
izbiro v primeru obravnave manjkajo£ih vrednosti v primeru nominalnih in
ordinalnih spremenljivk [1].
V magistrski nalogi so uporabljene naslednje metode:
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1. analiza na podlagi popolnih enot;
2. analize na podlagi razpoloºljivih enot (ki jo trenutno pri svojih analizah
uporablja NIJZ);
3. metoda obravnave manjkajo£ih vrednosti kot posebne kategorije znotraj
neodvisne spremenljivke v primeru regresijske analize;
4. metoda vstavljanja najbliºjega soseda (metoda KNN), ki sodi med enojne
imputacijske metode;
5. EM algoritem, v okviru katerega je bila standardna napaka regresijskih koe-
ficientov ocenjena na dva na£ina, pri £emer prvi na£in (glede na preliminarne
simulacijske podatke, ki so pokazali, da je metoda izredno po£asna, obenem
pa jo tudi druge metode presegajo) ni bil vklju£en v kon£no predstavitev
rezultatov:
(a) s pomo£jo metode najve£jega verjetja (tj. ocene naravnega logaritma
funkcije verjetja za model logisti£ne regresije)1;
(b) s pomo£jo Bayesovega pristopa pove£anja podatkov (podatkovne au-
gmentacije);
6. metode multiplih imputacij - uporabljenih je ve£ vrst metod multiplih im-
putacij:
(a) metoda multiplih imputacij na podlagi pristopa MVNI;
(b) metoda multiplih imputacij na podlagi pristopa FCS, kjer je predpo-
stavka o multivariatni normalni porazdelitvi izpolnjena in ki manjka-
jo£e vrednosti vstavlja s pomo£jo linearnih regresijskih modelov;
(c) metoda multiplih imputacij na podlagi pristopa FCS, kjer predpo-
stavka o multivariatni normalni porazdelitvi NI izpolnjena in ki manj-
kajo£e vrednosti vstavlja s pomo£jo razli£nih regresijskih modelov (ve£
o tem v nadaljevanju);
1Omenjena metoda je bila v magistrski nalogi uporabljena v osrednjem delu simulacij. Ker
pa so preliminarni simulacijski rezultati pokazali, da metoda ne sodi med najbolj optimalne
metode, poleg tega pa je izredno £asovno zamudna, je bila naknadno umaknjena iz simulacij.
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(d) metoda multiplih imputacij na podlagi pristopa FCS, ki manjkajo£e
vrednosti vstavlja s pomo£jo neparametri£ne metode naklju£nih goz-
dov.
V nadaljevanju sledi natan£nej²i opis izbranih metod ter njihove prednosti in
slabosti.
2.3.1 Analiza na osnovi popolnih enot
Analiza na osnovi popolnih enot (angl. Listwise deletion ali Complete-case ana-
lysis) se kot metoda obravnave manjkajo£ih vrednosti v praksi zelo pogosto upora-
blja. Vklju£uje enote, ki vsebujejo popolne informacije na vseh spremenljivkah,
ki jih obravnavamo. Ta metoda je sicer nepristranska, £e podatki manjkajo v
okviru mehanizma MCAR, a je po drugi strani neu£inkovita, saj se zaradi manj-
²ega vzorca, ki je posledica manjkajo£ih vrednosti, standardne napake pove£ajo.
Ker pa v realnosti podatki redko manjkajo skladno z MCAR, je uporaba te me-
tode tvegana, saj popolni podatki ne zastopajo ve£ celotnega vzorca. To vodi v
pristranskost ocen osnovnih statistik in ocene korelacije [15; 8, stran 4850].
Prednosti metode: a) enostavna za uporabo; b) nepristranska, £e podatki
manjkajo v okviru mehanizma MCAR [15; 8, stran 4850].
Slabosti metode: a) podatki so zaradi manjkajo£ih vrednosti lahko nereprezen-
tativni; b) vpliv na izgubo statisti£ne mo£i; c) pristranskost ocen osnovnih
statistik in ocene korelacije [15; 8, stran 4850].
2.3.2 Analiza na podlagi razpoloºljivih enot
Metoda analize na podlagi razpoloºljivih enot (angl. Pairwise deletion ali
Available-case analysis) posku²a minimizirati izgubo statisti£ne mo£i, s katero
se sre£ujemo pri analizi na osnovi popolnih enot. Prednost te metode je namre£,
da uporabi vse razpoloºljive podatke. Slabost metode je (podobno kot pri ana-
lizi na podlagi popolnih enot), da vpliva na pristranskost na²ih ocen, £e ne velja
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mehanizem MCAR. Poleg tega se pogosto zgodi (ker so razli£ni parametri oce-
njeni na podlagi razli£nih podvzorcev), da ocene parametrov med seboj niso ve£
konsistentne. Npr. kovarian£na matrika ni pozitivno definitna, kar lahko pomeni
potencialno neveljavno korelacijsko matriko [6, stran 910; 8, stran 51].
Prednosti metode: a) enostavna za uporabo; b) uporabi vse razpoloºljive po-
datke; c) nepristranska, £e podatki manjkajo v okviru mehanizma MCAR
[6, stran 910; 8, stran 51].
Slabosti metode: a) razli£no velika podatkovja v okviru posameznih spremen-
ljivk, ki lahko vplivajo na mere povezanosti; b) potencialno neveljavna ko-
relacijska matrika; c) ocene so lahko zelo popa£ene, £e predpostavka MCAR
ne velja [6, stran 910; 8, stran 51].
2.3.3 Metoda obravnave manjkajo£ih vrednosti kot posebne katego-
rije
Metoda se uporablja v primeru regresijske analize. Predpostavljajmo, da obstaja
linearna regresija z odvisno spremenljivko Y in neodvisno spremenljivko X, kjer
neodvisna spremenljivka X vsebuje manjkajo£e vrednosti. Omenjena metoda
zamenja manjkajo£o vrednost z arbitrarno vrednostjo (npr. 0) in ustvari t. i. in-
dikator Z, tj. umetno spremenljivko, ki ima vrednost 1, £e vrednost pri spremen-
ljivki X manjka, in vrednost 0, £e je vrednost prisotna. Gre za trik, ki sicer re²i
problem manjkajo£ih podatkov, vendar v realnosti zgolj redefinira parametre iz
popoulacije. Velja, da v originalnem modelu, ki je definiran kot E(Y ) = β0+β1X,
E predstavlja pri£akovano vrednost, koeficienta β0 in β1 pa predstavljata odsek
in naklon napovedne premice za populacijo. V raz²irjenem modelu, ki je definiran
kot E(Y ) = β0+β1X+β2Z pa koeficienta β0 in β1 predstavljata odsek in naklon
napovedne premice za respondente, medtem ko koeficienta β0 + β2 predstavljata
povpre£je Y med nerespondenti. V drugem primeru (v primeru nominalnih ali
ordinalnih spremenljivk) pa v okviru te metode lahko napravimo novo kategorijo
(k + 1), ki predstavlja kategorijo z manjkajo£imi vrednostmi. Ta re²itev pa zgolj
redefinira kategorije 1, ..., k, ki se nana²ajo le na opazovane vrednosti [9]. Ocene,
pridobljene s tem manevrom, bodo nepristranske le v primeru, £e so manjkajo£e
vrednosti pogojno neodvisne od neodvisne spremenljivke. Metoda je sicer lahko
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dobrodo²la alternativa analizi na osnovi popolnih enot, saj s trikom, na pod-
lagi katerega v analizi obdrºimo vse enote, lahko ohranimo ve£ informacij, ki so
pomembne za na²o analizo [16].
Prednosti metode: a) tehni£no odpravimo problem manjkajo£ih vrednosti [9].
Slabosti metode: a) s to metodo ne re²imo teºave, ki jo imamo zaradi manjka-
jo£ih vrednosti  rezultati so lahko ²e vedno enako pristranski, kot bi bili v
primeru, £e bi manjkajo£e vrednosti izlo£ili iz analize [9].
2.3.4 Metoda vstavljanja najbliºjega soseda
Metoda vstavljanja najbliºjega soseda vstavlja vrednosti na podlagi podobnih
vrednosti v podatkovju. Temelji na meritvi razdalij med t. i. prejemniki in
darovalci. Poznamo ve£ podvrst te metode, in sicer a) metoda 1-NN, ki temelji
na enem darovalcu, b) metoda KNN, ki temelji na k (tj. ve£) darovalcih ter c)
tehtana metoda wKNN. Metoda KNN vstavljanja najbliºjega soseda poi²£e k
najbliºjih opazovanj in na mesto manjkajo£e vrednosti vstavi povpre£je ome-
njenih k opazovanj. V primeru diskretnih spremenljivk pa vstavi najpogostej²o
vrednost med k opazovanji. Prednost te metode je ta, da jo lahko uporabimo tudi
za diskretne oblike spremenljivk [1719]. V magistrski nalogi je bila uporabljena
metoda KNN.
Omenjena metoda temelji na t. i. Gowerjevi razdalji (angl. Gower distance)
[18], ki lahko obravnava razli£ne vrste spremenljivk  tako numeri£ne kot no-
minalne in ordinalne. Razdalja med dvema opazovanjema predstavlja tehtano
povpre£je posamezne spremenljivke, kjer posamezna uteº predstavlja pomemb-
nost spremenljivke. Razdaljo med i-tim in j-tim opazovanjem lahko definiramo
kot [18]:
d(i, j) =
∑︁p
i=1 ωkδi,j,k∑︁p
i=1 ωk
, (2.5)
kjer ωk predstavlja uteº, δi,j,k pa prispevek k-te spremenljivke. Uteºi lahko
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definiramo na podlagi dolo£itve pomembnosti spremenljivk s pomo£jo uporabe
metode naklju£nih gozdov. V magistrski nalogi pa smo predpostavljali enake
vrednosti uteºi med opazovanji.
Pri numeri£nih spremenljivkah se za meritev razdalje uporablja absolutna raz-
lika, ki jo delimo s celotnim razponom opazovanih vrednosti v okviru posamezne
spremenljivke [18]:
δi,j,k = |xi,k − xj,k|/rk, (2.6)
kjer je xi,k vrednost k-te spremenljivke in i-tega opazovanja, rk pa pomeni
razpon k-te spremenljivke. Ordinalne spremenljivke so preoblikovane v nume-
ri£ne spremenljivke. Kategorije so posledi£no obravnavane kot med seboj enako
oddaljene. Za nominalne in ordinalne spremenljivke velja [18]:
δi,j,k =
{︄
0 £e xi,k = xi,k,
1 £e xi,k ̸= xi,k.
(2.7)
Prednosti metode: a) uporabna za diskretne oblike spremenljivk; b) enostavna
za razumevanje in preprosta za uporabo; c) neparametri£na metoda [20; 21].
Slabosti metode: a) izra£un razdalje je potreben za vsako poizvedbo posebej;
b) relativno po£asna za ve£ja podatkovja; c) dvom, katero vrsto razdalje je
najbolje uporabiti, d) vpra²anje, katere enote uporabiti za darovalce  ali
vse ali le izbrane; e) potrebno dolo£iti ²tevilo darovalcev [20; 21].
2.3.5 EM algoritem
EM algoritem (angl. Expectation-Maximisation Algorithm) je metoda, prvi£
sistemati£no predstavljena leta 1977 (Dempster, Laird in Rubin) [22, stran 13],
ki sodi med priporo£ljive metode obravnave manjkajo£ih vrednosti. Gre za
iterativno ra£unsko tehniko, s pomo£jo katere izra£unamo ocene parametrov
(kjer so prisotne manjkajo£e vrednosti)  v na²em primeru varian£no-kovarian£no
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matriko in vektor povpre£ij, po metodi najve£jega verjetja (deluje pod pred-
postavko multivariatne normalne porazdelitve) (angl. Maximum Likelihood
Estimation  MLE). Omenjena metoda se izogne neposrednemu maksimiziranju
verjetnosti dejanskih opazovanih podatkov, postopek za pridobitev ocene se
ponavlja, dokler ne skonvergira, kar pomeni toliko dolgo, dokler se variance,
kovariance in aritmeti£ne sredine med iteracijami ne razlikujejo tako malo,
da lahko re£emo, da se ne spreminjajo ve£. Varian£no-kovarian£na matrika
in vektor aritmeti£nih sredin z zadnje iteracije  so kon£ne ocene za te para-
metre. EM algoritem izdela nepristranske oz. skoraj nepristranske ocene za
aritmeti£no sredino, varianco in kovarianco. Negativna lastnost EM algoritma
je njegova po£asnost, posebej pri visokem deleºu manjkajo£ih podatkov, ter
dejstvo, da standardna napaka ni stranski produkt EM algoritma [8, stran 5456].
Postopek pri EM algoritmu je sestavljen iz dveh korakov: pri£akovanega
(expectation) koraka, tj. E-koraka, in maksimizacijskega (maximization) koraka,
tj. M-koraka. EM algoritem je torej iterativni postopek, kjer se izmenjujeta
E-korak in M-korak, pri £emer E-korak zamenja manjkajo£e statistike z njiho-
vimi pri£akovanimi vrednostmi glede na opazovane podatke  ocenjene vrednosti
uporabi kot parametre, M-korak pa posodobi parametre z njihovimi ML-ocenami
glede na statistike iz E-koraka [8, stran 5456].
EM algoritem, s pomo£jo katerega najdemo oceno za θ̂, je povzet v nadalje-
vanju, pri £emer θ predstavlja vektor neznanih parametrov. Algoritem je slede£
[23, stran 127131]:
Predpostavljajmo, da je θ(t) trenutna ocena parametra θ.
E-korak: izra£una pri£akovano funkcijo verjetja:
Q(θ|θ(t)) =
∫︂
l(θ|Y )f(Ymiss|Yobs, θ = θ(t))dYmiss, (2.8)
kjer l(θ|Y ) predstavlja funkcijo verjetja na popolnih podatkih; Ymiss pred-
stavlja manjkajo£e vrednosti, Yobs predstavlja opazovane vrednosti, tako da
velja: Y = (Yobs, Ymiss).
M-korak: maksimizira Q(θ|θ(t)) z namenom, da dobimo novo oceno θ(t+1):
Q(θ(t+1)|θ(t)) ≥ Q(θ|θ(t)) za vsak θ (2.9)
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Upo²tevati moramo tudi monotonost EM algoritma, pri £emer velja, £e itera-
cija konvergira, potem konvergira k stacionarni to£ki (tj. lokalnem maksimumu).
e obstajajo multiple stacionarne to£ke, EM algoritem morda ne bo konvergiral
h globalnemu maksimumu [23, stran 130; 24].
Pri oceni parametrov regresijske analize standardna napaka ni stranski pro-
dukt EM algoritma, vendar za njen izra£un obstajajo nekateri pristopi. Najbolj
pogost pristop je ocena standardne napake s pomo£jo metode samovzor£enja (bo-
otstrap). Ta pristop je sicer primeren predvsem takrat, ko podatki niso normalno
porazdeljeni, njegova slabost pa je, da je izjemno zamuden [8]. Naslednji pristop,
s pomo£jo katerega je moºno oceniti standardno napako pri EM algoritmu je t. i.
Louisova metoda (angl. Louis` method), katere osnovna ideja je, da uporabi prvi
in drugi odvod funkcije verjetja iz popolnih podatkov, na podlagi katere lahko
pridobimo ocene parametrov za izra£un informacijske matrike [25]. V magistr-
ski nalogi so bile standardne napake regresijskih parametrov pri EM algoritmu
ocenjene na dva na£ina:
1. s pomo£jo metode najve£jega verjetja [26], kjer smo ocenili naravni logari-
tem funkcije verjetja (t. i. log-likelihood  LL) za model logisti£ne regresije;
izhajali smo iz na£ina, ki ga navajajo avtorji Jiang, Josse in Lavielle [26].
Njihov izra£un temelji na podatkih, v katerih so na pojasnjevalnih spre-
menljivkah lahko prisotne manjkajo£e vrednosti, medtem ko na napovedni
spremenljivki manjkajo£ih vrednosti ni. Oceno za θ so pridobili na na£in, v
katerem so zanemarili manjkajo£e vrednosti, prisotne na napovednih spre-
menljivkah in posledi£no maksimizirali LL(θ; y, xobs). Avtorji za manjkajo£e
vrednosti, ki so na pojasnjevalnih spremenljivkah prisotne, predpostavljajo
mehanizem MAR. Njihovo funkcijo smo nekoliko prilagodili in upo²tevali,
da so manjkajo£e vrednosti lahko prisotne tudi na napovedni spremenljvki
 kar pomeni, da smo manjkajo£e vrednosti na napovedni spremenljivki
zanemarili. Ocena za standardno napako je bila pridobljena s pomo£jo
optimizacije LL(θ; yobs, xobs). Ta metoda je primerna samo za numeri£ne
spremenljivke.2
2Ker so preliminarni simulacijski rezultati pokazali, da se ta pristop izkaºe kot izredno £a-
sovno zamuden, poleg tega pa se je, v primerjavi z drugimi metodami, metoda ocene standardne
napake v okviru logisti£ne regresije, ki temelji na oceni naravnega logaritma funkcije verjetja,
izkazala za slab²o metodo, smo se odlo£ili, da jo v osrednji del simulacij ne bomo vklju£ili.
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2. s pomo£jo Bayesovega pristopa pove£anja podatkov oz. podatkovne au-
gmentacije (t. i. angl. data augmentation), kjer s pomo£jo t. i. I-koraka na
mesta, kjer so prisotne manjkajo£e vrednosti, vstavimo oceno in posledi£no
dobimo celotno podatkovje. Oceno za manjkajo£o vrednost izra£unamo na
podlagi trenutne ocene θ(t) in pogojne napovedne porazdelitve za Ymis, in
sicer: Y (t+1)mis P (Ymis|Yobs, θ(t)) [22, stran 98-102]. V magistrski nalogi smo ta
postopek ve£krat ponovili (m-krat), nato pa ocene regresijskih parametrov
in njihovih standardnih napak pridobili s pomo£jo postopka, ki se ga upora-
blja pri multiplih imputacijah: tj. izvedba analize na vsakem m podatkovju
ter zdruºitev analiz s pomo£jo t. i. Rubinovih pravil [6, stran 3638; 27].
Prednosti metode: a) nepristranske oz. skoraj nepristranske ocene za aritme-
ti£no sredino, varianco in kovarianco; b) je enostaven za uporabo in ne
zahteva simulacij [8, stran 55; 1].
Slabosti metode: a) po£asnost, posebej pri visokem deleºu manjkajo£ih podat-
kov; b) ob£utljiv je na nastavitev za£etnih parametrov  algoritem namre£
konvergira k najbliºjemu lokalnemu maksimumu (ne nujno h globalnemu
maksimumu); c) standardna napaka ni stranski produkt EM algoritma; d)
EM algoritem je primeren samo za numeri£ne spremenljivke - v primeru
uporabe na nominalnih ali ordinalnih spremenljivkah lahko pride do pri-
stranskosti ocen; e) kr²itev predpostavke o multivariatni normalni porazde-
litvi lahko povzro£i teºave s konvergenco [8, stran 55; 1; 24; 26].
2.3.6 Metode multiplih imputacij
2.3.6.1 Splo²ni opis
Metode multiplih imputacij sodijo med tiste metode obravnave manjkajo£ih vre-
dnosti, katerih uporaba se najbolj priporo£a [2], saj vklju£ujejo negotovost, ki jo
enojno imputiranje vrednosti zanemari. V metode multiplih imputacij je sicer
nujno vklju£iti stohasti£no komponento, saj bi bile pri uporabi deterministi£nega
modela vse polne podatkovne mnoºice enake. Stohasti£no komponentno vnesemo
preko dveh virov, in sicer: a) pri oceni imputacijskega modela in b) pri generiranju
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imputacij. Z metodami multiplih imputacij tako lahko ustvarimo m polnih po-
datkovnih mnoºic namesto ene same. Manjkajo£e vrednosti nato ocenimo m-krat
z uporabo m neodvisnih ºrebov modela imputiranja vrednosti. Na vsaki polni
mnoºici izvedemo ºeljeno analizo in nato zdruºimo rezultate vseh analiz tako, da
upo²tevamo skupno variabilnost in dobimo to£ne standardne napake, kar storimo
s t. i. Rubinovimi pravili [6, stran 3640; 27; 28]. Rubinova pravila temeljijo
na Bayesovi teoriji, v okviru katere velja, da: zdruºena varian£no-kovarian£na
matrika vklju£uje tako varianco znotraj imputacij (tj. negotovost rezultatov v
okviru ene imputacije) kot tudi varianco med imputacijami (ki odraºa negoto-
vost, ki je odraz manjkajo£ih informacij). e predpostavljamo, da θ̂j predstavlja
oceno statistike, ki nas zanima (npr. regresijskega koeficienta) in ki jo ocenimo
na podlagi j-tega imputiranega podatkovja, pri £emer Wj predstavlja ocenjeno
varianco, potem velja, da je ocena za θ̂ povpre£je posameznih ocen:
θ̂ =
1
m
m∑︂
j=1
θ̂j. (2.10)
Ocena skupne variance za θ̂ temelji na ocenjeni varianci znotraj posamezne im-
putacije:
W =
1
m
m∑︂
j=1
Wj (2.11)
in ocenjeni varianci med imputacijami:
B =
1
m− 1
m∑︂
j=1
(θ̂j − θ̂)2, (2.12)
tako da velja [28]:
var(θ̂) = W + (1 +
1
m
)B. (2.13)
Slika 2.2 prikazuje koncept multiplih imputacij na primeru m = 3 ponovitev.
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Slika 2.2: Koncept multiplih imputacij
Preden se lotimo metod multiplih imputacij, pa je potrebno premi²ljeno
na£rtovati postopek, skozi katerega se moramo med drugim odlo£iti tudi, katero
metodo multiplih imputacij bomo uporabili [29; 30]. Podroben postopek je
opisan v poglavju 2.3.6.5.
Obstajajo razli£ni principi multiplih imputacij, ki so opisani v nadaljevanju.
2.3.6.2 Multiple imputacije na podlagi pristopa MVNI
Multiple imputacije, ki temeljijo na multivariatni normalni porazdelitvi (angl.
Multivariate normal imputation ali tudi Joint modeling, v nadaljevanju  MVNI),
kot ºe samo ime pove, izhajajo iz predpostavke, da podatkovje lahko opi²emo
kot porazdeljeno po multivariatni normalni porazdelitvi. e je predpostavka o
multivariatni normalni porazdelitvi kr²ena, se priporo£a uporaba transformacij.
Nekateri avtorji pa dokazujejo, da so metode, ki temeljijo na pristopu MVNI,
robustne tudi na podatkovje, ki ni normalno porazdeljeno [6, stran 105108; 31].
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Za uporabo metode multiplih imputacij na podlagi pristopa MVNI smo upo-
rabili R paket Amelia (funkcija amelia). Metoda multiplih imputacij na podlagi
pristopa MVNI deluje po korakih algoritma, kjer so parametri v prvem koraku
ocenjeni na podlagi popolnih podatkov: θ = (µ,
∑︁
) [32]. Verjetnost na²ih opa-
zovanih vrednosti je p(Dobs,M |θ), kjer Dobs predstavlja opazovane podatke in
M predstavlja matriko manjkajo£ih vrednosti. Za metode multiplih imputacij,
ki temeljijo na pristopu MVNI, velja predpostavka MAR. e uporabimo MAR
predpostavko, velja [32]:
p(Dobs,M |θ) = p(M |Dobs)p(Dobs|θ). (2.14)
Zanimajo nas ocene parametrov, ki jih izra£unamo na podlagi opazovanih
podatkov, kar lahko zapi²emo kot [32]:
L(θ|Dobs) ∝ p(Dobs|θ), (2.15)
kar lahko zapi²emo tudi kot:
p(Dobs|θ) =
∫︂
p(D|θ)dDmis. (2.16)
Na podlagi tega velja:
p(θ|Dobs) ∝ p(Dobs|θ) =
∫︂
p(D|θ)dDmis. (2.17)
Od tod s pomo£jo EM algoritma lahko izra£unamo modus. V R paketu
Amelia je EM algoritem zdruºen z metodo samovzor£enja  bootstrap (t. i.
EMB algoritem). Z metodo samovzor£enja (bootstrap) napravimo m-razli£nih
podatkovij, nastalih na podlagi samovzor£enja (tj. bootstrap podatkovij), na
katerih s pomo£jo EM algoritma ocenimo modus. Ko imamo ocene za vsak
posamezni parameter iz popolnih podatkov, lahko napravimo imputacije za Dmis
iz njegove pogojne porazdelitve na Dobs in iz za£etnih ocen parametrov θ [32].
Ko imamo imputirana podatkovja na podlagi m-ponovitev imputacij, poteka
postopek analize in zdruºevanja rezultatov na enak na£in, kot je bil opisan in
prikazan na sliki 2.2.
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eprav predpostavka te metode pravi, da je primerna le za numeri£ne spre-
menljivke, ki so porazdeljene po multivariatni normalni porazdelitvi, pa je ºe
dokazano, da dobro deluje tudi v primeru, ko se ukvarjamo z nominalnimi ali
ordinalnimi spremenljivkami [32]. Imputacije ordinalnih spremenljivk v okviru
te metode potekajo tako, da se vrednosti imputirajo v numeri£ni obliki, nato
pa se za posamezno vrednost (na podlagi verjetnosti uspeha iz binomske poraz-
delitve) pridobijo ustrezno skalirane razli£ice imputiranih vrednosti. Nominalne
spremenljivke so obravnavane nekoliko druga£e. Za vsako p-kategorijo nominalne
spremenljivke se ustvari umetno spremenljivko, ki je v imputacijskem algoritmu
obravnavana kot vse ostale spremenljivke in posledi£no prejme numeri£ne impu-
tirane vrednosti. Imputirane numeri£ne vrednosti umetnih spremenljivk so nato
ustrezno skalirane v verjetnosti za vsako od p moºnih kategorij. Na podlagi tega
je ena kategorija izbrana [32].
2.3.6.3 Multiple imputacije na podlagi pristopa FCS
Popolnoma pogojna specifikacija (angl. Fully conditional specification)  FCS
je princip, v okviru katerega imputiramo manjkajo£e vrednosti v podatkih
lo£eno, tj. za vsako spremenljivko posebej. V okviru pristopa FCS so za vsako
spremenljivko z manjkajo£imi vrednostmi specificirani lo£eni, pogojni univari-
atni imputacijski modeli. To pomeni, da za vsako neodvisno spremenljivko z
manjkajo£imi podatki definiramo pogojno porazdelitev manjkajo£ih podatkov
glede na ostale dane podatke. FCS torej definira multivariatno porazdelitev
P (Y,X,R|θ) preko sistema pogojnih porazdelitev P (Yj|X, Y−j, R,θj). Problem
tak²ne imputacije je, da lahko napovedujemo eno neodvisno spremenljivko z
drugo, ki ima lahko prav tako nekaj manjkajo£ih vrednosti, kar pa re²imo
z iterativnim procesom dodajanja manjkajo£ih vrednosti. Ta je sestavljen
iz prvega koraka imputacije, ki imputira vrednosti za manjkajo£e podatke.
Sledi posteriorni korak, ki poda nove ocenjene vrednosti parametrov modela
glede na prej imputirane vrednosti. Proces nadaljujemo do konvergence (oz.
dokler se ocene parametrov, ki jih uporabljamo za vstavljanje, ne ustalijo) [6,
stran 108109; 27].
Obstaja tudi povezava med pristopoma FCS in MVNI. V primeru, ko za
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P (X, Y ) velja multivariatna normalna porazdelitev, vse pogojne porazdelitve
sestojijo iz linearnih regresij s konstantno normalno varianco napak. Torej,
ko je P (X, Y ) multivariano normalna, potem P (Yj|X, Y−j) sledi linearnemu
regresijskemu modelu. Velja tudi obratno: £e so imputirani modeli P (Yj|X, Y−j)
vsi linearni, s konstantno normalno varianco napak, potem je njihova skupna
porazdelitev multivariatno normalna. V tem primeru je torej pristop FCS
identi£en imputaciji v okviru multivariatnega normalnega modela  MVNI [6,
stran 116117].
Metoda multiplih imputacij na podlagi pristopa FCS, ki temelji na
modelu linearne regresije
Metoda multiplih imputacij na podlagi pristopa FCS, temelji na Bayesovem
modelu linearne regresije, kar pomeni, da so za vsako spremenljivko z manjkajo-
£imi vrednostmi specificirani lo£eni, pogojni univariatni imputacijski modeli, ki
temeljijo na Bayesovi linearni regresiji. Za izvedbo multiplih imputacij je bila
uporabljena funkcija mice.norm iz R paketa mice. Velja [6, stran 5758]:
ẏ = β̇0 +Xmisβ̇1 + ϵ̇, (2.18)
kjer je ϵ̇ ∼ N(0, σ̇2) in kjer β̇0, β̇1 in σ̇ predstavljajo naklju£ni izbor iz posteriorne
porazdelitve podatkov. To pomeni, da smo s tem navadni linearni regresiji dodali
parameter negotovosti  kar je pomembno, saj obi£ajno regresijski parametri
v praksi niso poznani. Za vsako spremenljivko v podatkovju torej uporabimo
Bayesovo imputacijsko metodo, ki temelji na normalnem linearnem modelu.
Bayesova imputacijska metoda, ki temelji na normalnem linearnem modelu,
deluje po korakih naslednjega algoritma, ki je natan£neje opisan v prilogi A
(Dodatna teoreti£na pojasnila) [6, stran 5758]. Postopek algoritma v okviru
multiplih imputacij ponovimo m-krat.
Metoda multiplih imputacij na podlagi pristopa FCS, ki temelji
na razli£nih regresijskih modelih, izbranih glede na vrsto obravnavane
spremenljivke
V okviru te metode so za vsako spremenljivko z manjkajo£imi vrednostmi
specificirani lo£eni, pogojni univariatni imputacijski modeli, ki temeljijo na
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razli£nih regresijskih modelih  izbranih glede na vrsto odvisne spremenljivke.
Za izvedbo multiplih imputacij je bila uporabljena funkcija mice s privzetimi
nastavitvami iz R paketa mice, ki za vsako spremenljivko, glede na njeno vrsto
(nominalna spremenljivka z ve£ razredi, dihotomna spremenljivka, ordinalna
spremenljivka, numeri£na spremenljivka), uporabi najprimernej²o metodo.
Metoda pmm, tj. Predictive mean matching, je bila privzeto uporabljena
za vse numeri£ne spremenljivke. Metoda, ki temelji na prejemnikih in darovalcih,
izra£una napovedne vrednosti odvisne spremenljivke glede na izbran imputacijski
model. Za vsako manjkajo£o vrednost oblikuje metoda manj²i nabor kandidatov
za darovalce (obi£ajno med 3 in 10) iz popolnih podatkov, ki imajo napovedne
vrednosti najbliºje tisti vrednosti, ki je bila napovedana za manjkajo£o vrednost.
Eden izmed darovalcev je nato naklju£no izbran iz nabora kandidatov, njegova
vrednost pa se nato imputira na mesto, kjer je manjkajo£a vrednost. Najprimer-
nej²a izbira darovalcev se giblje med 3 in 10, pri £emer je ²tevilo darovalcev v
privzeti metodi, ki je vgrajena v funkcijo mice, 5. Omenjena metoda je manj
ob£utljiva na kr²itev predpostavk o normalni porazdelitvi kot imputacija stan-
dardne linearne regresije. Obstaja ve£ metod, kako dolo£iti darovalca [6, stran
6874]. V nalogi (privzeta metoda) je darovalec izbran na podlagi verjetnosti, ki
je odvisna od |ŷi − ŷj|, pri £emer je ujemanje definirano kot [6, stran 6874]:
ŷ = Xobsβ̂ se ujema z ẏj = Xmisβ̇, (2.19)
kjer β̂ predstavlja oceno β, medtem ko β̇ predstavlja naklju£no izbrano vrednost
iz posteriorne porazdelitve β. Algoritem za pmm, ki temelji na Bayesovi oceni
β in stohasti£ni razdalji ujemanj [6, stran 6874], je natan£neje opisan v prilogi
A (Dodatna teoreti£na pojasnila). Postopek algoritma v okviru multiplih
imputacij ponovimo m-krat.
Za imputacijo ordinalnih spremenljivk je bila uporabljena metoda polr, ki
deluje po modelu ordinalne logisti£ne regresije (angl. ordered logit model) oz.
modelu sorazmernih obetov (angl. proportional odds model). Zanj velja [6, stran
7578]:
Pr(yi ≤ k|Xi, β, τk) = exp(τk −Xiβ)
1 + exp(τk −Xiβ) , (2.20)
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kjer je naklon β enak med kategorijami, prese£i²£e (intercept) τk pa se med kate-
gorijami razlikuje.
Za imputacijo nominalnih spremenljivk z dvema kategorijama je bil upora-
bjena metoda logreg, ki deluje po modelu logisti£ne regresije, za katerega
velja [6, stran 7578]:
Pr(yi = 1|Xi, β) = exp(Xiβ)
1 + exp(Xiβ)
. (2.21)
Algoritem za `logreg, ki imputira manjkajo£e vrednosti s pomo£jo modela
logisti£ne regresije [6, stran 75-78], je natan£neje opisan v prilogi A (Dodatna
teoreti£na pojasnila). Postopek algoritma v okviru multiplih imputacij pono-
vimo m-krat.
Metoda polyreg, tj. multinomskega logisti£nega modela, angl. Multi-
nomial logit model, je bila privzeto uporabljena za vse nominalne spremenljivke,
ki vsebujejo ve£ kot dve kategoriji. Multinomski logisti£ni model se navadno upo-
rablja za imputacijo nominalnih spremenljivk z ve£ razredi. Zanj velja [6, stran
7578]:
Pr(yi = k|Xi, β) = exp(Xiβk)∑︁K
k=1 exp(Xiβk)
, (2.22)
za k=1,...,K, kjer βk variira skozi kategorije in kjer β1 = 0, s £imer identificiramo
model. Algoritem delovanja sledi enakim korakom kot model logisti£ne regresije
za imputacijo dveh kategorij (koraki so opisani v prej²njem odstavku in v prilogi
A (Dodatna teoreti£na pojasnila)). Metoda imputacije polyreg temelji na
naslednjih korakih: a) za kategori£ni odziv uporablja Bayesov multinomski model;
b) izra£una napovedne kategorije; c) postopek se ponovi m-krat [6, stran 7578].
2.3.6.4 Metoda multiplih imputacij na podlagi pristopa FCS, ki za
imputacijo uporablja metodo naklju£nih gozdov
Tretji princip multiplih imputacij je neparametri£ni in temelji na uporabi
metode naklju£nih gozdov (angl. Random forrest - RF) (mice.rf iz R
paketa mice). Omenjena metoda implementira Breimanov algoritem naklju£nih
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gozdov za klasifikacijo in regresijo.
Naklju£ni gozdovi so sestavljeni iz ve£ klasifikacijskih dreves. Vsako izmed
dreves je zgrajeno na razli£nem vzorcu, izbranemu na podlagi samovzor£enja
(tj. bootstrap vzorcu). T. i. razvojni vzorec, na katerem je drevo zgrajeno,
sestoji iz dveh tretjin vzorca, nastalega na podlagi samovzor£enja (bootstrap
vzorca), saj se del izpu²£enega vzorca (t. i. testni vzorec) uporabi pri klasi-
fikaciji. Na ta na£in pridobimo nepristransko oceno klasifikacijske napake, ko
se gradijo drevesa, in lahko dolo£imo pomembnost spremenljivk (prediktorjev).
Imputacijski postopek je slede£: v okviru razvojnega vzorca metoda nadomesti
manjkajo£o vrednost z za£etno vrednostjo (tj. z mediano v primeru numeri£ne
spremenljivke in z modusom v primeru ordinalne/nominalne spremenljivke). Na
imputiranem podatkovju se s pomo£jo metode naklju£nih gozdov izra£una t. i.
matrika bliºine (angl. proximity matrix), ki se jo v nadaljevanju uporabi kot
uteº (matrika bliºine je namre£ normalizirana na na£in, da se matrika bliºine
deli s ²tevilom dreves) [33]. Metoda naklju£nih gozdov i²£e prediktorje in to£ke
preloma v posameznih prediktorjih, s pomo£jo katerih razdeli vzorec. To£ke
preloma razdelijo vzorec na ve£ homogenih podvzorcev. Vsaka veja (podvzorec)
se deli naprej na dva nova podvzorca (dve novi veji). Ciljna spremenljivka je
lahko diskretna (uporaba klasifikacijskih dreves) ali zvezna (uporaba regresijskih
dreves) [6, stran 8284]. Postopek obravnave manjkajo£ih vrednosti se nato
ponavlja na podlagi novih (uteºenih) imputacijskih ocen. Iteracijski postopek
se obi£ajno ponovi od 4- do 6-krat. V okviru testnega vzorca (tj. izpu²£eni del
prvotnega vzorca na podlagi samovzor£enja  bootstrap vzorca) pa obstajata
2 razli£ni metodi obravnave manjkajo£ih vrednosti, ki sta odvisni od tega,
ali oznaka skupine obstaja v testnem vzorcu ali ne. e oznaka obstaja, so
imputacije, ki so bile izpeljane v razvojem vzorcu, uporabljene tudi na testnem
vzorcu. V nasprotnem primeru pa je vsak primer v testnem vzorcu podvojen z
n-²tevilom razredov, pri £emer prvi dvojnik predstavlja razred 1 (ki je uporabljen
v procesu imputacije), drugi dvojnik predstavlja razred 2 itn. V vsakem nizu
ponovitev dolo£a razred tisti, ki dobi najve£ glasov [33].
Osnovna ideja metode naklju£nih gozdov je torej nadomestiti manjkajo£o
vrednost in nato z uporabo matrike bliºine, z iteracijami izbolj²ati za£etne oz.
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predhodne imputacije. Ideja pridobitve ocene za manjkajo£o vrednost je v okviru
omenjene metode podobna kot pri pmm, le da so ocene v primeru metode RF
pridobljene na podlagi modela drevesne strukture, v okviru metode pmm pa so
ocene pridobljene preko regresijskega modela. Dodan je parameter negotovosti s
pomo£jo uporabe metode samovzor£enja (bootstrap) [6, stran 82-84]. Algoritem
za mice.rf, tj. metodo RF [6, stran 8284], je natan£neje opisan v prilogi.
Postopek algoritma v okviru multiplih imputacij ponovimo m-krat.
Metoda je atraktivna za imputacijo, saj je robustna na osamelce, dobro
deluje v primeru multikolinernosti in asimetri£nosti porazdelitve, dovolj je
fleksibilna v primeru interakcij in nelinearnih odnosov. Prav tako sodi med zelo
natan£ne metode, u£inkovito deluje na velikih bazah podatkov, obvladuje na
tiso£e spremenljivk  brez potrebe po njihovem izklju£evanju, daje ocene glede
pomembnosti spremenljivk znotraj klasifikacije, vzdrºuje natan£nost, kadar velik
del podatkov manjka ipd. [6, stran 8284; 33]. Med slabosti metode je bilo v
literaturi (poleg tega, da je metoda kompleksna in lahko £asovno zamudna) mo£
zaslediti, da so ocene na testnem vzorcu za napoved napake lahko pristranske,
posledi£no so pristranske tudi druge mere, ki na tem temeljijo  npr. dolo£itev
pomembnosti spremenljivk (nekatere simulacije sicer tega ne potrjujejo). Druga
slabost metode RF je, da le-te v prvotnem pomenu ni mogo£e uporabiti na
testnih podatkih, kjer so prisotne manjkajo£e vrednosti, zato je treba uporabiti
zgoraj omenjene dvojnike [34].
Uporaba metode RF se priporo£a v primerih: kjer imajo nominalne ali ordi-
nalne spremenljivke veliko kategorij; kjer obstaja dvom v ustreznost ocen, ki bi jih
dobili na podlagi uporabe metode, ki temelji na logisti£ni regresiji; ko so odnosi
med spremenljivkami kompleksni oz. je stopnja korelacije med spremenljivkami
izredno visoka; v primeru visoko-razseºnih podatov [6, stran 8284; 35].
2.3.6.5 Postopek v okviru multiplih imutacij
e se odlo£imo za katero izmed metod multiplih imputacij, moramo definirati [6]:
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1. ²tevilo imputiranih podatkovij  tj. koliko ponovitev multiplih imputacij
bomo izpeljali;
2. imputacijski model  tj. katere spremenljivke bodo vklju£ene v imputacijski
model; kako bomo obravnavali nominalne in ordinalne spremenljivke in kaj
bomo storili, £e je kr²ena predpostavka o multivariatni normalni porazdeli-
tvi;
3. izpeljane spremenljivke  tj. kako bomo obravnavali izpeljane spremenljivke
(transformacije, interakcije, sestavljene spremenljivke);
4. diagnozo multiplih imputacij  kak²na je primerjava med opazovanimi in
imputiranimi vrednostmi;
5. zdruºitev rezultatov  tj. kako smo zdruºili rezultate analiz na posameznih
imputiranih podatkovjih;
6. izvedba analize ob£utljivosti in primerjava rezultatov metode multiplih im-
putacij z analizo na popolnih podatkih  tj. ali analiza na popolnih podatkih
in rezultati multiplih imputacij dajejo podobne ocene? e ne, kako lahko
obrazloºimo razlike?
tevilo imputacij
Obstajajo razli£na priporo£ila o tem, koliko imputacijm je resni£no potrebnih,
da dobimo natan£nost ocen in ohranimo statisti£no mo£. Nekateri avtorji, kot
sta Schafer in Olsen (1998) [6; 36], priporo£ajo, da je v najve£ primerih ºe od
3 do 5 m-ponovitev imputacij dovolj za zmerne koli£ine manjkajo£ih vrednosti.
Rubin (1987) [6, stran 4951; 36] je npr. pokazal, da u£inkovitost ocene temelji
na izrazu:
Tm = (1 +
γ0
m
)T∞, (2.23)
kjer γ0 predstavlja deleº manjkajo£ih vrednosti v okviru izbrane spremenljivke.
Multiple imputacije so namre£ simulacijska tehnika, kjer sta Q (parameter) in
T (ocena variance za parameter Q) predmet simulacijske napake. e nastavimo
m =∞, izgine vsakr²na simulacijska napaka. Vpra²anje je torej, kdaj je T∞ do-
volj blizu Tm. e pokaºamo na primeru: £e je na spremenljivki 30 % manjkajo£ih
vrednosti in £e velja m = 5, je izra£unana varianca Tm (1 + 0, 3/5 = 1, 06) za
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1,06 (tj. 6 %) ve£ja kot idealna varianca T∞. e pove£amo ²tevilo ponovitev na
m = 20, zmanj²amo velikost napake na 0,7 % [6, stran 4951]. Von Hippel (2009)
[6, stran 4951] pa je predlagal pravilo palca, ki pravi, da naj bo m-ponovitev
imputacij podobna ²tevilu manjkajo£ih vrednosti na opazovani spremenljivki.
Graham, Olchowski in Gilreth (2007) [36] pa so raziskovali vpliv velikosti m
na statisti£no mo£ testa za odkrivanje velikosti u£inka. Izpostavljajo, da stati-
sti£na mo£ za manj²e velikosti u£inka lahko izgine, £e je m ponovitev premalo.
Njihov nasvet je pove£ati ²tevilo m-imputacij v primerih, kjer potrebujemo
veliko statisti£no mo£. V primeru 30 % manjkajo£ih vrednosti in ko velja m = 5,
je statisti£na mo£ 73,1 % namesto teoreti£ne vrednosti 78,4 %. S tega razloga
moramo pove£ati ²tevilo imputacij na m = 20, da pove£amo statisti£no mo£ na
78,2 %. Da bi ohranili statisti£no mo£, ti avtorji torej predlagajo uporabo ve£
m-ponovitev imputacij, in sicer: za 10%30% manjkajo£ih vrednosti predlagajo
m = 20 ponovitev imputacij, za 50 % manjkajo£ih vrednosti predlagajo m = 40
ponovitev imputacij, za 70 % manjkajo£ih vrednosti predlagajo m = 100
ponovitev imputacij in za 90 % manjkajo£ih vrednosti predlagajo m > 100
ponovitev imputacij [6, stran 4951; 36].
Van Buuren (2012) [6, stran 4951] povzema, da je uporaba ve£jega ²tevila
m-ponovitev potrebna, kljub temu pa v primerih, ko nas zanima le ocena
parametra (brez njegove standardne napake, pripadajo£e p-vrednosti ipd.),
zado²£a ºe od 5 do 20 m ponovitev. Van Buuren (2012) prav tako priporo£a
uporabo m = 5 ponovitev imputacij v £asu, ko gradimo imputacijski model, v
zadnjem krogu  ko imamo izbran kon£ni imputacijski model  pa pove£amo
²tevilo m-ponovitev na povpre£no vrednost manjkajo£ih podatkov v izbranih
spremenljivkah.
Izbira imputacijskega modela
Ustrezen imputacijski model je klju£ do u£inkovitosti multiplih imputacij, zato
naj bi imputacijski model [1]:
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1. vklju£eval vse uporabne spremenljivke. Avtorji priporo£ajo vklju£itev treh
vrst spremenljivk, in sicer a) spremenljivke, ki imajo teoreti£ni pomen, b)
spremenljivke, ki so povezane z mehanizmom manjkajo£ih vrednosti (in za-
radi katerih je predpostavka MAR bolj verjetna) in c) spremenljivke, ki
so povezane (korelirane) s spremenljivkami, ki imajo manjkajo£e vredno-
sti (te spremenljivke pomagajo natan£neje oceniti manjkajo£e vrednosti).
Zadnji dve vrsti omenjenih spremenljivk ve£krat poimenujemo tudi po-
moºne spremenljivke (angl. auxiliary variables). eprav imajo vse vrste
omenjenih spremenljivk unikatno vlogo v imputacijskem modelu, pa vklju-
£itev prevelikega ²tevila spremenljivk lahko pove£a varianco ocen ali vodi k
nekonvergenci. Strokovnjaki zato priporo£ajo, da je treba pazljivo izbrati
spremenljivke, ki jih vklju£imo v imputacijski model. Van Buuren npr. pri-
oro£a, da ne vklju£imo pomoºnih spremenljivk, ki imajo preve£ manjkajo£ih
vrednosti, medtem ko Enders priporo£a izbiro tistih pomoºih spremenljivk,
ki imajo absolutno vrednost korelacije s spremenljivko, ki ima manjkajo£e
vrednosti, ve£jo od 0,4 [1; 6, stran 127129].
2. bil dovolj splo²en, da zajame predpostavljeno strukturo podatkov. e je
imputacijski model preve£ restriktiven, lahko to vodi v: a) sicer veljavne
rezultate analize, ampak preve£ konservativne zaklju£ke (tj. ne uspe zavrniti
laºne ni£elne domneve) ali b) v neveljavne rezultate, saj se lahko zgodi, da
je katera izmed omejitev napa£na (npr. v primeru interakcij) [1].
Izpeljane spremenljivke
e v na²o analizo vklju£imo izpeljane spremenljivke, npr. razmerja, jih je
potrebno v okviru multiplih imputacij ustrezno obravnavati, saj na² imputacijski
model ne ve, da med dvema spremenljivkama obstaja razmerje. Posledi£no bo
model imputiral vrednosti, ki niso skladne s pravilom. e definiramo razmerje
ºe v na²em modelu, se tako izognemo neskladjem. Izpeljane spremenljivke
lahko vklju£ujejo ve£ oblik: transformacije, interkacije, vsoto ocen, rekodirane
spremenljivke, range, polinome ipd. Obstaja ve£ metod za obravnavo izpeljanih
spremenljivk, kot so: a) imputiraj, nato transformiraj, b) transformiraj, nato
imputiraj, c) pasivna imputacija, d) t. i. nova metoda vzor£enja, ki jo je
predlagal Bartlett (2015) in je skladna s celotnim podatkovjem  implementirana
v R paketu smcfcs [6, stran 129140].
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Diagnoza multiplih imputacij
e se odlo£imo za multiple imputacije, je pred zdruºitvijo rezultatov imputi-
ranih podatkovij potrebno preveriti, ali je pri²lo do konvergence. Konvergenca
Markove verige  MCMC (angl. Markov Chain) je namre£ ena izmed
determinant veljavnosti rezultatov, ki jih dobimo s pomo£jo multiplih imputacij.
e Markova veriga ne skonvergira, imputiranih vrednosti ne moremo obravnavati
kot naklju£nih vzorcev posteriorne porazdelitve manjkajo£ih vrednosti glede na
opazovane podatke, tj. P (Ymis|Yobs). Posledi£no statisti£ni rezultati, ki temeljijo
na imputiranih vrednostih, niso veljavni. Konvergenco je sicer teºko oceniti,
eden izmed na£inov pa je vizualni prikaz [37].
Prav tako je pomembna ocena prileganja imputacijskega modela, s katero
gradimo zaupanje v model. Diagnostika za statisti£ne modele so postopki za
odkrivanje odmikov od predpostavk, na katerih temelji model. Validacija modela
predstavlja ²iroko polje, v katerem se lahko za namen diagnostike posluºimo
ve£ razli£nih tehnik/orodij: Q-Q grafikoni, analiza ostankov in vplivnih to£k,
uporaba formalnih statisti£nih testov, informacijskih kriterijev in posteriornih
prediktivnih pregledov. V splo²nem lahko z vsemi temi testi ovrednotimo
imputacijski model. Je pa v okviru uporabe imputacij tudi zelo informativno, £e
se osredoto£imo na neskladje v porazdelitvi obstoje£ih vrednosti in imputiranih
vrednosti. To lahko najlaºje preverimo grafi£no. Osnovna ideja je, da imajo
imputirane vrednosti podobno porazdelitev kot opazovane vrednosti  do
upravi£enih razlik lahko sicer pride v primeru MAR in NMAR mehanizmov [6,
stran 146151].
Pravila zdruºitve rezultatov in primerjava z analizo na popolnih
podatkih
V zadnjem koraku uporabe multiplih imputacij je potrebno rezultate imputi-
ranih podatkovij ustrezno zdruºiti  kot je bilo to definirano v poglavju 2.3.6.1.
Analiza ob£utljivosti in primerjava metode z analizo na popolnih
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podatkih
Pomembna to£ka v okviru postopka multiplih imputacij je tudi izvedba analize
ob£utljivosti. Ve£ o tem sledi v poglavju 2.4. Ob koncu izvedenega postopka
pa se prav tako svetuje opraviti primerjavo rezultatov izbrane metode multiplih
imputacij z rezultati, ki jih dobimo s pomo£jo analize na popolnih podatkih [6,
stran 182184].
2.3.6.6 Prednosti in slabosti multiplih imputacij
Prednosti metod multiplih imputacij:
MI  splo²no: a) re²ujejo problem neustrezne ocene za standardno napako; b)
ocene so nepristranske tudi v okviru mehanizma MAR [6];
FCS  ki temelji na modelu linearne regresije: a) dobro deluje v primeru,
ko so spremenljivke porazdeljene normalno [6];
FCS  ki temelji na razli£nih regresijskih modelih: a) za vsako spremen-
ljivko se lahko dolo£i metodo, ki je primerna za njeno imputacijo (lahko se
dolo£i privzete metode ali pa se metode izbere ro£no); b) v R paketu mice
znotraj funkcije mice izbor metod poteka privzeto  funkcija sama prepo-
zna ustrezne metode; c) metoda je primerna tudi za nominalne in ordinalne
spremenljivke [6];
RF: a) metoda je zelo uporabna za nominalne in ordinalne spremenljivke; b) me-
toda je robustna na osamelce; c) dobro deluje v primeru multikolinernosti
in asimetri£nosti porazdelitve; d) dovolj je fleksibilna v primeru interakcij in
nelinearnih odnosov; e) kot neparametri£na metoda dobro deluje pri kom-
pleksnih nelinearnih odnosih; dobrodo²la alternativa je predvsem takrat, ko
bi bilo imputacijski model teºko opredeliti; f) primerna za visoko-razseºne
podatke [6; 35];
MVNI: a) metoda deluje tudi na primeru nominalnih in ordinalnih spremenljivk
[6]; b) metoda je hitrej²a od metod, ki delujejo po pristopu FCS;
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Slabosti metod multiplih imputacij:
MI  splo²no: a) sodijo med bolj zapletne metode  saj je pri njihovi uporabi
treba slediti ustreznemu postopku; b) na voljo je ve£ metod, kar posledi£no
pripelje do dvoma, katero vrsto metode je najbolje uporabiti; c) lahko £a-
sovno zamudne; d) imputirajo lahko samo podatke, ki obstajajo v podat-
kovju; £e bi imela nominalna spremenljivka celotno kategorijo prazno, je ta
metoda ne bi prepoznala [6];
FCS  ki temelji na modelu linearne regresije: a) £e spremenljivke niso
porazdeljene normalno, je potrebna ustrezna transformacija; b) metoda ni
primerna za nominalne in ordinalne spremenljivke - imputira lahko nemo-
go£e podatke (npr. negativne vrednosti); c) obstaja izziv pri izbiri modela
za imputacijo; prav tako lahko ne skonvergira, £e so v imputacijski model
vklju£ene spremenljivke, ki so visoko korelirane; d) metoda FCS ni izve-
dljiva v primeru visokorazseºnih podatkov, ko ²tevilo spremenljivk presega
²tevilo enot [6; 35];
FCS  ki temelji na razli£nih regresijskih modelih: a) £e spremenljivke
niso porazdeljene normalno, je potrebna ustrezna transformacija; b) impu-
tacija nominalnih in ordinalnih spremenljivk je bolj kompleksna kot impu-
tacija numeri£nih spremenljivk  zato je ta metoda £asovno zelo zamudna;
c) imputacija nominalnih in ordinalnih spremenljivk temelji na logisti£ni
regresiji, za katero pravilo palca pravi, da potrebujemo vsaj 10 dogodkov
na eno neodvisno spremenljivko, kar pomeni, £e je verjetnost dogodka enaka
0,1 in imamo 10 neodvisnih spremenljivk v modelu, potrebujemo za nepri-
stransko oceno vzorec, kjer n ≥ 1000; d) v mnogih podatkovjih (sploh tistih,
kjer imajo nominalne in ordinalne spremenljivke veliko kategorij) razmerje
med ²tevilom parametrov in ²tevilom dogodkov hitro lahko pade pod 10
(pravilo palca), kar lahko vodi v teºave pri oceni; e) nima skupne teoreti£ne
utemeljitve, kot je npr. multivariatna normalna porazdelitev; f) obstaja
izziv pri izbiri modela za imputacijo; prav tako lahko ne skonvergira, £e so
v imputacijski model vklju£ene spremenljivke, ki so visoko korelirane; g)
metoda FCS ni izvedljiva v primeru visokorazseºnih podatkov, ko ²tevilo
spremenljivk presega ²tevilo enot [6; 35];
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RF: a) £asovno zamudna [6]; b) ocene na testnem vzorcu za napoved napake
so lahko pristranske, posledi£no so pristranske tudi druge mere, ki na tem
temeljijo  npr. dolo£itev pomembnosti spremenljivk (nekatere simulacije
tega sicer ne potrjujejo); c) metode v prvotnem pomenu ni pogo£e upo-
rabiti na testnih podatkih, kjer so prisotne manjkajo£e vrednosti, zato je
potrebno uporabljati dvojnike  za imputacijo vrednosti na mesto manj-
kajo£ih vrednosti [34]; d) med slabosti bi lahko ²teli tudi dejstvo, da je v
literaturi moºno zaslediti kar nekaj prednosti, ki se nana²ajo na omenjeno
metodo, o slabostih pa je govora manj;
MVNI: a) v primeru ve£ nominalnih spremenljivk (z ve£ razredi) se lahko ²tevilo
umetnih spremenljivk izrazito pove£a, kar hitro lahko privede do tega, da
ima novo podatkovje preve£ spremenljivk (in premajhen vzorec); b) metoda
(kot ºe samo ime pove) predpostavlja multivariatno normalno porazdelitev,
vsaka kr²itev predpostavke zato lahko posledi£no vodi v pristranskost ocen;
£e spremenljivke niso prazdeljene normalno, je potrebna ustrezna transfor-
macija [6].
2.3.7 Pregled lastnosti in primernosti metod
V nadaljevanju (slika 2.3) je prikazan pregled lastnosti metod, ki nam lahko
pomaga pri izbiri metode obravnave manjkajo£ih vrednosti. Predstavljen prikaz
na kratko povzema teorijo, podrobneje opredeljeno v teoreti£nem delu.
Uporaba multiplih imputacij je primerna v vsakem primeru. Kljub temu pa
v nekaterih situacijah obstajajo zelo dobre alternative. Ena izmed teh je upo-
raba analize na popolnih podatkih, npr. v primeru regresijskega modela, kjer
so manjkajo£e vrednosti prisotne le na odvisni spremenljivki in so v skladu z
mehanizmom MCAR. e to velja, sta analiza na popolnih podatkih in metoda
multiplih imputacij enakovredni. V tem primeru se uporaba metode analize na
popolnih podatkih bolj priporo£a kot uporaba multiplih imputacij, saj je analiza
na popolnih podatkih bolj enostavna. Vendar pa ob tem strokovnjaki priporo-
£ajo, da analitiki v primeru, ko je enakovredno uporabiti alternativo multiplim
imputacijam, to v svojem poro£ilu tudi eksplicitno navedejo [6, stran 4849]. Me-
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todo analize na popolnih in razpoloºljivih podatkih je prav tako moºno uporabiti,
ko je odstotek manjkajo£ih vrednosti majhen (tj. manj²i od 10 %) in ko je vzo-
rec dovolj velik [35]. V nasprotnem primeru in £e ne velja mehanizem MCAR,
se svetuje uporaba imputacijskih metod. Izbira ustrezne metode je odvisna od
ve£ dejavnikov: od deleºa manjkajo£ih vrednosti, mehanizma, tipa spremenljivke
(numeri£na  ki morda potrebuje transformacijo, ordinalna, nominalna z ve£ kate-
gorijami, dihotomna) in kompleksnosti odnosov med spremenljivkami oz. stopnje
korelacije med neodvisnimi spremenljivkami imputacijskega modela [35]. V pri-
meru mehanizma NMAR, nobena izmed metod ni optimalna. So pa multiple
imputacije izmed vseh (v nalogi) navedenih metod najbolj robustne [15].
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Metoda
*
Lastnost metode
Mehanizem
**
% NA
Predpostavka 
MVN
Tip 
spremenljivke
SE
Razsežnost 
podatkov
CCA (LD) / MCAR < 10 / vse
NE – izguba 
statistične moči
/
ACA (PD) / MCAR < 10 / vse DA /
NA kot 
posebna 
kategorija
/ MCAR < 10 / vse DA /
KNN neparametrična MAR ≥  10 NE vse DA
Lahko 
počasna za 
velika 
podatkovja.
EM parametrična MAR ≥ 10 DA numerične
DA za osnovne 
statistike
***
****
MI:
MVNI parametrična MAR ≥  10 DA numerične DA Težko 
definirati 
imputacijski 
model, če je 
spremenljivk 
preveč in so 
odnosi med 
njimi preveč 
kompleksni.
FCS: pmm parametrična MAR ≥  10 NE numerične DA
FCS: polyreg parametrična MAR ≥  10 NE
nominalne z več 
kategorijami
DA
FCS: logreg parametrična MAR ≥  10 NE dihotomne DA
FCS: polr parametrična MAR ≥  10 NE ordinalne DA
FCS: norm parametrična MAR ≥  10 DA numerične DA
FCS: rf neparametrična MAR ≥  10 NE vse DA
Primerna za 
visoko-
razsežne 
podatke.
* OBRAZLOŽITEV OKRAJŠAV: 
CCA (LD) (metoda analize na popolnih podatkih), 
ACA (PD) (metoda analize na razpoložljivih podatkih), 
NA (oznaka za manjkajoče vrednosti), 
KNN (metoda vstavljanja najbližjega soseda), 
EM (EM algoritem), 
MI (oznaka za multiple imputacije)
MVNI (multiple imputacije, ki temeljijo na pristopu MVNI), 
FCS (multiple imputacije, ki temeljijo na pristopu FCS), 
pmm (Predictive Mean Matching), 
polyreg (metoda multiple imputacije po multinomskem logističnem modelu), 
logreg (metoda po modelu logistične regresije), 
polr (metoda multiple imputacije po modelu ordinalne logistične regresije), 
norm (metoda multiple imputacije, ki temelji na Bayesovi linearni regresiji), 
rf (metoda multiple imputacije, ki temelji na metodi naključnih gozdov).
** MEHANIZEM: Nobena metoda ni optimalna za 
mehanizem NMAR. Multiple imputacije so izmed 
vseh metod najbolj robustne.
*** SE regresijskih koeficientov niso stranski 
produkt EM algoritma. Za izračun SE regresijskih 
koeficientov so potrebne dodatne metode.
**** Ocena naravnega logaritma funkcije verjetja 
(metoda največjega verjetja) za izračun SE 
regresijskih koeficientov: metoda je počasna za 
velika podatkovja.
Manjkajoče vrednosti 
(arbitrarni vzorec)
Slika 2.3: Pregled lastnosti in primernosti metod
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2.4 Validacija
Obravnava manjkajo£ih podatkov se ne kon£a, ko izberemo ustrezno metodo,
s pomo£jo katere opravimo analizo. Obravnava manjkajo£ih podatkov bi se
praviloma morala kon£ati z validacijo. Prave vrednosti, s katero bi primerjali
rezultate imputacije in ovrednotili izbrano metodo seveda ne poznamo, obstaja
pa nekaj tehnik, na podlagi katerih lahko preverimo, kako dobro deluje na²a
izbrana metoda.
Ena izmed metod je t. i. analiza ob£utljivosti, v okviru katere lahko s
pomo£jo grafi£nega prikaza primerjamo dejanske in imputirane vrednosti. Npr.
s pomo£jo prikaza gostote porazdelitev obstoje£ih vrednosti skupaj z gostoto
porazdelitve imputiranih vrednosti  v okviru vsake obravnavane spremenljivke
lahko vidimo, kako se imputirane vrednosti razlikujejo od dejanskih (na ta
na£in v primeru multiplih imputacij opravimo diagnozo imputiranih vrednosti).
Na£eloma se imputirane vrednosti ne bi smele preve£ razlikovati od ºe obstoje£ih
vrednosti (sploh £e velja mehanizem MCAR), kljub temu pa lahko pride do
(dovoljenih) razlik, £e velja mehanizem MAR. e pa med dejanskimi vrednostmi
in imputiranimi vrednostmi pride do izjemno velikih  dramati£nih razlik, pa
je potrebna posebna skrb in dodaten vpogled v na²o obravnavo manjkajo£ih
vrednosti, saj bi to lahko nakazovalo na to, da je nekaj narobe [6; 32]. Eden
izmed na£inov, kako preveriti ustreznost imputiranega podatkovja (poleg gra-
fi£nega vpogleda v porazdelitev imputiranih in dejanskih vrednosti) je uporaba
Kolmogorov-Smirnov (KS) statisti£nega testa. Omenjeni test velja za eno izmed
diagnosti£nih metod, s pomo£jo katere lahko ocenimo, ali se porazdelitev impu-
tiranega podatkovja bistveno razlikuje od porazdelitve opazovanega podatkovja.
Zanesljivost tega testa je sicer v tem primeru, kot kaºejo raziskave, vpra²ljiva,
saj so rezultati mo£no odvisni od mehanizma manjkajo£ih vrednosti [37].
Drugi na£in validacije je uporaba simulacij, s pomo£jo katerih lahko razi²£emo
robustnost na kr²itev na²ih strukturnih predpostavk. Lahko se odlo£imo za eno
izmed navedenih moºnosti:
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1. uporaba metode navzkriºnega preverjanja (angl. cross-validation) oz. funk-
cije overimpute, s katero lahko ovrednotimo prileganje imputacijskega mo-
dela. Zaradi narave mehanizma manjkajo£ih vrednosti je prakti£no nemo-
go£e vedeti, ali je povpre£na napoved imputacijskega modela blizu neopa-
zovani vrednosti, ki jo ºelimo odkriti. Kot analitike pa nas zanima, kako
to£ne so na²e imputirane vrednosti. Omenjena metoda vklju£uje zaporedno
obravnavo vseh opazovanih vrednosti, kot £e bi le-te bile manjkajo£e. To
pomeni, da za vsako opazovano vrednost kreiramo ve£ sto imputiranih vre-
dnosti, tj. opazovano vrednost obravnavamo, kot £e bi bila ta manjkajo£a.
Tako veliko ²tevilo imputacij nam omogo£a konstruirati interval zaupanja
za vrednost, ki bi bila imputirana. Rezultat tega na£ina validacije je grafi£ni
prikaz, s pomo£jo katerega lahko ovrednotimo, ali na²e opazovane vrednosti
padejo v interval zaupanja [32, str. 2729]. Ta moºnost je bila uporabljena
v poglavju magistrskega dela, kjer je bila izvedena analiza z izbrano metodo
(tj. metodo, ki se bo izkazala za najbolj optimalno) na dejanskih podatkih.
2. lahko ustvarimo nami²ljeno podatkovje, ki posnema na²e resni£no podat-
kovje oz. da simulacije izvedemo na na²ih dejanskih  popolnih podatkih
(tj. ki jim izbri²emo manjkajo£e vrednosti). Na ta na£in dobimo ori-
ginalno podatkovje brez manjkajo£ih vrednosti, na katerem simuliramo
deleº manjkajo£ih vrednosti v vi²ini, kot je prisotno na dejanskih podat-
kih, pod predpostavko mehanizma, ki je prisoten na dejanskih podatkih.
Nato na vsaki ponovitvi simulacije izvedemo imputacije, rezultate simula-
cij zdruºimo (upo²tevajo£ vsa pravila pravilne zdruºitve) in nato rezultate
ovrednotimo s pomo£jo vpogleda v ocene statistik oz. s pomo£jo razli£nih
mer [6].
3. na imputiranem podatkovju ustvarimo manjkajo£e vrednosti pod predpo-
stavko mehanizma MAR, ki posnema vzorce manjkajo£ih podatkov, ki jih
dejansko najdemo v podatkih. Po tem koraku pa ponovno izvedemo im-
putacije. V zadnjem koraku nato primerjamo na²e prvo imputirano podat-
kovje s simuliranim-imputiranim podatkovjem. To nam lahko poda odgovor
na to, kako dobro bo na²a procedura delovala pod doti£no predpostavko (tj.
ºelimo preveriti predpostavko na na²em podatkovju) [11, stran 25]. Ta mo-
ºnost je bila uporabljena v poglavju magistrskega dela, kjer je bila izvedena
analiza z izbrano metodo (tj. metodo, ki se bo izkazala za najbolj opti-
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malno) na dejanskih podatkih.
Osrednji del magistrskega dela predstavlja izvedba simulacij, ki so opisane v
prej²njem odstavku, v drugi to£ki. S pomo£jo simulacij lahko torej dobljene ocene
ovrednotimo tako, da jih primerjamo s pravo vrednostjo  tj. z referen£nimi
podatki brez manjkajo£ih vrednosti. V ta namen:
1. je bila izvedena primerjava osnovnih statistik, primerjava povezanosti med
spremenljivkami, primerjava rezultatov regresijskih parametrov (v okviru te
to£ke smo ocene v okviru omenjenih statistik primerjali z referen£nimi vre-
dnostmi; opazovali pa smo tudi absolutno razliko med dobljenimi ocenami
v primerjavi z referen£nimi vrednostmi);
2. smo v okviru logisti£ne regresije opazovali Nagelkerkov koeficient determi-
nacije R2 in mero diskriminacije AUC (angl. Area under the curve);
3. smo med metodami, ki temeljijo na imputacijah, za opazovano numeri£no
in ordinalno spremenljivko dohodek primerjali normalizirano srednjo kva-
dratno napako  NRMSE (angl. Normalized Root Mean Square Error),
izra£unano na podlagi primerjave dejanskih podatkov, imputiranih podat-
kov in pravih podatkov (tj. referen£nih podatkov).
R2 je mera, s katero lahko ocenimo, koliko variabilnosti/slu£ajnosti smo z
modelom uspeli pojasniti. Za dihotomne izide (tj. logisti£no regresijo) je bilo
predlaganih veliko mer pojasnjene variabilnosti, ki naj bi imele podobne lastnosti
in interpretacijo kot R2 v linearni regresiji. Vendar nobena izmed predlaganih mer
ni popolna. Cox in Snell [38; 39] sta predlagala posplo²eni R2, ki je najpogosteje
uporabljena meja pojasnjene variabilnosti v logisti£ni regresiji:
R2 = 1− ( Lnull
Lfitted
)2/n, (2.24)
kjer je n velikost vzorca in L vrednost funkcije verjetja. Nagelkerke je omenjeno
mero standardiziral, tako da mera zavzame vrednosti med 0 in 1:
R2N =
1− ( Lnull
Lfitted
)2/n
1− L2/nnull
. (2.25)
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Mero lahko zapi²emo tudi z ena£bo:
R2 =
1− e−2(logLnull−logLfitted)/n
R2max
, (2.26)
kjer R2max predstavlja najve£jo moºno vrednost, ki jo lahko doseºe mera [38; 39].
Pri oceni R2 v okviru multiplih imputacij je bila upo²tevana Harrellova
(2009) teorija, ki pravi, da je potrebno izra£unati normalizirano oceno R2, ki jo
dobimo s pomo£jo Fisherjeve z-transformacije [40; 41].
Mera AUC predstavlja povr²ino pod krivuljo ROC (angl. Receiver Ope-
rating Characteristic), ki je v logisti£ni regresiji enaka t. i. c-indeksu (angl.
concordance c-statistic). Omenjeni indeks namre£ oceni verjetnost, da je za dve
naklju£no izbrani enoti znotraj populacije, ki se razlikujeta v vrednosti izida,
ocenjena verjetnost dogodka ve£ja za enoto, pri kateri smo opazili dogodek.
Krivulja ROC je dvodimenzionalni grafikon, ki predstavi ocenjeno 1-specifi£nost
(tj. angl. specificity; P (Ŷ = 0|Y = 0)) na abscisni osi (x) in ob£utljivost
(tj. angl. sensitivity; P (Ŷ = 1|Y = 1)) na ordinatni osi (y). Modeli z
visoko lo£ljivostjo imajo AUC vrednosti, ki se pribliºujejo vrednosti 1, med-
tem ko imajo modeli, ki naklju£no napovejo izide, AUC vrednost blizu 0,5 [42; 43].
Oceno za AUC je bila v okviru multiplih imputacij pridobljena s pomo£jo
logit-transformacije c-indeksa, na podlagi katerega je bila izra£unana povpre£na
ocena za m imputirana podatkovja (£e bi ºeleli oceniti tudi interval zaupanja
za povpre£je, bi bilo potrebno uporabiti Rubinova pravila), v zadnjem koraku
pa je bila za izra£un kon£ne ocene povpre£na vrednost ponovno transformirana
nazaj (angl. back-transform). Skladno s teorijo nekaterih avtorjev (Debray
in drugi, priloga 9) se namre£ za oceno c-indeksa priporo£a uporabiti opisano
transformacijo [44].
Uspe²nost metod, ki temeljijo na imputacijah, smo v okviru opazovane nu-
meri£ne in ordinalne spremenljivke dohodek preverili s pomo£jo normalizirane
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srednje kvadratne napake  tj. NRMSE. Mera je definirana slede£e:
NRMSE =
√︄
mean((Xtrue −Ximp)2)
var(Xtrue)
, (2.27)
kjer Xtrue pomeni originalne podatke, Ximp pa imputirane podatke [45; 46].
3 Empiri£ni del
3.1 Analiza dejanskih podatkov
3.1.1 Opis raziskave EHIS in predstavitev klju£nih spremenljivk
V okviru magistrske naloge smo se osredoto£ili na razpoloºljive podatke raziskave
EHIS iz leta 2014 (omenjena raziskava predstavlja drugi val, prvi val je v Sloveniji
potekal leta 2007).
Glavni namen raziskave EHIS je ugotoviti, kak²no je zdravstveno stanje
prebivalcev, kako pogosto uporabljamo razli£ne zdravstvene storitve in kak²en
je ºivljenjski slog prebivalcev, povezan z zdravjem. Uporabljeni podatki so bili
zbrani na reprezentativnem vzorcu prebivalcev Slovenije, ki ºivijo v zasebnih
gospodinjstvih in so stari 15 let in ve£, in sicer s pomo£jo spletnega anketiranja in
z osebnim anketiranjem na naslovih oseb z ra£unalni²ko podprtim anketiranjem
(CAPI). Ve£ina anket je trajala od pol do ene ure, glavna terenska faza je
potekala od 25. avgusta do 20. decembra 2014. V vzorec je bilo vklju£enih
11000 oseb, pri £emer je bila kon£na velikost vzorca 6262 oseb, kar predstavlja
62% odzivnost. Osnovo za vzor£ni okvir sta predstavljala okvir popisnih okoli²ev
in Centralni register prebivalstva [4; 5].
V metodologiji za omenjeno anketno raziskovanje so bila upo²tevana pri-
poro£ila Eurostata. Raziskavo EHIS je v letih 20132015 izvedla ve£ina drºav
Evropske unije, zato so njeni izsledki mednarodno primerljivi [4; 5].
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Raziskava EHIS je vsebinsko strukturirana v ve£ tematskih sklopov. Najbolj
problemati£ni sklop se imenuje DO  dohodki ali prejemki gospodinjstva,
v katerem sta dve spremenljivki: a) numeri£na spremenljivka dohodek gopodinj-
stva  DOH in ordinalna spremenljivka DohRaz, ki je kategorizirana v 10 razli£nih
dohodkovnih razredov:
1. 500 EUR ali manj;
2. od 501 EUR do 700 EUR;
3. od 701 EUR do 900 EUR;
4. od 901 EUR do 1300 EUR;
5. od 1301 EUR do 1700 EUR;
6. od 1701 EUR do 2100 EUR;
7. od 2101 EUR do 2500 EUR;
8. od 2501 EUR do 2900 EUR;
9. od 2901 EUR do 3300 EUR;
10. nad 3300 EUR.
Pri obeh spremenljivkah se anketirane osebe spra²uje po mese£nem neto
dohodku vseh £lanov gospodinjstva.
V magistrski nalogi smo obravnavali tako numeri£no spremenljivko DOH kot
tudi ordinalno spremenljivko DohRaz. Poleg obravnavanih dveh spremenljivk pa
smo kot pomoºne spremenljivke, ki so pomembne pri izvedbi imputacij, izbrali
tudi:
a) VIR  nominalna spremenljivka, ki opisuje vir anketiranja  spletno anketirnje
in osebno anketiranje;
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c) KohRegija  nominalna spremenljivka, ki prikazuje 2 kohezijski regiji Slove-
nije, tj. delitev na vzhodno Slovenijo in zahodno Slovenijo; spremen-
ljivko StatRegija  statisti£na regija z 12 kategorijami smo izlo£ili zaradi
multiple kolinearnosti;
d) Tip_nas  nominalna spremenjivka s 6 razredi, ki ozna£uje tip naselij; kate-
gorije so naslednje:
1. nekme£ka naselja z do 2.000 osebami,
2. kme£ka naselja z do 2.000 osebami,
3. naselja z od 2000 do 10.000 osebami,
4. naselja z ve£ kot 10.000 osebami,
5. Maribor,
6. Ljubljana;
e) TIPGOS  nominalna spremenjivka, ki opisuje tip gospodinjstva in se deli v
naslednjih 6 razredov:
1. eno£lansko gospodinjstvo,
2. samski roditelj z otrokom, mlaj²im od 25 let,
3. par, ki ima otroke starej²e od 25 let,
4. par z otrokom/i mlaj²im/i od 25 let,
5. par ali roditelj z otrokom/i mlaj²im od 25 let + druge osebe v gospo-
dinjstvu,
6. drugi tip gospodinjstva;
f) STRUKGOS1  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodinjstvu,
ki so mlaj²e od 4 let;
g) STRUKGOS2  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodnjstvu,
ki so stare med 5 in 13 let;
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h) STRUKGOS3  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodnjstvu,
ki so stare med 14 in 15 let;
i) STRUKGOS4  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodnjstvu,
ki so stare med 16 in 24 let;
j) STRUKGOS5  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodnjstvu,
ki so stare med 25 in 64 let;
k) STRUKGOS6  numeri£na spremenljivka, ki prikazuje ²t. oseb v gospodnjstvu,
ki so stare 65 let in ve£;
Vse zgoraj omenjene spremenljivke se nana²ajo na raven gospodinjstva. Vklju-
£ene pa so bile tudi naslednje spremenljivke, ki se nana²ajo na opazovano enoto
(tj. posameznika) in imajo lahko vpliv na spremenljivki DOH in DohRaz:
l) STAROST je numeri£na spremenljivka;
m) IZOB je ordinalna spremenljivka, kategorizirana v 12 razredov, in sicer:
1. brez ²olske izobrazbe,
2. nedokon£ana osnovno²olska izobrazba,
3. osnovno²olska izobrazba,
4. niºja ali srednja poklicna izobrazba,
5. srednja strokovna izobrazba,
6. srednja splo²na izobrazba,
7. vi²ja strokovna/vi²lje²olska izobrazba,
8. visoko²olska strokovna izobrazba (1. bolonjska stopnja),
9. visoko²olska univerzitetna izobrazba (2. bolonjska stopnja),
10. specializacija,
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11. magisterij,
12. doktorat;
n) SPOL je nominalna spremenljivka z dvema razredoma (mo²ki, ºenski).
Pomoºna spremenljivka, ki naj sicer ne bi imela neposrednega vpliva na spre-
menljivki DOH in DohRaz, bila pa je vklju£ena v analizo, je tudi spremenljivka
OSKRBA1. Spremenljivka predstavlja uporabo zdravstvene oskrbe v zadnjih 12 me-
secih in vsebuje 3 kategorije: 1.  da, 2.  ne, 3.  ni bilo potrebe po tem,
pri £emer je bila 2. in 3. kategorija zdruºena v eno (tj. ne) z namenom, da
smo lahko uporabili logisti£no regresijo, v katero smo obravnavani/modelirani
spremenljivki DOH in DohRaz vklju£ili kot pojasnjevalni spremenljivki.
1Originalna oznaka v vpra²alniku EHIS je: UN2A.
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3.1.2 Manjkajo£e vrednosti na vklju£enih spremenljivkah
V nadaljevanju so v tabeli 3.1 predstavljene manjkajo£e vrednosti  po posame-
znih spremenljivkah. V sklopu DO  dohodki ali prejemki gospodinjstva
so anketarji po protokolu najprej vpra²ali anketirano osebo po vi²ini dohodka
gospodinjstva v numeri£nem smislu (DOH), £e pa oseba ni znala odgovoriti na
vpra²anje ali ni ºelela odgovoriti na vpra²anje, je anketar posku²al pridobiti
odgovor s pomo£jo vnaprej dolo£enih razredov  spremenljivka DohRaz. Da smo
pridobila dejanski podatek o odstotku manjkajo£ih vrednosti znotraj ordinalne
spremenljivke DohRaz, smo omenjeno ordinalno spremenljivko dopolnili tudi z
obstoje£imi vrednostmi numeri£ne spremenljivke DOH (pri £emer smo slednjo
ustrezno kategorizirali).
NA (%)
DOH 49,00
DohRaz 24,40
STRUKGOS1 5,80
STRUKGOS2 5,80
STRUKGOS3 5,80
STRUKGOS4 5,80
STRUKGOS5 5,80
STRUKGOS6 5,80
OSKRBA 3,40
IZOB 0,90
TIPGOS 0,90
STAROST 0,00
Tipnas 0,00
KohRegija 0,00
SPOL 0,00
VIR 0,00
Tabela 3.1: Odstotek manjkajo£ih vrednosti po spremenljivkah, ki so vklju£ene
v imputacijski model
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3.1.3 Diagnoza manjkajo£ih vrednosti na vklju£enih spremenljivkah
DOH.bin DohRaz.bin STR1.bin
DOH / * < 0,001
DohRaz < 0,001 / 0,797
STRUKGOS1 0,311 0,751 /
STRUKGOS2 0,255 0,846 /
STRUKGOS3 < 0,001 0,515 /
STRUKGOS4 < 0,001 0,020 /
STRUKGOS5 < 0,001 < 0,001 /
STRUKGOS6 < 0,001 < 0,001 /
OSKRBA 0,321 0,282 0,467
IZOB 0,086 < 0,001 < 0,001
TIPGOS 0,038 0,057 < 0,001
STAROST < 0,001 0,941 < 0,001
Tipnas 0,082 < 0,001 0,032
KohRegija 0,006 < 0,001 0,116
SPOL 0,015 0,370 0,876
VIR < 0,001 < 0,001 < 0,001
Opomba: * DOH manjka povsod, kjer manjka DohRaz.
Tabela 3.2: Diagnoza manjkajo£ih vrednosti  prikaz p-vrednosti (logisti£na re-
gresija)
Mehanizme manjkajo£ih vrednosti smo preverili na vseh spremenljivkah, ki imajo
odstotek manjkajo£ih vrednosti ve£ji od 5 %. Pri tem smo uporabili logisti£no
regresijo, kjer odvisno spremenljivko predstavlja prisotnost manjkajo£ih vredno-
sti (dogodek=1 pomeni obstoj manjkajo£e vrednosti). Na ta na£in smo posku²ali
ugotovili, ali manjkajo£e vrednosti na posamezni spremenljivki manjkajo po
mehanizmih MCAR, MAR. Rezultati so razvidni iz tabele 3.2 (tabela prikazuje
p-vrednosti), v kateri so v vrsticah tiste spremenljivke, s pomo£jo katerih
preverjamo tip mehanizma, v stolpcih pa so binarne spremenljivke s kategori-
jama: prisotnost manjkajo£e vrednosti oz. odsotnost manjkajo£e vrednosti.2
Statisti£no zna£ilen rezultat (stopnja tveganja α = 0, 05) pri spremenljivkah
v vrstici tabele nakazuje, da manjkajo£e vrednosti opazovanih spremenljivk
v stolpcih niso v skladu z mehanizmom MCAR, ampak manjkajo vsaj po
2V okviru numeri£nih spremenljivk Struktura gospodinjstva so rezultati pri vseh 6 spremen-
ljivkah enaki, zato smo vklju£ili samo prvo spremenljivko.
54 Empiri£ni del
mehanizmu MAR. Mehanizem NMAR je teºje prepoznati. Morda bi statisti£no
zna£ilen rezultat pri spremenljivki VIR lahko nakazoval na prisotnost mehanizma
NMAR, kar bi pomenilo, da osebe z vi²jim/niºjim dohodkom ne ºelijo odgovoriti
na to vpra²anje. Tega sicer ne moremo gotovo trditi, saj bi manjkajo£e vrednosti
lahko pojasnili tudi z dejstvom, da se osebe o tem teºko pogovarjajo, ne glede na
vi²ino dohodka  kar pa bi nakazovalo na mehanizem MAR. Razlike v podajanju
odgovorov se namre£ pri druºboslovnem anketiranju pogosto pojavijo zaradi
na£ina oz. vira anketiranja. Spletno anketiranje anketirani osebi daje ve£ji
ob£utek anonimnosti v primerjavi z osebnim anketiranjem, kjer je anketar fizi£no
prisoten. Statisti£no zna£ilen rezultat v okviru numeri£ne spremenljivke dohodek
DOH in ordinalne spremenljivke dohodek DohRaz glede na spremenljivko VIR torej
nakazuje na prisotnost vsaj MAR mehanizma, £e ne tudi NMAR.
Slika 3.1 prikazuje primerjavo manjkajo£ih vrednosti po posamezni spremen-
ljivki glede na vir anketiranja.
Slika 3.1: Primerjava manjkajo£ih vrednosti po posamezni spremenljivki glede na
vir anketiranja
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Najve£ja razlika je opazna pri ordinalni spremenljivki DohRaz, kjer je precej
ve£ manjkajo£ih vrednosti opaziti pri osebnem anketiranju v primerjavi s sple-
tnim anketiranjem. Podobno lahko interpretiramo tudi numeri£no spremenljivko
dohodek DOH, kjer pa je opaºena razlika minimalna. Pri spremenljivkah, ki se
nana²ajo na strukturo gospodinjstva, pa lahko opazimo ve£ji del manjkajo£ih
vrednosti pri spletnem anketiranju, kar lahko kaºe na nerazumevanje vpra²anja.
3.2 Simulacije
3.2.1 Uporaba imputacijskih metod na podatkih raziskave EHIS
Uporabljena orodja v okviru izbranih imputacijskih metod:
1. KNN  uporaba funkcije kNN iz R paketa VIM: v funkcijo vklju£imo celotno
podatkovje; metoda nima posebnih predpostavk.
2. EM algoritem  osnovna predpostavka te metode je, da so spremenljivke
numeri£ne in porazdeljene po multivariatni normalni porazdelitvi; uporaba
te metode temelji na naslednjih funkcijah  prelim.norm, em.norm, getpa-
ram.norm iz R paketa norm za izra£un osnovnih statistik, ter na uporabi
naslednjih funkcij:
(a) my.ll  prirejene po funkciji likelihood_saem iz R paketa misaem, sku-
paj s funkcijo optim iz R paketa stats za izra£un ocen regresijskih
parametrov in njihove standardne napake v okviru logisti£ne regresije;
na£in je izvedljiv le za numeri£ne spremenljivke; ker so preliminarni
simulacijski rezultati pokazali, da se ta pristop izkaºe kot izredno £a-
sovno zamuden, poleg tega pa se je v primerjavi z drugimi metodami
metoda ocene standardne napake v okviru logisti£ne regresije, ki te-
melji na oceni naravnega logaritma funkcije verjetja, izkazala za slab²o
metodo, smo se odlo£ili, da je v osrednji del simulacij ne bomo vklju-
£ili;
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(b) imp.norm iz R paketa norm, ki zahteva zdruºitev rezultatov pod Ru-
binovimi pravili; na£in je izvedljiv tako za numeri£ne kot nominalne
in ordinalne spremenljivke, vendar pa je bilo ordinalne in nominalne
spremenljivke potrebno ustrezno obravnavati; ordinalne in dihotomne
spremenljivke so bile predhodno transformirane v numeri£ne spremen-
ljivke in po izvedeni imputaciji z zaokroºevanjem preoblikovane na-
zaj v prvotni tip spremenljivke; v primeru nominalnih spremenljivk
z ve£ p-kategorijami pa je bilo namesto njih sprva potrebno ustva-
riti p-dihotomnih spremenljivk; po opravljeni imputaciji je bila nato
najve£ji imputirani vrednosti v okviru p-dihotomnih spremenljivk po
vrstici dolo£ena vrednost 1, ostalim (p− 1)-dihotomnim spremenljiv-
kam po vrstici pa je bila dodeljena vrednost 0.
3. Pri metodah, ki temeljijo namultiplih imputacijah, so v proces vklju£ene
spremenljivke, ki naj bi napovedovale DOH in DohRaz, kot tudi spremenljivke,
ki so pomoºne in naj bi bile v imputacijski model vklju£ene, ker v nada-
ljevanju igrajo vlogo pri analizi v okviru logisti£ne regresije (tj. OSKRBA
v na²em primeru). Posebnost metod multiplih imputacij, ki temeljijo na
pristopu FCS, je, da je potrebno predhodno definirati imputacijski model.
(a) pristop FCS, ki temelji na modelu linearne regresije: uporaba
mice.norm funkcije iz R paketa mice: v okviru te metode so bili za
vse spremenljivke, ki so vsebovale manjkajo£e vrednosti, uporabljeni
modeli linearne regresije; ordinalne in dihotomne spremenljivke
so bile predhodno transformirane v numeri£ne spremenljivke in
po izvedeni imputaciji z zaokroºevanjem preoblikovane nazaj v
prvotni tip spremenljivke; v primeru nominalnih spremenljivk z
ve£ p-kategorijami pa je bilo namesto njih sprva potrebno ustvariti
p-dihotomnih spremenljivk; po opravljeni imputaciji je bila nato
najve£ji imputirani vrednosti v okviru p-dihotomnih spremenljivk po
vrstici dodeljena vrednost 1, ostalim (p − 1)-dihotomnim spremen-
ljivkam po vrstici pa je bila dodeljena vrednost 0. Spremenljivke,
vklju£ene v imputacijski model, so bile natan£no opredeljene v
poglavju 3.1.1.
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Imputacijski modeli za spremenljivke, ki vsebujejo manjkajo£e vre-
dnosti, so naslednji:
sqrt(DOH) ∼ .
DohRaz ∼ .
STRUKGOS1 ∼ .
STRUKGOS2 ∼ .
STRUKGOS3 ∼ .
STRUKGOS4 ∼ .
STRUKGOS5 ∼ .
STRUKGOS6 ∼ .
OSKRBA ∼ .
IZOB ∼ .
TIPGOS ∼ .,
(3.1)
Pika (.) ozna£uje vse ostale spremenljivke v izbranem podatkovju.
V okviru imputacijske numeri£ne spremenljivke dohodek DOH je
bila uporabljena transformacija s kvadratnim korenom (sqrt) zaradi
kr²ene predpostavke o normalni porazdelitvi.
(b) pristop FCS, ki temelji na razli£nih regresijskih modelih: upo-
raba mice funkcije iz R paketa mice: gre za privzeto metodo, kjer so
za vsako spremenljivko z manjkajo£imi vrednostmi specificirani lo£eni,
pogojni univariatni imputacijski modeli, in sicer:
i. za numeri£ne spremenljivke (DOH, STRUKGOS1, STRUKGOS2,
STRUKGOS3, STRUKGOS4, STRUKGOS5, STRUKGOS6) je bila upora-
bljena metoda pmm;
ii. za nominalno spremenljivko z dvema razredoma (OSKRBA) je bila
uporabljena metoda logreg;
iii. za nominalne spremenljivke z ve£ razredi (TIPGOS) je bila upo-
rabljena metoda polyreg;
iv. za ordinalne spremenljivke z ve£ razredi (DohRaz, IZOB) je bila
uporabljena metoda polr;
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(c) pristop FCS, ki temelji na metodi naklju£nih gozdov: uporaba
mice.rf funkcije iz R paketa mice;
(d) pristop MVNI: uporaba funkcije amelia iz R paketa Amelia: ta
metoda temelji na predpostavki o multivariatni normalni porazdelitvi;
vklju£uje celotno podatkovje, pri £emer je potrebno ob za£etku (v
funkciji) definirati tudi, katere spremenljivke so nominalnega tipa in
katere spremenljivke so ordinalnega tipa.
V okviru pristopa FCS, ki temelji na razli£nih regresijskih modelih in pri-
stopa MVNI je bila poleg osnovne uporabe imputacijskih metod z orodji,
omenjenimi v tem poglavju, za primerjavo uporabljena tudi nadgradnja
omenjenih metod, glede na dodatno informacijo, ki jo dobimo na podlagi
funkcijske zveze med numeri£no spremenljivko dohodek DOH in ordinalno
spremenljivko dohodek DohRaz. To pomeni, da sta bili definirani dve do-
datni umetni spremenljivki DOHNA in DohRazNA, ki ozna£ujeta, ali vrednosti
na originalnih podatkih pri spremenljivkah o dohodku manjkajo ali ne. Na
podlagi te informacije so bile iz vzorca, kjer so na originalnih podatkih
prisotne vrednosti pri obeh spremenljivkah, naklju£no izbrane vrednosti iz
numeri£ne spremenljivke DOH. Te vrednosti smo nato reimputirali (zame-
njali z vrednostmi, ki so bile prvotno imputirane na teh mestih) na mesta
numeri£ne spremenljivke dohodek DOH pod naslednjim pogojem: tj. le pri
enotah, kjer imamo na originalnih podatkih opazovano vrednost pri ordi-
nalni spremenljivki dohodek DohRaz, pri numeri£ni spremenljivki dohodek
DOH pa vrednost manjka. Na ta na£in smo posku²ali izkoristiti informa-
cije, ki jih nudi ordinalna spremenljivka dohodek DohRaz. V tem doti£nem
primeru se bodo torej vrednosti numeri£ne spremenljivke dohodek DOH na-
hajale znotraj mej razredov ordinalne spremenljivke DohRaz. Ta pristop
pa ni bil uporabljen pri enotah, kjer na originalnih podatkih manjkajo vre-
dnosti pri obeh spremenljivkah hkrati. Na teh mestih smo pustili prvotno
imputirane vrednosti, kar posledi£no pomeni, da so lahko pri teh enotah vre-
dnosti numeri£ne spremenljivke dohodek DOH izven mej kategorij ordinalne
spremenljivke dohodek DohRaz.
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3.2.2 Transformacije
Pri metodah, ki temeljijo na predpostavki o multivariatni normalni porazdelitvi,
je potrebno razmisliti, ali so potrebne kakr²ne koli transformacije, da zadostimo
omenjeni predpostavki. e je predpostavka kr²ena, bi bilo potrebno transforma-
cije upo²tevati pri naslednjih metodah: a) pristop FCS, kjer predpostavljamo,
da je predpostavka o MVN izpolnjena  uporaba mice.norm funkcije iz R paketa
mice, b) pristop MVNI  uporaba funkcije amelia iz R paketa Amelia in c) EM
algoritem.
V okviru pristopa FCS so nas zanimale lastnosti in morebitne kr²ene pred-
postavke regresijskega modela, ki napoveduje numeri£no spremenljivko dohodek
DOH:
DOH ∼ DohRaz + STRUKGOS1 + STRUKGOS2
+ STRUKGOS3 + STRUKGOS4 + STRUKGOS5
+ STRUKGOS6 + OSKRBA + IZOB + TIPGOS
+ STAROST + Tipnas + KohRegija + SPOL + VIR.
(3.2)
Vpogled v morebitno kr²itev predpostavk drugih regresijskih modelov (za ostale
spremenljivke z manjkajo£imi vrednostmi) ni bil klju£nega pomena, saj imajo
ostale spremenljivke precej majhen deleº manjkajo£ih vrednosti, ki jih v praksi
niti ne bi bilo potrebno obravnavati.
Prvotni model je pokazal slede£e:
 homogenost varianc je kr²ena, kar pokaºe tako test za ugotavljanje nekon-
stantne variance (nvcTest iz R paketa car), ki je statisti£no zna£ilen pri
stopnji tveganja α = 0, 001 (p < 0,001), kot tudi grafi£ni prikaz (slika 3.2
- Residuals vs Fitted);
 normalna porazdelitev ostankov je kr²ena (slika 3.2 - Normal Q-Q; Scale -
Location);
 odsotnost multikolinearnosti: predpostavko smo preverili s testom, ki meri
faktor vpliva variance, t. i. testom VIF (angl. Variance Influence Factor).
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Test pokaºe nekoliko vi²jo vrednost pri spremenljivkah STRUKGOS5 (2,86) in
STRUKGOS6 (2,34), ostale spremenljivke niso kriti£ne. Pravilo palca namre£
pravi, da mora biti VIF < 10 [47, stran 192].
Slika 3.2: Grafi£ni prikaz porazdelitve ostankov  model brez transformacije
Box in Cox (1964) sta predlagala druºino transformacij za odvisno spremen-
ljivko y, ki so v svoji osnovi poten£ne transformacije (potenca je ozna£ena z
λ) in so definirane za pozitivne vrednosti odvisne spremenljivke. Izjema je
λ = 0, ki predstavlja logaritemsko transformacijo. Za negativne vrednosti od-
visne spremenljivke y pa se uporabi Yeo-Johnson druºino transformacij (2000)
[48, stran 147161; 49; 50]. S pomo£jo funkcije powerTransform iz R paketa car
lahko izra£unamo vrednost λ za na² imputacijski model, v katerem numeri£na
spremenljivka DOH predstavlja odvisno spremenljivko. Rezultati so pokazali, da
vrednost λ zna²a 0,41 (s 95% intervalom zaupanja za λ, ki je od 0,39 do 0,44),
kar nakazuje na transformacijo s kvadratnim korenom. Za grafi£ni prikaz rezul-
tatov lahko uporabimo funkcijo boxCox iz R paketa car, kjer za vrednost λ na
izbranem intervalu dobimo vrednost log-likelihood v odvisnosti od λ. Slika 3.3
torej prikazuje optimalno vrednost λ ter njen 95% interval zaupanja.
S pomo£jo transformacije smo uspeli dose£i, da je vrednost λ enaka 0,83 (vre-
dnost λ = 1 bi namre£ pomenila, da na²i podatki ne potrebujejo transformacije).
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Slika 3.3: Na£in transformacije
Grafi£ni prikaz porazdelitve ostankov transformiranega regresijskega modela je
prikazan na sliki 3.4, ki nakazuje na delno izbolj²anje modela  predvsem v
okviru normalne porazdelitve ostankov. Kljub temu da rezultati ²e vedno naka-
zujejo na heteroskedasti£nost (tudi test za ugotavljanje nekonstantne variance je
²e vedno statisti£no zna£ilen (p < 0,001) pri stopnji tveganja α = 0, 001), smo se
odlo£ili, da bomo za nadaljnjo obravnavo uporabili transformacijo s kvadratnim
korenom. Transformacijo numeri£ne spremenljivke dohodek DOH smo upo²tevali v
obeh metodah multiplih imputacij (tj. v okviru pristopa FCS in pristopa MVNI).
Slika 3.4: Grafi£ni prikaz porazdelitve ostankov  model s transformacijo
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3.2.3 Model logisti£ne regresije  uporabljen v analizi
V okviru magistrske naloge smo napravili 2 modela logisti£ne regresije, s katerima
smo v okviru validacije lahko ovrednotili, kako dobro delujejo izbrane metode
obravnave manjkajo£ih vrednosti. Napravili smo naslednje:
1. model z numeri£nimi neodvisnimi spremenljivkami: OSKRBA ∼ DOH +
STRUKGOS1+ STRUKGOS2+ STRUKGOS3+ STAROST in
2. model z numeri£nimi, ordinalnimi in nominalnimi neodvisnimi spre-
menljivkami: OSKRBA ∼ DohRaz + STRUKGOS1 + STRUKGOS2 +
STRUKGOS3+ STAROST+Tipnas+ IZOB, pri £emer smo spremenljivko
izobrazba IZOB (po izvedeni imputaciji) kategorizirali v 6 razredov3.
Izbor spremenljivk v model logisti£ne regresije je potekal v naslednjih korakih:
1. izbor numeri£nih spremenljivk je temeljil na korelacijski matriki med nu-
meri£nimi neodvisnimi spremenljivkami; zaradi srednje mo£ne povezanosti
med spremenljivko starost STAROST in spremenljivkami STRUKGOS4 (Pear-
sonov korelacijski koeficient = -0,38), STRUKGOS5 (Pearsonov korelacijski
koeficient = -0,43) in STRUKGOS6 (Pearsonov korelacijski koeficient = 0,55),
slednjih treh nisem vklju£ila v model logisti£ne regresije; poleg tega je spre-
menljivka STRUKGOS5 srednje mo£no povezana tudi s spremenljivko dohodek
DOH (Pearsonov korelacijski koeficient = 0,4);
2. izbor ordinalnih in nominalnih spremenljivk je temeljil na t. i. informacijski
vrednosti posamezne spremenljivke (angl. Information Value) [51], ki pred-
stavlja uporabno metodo za izbor spremenljivk v okviru razvoja modela. V
model so bile izbrane vse spremenljivke, ki so imele vsaj ²ibko napovedno
mo£, v na²em primeru tip naselja Tipnas in IZOB.
3. izbor ordinalnih spremenljivk je (poleg opazovane informacijske vrednosti)
temeljil tudi na korelacijski matriki numeri£nih in ordinalnih spremenljivk;
31. brez izobrazbe ali nedokon£ana osnovna ²ola (zdruºena 1. in 2. razred); 2. osnovna
²ola (3. razred); 3. srednja ²ola (zdruºeni 4., 5. in 6. razred); 4. vi²ja ali visoko²olska
izobrazba (zdruºena 7. in 8. razred); 5. univerzitetna/druga bolonjska stopnja (9. razred); 6.
specializacija, magisterij po starem programu, doktorat (zdruºeni 10., 11. in 12. razred).
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analiza je pokazala srednje mo£no povezanost med ordinalno spremenljivko
dohodek DohRaz in izobrazbo IZOB (Spearmanov korelacijski koeficient =
0,43); kljub ugotovljeni povezanosti pa spremenljivka izobrazba IZOB ve-
lja za eno izmed klju£nih demografskih spremenljivk (ki je imela tudi po-
membno informacijsko vrednost), zato smo se odlo£ili, da jo v model vklju-
£imo.
Dva razli£na modela logisti£ne regresije smo napravili z razlogom, ker v eno
izmed metod EM algoritma za izra£un ocen regresijskih parametrov in njihove
standardne napake v okviru logisti£ne regresije (tj. v okviru metode, kjer smo
ocene pridobili s pomo£jo ocene naravnega logaritma funkcije verjetja za model lo-
gisti£ne regresije) ni bilo mogo£e vklju£iti nominalnih in ordinalnih spremenljivk.4
Poleg tega smo ºeleli testirati, kako dobro se obnese metoda, kjer manjkajo£e vre-
dnosti v ordinalni spremenljivki dohodek obravnavamo kot posebno kategorijo.
Zato smo v drugi logisti£ni model vklju£ili  namesto numeri£ne spremenljivke
dohodek  ordinalno spremenljivko dohodek (DohRaz).
3.2.4 Opis in izvedba simulacije
Simulacije so matemati£ni oz. ra£unalni²ki eksperimenti, s pomo£jo katerih
imitiramo procese pod dolo£enimi pogoji  predpostavkami. Bistveno je, da v
postopek simulacije uvedemo slu£ajno komponento. Ker smo v magistrski nalogi
izhajali iz ºe obstoje£ega podatkovja raziskave EHIS, smo slu£ajno komponento
v simulacije vpeljali s pomo£jo ponovnega vzor£enja (tj. metoda samovzor£enja
- bootstrap). Celotna analiza (vklju£no s simulacijami) je bila izvedena v
programskem orodju R.
Podatkovni okvir za simulacije so bili obstoje£i podatki, ki vklju£ujejo vse
spremenljivke  pomembne za imputiranje manjkajo£ih vrednosti, vklju£no s
pomoºnimi spremenljivkami (opis spremenljivk se nahaja v podpoglavju 3.1.1).
V prvem koraku smo izlo£ili vse manjkajo£e vrednosti iz prvotnih (dejanskih)
4To metodo smo, kot ºe omenjeno tekom magistrskega dela, na podlagi preliminarnih rezul-
tatov naknadno izklju£ili iz osrednjega dela simulacij.
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podatkov, in sicer na na£in, da smo v podatkovju obdrºali le tiste enote, ki imajo
vrednosti pri vseh spremenljivkah. Novi vzorec, ki temelji na popolnih original-
nih podatkih in ki je bil podlaga za simulacije, tako vsebuje 2937 opazovanih enot.
V naslednjem koraku smo na popolnih podatkih (tj. na novem vzorcu) simu-
lirali manjkajo£e vrednosti v obsegu, kot so le-te prisotne na prvotnih podatkih
(deleº manjkajo£ih podatkov na prvotnih podatkih je prikazan v tabeli 3.1). Za
izvedbo simulacij manjkajo£ih vrednosti smo napravili pomoºno funkcijo my.meh,
v okviru katere sta bila generirana dva razli£no intenzivna mehanizma MAR in
NMAR na numeri£ni in ordinalni spremenljivki dohodek z namenom, da bi:
1. primerjali oceno za povpre£je dohodka DOH pri razli£no intenzivnih meha-
nizmih MAR in NMAR in glede na razli£ni odstotek manjkajo£ih vrednosti;
2. na ²ibkej²e generiranih mehanizih MAR in NMAR primerjali razli£ne me-
tode obravnave manjkajo£ih vrednosti v okviru razli£nih mehanizmov  kar
je osrednji cilj magistrske naloge.
Na ostalih spremenljivkah, ki na originalnih podatkih vsebujejo manjkajo£e
vrednosti, so bile manjkajo£e vrednosti generirane skladno z mehanizmom
MCAR.
Opis generiranih mehanizmov:
1. mehanizem MCAR je bil generiran s pomo£jo naklju£nega izbora enot iz
razpoloºljivega podatkovnega okvira, pri £emer je imela vsaka enota enako
moºnost izbora; izbranim enotam so bile pripisane manjkajo£e vrednosti.
2. V primeru, ko so bile na spremenljivkah DOH in DohRaz generirane manjka-
jo£e vrednosti v okviru mehanizma MAR, smo upo²tevali, da so manjkajo£e
vrednosti na omenjenih spremenljivkah odvisne od treh spremenljivk, in si-
cer:
 starosti STAROST;
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 strukture gospodinjstva  ²t. oseb v gospodinjstvu, ki so stare med
25 in 64 let  STRUKGOS5 in
 strukture gospodinjstva  ²t. oseb v gospodinjstvu, ki so stare 65 let
in ve£  STRUKGOS6.
3. V primeru, ko so bile na spremenljivkah DOH in DohRaz generirane manjka-
jo£e vrednosti v okviru mehanizma NMAR, smo upo²tevali, da so manjka-
jo£e vrednosti na omenjenih spremenljivkah odvisne od spremenljivk DOH
in DohRaz samih.
4. Pri generiranju mehanizmov smo upo²tevali tudi, da: a) vrednosti pri spre-
menljivki DOH manjkajo povsod, kjer manjkajo vrednosti pri DohRaz in b)
vrednosti pri vseh 6 spremenljivkah, ki se nana²ajo na strukturo gospo-
dinjstva (tj. STRUKGOS1, STRUKGOS2, STRUKGOS3, STRUKGOS4, STRUKGOS5,
STRUKGOS6), manjkajo pri istih enotah.
Slika 3.5 predstavlja razli£no intenzivno generirane mehanizme NMAR (v
primerjavi z mehanizmom MCAR) na numeri£ni spremenljivki dohodek DOH, ki
je bila zaradi laºjega prikaza porazdelitve verjetnosti za pojav manjkajo£e vre-
dnosti nato kategorizirana v 10 razredov (meje razredov so bile dolo£ene glede na
obstoje£e meje razredov na ordinalni spremenljivki dohodek). Leva stran slikov-
nih prikazov prikazuje relativno frekven£no porazdelitev manjkajo£ih vrednosti v
posameznem razredu  tj. glede na mehanizem MCAR ∼ DOH, ²ibki mehanizem
NMAR ∼ DOH, mo£nej²i mehanizem NMAR ∼ DOH, desna stran pa prikazuje
absolutno frekven£no porazdelitev enot po razredih glede na mehanizem, pri £e-
mer rde£a barva predstavlja manjkajo£e vrednosti v razredu, modra barva pa
predstavlja opazovane vrednosti v posameznem razredu. e pogledamo mehani-
zem MCAR, lahko vidimo, da so manjkajo£e vrednosti enakomerno razporejene
po vseh 10 razredih, medtem ko pri obeh generiranih mehanizmih NMAR manj-
kajo£e vrednosti nara²£ajo skladno z vi²ino dohodka. Razlika je opazna tudi med
razli£no intenzivnostjo mehanizma NMAR.
Sliki 3.6 in 3.7 prikazujeta primerjavo med intenzivnostjo generiranega me-
hanizma MAR. Prva slika (3.6) prikazuje primerjavo med gostoto porazdelitve
ocene uteºi (tj. verjetnosti, na podlagi katerih so bile iz vzorca izbrane enote,
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Slika 3.5: Prikaz relativne frekven£ne porazdelitve in absolutne frekven£ne poraz-
delitve manjkajo£ih vrednosti v spremenljivki DOH po razredih: primerjava med
mehanizmom MCAR, ²ibkej²im mehanizmom NMAR in mo£nej²im mehanizmom
NMAR
katerim so bile pripisane manjkajo£e vrednosti). Kot kaºe slika, se uteºi pri mo£-
nej²em mehanizmu MAR bolj gostijo okoli vrednosti 0, medtem ko so uteºi pri
²ibkej²em mehanizmu veliko bolj razporejene med vrednostima 0 in 1.
Razli£no intenzivno generiran mehanizem MAR je razviden tudi s slike 3.7, ki
prikazuje intenzivnost generiranega mehanizma MARna numeri£ni spremenljivki
dohodek DOH (levi del slike) in ordinalni spremenljivki dohodek DohRaz (desni del
slike), glede na eno izmed spremenljivk vpliva  STAROST. Prvi sivi stolpec (DOH)
predstavlja spremenljivko dohodek brez manjkajo£ih vrednosti. Drugi stolpec
(MCAR.DOH) predstavlja generirane manjkajo£e vrednosti skladno z mehaniz-
mom MCAR (rde£e enote, ki predstavljajo manjkajo£e vrednosti, so enakomerno
porazdeljene skozi celotno vi²ino stolpca), tretji stolpec (W.MAR.DOH) pred-
stavlja generirane manjkajo£e vrednosti skladno s ²ibkej²im mehanizmom MAR
(rde£e enote, ki predstavljajo manjkajo£e vrednosti, se ºe bolj gostijo na spodnjem
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Slika 3.6: Primerjava med ²ibkej²im in mo£nej²im mehanizmom MAR
delu stolpca), £etrti stolpec (S.MAR.DOH) predstavlja generirane manjkajo£e
vrednosti skladno z mo£nej²im mehanizmom MAR (rde£e enote, ki predstavljajo
manjkajo£e vrednosti, se precej bolj gostijo na spodnjem delu stolpca). Zadnji
stolpec predstavlja spremenljivko STAROST, ki je razvr²£ena od najniºje k najvi²ji
vrednosti.
Slika 3.7: Primerjava ²ibkej²ega in mo£nej²ega mehanizma MAR na numeri£ni in
ordinalni spremenljivki dohodek (rde£a barva predstavlja enote z manjkajo£imi
vrednostmi)
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Ko je bil na£in generiranja manjkajo£ih vrednosti glede na razli£ne meha-
nizme definiran, smo se lotili simulacij.
Simulacije so bile izvedene v dveh delih.
Prvi (tj. osrednji) del simulacij je bil namenjen primerjavi razli£nih metod
obravnave manjkajo£ih vrednosti glede na razli£ne mehanizme. V ta namen smo
napravili 4 razli£na podatkovja, ki so predstavljala izhodi²£e za obravnavo manj-
kajo£ih vrednosti z razli£nimi metodami obravnave, pri £emer je prvo podatkovje
predstavljalo referen£no podatkovje brez manjkajo£ih vrednosti. Preostala 3 po-
datkovja pa se med seboj razlikujejo v na£inu generiranja manjkajo£ih vrednosti
 tj. glede na razli£ne mehanizme manjkajo£ih vrednosti, ki so prisotni na nume-
ri£ni in ordinalni spremenljivki dohodek. Podatkovja so bila generirana na slede£i
na£in:
1. referen£no podatkovje brez manjkajo£ih vrednosti  predstavlja popolne ori-
ginalne podatke, kjer ni prisotnih manjkajo£ih vrednosti; omenjeno podat-
kovje smo v analizo obravnave manjkajo£ih vrednosti vklju£ili z namenom,
da ssmo lahko razli£ne metode obravnave manjkajo£ih vrednosti primerjali
s t. i. pravo vrednostjo;
2. podatkovje, v katerem so bile manjkajo£e vrednosti na vseh spremenljivkah
generirane v skladu z mehanizmom MCAR;
3. podatkovje, v katerem so bile manjkajo£e vrednosti na spremenljivkah DOH
in DohRaz generirane v skladu z mehanizmom MAR, na preostalih spre-
menljivkah, ki na originalnih podatkih vsebujejo dolo£en deleº manjkajo£ih
vrednosti, pa so bile le-te generirane v skladu z mehanizmom MCAR;
4. podatkovje, v katerem so bile manjkajo£e vrednosti na spremenljivkah DOH
in DohRaz generirane v skladu z mehanizmom NMAR, na preostalih spre-
menljivkah, ki na originalnih podatkih vsebujejo dolo£en deleº manjkajo£ih
vrednosti, pa so bile le-te generirane v skladu z mehanizmom MCAR.
Z vidika intenzivnosti generiranih mehanizmov je bila v tem delu simulacij
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generirana ²ibkej²a razli£ica mehanizmov MAR in NMAR.
Namen osrednjega dela simulacije v magistrski nalogi (tj. kjer je bil na
podatkih simuliran dejanski deleº manjkajo£ih vrednosti) je primerjava razli£nih
metod obravnave manjkajo£ih vrednosti v okviru razli£nih mehanizmov5. Da
smo lahko primerjali ºelene statistike, smo ustvarili pomoºno funkcijo my.imp,
ki izpi²e rezultate ene ponovitve. Simulacija je bila nato izvedena s k=1000
ponovitvami.
V drugem delu simulacij je bila, lo£eno od osrednjega dela simulacije,
izvedena simulacija na k=1000 ponovitvah, kjer smo primerjali pristranskost
ocene za povpre£je dohodka in pripadajo£i 95% interval zaupanja (izra£unan
na podlagi standardne napake iz izvedenih k simulacij) glede na intenzivnost
generiranega mehanizma in glede na primere, £e bi bile manjkajo£e vrednosti
na dohodku prisotne v vi²ini 5 %, 10 %, 30 % oz. 50 %. Analiza dohodka,
izvedenega na podlagi tega dela simulacij, omogo£a primerjavo med analizo
na razpoloºljivih podatkih in izbrano imputacijsko metodo, ki se je v prvem 
osrednjem delu simulacij izkazala za najbolj optimalno.
Da smo simulacijski proces pohitrili, smo uporabili paralelno ra£unanje.
Ra£unalnik, na katerem je bilo izvedeno paralelno ra£unanje, ima 8 jeder, pri
£emer je bilo za analizo uporabljenih 7 jeder (eno manj).
5Ordinalna spremenljivka DohRaz je bila imputirana v prvotni obliki  10 razredov, nato pa
je bila za namen analize rekategorizirana v 5 razredov. Razlog za rekategorizacijo je, ker jo v tej
obliki NIJZ uporablja v svojih analizah. Poleg tega rekategorizacija omogo£a laºjo primerjavo
rezultatov v grafi£ni obliki.
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3.2.5 Rezultati
V osrednjem delu simulacije smo opazovali ve£ razli£nih vidikov, na podlagi ka-
terih so bile ovrednotene izbrane metode, in sicer:
1. razliko v pristranskosti ocen numeri£ne spremenljivke dohodek DOH v okviru
osnovnih statistik;
2. gostoto povpre£ij iz simulacij za numeri£no spremenljivko dohodek DOH s
prikazom povpre£ne vrednosti;
3. povpre£je numeri£ne spremenljivke dohodek DOH s pripadajo£im 95% inter-
valom zaupanja iz simulacij;
4. korelacijo med spremenljivkama dohodek DOH in starost STAROST (kar smo
izra£unali s pomo£jo Pearsonovega korelacijskega koeficienta) ter med spre-
menljivkama dohodek DOH in izobrazbo IZOB (kar smo izra£unali s pomo£jo
Spearmanovega korelacijskega koeficienta);
5. primerjavo med numeri£no spremenljivko DOH, kategorizirano v 5 razredov
(kot jo v analizah uporablja NIJZ) in ordinalno spremenljivko DohRaz re-
kategorizirano iz 10 v 5 razredov;
6. NRMSE za numeri£no spremenljivko DOH in ordinalno spremenljivko
DohRaz.
Nadalje smo znotraj analize modela logisti£ne regresije opazovali tudi:
1. razliko v pristranskosti ocen numeri£ne spremenljivke dohodek DOH v pri-
merjavi z referen£nimi vrednostmi ocen regresijskih koeficientov okviru re-
gresijske analize;
2. razliko v pristranskosti ocen regresijskih koeficientov ordinalne spremen-
ljivke dohodek DohRaz v primerjavi z referen£nimi vrednostmi ocen regre-
sijskih koeficientov v okviru regresijske analize;
3. oceno za regresijske koeficiente modela logisti£ne regresije, ki vsebuje nu-
meri£ne neodvisne spremenljivke  prikaz ocene regresijskega koeficienta
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numeri£ne neodvisne spremenljivke dohodek DOH s pripadajo£im 95% inter-
valom zaupanja iz simulacij;
4. oceno za regresijske koeficiente modela logisti£ne regresije, ki vsebuje nu-
meri£ne, ordinalne in nominalne neodvisne spremenljivke  prikaz ocene re-
gresijskih koeficientov ordinalne neodvisne spremenljivke dohodek DohRaz
s pripadajo£im 95% intervalom zaupanja iz simulacij;
5. oceno za AUC oz. c-indeks;
6. oceno za Pseudo R2 (Nagelkerke).
Nenazadnje pa smo opazovali tudi £as, ki je potreben za imputacijo v okviru
posamezne metode.
Rezultati so predstavljeni v posameznem podpoglavju. Za razumevanje oznak
v slikah in tabelah, ki so predstavljene v nadaljevanju, navajam slede£e obrazlo-
ºitve:
 ORIG  predstavlja oznako za prikaz ocen na originalnih simulacijskih
podatkih (tj. referen£nih podatkih);
 RAZP  predstavlja oznako za prikaz ocen na razpoloºljivih podatkih;
 POP  predstavlja oznako za prikaz ocen na popolnih podatkih;
 KNN  predstavlja oznako za prikaz ocen na podatkih, imputiranih s po-
mo£jo metode KNN;
 MICE.d1  predstavlja oznako za prikaz ocen na podatkih, imputiranih s
pomo£jo metode multiplih imputacij  pristop FCS, ki ne predvideva mul-
tivariatne normalne porazdelitve in vrednosti vstavlja s pomo£jo razli£nih
regresijskih modelov (vrsta regresijskega modela, ki je bil pri posamezni
spremenljivki uporabljen, je naveden v poglavju 3.2.1);
 MICE.d2  predstavlja oznako za prikaz ocen na podatkih, imputiranih s
pomo£jo metode multiplih imputacij  pristop FCS, ki ne predvideva mul-
tivariatne normalne porazdelitve in vrednosti vstavlja s pomo£jo razli£nih
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regresijskih modelov (vrsta regresijskega modela, ki je bil pri posamezni
spremenljivki uporabljen, je navedeno v poglavju 3.2.1); ta metoda je bila
nadgrajena z reimputacijo (pod dolo£enimi pogoji, ki so prav tako opisani
v poglavju 3.2.1) na podlagi upo²tevane funkcijske zveze med numeri£no
spremenljivko dohodek DOH in ordinalno spremenljivko dohodek DohRaz;
 MICE.rf  predstavlja oznako za prikaz ocen na podatkih, imputiranih
s pomo£jo metode multiplih imputacij  pristop FCS, ki ne predvideva
multivariatne normalne porazdelitve in vrednosti vstavlja s pomo£jo metode
naklju£nih gozdov;
 MICE.nn  predstavlja oznako za prikaz ocen na podatkih, imputiranih s
pomo£jo metode multiplih imputacij  pristop FCS, ki predpostavlja mul-
tivariatno normalno porazdelitev in vrednosti vstavlja s pomo£jo Bayesove
linearne regresije;
 Amelia1  predstavlja oznako za prikaz ocen na podatkih, imputiranih
s pomo£jo metode multiplih imputacij  pristop MVNI, ki predpostavlja
multivariatno normalno porazdelitev in vrednosti vstavlja s pomo£jo ocen
EM algoritma;
 Amelia2  predstavlja oznako za prikaz ocen na podatkih, imputiranih s
pomo£jo metode multiplih imputacij  pristop MVNI, ki predpostavlja mul-
tivariatno normalno porazdelitev in vrednosti vstavlja s pomo£jo ocen EM
algoritma; ta metoda je bila nadgrajena z reimputacijo (pod dolo£enimi
pogoji, opisanimi v poglavju 3.2.1) na podlagi upo²tevane funkcijske zveze
med numeri£no spremenljivko dohodek DOH in ordinalno spremenljivko do-
hodek DohRaz;
 EM  predstavlja oznako za prikaz ocen osnovih statistik in korelacij na
podatkih, imputiranih s pomo£jo EM algoritma; regresijski koeficienti in
pripadajo£e standardne napake so bile izra£unane s pomo£jo Bayesovega
pristopa podatkovne augmentacije;
 NA.KAT  predstavlja oznako za prikaz ocen regresijskih koeficientov in
pripadajo£ih standardnih napak regresijskih koeficientov na podatkih, kjer
so manjkajo£e vrednosti na ordinalni spremenljivki dohodek DohRaz obrav-
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navane kot posebna kategorija (tj. znotraj modela logisti£ne regresije, kjer
so neodvisne spremenljivke nominalne, ordinalne in numeri£ne).
V tabelah so nekatere vrednosti ozna£ene z modro barvo. Modra oznaka v
tabeli ozna£uje metodo, kjer je absolutna razlika med oceno in referen£no vre-
dnostjo najniºja.
3.2.5.1 Osnovne statistike
V okviru osnovnih statistik smo opazovali: a) velikost vzorca, b) povpre£je
numeri£ne spremenljivke dohodek DOH s pripadajo£im 95% intervalom zaupanja
(IZ) iz simulacij, c) standardni odklon od povpre£ja, d) gostoto povpre£ij iz
simulacij za numeri£no spremenljivko dohodek DOH in f) relativno frekven£no
porazdelitev ordinalne spremenljivke dohodek DohRaz po razredih; relativno
frekven£no porazdelitev numeri£ne spremenljivke dohodek DOH, ki je bila nakna-
dno kategorizirana v razrede. Osnovne statistike so predstavljene grafi£no in
v tabelarni obliki, pri £emer je v tabeli prikazana tudi absolutna razlika ocene
povpre£ja in standardnega odklona od referen£ne vrednosti. Z modro oznako v
tabeli je ozna£ena tista vrednost pri izbrani metodi, ki se v primerjavi z ostalimi
metodami (v okviru posamezne vrste mehanizma) izkaºe najbolje.
Velikost celotnega vzorca na simulacijskih podatkih je 2937. To velja
tako za referen£no podatkovje kot tudi za vse metode, ki podatke imputirajo.
Velikost vzorca se (za velikost manjkajo£ih vrednosti, prisotnih na numeri£ni
spremenljivki dohodek DOH) zmanj²a v okviru analize na razpoloºljivih podatkih
na 1498 (51 %) enot celotnega vzorca, medtem ko se v okviru popolnih podatkov
velikost vzorca ²e bolj zmanj²a. V slednjem primeru se podatki med mehanizmi
nekoliko razlikujejo, saj je velikost vzorca na popolnih podatkih odvisna od tega,
kje v podatkovju se manjkajo£a vrednost pri posamezni spremenljivki nahaja.
V okviru mehanizma MCAR zna²a velikost vzorca na popolnih podatkih v
povpre£ju 1339,1 (45,6 %) enot celotnega vzorca, v okviru mehanizma MAR
v povpre£ju 1339,1 (45,6 %) enot celotnega vzorca in mehanizma NMAR v
povpre£ju 1338,8 (45,6 %) enot celotnega vzorca.
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Tabela 3.3 prikazuje povpre£ne ocene za osnovne statistike iz simulacij v
okviru opazovane numeri£ne spremenljivke dohodek DOH: velikost vzorca (n),
povpre£je (x) in standardni odklon (SD) ter absolutno razliko ocene za povpre£je
od referen£ne vrednosti in absolutno razliko ocene za standardni odklon od
referen£ne vrednosti (ARx oz. ARSD). e opazujemo povpre£je numeri£ne
spremenljivke dohodek DOH in njen standardni odklon, vidimo, da so rezultati
pri ve£ini od metod relativno nepristranski v primeru mehanizma MCAR. V
primeru mehanizma MAR so dokaj nepristranke metode, ki imputirajo vrednosti,
pri £emer se najbolje izkaºejo: a) nadgrajena metoda multiplih imputacij, ki
temelji na razli£nih regresijskih modelih (MICE.d1, MICE.d2) in b) metoda
multiplih imputacij, ki temelji na pristopu MVNI (Amelia1 in Amelia2) in
c) EM algoritem. V splo²nem, vse opazovane metode postanejo precej bolj
pristranske v primeru mehanizma NMAR, v tem primeru se najbolje obnese
metoda multiplih imputacij, ki temelji na pristopu MVNI (Amelia1 in Amelia2).
Opazimo lahko tudi, da se nadgrajena metoda (kjer upo²tevamo funkcijsko zvezo
med numeri£no in ordinalno spremenljivko dohodek, pri pristopu FCS, ki teme-
lji na razli£nih regresijskih modelih (MICE.d2)), obnese bolje kot v prvotnem
primeru imputacije (MICE.d1), medtem ko pri pristopu MVNI ni bistvenih razlik.
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Metoda Mehanizem
DOH
n x ARx SD ARSD
1.ORIG 1.ORIG 2937,00 1531,74 0,00 940,17 0,00
2.RAZP 2.MCAR 1498,00 1531,39 0,34 938,86 1,31
3.POP 2.MCAR 1339,00 1531,02 0,71 938,22 1,95
4.KNN 2.MCAR 2937,00 1492,95 38,79 807,48 132,69
5.MICE.d1 2.MCAR 2937,00 1528,07 3,66 938,68 1,48
6.MICE.d2 2.MCAR 2937,00 1529,76 1,98 939,05 1,12
7.MICE.rf 2.MCAR 2937,00 1500,37 31,37 884,09 56,08
8.MICE.nn 2.MCAR 2937,00 1523,30 8,43 865,72 74,44
9.Amelia1 2.MCAR 2937,00 1533,50 1,76 913,45 26,72
10.Amelia2 2.MCAR 2937,00 1533,97 2,24 920,78 19,39
11.EM 2.MCAR 2937,00 1531,30 0,43 938,66 1,51
1.ORIG 1.ORIG 2937,00 1531,74 0,00 940,17 0,00
2.RAZP 3.MAR 1498,00 1394,75 136,98 899,63 40,54
3.POP 3.MAR 1339,00 1394,65 137,08 899,04 41,13
4.KNN 3.MAR 2937,00 1481,18 50,55 773,82 166,35
5.MICE.d1 3.MAR 2937,00 1524,36 7,38 942,82 2,65
6.MICE.d2 3.MAR 2937,00 1528,20 3,53 947,08 6,91
7.MICE.rf 3.MAR 2937,00 1476,64 55,09 880,85 59,32
8.MICE.nn 3.MAR 2937,00 1510,50 21,23 856,78 83,39
9.Amelia1 3.MAR 2937,00 1530,99 0,75 909,44 30,73
10.Amelia2 3.MAR 2937,00 1532,11 0,37 923,16 17,00
11.EM 3.MAR 2937,00 1522,89 8,85 909,11 31,06
1.ORIG 1.ORIG 2937,00 1531,74 0,00 940,17 0,00
2.RAZP 4.NMAR 1498,00 1223,02 308,72 711,99 228,18
3.POP 4.NMAR 1339,00 1223,06 308,68 712,02 228,15
4.KNN 4.NMAR 2937,00 1268,67 263,07 622,87 317,30
5.MICE.d1 4.NMAR 2937,00 1335,62 196,12 754,34 185,83
6.MICE.d2 4.NMAR 2937,00 1424,02 107,72 823,25 116,92
7.MICE.rf 4.NMAR 2937,00 1411,59 120,15 794,26 145,91
8.MICE.nn 4.NMAR 2937,00 1442,51 89,22 802,63 137,54
9.Amelia1 4.NMAR 2937,00 1460,62 71,12 838,47 101,70
10.Amelia2 4.NMAR 2937,00 1460,20 71,54 835,91 104,26
11.EM 4.NMAR 2937,00 1439,00 92,73 782,51 157,66
Tabela 3.3: Prikaz povpre£nih ocen osnovnih statistik (n, povpre£je in SD) iz si-
mulacij pri numeri£ni spremenljivki dohodek, absolutne razlike ocen za povpre£je
od referen£ne vrednosti ter absolutne razlike ocen za SD od referen£ne vrednosti
76 Empiri£ni del
Sliki 3.8 in 3.9 potrjujeta rezultate iz tabele 3.3. Slika 3.9 prikazuje pov-
pre£je numeri£ne spremenljivke DOH s pripadajo£im 95% intervalom zaupanja
iz simulacij, pri £emer omogo£a primerjavo vseh uporabljenih metod obravnave
manjkajo£ih vrednosti v okviru razli£nih mehanizmov. Vodoravno sivo polje na
sliki predstavlja referen£no vrednost. Slika 3.8 pa prikazuje gostoto povpre£ij iz
simulacij za numeri£no spremenljivko dohodek DOH v okviru razli£nih mehaniz-
mov. Grafi£ni prikaz primerja razli£ne metode imputacije z referen£no vpredno-
stjo (ORIG), ki je na slikovnem prikazu ozna£ena z odebeljeno £rno krivuljo.
Slika 3.8: Gostota porazdelitve povpre£ij iz simulacij za numeri£no spremenljivko
dohodek DOH - primerjava imputacijskih metod v okviru razli£nih mehanizmov
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Slika 3.9: Povpre£je numeri£ne spremenljivke DOH s pripadajo£im 95% interva-
lom zaupanja iz simulacij
V nadaljevanju nas je zanimalo, kako dobro metode obravnave manjkajo£ih
vrednosti delujejo na primeru imputirane ordinalne spremenljivke DohRaz. Pri
tem smo opazovali tudi imputirano numeri£no spremenljivko dohodek DOH, ki
je bila naknadno kategorizirana v razrede. S to primerjavo smo ºeleli ugotoviti
dvoje: a) katera metoda se v primeru obravnave ordinalne spremenljivke
dohodek DohRaz najbolje obnese in b) ali se imputacijske metode bolje obnesejo
v primeru numeri£ne spremenljivke, ki je naknadno kategorizirana, ali v primeru,
ko ordinalno spremenljivko ºe v tej obliki uporabimo v imputacijskem modelu.
Sliki 3.10 in 3.11, s pomo£jo katerih lahko primerjamo metode in mehanizme,
predstavljata relativno frekven£no porazdelitev v razrede, pri £emer so v vsakem
posameznem stolpcu (v okviru posamezne metode) dodani tudi dejanski odstotki.
Slika 3.10 prikazuje ordinalno spremenljivko dohodek, ki je bila med obravnavo
ºe obravnavana kot ordinalna spremenljivka, slika 3.11 pa predstavlja numeri£no
spremenljivko dohodek, ki je bila po obravnavi kategorizirana v razrede. Ostale
oznake so opisane v za£etku poglavja.
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Slika 3.10: Relativna frekven£na porazdelitev spremenljivke DohRaz  prikaz
ordinalne spremenljivke dohodek, ki je bila med obravnavo ºe obravnavana kot
ordinalna spremenljivka (rezultati iz simulacij)
Slika 3.11: Relativna frekven£na porazdelitev spremenljivke DohRaz  prikaz
numeri£ne spremenljivke dohodek, ki je bila po obravnavi kategorizirana v razrede
(rezultati iz simulacij)
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Kot pri£akovano, se metode v primeru mehanizma MCAR izkaºejo bolje
kot v primeru mehanizmov MAR in NMAR. V primeru mehanizma MCAR
se metodi, ki izlo£ata enote, obneseta zelo dobro. Nadalje lahko opazimo,
da se metode med seboj za£nejo bolj razlikovati v primeru MAR in ²e toliko
bolj v primeru mehanizma NMAR. Metode ºe v primeru mehanizma MAR
postanejo bolj pristranske, predvsem metodi, ki izlo£ata enote (tj. analiza
na razploºljivih in analiza na popolnih podatkih). Kot najmanj pristranski
metodi se izkaºeta a) metoda multiplih imputacij, ki temelji na pristopu
FCS, ki temelji na razli£nih regresijskih modelih (MICE.d1, MICE.d2) in b)
metoda multiplih imputacij, ki temelji na pristopu MVNI (Amelia1 in Ame-
lia2). Zelo dobro se v primeru mehanizma NMAR izkaºe tudi EM algoritem,
vendar le ko numeri£no spremenljivko DOH po obravnavi kategoriziramo v razrede.
3.2.5.2 Natan£nost imputiranih ocen
Da bi preverili natan£nost imputiranih ocen, smo opazovali mero NRMSE, ki
nakazuje, da mora biti napaka £im manj²a (tj. rezultati, ki so bliºje vrednosti 0,
so bolj²i).
Sliki 3.12(a) in 3.12(b) kaºeta natan£nost ocen v okviru numeri£ne spre-
menljivke dohodek DOH in ordinalne spremenljivke dohodek DohRaz. Rezultati so
pokazali, da se v primeru numeri£ne spremenljivke dohodek DOH najbolje izkaºeta
metodi a) multiple imputacije MVNI (Amelia1) in b) multiple imputacije FCS,
ki temelji na modelu Bayesove linearne regresije, kot najslab²i pa se izkaºeta
metodi a) multiplih imputacij FCS, ki temelji na razli£nih regresijskih modelih
(MICE.d1) in b) metoda KNN. So se pa rezultati v okviru metode multiplih
imputacij FCS, ki temelji na razli£nih regresijskih modelih, nadgrajeni z reim-
putacijo (MICE.d2) drasti£no izbolj²ali. Rezultati so se nekoliko spremenili v
primeru ordinalne spremenljivke dohodek DohRaz, kjer se situacija obrne. Tu se
kot najslab²i obneseta metodi a) multiple imputacije MVNI in b) EM algoritem,
medtem ko se nabolje izkaºeta ravno metodi a) multiple imputacije FCS, ki
temelji na razli£nih regresijskih modelih in b) metoda KNN.
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(a) NRMSE - DOH (b) NRMSE - DohRaz
Slika 3.12: NRMSE za numeri£no spremenljivko in ordinalno spremenljivko do-
hodek (rezultati iz simulacij)
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3.2.5.3 Korelacija
Metoda Mehanizem
STAROST IZOB
ρ ARρ ρ ARρ
1.ORIG 1.ORIG -0,31 0,000 0,51 0,000
2.RAZP 2.MCAR -0,31 0,001 0,51 0,000
3.POP 2.MCAR -0,31 0,001 0,51 0,000
4.KNN 2.MCAR -0,35 0,045 0,40 0,113
5.MICE.d1 2.MCAR -0,31 0,001 0,50 0,009
6.MICE.d2 2.MCAR -0,31 0,001 0,51 0,006
7.MICE.rf 2.MCAR -0,29 0,014 0,48 0,034
8.MICE.nn 2.MCAR -0,31 0,003 0,49 0,025
9.Amelia1 2.MCAR -0,31 0,004 0,50 0,007
10.Amelia2 2.MCAR -0,31 0,002 0,51 0,007
11.EM 2.MCAR -0,31 0,001 0,49 0,027
1.ORIG 1.ORIG -0,31 0,000 0,51 0,000
2.RAZP 3.MAR -0,32 0,015 0,54 0,026
3.POP 3.MAR -0,32 0,015 0,54 0,026
4.KNN 3.MAR -0,33 0,029 0,41 0,106
5.MICE.d1 3.MAR -0,29 0,012 0,51 0,004
6.MICE.d2 3.MAR -0,30 0,008 0,51 0,004
7.MICE.rf 3.MAR -0,28 0,025 0,48 0,033
8.MICE.nn 3.MAR -0,31 0,006 0,50 0,017
9.Amelia1 3.MAR -0,31 0,001 0,51 0,001
10.Amelia2 3.MAR -0,31 0,001 0,51 0,001
11.EM 3.MAR -0,30 0,004 0,50 0,015
1.ORIG 1.ORIG -0,31 0,000 0,51 0,000
2.RAZP 4.NMAR -0,31 0,008 0,47 0,043
3.POP 4.NMAR -0,31 0,008 0,47 0,043
4.KNN 4.NMAR -0,34 0,029 0,36 0,148
5.MICE.d1 4.NMAR -0,29 0,012 0,48 0,036
6.MICE.d2 4.NMAR -0,31 0,001 0,49 0,022
7.MICE.rf 4.NMAR -0,30 0,011 0,46 0,048
8.MICE.nn 4.NMAR -0,31 0,004 0,49 0,023
9.Amelia1 4.NMAR -0,31 0,006 0,50 0,009
10.Amelia2 4.NMAR -0,31 0,007 0,50 0,009
11.EM 4.NMAR -0,32 0,016 0,51 0,005
Tabela 3.4: Prikaz povpre£nih ocen korelacije (DOH in IZOB; DOH in STA-
ROST) iz simulacij in absolutna razlika med povpre£no oceno korelacije iz simu-
lacij in referen£no vrednostjo
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(a) (b)
Slika 3.13: Povpre£na ocena korelacije iz simulacij med numeri£no spremenljivko
DOH in spremenljivkama STAROST in IZOBRAZBA
Tabela 3.4 prikazuje povpre£no oceno za korelacijo (ρ) med a) numeri£no spreme-
njivko dohodek DOH in spremenljivko STAROST ter med b) numeri£no spremenjivko
dohodek DOH in ordinalno spremenljivko IZOB iz simulacij. V tabeli je prikazana
tudi absolutna razlika povpre£ne ocene korelacije od referen£ne vrednosti iz si-
mulacij (ARρ). Rezultati soprav tako prikazani v grafi£ni obliki (slika 3.13).
Rezultati kaºejo, da so absolutne razlike ocen v primerjavi z referen£no vredno-
stjo med metodami relativno nizke. Kot vidimo, se v primeru mehanizma MCAR
metodi, ki izlo£ata enote, zelo dobro obneseta. Metode se v primeru mehanizmov
MAR in NMAR izkaºejo slab²e. V splo²nem se (izmed imputacijskih metod) naj-
slab²e obneseta a) metoda KNN in b) metoda multiplih imputacij, ki temelji na
metodi naklju£nih gozdov (MICE.rf). V primeru mehanizmov MAR in NMAR
se sicer najbolje obnesejo a) EM algoritem, b) metoda multiplih imputacij MVNI
(Amelia1, tudi Amelia2) in metoda multiplih imputacij FCS, ki temelji na raz-
li£nih regresijskih modelih (MICE.d2).
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3.2.5.4 Regresijski koeficienti
Znotraj te to£ke smo v primeru obeh modelov logisti£ne regresije (tj. a. mo-
del logisti£ne regresije z numeri£nimi neodvisnimi spremenljivkami in b. model
logisti£ne regresije z numeri£nimi, ordinalnimi in nominalnimi neodvisnimi spre-
menljivkami):
 v tabelarnem prikazu opazovali ocene regresijskih koeficientov in njihovo
absolutno razliko od referen£nih vrednosti; z modro barvo je ozna£ena tista
ocena absolutne razlike, ki se najmanj razlikuje od referen£nih vrednosti
znotraj posameznega mehanizma (£e imata dve metodi enako vrednost, sta
z modro obarvani obe vrednosti);
 v slikovnem prikazu opazovali ocene regresijskih koeficientov s pripadajo£im
95% intervalom zaupanja iz simulacijskih podatkov.
Slika 3.14 prikazuje ocene regresijskega koeficienta s pripadajo£im 95%
intervalom zaupanja iz simulacijskih podatkov za spremenljivko dohodek DOH
znotraj modela z numeri£nimi neodvisnimi spremenljivkami: OSKRBA ∼
DOH + STRUKGOS1 + STRUKGOS3 + STRUKGOS3 + STAROST. Pripa-
dajo£a tabela 3.5 poleg ocene regresijskega koeficienta za dohodek iz simulacij
(β) prikazuje tudi njegovo absolutno razliko od referen£ne vrednosti iz simulacij
(ARβ).
Slika 3.14: Model logisti£ne regresije z numeri£nimi neodvisnimi spremenljivkami
 spremenljivka DOH
84 Empiri£ni del
Metoda Mehanizem
DOH
β ARβ
1.ORIG 1.ORIG 0,000550 0,000000
2.POP 2.MCAR 0,000580 0,000031
3.KNN 2.MCAR 0,000400 0,000141
4.MICE.d1 2.MCAR 0,000580 0,000039
5.MICE.d2 2.MCAR 0,000550 0,000004
6.MICE.rf 2.MCAR 0,000460 0,000083
7.MICE.nn 2.MCAR 0,000530 0,000018
8.Amelia1 2.MCAR 0,000520 0,000030
9.Amelia2 2.MCAR 0,000500 0,000045
10.EM 2.MCAR 0,000450 0,000097
1.ORIG 1.ORIG 0,000550 0,000000
2.POP 3.MAR 0,000700 0,000154
3.KNN 3.MAR 0,000430 0,000115
4.MICE.d1 3.MAR 0,000490 0,000056
5.MICE.d2 3.MAR 0,000500 0,000047
6.MICE.rf 3.MAR 0,000460 0,000084
7.MICE.nn 3.MAR 0,000520 0,000025
8.Amelia1 3.MAR 0,000510 0,000041
9.Amelia2 3.MAR 0,000490 0,000058
10.EM 3.MAR 0,000440 0,000109
1.ORIG 1.ORIG 0,000550 0,000000
2.POP 4.NMAR 0,000760 0,000214
3.KNN 4.NMAR 0,000570 0,000022
4.MICE.d1 4.NMAR 0,000680 0,000134
5.MICE.d2 4.NMAR 0,000600 0,000052
6.MICE.rf 4.NMAR 0,000510 0,000031
7.MICE.nn 4.NMAR 0,000600 0,000052
8.Amelia1 4.NMAR 0,000590 0,000044
9.Amelia2 4.NMAR 0,000560 0,000019
10.EM 4.NMAR 0,000580 0,0000340
Tabela 3.5: Prikaz povpre£nih ocen regresijskih koeficientov iz simulacij za nume-
ri£no spremenljivko dohodek in njihovih absolutnih razlik od referen£ne vrednosti
(model logisti£ne regresije z numeri£nimi neodvisnimi spremenljivkami)
Rezultati kaºejo, da je metoda analize na popolnih podatkih v primeru
mehanizma MCAR nepristranska, postane pa precej pristranska v primeru
mehanizmov MAR in NMAR. V primeru mehanizma MAR se najbolje izkaºejo
metode multiplih imputacij, in sicer: a) metoda multiplih imputacij FCS,
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ki temelji na razli£nih regresijskih modelih (MICE.d2 celo nekoliko bolje kot
MICE.d1), b) metoda multiplih imputacij FCS, ki temelji na modelu linearne
regresije (MICE.nn) in c) metoda multiplih imputacij, ki temelji na pristopu
MVNI (Amelia1 in Amelia2). V primeru mehanizma NMAR pa se zelo dobro
izkaºe tudi EM algoritem.
Slika 3.15 prikazuje ocene regresijskih koeficientov s pripadajo£im
95% intervalom zaupanja iz simulacijskih podatkov za ordinalno spre-
menljivko dohodek DohRaz, ki je vklju£ena v model: OSKRBA ∼
DohRaz + STRUKGOS1 + STRUKGOS3 + STRUKGOS3 + STAROST +
Tipnas + IZOB. Omenjene ocene (tj. β2, β3, β4 in β5) so prikazane tudi v tabeli
3.11), v kateri pa lahko opazujemo tudi absolutne razlike regresijskih koeficientov
ordinalne spremenljivke dohodek DohRaz v primerjavi z njihovimi referen£nimi
vrednostmi iz simulacij (ARβ2 , ARβ3 , ARβ4 , ARβ5). V tem delu nas je tudi
posebej zanimalo, kako se izkaºe metoda, kjer v okviru ordinalne spremenljivke
dohodek DohRaz manjkajo£e vrednosti obravnavamo kot posebno kategorijo.
Posebne kategorije v predstavitvi rezultatov ni prikazane, saj nas je zanimalo
predvsem, kak²en vpliv ima omenjen postopek na rezultate ostalih koeficientov
v regresijskem modelu.
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Slika 3.15: Model logisti£ne regresije z numeri£nimi, ordinalnimi in nominalnimi
neodvisnimi spremenljivkami  spremenljivka DohRaz
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Metoda Mehanizem
DohRaz
β2 ARβ2 β3 ARβ3 β4 ARβ4 β5 ARβ5
1.ORIG 1.ORIG 0,37 0,000 1,21 0,000 1,32 0,000 1,74 0,000
2.POP 2.MCAR 0,37 0,001 1,51 0,304 1,41 0,091 3,42 1,677
3.KNN 2.MCAR 0,33 0,037 0,99 0,221 1,06 0,263 1,62 0,123
4.MICE.d1 2.MCAR 0,38 0,008 1,28 0,069 1,34 0,018 2,07 0,323
5.MICE.d2 2.MCAR 0,38 0,008 1,28 0,069 1,34 0,018 2,07 0,323
6.MICE.rf 2.MCAR 0,35 0,018 0,99 0,225 1,08 0,243 1,60 0,141
7.MICE.nn 2.MCAR 0,37 0,003 1,04 0,174 1,15 0,174 1,57 0,170
8.Amelia1 2.MCAR 0,36 0,011 0,99 0,219 1,08 0,234 1,40 0,346
9.Amelia2 2.MCAR 0,36 0,011 0,99 0,219 1,08 0,234 1,40 0,346
10.EM 2.MCAR 0,45 0,081 0,42 0,786 1,20 0,118 1,09 0,654
11.NA.KAT 2.MCAR 0,34 0,029 1,20 0,011 1,22 0,096 2,15 0,401
1.ORIG 1.ORIG 0,37 0,000 1,21 0,000 1,32 0,000 1,74 0,000
2.POP 3.MAR 0,46 0,092 2,01 0,800 1,45 0,132 6,75 5,006
3.KNN 3.MAR 0,38 0,014 1,02 0,191 1,05 0,274 1,94 0,200
4.MICE.d1 3.MAR 0,40 0,031 1,30 0,086 1,30 0,017 2,23 0,481
5.MICE.d2 3.MAR 0,40 0,031 1,30 0,086 1,30 0,017 2,23 0,481
6.MICE.rf 3.MAR 0,36 0,004 0,99 0,223 1,04 0,277 1,71 0,038
7.MICE.nn 3.MAR 0,39 0,027 1,04 0,169 1,09 0,227 1,53 0,215
8.Amelia1 3.MAR 0,37 0,007 1,00 0,211 1,05 0,272 1,38 0,360
9.Amelia2 3.MAR 0,37 0,007 1,00 0,211 1,05 0,272 1,38 0,360
10.EM 3.MAR 0,53 0,164 0,45 0,758 1,20 0,119 1,06 0,684
11.NA.KAT 3.MAR 0,38 0,014 1,26 0,050 1,24 0,074 2,46 0,712
1.ORIG 1.ORIG 0,37 0,000 1,21 0,000 1,32 0,000 1,74 0,000
2.POP 4.NMAR 0,40 0,035 1,76 0,553 1,74 0,417 7,56 5,816
3.KNN 4.NMAR 0,38 0,009 1,01 0,200 1,10 0,220 2,04 0,295
4.MICE.d1 4.NMAR 0,38 0,017 1,30 0,090 1,37 0,049 2,38 0,631
5.MICE.d2 4.NMAR 0,38 0,017 1,30 0,090 1,37 0,049 2,38 0,631
6.MICE.rf 4.NMAR 0,37 0,002 1,02 0,190 1,10 0,217 1,85 0,110
7.MICE.nn 4.NMAR 0,40 0,033 1,09 0,116 1,21 0,114 1,68 0,061
8.Amelia1 4.NMAR 0,35 0,018 1,00 0,210 1,10 0,219 1,46 0,289
9.Amelia2 4.NMAR 0,35 0,018 1,00 0,210 1,10 0,219 1,46 0,289
10.EM 4.NMAR 0,56 0,197 0,50 0,712 1,31 0,010 1,20 0,545
11.NA.KAT 4.NMAR 0,36 0,002 1,28 0,075 1,32 0,002 2,68 0,932
Tabela 3.6: Prikaz povpre£nih ocen regresijskih koeficientov iz simulacij za ordi-
nalno spremenljivko dohodek in njihovih absolutnih razlik od referen£nih vredno-
sti (model logisti£ne regresije z numeri£nimi, ordinalnimi in nominalnimi neodvi-
snimi spremenljivkami)
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S slike 3.15 in tabele 3.6 lahko vidimo, da se metoda, v okviru katere
manjkajo£e vrednosti obravnavamo kot posebno kategorijo, izkaºe presenetljivo
dobro. S tem manevrom smo dejansko uspeli izbolj²ati ocene regresijskih
koeficientov. e pogledamo ordinalno spremenljivko dohodek DohRaz kot
celoto, lahko vidimo, da se najbolje izmed vseh metod (gledano celostno) izkaºe
metoda FCS, ki temelji na razli£nih regresijskih modelih (MICE.d2 celo nekoliko
bolje kot MICE.d1). Dobro pa se izkaºejo tudi ostale metode multiplih imputacij.
3.2.5.5 Prileganje modela in diskriminatorna mo£
Prileganje modela in njegovo diskriminatorno mo£ smo opazovali le v okviru
modela logisti£ne regresije, v katerega so vklju£ene numeri£ne, ordinalne in
nominalne neodvisne spremenljivke.
Prileganje modela smo opazovali s pomo£jo koeficienta determinacije 
Nagelkerke R2. Primerjava metod v okviru razli£nih mehanizmov je prikazana v
tabeli 3.7, kjer R2max predstavlja povpre£no oceno najve£je moºne vrednosti iz si-
mulacij, ki jo lahko doseºe mera, R2 predstavlja povpre£no oceno Nagelkerkevega
R2 iz simulacij, ARR2 pa predstavlja absolutno razliko med povpre£no oceno
mere Nagelkerkevega R2 v okviru posamezne opazovane metode od referen£ne
vrednosti iz simulacij. Z modro barvo je ozna£ena tista vrednost, ki od referen£ne
vrednosti najmanj odstopa.
Iz rezultatov lahko vidimo, da ima R2 v splo²nem zelo nizko vrednost (na
originalnih oz. referen£nih podatkih ta zna²a 0,088, pri £emer R2max zna²a 0,23 
kar predstavlja najve£jo moºno vrednost, ki jo lahko doseºe mera). Kljub temu
da je najve£ja moºna vrednost, ki jo lahko doseºe mera, precej nizka, vseeno z
modelom pojasnimo izredno malo variabilnosti. To sicer ni bistvo magistrskega
dela. Bistvo je, kako se metode izkaºejo v okviru razli£nih mehanizmov. Ne glede
na vrsto mehanizma, lahko vidimo, da se metode vedejo dokaj podobno in niti ne
odstopajo od prave vrednosti, najbolje pa se v primeru vseh treh mehanizmov
izkaºeta metodi: a) metoda FCS, ki temelji na razli£nih regresijskih modelih
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(MICE.d1, MICE.d2), in b) metoda, kjer manjkajo£e vrednosti obravnavamo
kot posebno kategorijo.
Metoda Mehanizem R2max R
2 ARR2
1.ORIG 1.ORIG 0,23 0,09 0,0000
2.NA.KAT 2.MCAR 0,23 0,08 0,0029
3.KNN 2.MCAR 0,22 0,08 0,0095
4.MICE.d1 2.MCAR 0,23 0,09 0,0049
5.MICE.d2 2.MCAR 0,23 0,09 0,0049
6.MICE.rf 2.MCAR 0,22 0,08 0,0098
7.MICE.nn 2.MCAR 0,22 0,08 0,0053
8.Amelia1 2.MCAR 0,24 0,08 0,0117
9.Amelia2 2.MCAR 0,24 0,08 0,0117
10.EM 2.MCAR 0,22 0,08 0,0060
1.ORIG 1.ORIG 0,23 0,09 0,0000
2.NA.KAT 3.MAR 0,23 0,09 0,0027
3.KNN 3.MAR 0,22 0,08 0,0091
4.MICE.d1 3.MAR 0,23 0,09 0,0050
5.MICE.d2 3.MAR 0,23 0,09 0,0050
6.MICE.rf 3.MAR 0,22 0,08 0,0103
7.MICE.nn 3.MAR 0,22 0,08 0,0071
8.Amelia1 3.MAR 0,24 0,08 0,0126
9.Amelia2 3.MAR 0,24 0,08 0,0126
10.EM 3.MAR 0,22 0,08 0,0072
1.ORIG 1.ORIG 0,23 0,09 0,0000
2.NA.KAT 4.NMAR 0,23 0,09 0,0003
3.KNN 4.NMAR 0,22 0,08 0,0094
4.MICE.d1 4.NMAR 0,23 0,09 0,0050
5.MICE.d2 4.NMAR 0,23 0,09 0,0050
6.MICE.rf 4.NMAR 0,22 0,08 0,0095
7.MICE.nn 4.NMAR 0,22 0,08 0,0044
8.Amelia1 4.NMAR 0,24 0,08 0,0115
9.Amelia2 4.NMAR 0,24 0,08 0,0115
10.EM 4.NMAR 0,22 0,08 0,0038
Tabela 3.7: Prikaz povpre£nih ocen za koeficient determinacije  Nagelkerke R2
iz simulacij in njihovih absolutnih razlik od referen£ne vrednosti (model logi-
sti£ne regresije z numeri£nimi, ordinalnimi in nominalnimi neodvisnimi spremen-
ljivkami)
AUC kot koeficient diskriminacije je na originalnih podatkih nizek (na origi-
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nalnih oz. referen£nih podatkih ta zna²a 0,73), kar kaºe na slabo diskriminatorno
mo£ modela. Kot ºe re£eno, to ni bistvo magistrskega dela, namen je pogledati,
kako se metode v okviru razli£nih mehanizmov uspejo pribliºati referen£ni
vrednosti. Opazimo lahko, da se metode gibljejo okoli referen£ne vrednosti,
pri £emer nekatere metode podcenjujejo, druge pa precenjujejo pravo vrednost.
Od prave vrednosti najbolj odstopa metoda multiplih imputacij, ki temelji na
pristopu MVNI (Amelia1 in Amelia2), ki pravo vrednost podcenjuje. Referen£ni
vrednosti pa se nabolj pribliºata EM algoritem in metoda, kjer manjkajo£e
vrednosti obravnavamo kot posebno kategorijo. Bistvenih razlik med mehanizmi
pa ni opaziti.
Slika 3.16: Mera diskriminacije  povpre£na ocena AUC iz simulacij
3.2.5.6 Hitrost imputacijskih metod
Dokaj pomebna komponenta pri izbiri metode za obravnavo manjkajo£ih
vrednosti je tudi hitrost imputacijske metode. Kot je bilo ºe ugotovoljeno,
sta najbolj enostavni metodi analiza na popolnih podatkih in analiza na
razploºljivih podatkih, vendar pogosto, £e mehanizem MCAR ni prisoten,
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dajeta pristranske rezultate. Zato se je potrebno posluºiti metod imputacije.
Tabela 3.8 prikazuje povpre£no oceno hitrosti imputacijskih metod (v sekundah)
iz simulacij  od najhitrej²e do najpo£asnej²e metode. Vidimo lahko, da je
metoda EM algoritem najhitrej²a. Izmed metod multiplih imputacij pa sta
najhitrej²i metodi: a) metoda multiplih imputacij FCS, ki temelji na modelu li-
nearne regresije (MICE.nn), in b) metoda, ki temelji na pristopu MVNI  Amelia.
Metode Hitrost (s)
EM 5,30
KNN 8,70
MICE.nn 13,60
Amelia 14,00
MICE.rf 195,80
MICE.d 205,50
Tabela 3.8: Povpre£na ocena hitrosti imputacijskih metod (v sekundah) iz simu-
lacij
3.2.5.7 Primerjava rezultatov razli£nih odstotkov manjkajo£ih vre-
dnosti glede na razli£ne mehanizme
Slika 3.17 prikazuje primerjavo vpliva razli£no mo£nih mehanizmov MAR in
NMAR skupaj z razli£nimi odstotki manjkajo£ih vrednosti, na pristranskost ocene
za povpre£je dohodka na enotah brez manjkajo£ih vrednosti s pripadajo£im 95%
intervalom zaupanja iz simulacij. Slika prav tako prikazuje primerjavo med ana-
lizo na razpoloºljivih podatkih in rezultati, ki jih dobimo na podlagi uporabe
metode multiplih imputacij, ki temelji na pristopu MVNI. Levi del slike (a) in (c)
kaºe rezultate v okviru mo£nej²ega mehanizma MAR oz. NMAR, desni del (b)
in (d) pa prikazujeta rezultate ²ibkej²ih mehanizmov MAR in NMAR. Nadalje
sliki (a) in (b) predstavljata analizo na razpoloºljivih podatkih (RAZ), sliki (c)
in (d) pa predstavlja rezultate metode multiplih imputacij, ki temelji na pristopu
MVNI (MI MVNI). Sivo polje na sliki predstavlja referen£ne simulacijske vredno-
sti. Rezultati na razpoloºljivih podatkih kaºejo pove£anje pristranskosti ocene ºe
pri 5 % do 10 % manjkajo£ih vrednosti, kar je v skladu s ²tudijami [2; 35]. Slika
prav tako kaºe, kako lahko intenzivnost mehanizma vpliva na pristranskost ocene.
92 Empiri£ni del
Posledi£no se priporo£a, da za obravnavo manjkajo£ih vrednosti izberemo ustre-
zno imputacijsko metodo. Kljub temu da so rezultati po uporabi imputacijske
metode v primeru mehanizma NMAR ²e vedno nekoliko pristranski, pa z njeno
uporabo lahko precej zmanj²amo vpliv pristranskosti.
(a) RAZ - mo£an mehanizem (b) RAZ - ²ibak mehanizem
(c) MI MVNI  mo£an mehanizem (d) MI MVNI  ²ibak mehanizem
Slika 3.17: Ocena za povpre£je dohodka s pripadajo£im 95% IZ na podlagi simula-
cij  primerjava pristranskosti ocene dveh metod (RAZ: metode analize na razpo-
loºljivih podatkih in MI MVNI: metode multiplih imputacij na podlagi pristopa
MVNI (Amelia1)) glede na razli£ne mehanizme in deleºe manjkajo£ih vrednosti
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3.2.5.8 Povzetek rezultatov
Rezultate simulacij lahko na kratko povzamemo:
a) osnovne statistike: glede na velikost vzorca je priporo£ljivo izbrati metode,
ki imputirajo vrednosti. e gledamo povpre£je s pripadajo£im 95% inter-
valom zaupanja iz simulacij in standardni odklon od povpre£ja, se najbolje
izkaºe metoda multiplih imputacij, ki temelji na pristopu MVNI (Amelia1
in Amelia2). V primeru, da bi mehanizem MCAR veljal, dajeta dokaj nepri-
strankse ocene za povpre£je in pripadajo£i standardni odklon tudi metodi:
a) analiza na popolnih podatkih in b) analiza na razpoloºljivih podatkih;
omenjeni metodi pa sta v primeru mehanizmov MAR in MCAR izjemno pri-
stranski. e v okviru osnovnih statistik opazujemo (relativno) frekven£no
porazdelitev ordinalne spremenljivke dohodek po razredih, se najbolje izka-
ºejo: a) metoda multiplih imputacij, ki temelji na pristopu MVNI (Amelia1
in Amelia2), in b) metoda multiplih imputacij FCS, ki temelji na razli£nih
regesijskih modelih (MICE.d1 in MICE.d2). Tudi tu velja, da sta analiza na
popolnih podatkih in analiza na razpoloºljivih podatkih dokaj nepristranski
v relativni porazdelitvi enot v razrede v primeru mehanizma MCAR (kar
pa ne velja v primeru mehanizmov MAR in NMAR);
b) mere natan£nosti imputiranih ocen: pri opazovanju NRMSE se v okviru
numeri£ne spremenljivke dohodek najbolje obneseta metoda multiplih im-
putacij, ki temelji na pristopu MVNI (Amelia1) in metoda multiplih im-
putacij FCS, ki temelji na modelu linearne regresije. V primeru ordinalne
spremenljivke dohodek, pa se najbolje izkaºeta metoda multiplih imputacij,
ki temelji na pristopu FCS in metoda KNN;
c) korelacija: rezultati simulacij so pokazali, da se v primeru mehanizma MCAR
metodi, ki izlo£ata enote, obneseta zelo dobro. V primeru, ko sta priso-
tna MAR ali NMAR mehanizma, pa se v splo²nem kot najbolj optimalna
metoda izkaºe metoda multiplih imputacij, ki temelji na pristopu MVNI
(Amelia1 in Amelia2);
d) regresijski parametri: na podlagi rezultatov bi teºko izbrali metodo, ki bi
konstantno dobro delovala v primeru obeh regresijskih modelov. e kljub
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vsemu sku²amo povzeti rezultate, lahko re£emo, da sta v primeru, £e spre-
menljivka dohodek v regresijskem modelu nastopa kot numeri£na spremen-
ljivka (DOH), tako metoda multiplih imputacij FCS, ki temelji na razli£nih
regresijskih modelih, kot tudi metoda multiplih imputacij, ki temelji na pri-
stopu MVNI, najbolj optimalni izbiri. V primeru, ko pa v regresijskem mo-
delu spremenljivka dohodek nastopa kot ordinalna spremenljivka (DohRaz),
pa metoda multiplih imputacij, ki temelji na pristopu MVNI, nekoliko za-
ostaja za metodo FCS, ki temelji na razli£nih regresijskih modelih;
e) ovrednotenje modela: ob modeliranju so pomembne tudi mere, ki kaºejo
uspe²nost/zmogljivost modela; rezultati simulacije so pokazali, da sta vre-
dnost koeficienta determinacije R2 in vrednost mere diskriminacije najbolj
nepristranki ob uporabi: a) metode, kjer manjkajo£e vrednosti obravna-
vamo kot posebno kategorijo, in b) metode multiplih imputacij FCS, ki
temelji na razli£nih regresijskih modelih.
Rezultati simulacij so pokazali, da se metoda, kjer manjkajo£e vrednosti
obravnavamo kot posebno kategorijo, obnese precej dobro. Razlog za to bi lahko
bil v tem, da so manjkajo£e vrednosti, ki jih kategoriziramo, povezane: a) s
spremenljivko samo (tj. z dohodkom) ali b) z odvisno spremenljivko. Skladno s
teorijo naj bi omenjena metoda sicer pogosto vra£ala pristranske rezultate, zato
se njena raba v splo²nem odsvetuje.
Priporo£ilo za obravnavo manjkajo£ih vrednosti v raziskavi EHIS bi bilo na
podlagi rezultatov slede£e:
 £e nas zanima samo osnovna statistika in £e smo preverili, da je predpo-
stavka MCAR izpolnjena, potem lahko uporabimo analizo na razpoloºljivih
podatkih (pri slednji obdrºimo nekoliko ve£ji vzorec kot pri analizi na po-
polnih podatkih, ki bi bila sicer tudi primerna);
 £e predpostavka MCAR ni izpolnjena (velja mehanizem MAR oz. NMAR)
in nas zanimata osnovna statistika in korelacija med izbranimi spremenljiv-
kami, potem se priporo£a uporaba metode multiplih imputacij, ki temelji
na pristopu MVNI; v tem primeru je bolje uporabiti prvotno imputacij-
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sko podatkovje (Amelia1) in ne reimputacije, kjer smo posku²ali upo²tevati
funkcijsko zveto med spremenljivkama DOH in DohRaz;
 £e pa na²a analiza temelji na prediktivni statistiki (in ne zgolj na deskrip-
tivni) in ºelimo uporabiti rezultate regresijskega modela, pa bi bilo najbolj
priporo£ljivo uporabiti metodo multiplih imputacij FCS, ki temelji na raz-
li£nih regresijskih modelih; v tem primeru se metoda, kjer smo po opravljeni
imputaciji (MICE.d1) naknadno upo²tevali ²e funkcijskoo zvezo med spre-
menljivkama DOH in DohRaz (MICE.d2), izkaºe kot bolj²a.
3.3 Uporaba izbrane metode na prvotnih podatkih
NIJZ v primeru raziskave EHIS znotraj svojih analiz uporablja deskriptivno
statistiko. Cilj analize rezultatov dohodka je torej ugotoviti, kak²en je povpre£ni
mese£ni dohodek slovenskih gospodinjstev oz. kak²na je porazdelitev dohodka
v 5 razredov, kjer obstoje£o ordinalno spremenljivko z 10 razredi slede£e
rekategorizirajo: (1.) 1. razred + 2. razred, (2.) 3. razred + 4. razred, (3.)
5. razred, (4.) 6. razred + 7. razred, (5.) 8. razred + 9. razred + 10. razred
(numeri£na spremenljivka je razrezana v kategorije na podlagi kvantilov).
Glede na namen analize NIJZ, obseg manjkajo£ih vrednosti pri obravnavanih
spremenljivkah dohodek (numeri£na in ordinalna spremenljivka) in rezultate
diagnoze manjkajo£ih vrednosti, v okviru katere smo ugotovili, da predpostavka
MCAR v primeru manjkajo£ih vrednosti pri spremenljivkah, ki opisujejo doho-
dek, ne velja, bi bilo za obravnavo manjkajo£ih vrednosti najbolj priporo£ljivo
uporabiti metodo multiplih imputacij, ki temelji na pristopu MVNI
v prvotni obliki, tj. kjer naknadno ne delamo nadgradnje z upo²tevanjem
funkcijske zveze med spremenljivkama DOH in DohRaz.
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3.3.1 Rezultati analize na prvotnih podatkih
V nadaljevanju je izbrana metoda uporabljena na dejanskih podatkih, za primer-
javo pa so dodani tudi rezultati na podlagi analize na razpoloºljivih podatkih. Za
orientacijo so k rezultatom analize dodani ²e rezultati iz simulacij.
Obravnave manjkajo£ih vrednosti oz. analize na²ih podatkov se je treba
lotiti po korakih, kot je bilo predstavljeno tekom magistrskega dela. Velikost
vzorca, na katerem je bila analiza na prvotnih podatkih izvedena, je 6262 enot.
V za£etku analize je bilo potrebno urediti podatkovje (npr. dopolniti ordinalno
spremenljivko DohRaz s potencialnimi vrednostmi, ki obstajajo v okviru nume-
ri£ne spremenljivke DOH, kar je bilo upo²tevano ºe v za£etku magistrskega dela).
Ordinalna spremenljivka dohodek je bila v imputacijski model vklju£ena v pr-
votni obliki  v 10 razredih, nato pa za potrebe analize naknadno rekategorizirana.
Temu koraku sledi nabor klju£nih spremenljivk, ki bi lahko vplivale na
imputacijo dohodka (v numeri£ni, ordinalni in nominalni obliki). Analiza
vklju£uje tudi predstavitev deleºa manjkajo£ih vrednosti in diagnozo manj-
kajo£ih vrednosti. Ker smo te podatke predstavili ºe v podpoglavjih 3.1.2 in
3.1.3, tega tu ne bomo ponovno obravnavali. Na podlagi: a) velikosti deleºa
manjkajo£ih vrednosti v okviru ordinalne in numeri£ne spremenljivke dohodek,
b) rezultatov, ki kaºejo, da predpostavka MCAR ni izpolnjena, in c) ciljev
na²e analize (prikazati oceno povpre£ja za dohodek in relativno frekven£no
porazdelitev dohodka v 5 razredov) je bila za analizo izbrana metoda multiplih
imputacij, ki temelji na pristopu MVNI. V okviru imputacije je bila upo²tevana
transformacija s kvadratnim korenom pri numeri£ni spremenljivki dohodek DOH,
saj smo tekom magistrskega dela pokazali, da je kr²ena predpostavka o normalni
porazdelitvi. Za analizo je bilo uporabljenih m = 40 imputacij, saj je skladno s
teorijo, v primeru visokega deleºa manjkajo£ih vrednosti, treba uporabiti ve£je
²tevilo ponovitev imputacij.
Tabela 3.9 prikazuje rezultate osnovnih statistik. Prvi dve vrstici tabele
predstavljata analizo na prvotnih podatkih  tj. rezultate analize na razpolo-
ºljvih podatkih (RAZ) v primerjavi z rezultati metode multiplih imputacij, ki
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temelji na pristopu MVNI (Amelia). Za primerjavo so dodani rezultati simu-
lacije (obarvano s sivo), kjer lahko vidimo referen£ne podatke (Ref.vrednost)
ter primerjavo med rezultati multiplih imputacij, ki temelji na pristopu MVNI
(Amelia.MCAR, Amelia.MAR, Amelia.NMAR) in rezultati analize na razpo-
loºljivih podatkih (RAZ.MCAR, RAZ.MAR, RAZ.NMAR). Rezultati analize
na dejanskih podatkih pokaºejo manj²o razliko med prikazanima metodama. Ker
originalne vrednosti na dejanskih podatkih ne poznamo, nam za primerjavo lahko
sluºijo simulacijski podatki6. e primerjamo dejanske podatke s simulacijskimi,
lahko opazimo podobnost v rezultatih z mehanizmom MAR. V diagnozi manjka-
jo£ih vrednosti smo dokazali, da je na numeri£ni spremenljivki dohodek prisoten
vsaj mehanizem MAR, na podlagi teh rezultatov pa lahko sklepamo, da je ta na
prvotnih podatkih bolj ²ibak.
Metoda
DOH
n x SD
RAZ 3194,00 1497,00 926,00
Amelia 6262,00 1518,00 907,00
Ref.vrednost 2937,00 1531,74 940,17
RAZ.MCAR 1498,00 1531,39 938,86
Amelia.MCAR 2937,00 1533,50 913,45
RAZ.MAR 1498,00 1394,75 899,63
Amelia.MAR 2937,00 1530,99 909,44
RAZ.NMAR 1498,00 1223,02 711,99
Amelia.NMAR 2937,00 1460,62 838,47
Tabela 3.9: Osnovne statistike (velikost vzorca, povpre£je, standardni odklon) 
primerjava analize na razpoloºljivih podatkih (RAZ) in MI, ki temelji na pristopu
MVNI (Amelia)
Rezultati korelacij med numeri£no spremenljivko dohodek DOH in ostalimi
spremenljivkami so prikazani v tabeli 3.10. Tudi tu bi si lahko rezultate in-
terpretirali podobno kot pri osnovnih statistikah.
6Velikost vzorca pri analizi na popolnih podatkih v okviru dejanske analize se razlikuje od
originalnih podatkov v simulacijskem podatkovju, saj smo pri analizi na dejanskih podatkih
umaknili spremenljivko OSKRBA, ker je za oceno osnovnih statistik ne potrebujemo v impu-
tacijskem modelu.
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Metoda DOH STR1 STR2 STR3 STR4 STR5 STR6 STAR IZOB
RAZ 1,00 0,14 0,15 0,06 0,15 0,40 -0,19 -0,30 0,49
Amelia 1,00 0,12 0,13 0,04 0,12 0,35 -0,12 -0,23 0,39
Ref.vrednost 1,00 0,13 0,15 0,06 0,15 0,40 -0,19 -0,31 0,51
RAZ.MCAR 1,00 0,13 0,16 0,06 0,15 0,40 -0,19 -0,31 0,51
Amelia.MCAR 1,00 0,13 0,16 0,06 0,15 0,40 -0,19 -0,31 0,50
RAZ.MAR 1,00 0,15 0,20 0,09 0,17 0,41 -0,20 -0,32 0,54
Amelia.MAR 1,00 0,14 0,16 0,07 0,15 0,40 -0,18 -0,31 0,51
RAZ.NMAR 1,00 0,16 0,17 0,07 0,16 0,39 -0,15 -0,31 0,47
Amelia.NMAR 1,00 0,14 0,16 0,06 0,15 0,40 -0,17 -0,31 0,50
Tabela 3.10: Korelacije med numeri£nimi, ordinalnimi spremenljivkami  primer-
java analize na razpoloºljivih podatkih (RAZ) z MI, ki temelji na pristopu MVNI
(Amelia)
Tabela 3.11 predstavlja ordinalno spremenljivko dohodek DohRaz, kategori-
zirano v 5 razredov. Vrednosti v tabeli odraºajo odstotke. Tu vidimo, da so si
razredi precej podobni, rezultati odstopajo minimalno.
Metoda 1.Dohraz 2.Dohraz 3.Dohraz 4.Dohraz 5.Dohraz
RAZ 18,0 31,5 16,9 22,2 11,4
Amelia 19,3 30,2 16,1 22,2 12,1
Ref.vrednost 18,3 31,4 16,1 23,1 11,1
RAZ.MCAR 18,3 31,4 16,2 23,1 11,1
Amelia.MCAR 19,2 29,9 15,5 23,0 12,4
RAZ.MAR 20,0 32,2 15,8 21,8 10,2
Amelia.MAR 19,3 30,2 15,3 22,6 12,5
RAZ.NMAR 21,4 33,2 15,7 20,8 8,9
Amelia.NMAR 20,6 31,2 15,3 21,7 11,1
Tabela 3.11: Relativna frekven£na porazdelitev enot v 5 kategorij  primer-
java analize na razpoloºljivih podatkih (RAZ) z MI, ki temelji na pristopu
MVNI(Amelia)
3.3.2 Validacija
V nadaljevanju sledi analiza ob£utljivosti. Slika 3.18 prikazuje gostoto porazde-
litve opazovanih vrednosti numeri£ne spremenljivke dohodek DOH v primerjavi z
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imputiranimi vrednostmi na prvotnih podatkih. Izvedenih je bilo 40 imputacij
(m = 40). Na podlagi slikovnega prikaza vidimo, da imputirane vrednosti ne
odstopajo preve£ od opazovanih vrednosti, kar je zaºeleno. Preveliko odstopanje
je namre£ lahko vpra²ljivo, medtem ko je delno odstopanje lahko upravi£eno, saj
bi to lahko nakazovalo na prisotnost mehanizma MAR oz. NMAR.
Slika 3.18: Primerjava gostote porazdelitve opazovnih in imputiranih vrednosti na
prvotnih podatkih znotraj numeri£ne spremenljivke dohodek (m = 40 izvedenih
imputacij)
V okviru validacije (na primeru numeri£ne spremenljivke dohodek DOH) je bilo
izvedeno ²e naslednje:
1. analiza ob£utljivosti z opravljeno reimputacijo: ta na£in validacije je vklju-
£eval testiranje predpostavke na²ega mehanizma. V okviru te to£ke so bile
na dejanskih podatkih izvedene imputacije z izbrano metodo (izvedenih je
bilo m = 5 ²tevilo imputacij), nato pa so bile na imputiranem podatkovju
ponovno generirane manjkajo£e vrednosti (v vi²ini deleºa manjkajo£ih vre-
dnosti, ki je prisoten na prvotnih podatkih) znotraj razli£nih mehanizmov:
MCAR, MAR in NMAR. Na podlagi tega smo dobili 3 razli£na podatkovja
z manjkajo£imi vrednostmi, na katerih pa smo ponovno izvedli imputacijo
z izbrano metodo. Rezultat analize ob£utljivosti v okviru te to£ke so 4
grafi£ni prikazi (3.20), kjer prvi (a) prikaz predstavlja prvotno imputirano
podatkovje (izvedenih je bilo m = 5 ²tevilo imputacij), drugi trije grafi£ni
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prikazi (b, c, d) pa predstavljajo reimputirano podatkovje v okviru treh
razli£nih mehanizmov  MCAR, MAR in NMAR. Natan£en postopek opra-
vljene validacije je za laºje razumevanje opisan na spodnjem diagramu (slika
3.19);
2. metoda navzkriºnega preverjanja (angl. cross-validation) ali natan£neje
uporaba funkcije overimpute iz R paketa missMDA, s katero smo ovrednotili
prileganje imputacijskega modela. Rezultat tega je grafi£ni prikaz (slika
3.21), na katerem lahko opazujemo, ali na²e opazovane vrednosti padejo
znotraj intervala zaupanja;
Slika 3.19: Diagram postopka izvedene analize ob£utljivosti z reimputacijo
Grafi£ni prikaz analize ob£utljivosti z reimputacijo je predstavljen na sliki
3.20. Primerjava pokaºe relativno podobnost v gostoti porazdelitve imputiranih
vrednosti med prvotnimi imputirani podatki in reimputiranimi podatki v skladu
z mehanizmom MAR. Na sliki je tudi lepo vidno, da gostota porazdelitve pod
mehanizmom NMAR najbolj odstopa od gostote porazdelitve na prvotnih podat-
kih. Ti rezultati so tudi dokaj skladni z rezultati analize osnovnih statistik in
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korelacij, ki bi se morali pod mehanizmom NMAR, £e primerjamo rezultate mul-
tiplih imputacij in rezultate analize na razpoloºljivih podatkih, med seboj bolj
razlikovati. Opozorila bi, da gre sicer v tem primeru za prikaz na eni ponovitvi,
na podlagi katere ne moremo sklepati z enako gotovostjo, kot bi lahko sklepali na
1000 ponovitvah.
(a) Imputacija prvotnega podatkovja (b) Reimputacija - MCAR
(c) Reimputacija - MAR (d) Reimputacija - NMAR
Slika 3.20: Primerjava gostote porazdelitve opazovnih in imputiranih vrednosti
znotraj numeri£ne spremenljivke dohodek (m = 5 izvedenih imputacij)
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Grafi£ni prikaz 3.21 v okviru opravljenega navzkriºnega preverjanja kaºe pri-
leganje imputacijskega modela. Na x-osi so prikazane opazovane vrednosti, na y-
osi pa so prikazane imputirane vrednosti. Opazimo lahko, da dejanske vrednosti
razen na repih (tj. v okviru minimalnih in maksimalnih vrednosti) leºijo znotraj
intervalov zaupanja, kar je zaºeleno in kaºe na dobro prileganje imputacijskega
modela.
Slika 3.21: Prileganje imputacijskega modela
4 Zaklju£ek
S problemom manjkajo£ih vrednosti se pri statisti£nih analizah sre£ujejo mnoge
institucije, med njimi tudi NIJZ. Prvo pravilo je, da manjkajo£ih vrednosti v
raziskavi ne smemo ignorirati. Na primeru anketne raziskave EHIS iz leta 2014,
ki jo izvaja NIJZ, smo s pomo£jo simulacij ºeleli primerjati ve£ razli£nih metod
obravnav manjkajo£ih vrednosti v okviru razli£nih mehanizmov ter podati
priporo£ila za njihovo ustrezno obravnavo. Najbolj problemati£ni spremenljivki
z vidika obsega manjkajo£ih vrednosti v raziskavi EHIS (2014) sta: numeri£na
spremenljivka dohodek DOH (kjer manjka 49 % manjkajo£ih vrednosti) in ordi-
nalna spremenljivka dohodek DohRaz (kjer manjka 25 % manjkajo£ih vrednosti).
Obravnave manjkajo£ih vrednosti se moramo lotiti celostno  po korakih.
Ko so spremenljivke tehni£no urejene, moramo najprej preveriti odstotek
manjkajo£ih vrednosti. V naslednjem koraku je potrebno testirati mehanizem
manjkajo£ih vrednosti in ²ele na podlagi informacij o velikosti manjkajo£ih
vrednosti in na podlagi diagnoze lahko izberemo ustrezno metodo. tudije
kaºejo (kar simulacije potrjujejo), da se pristranskost ocen pojavi ºe pri 5 %
manjkajo£ih vrednosti, £e pa je manjkajo£ih vredosti ve£ kot 10 %, pa moramo
le-te ustrezno obravnavati  s pomo£jo imputacijskih metod. Zavedati se
moramo, da cilj statisti£ne analize, kjer so prisotne manjkajo£e vrednosti, ni
oceniti vrednosti/podatke, ki manjkajo, ampak: pridobiti £im bolj nepristranske
ocene parametrov; maksimizirati uporabo informacij, ki so na voljo za pridobitev
nepristranske ocene parametrov; ter pridobiti ustrezno oceno negotovosti.
Metod obravnave manjkajo£ih vrednosti je ve£ vrst  vsaka ima svoje
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prednosti in slabosti. Obstajajo metode, ki izlo£ajo enote  te so najpogo-
steje uporabljene (metoda analize na popolnih podatkih, metoda analize na
razpoloºljivih podatkih), metode prilagoditve spremenljivk (npr. obravnava
manjkajo£ih vrednosti kot posebne kategorije v primeru regresijske analize),
metode vstavljanja enojne vrednosti  ki so lahko precej pristranske (v magi-
strski nalogi je bila uporabljena metoda KNN), najbolj pa se svetuje uporaba
metod, ki temeljijo na metodi najve£jega verjetja (EM algoritem, uporabljen
v magistrski nalogi), oz. metod multiplih imputacij. Poznamo ve£ vrst metod
multiplih imputacij, ki se razlikujejo v svojih pristopih: multiple imputacije, ki
temeljijo na multivariatni normalni porazdelitvi  MVNI (v magistrski nalogi
uporabljena njena implementacija z orodjem Amelia), multiple imputacije na
podlagi popolnoma pogojne specifikacije  FCS (v magistrski nalogi so bile
uporabljene: metoda multiplih imputacij, ki temelji na multivariatni normalni
porazdelitvi, metoda multiplih imputacij, ki ne predpostavlja multivariatne
normalne porazdelitve, in metoda multiplih imputacij, ki temelji na metodi
naklju£nih gozdov). Preden se odlo£imo za uporabo katere koli metode, je
potrebno preveriti njene predpostavke. Ustrezno metodo izberemo, ko preverimo
slede£e: koliko je manjkajo£ih vrednosti, kateri mehanizem je v ozadju, kak²en
tip podatkov imamo (numeri£ni, nominalni, ordinalni), ali je na podatkih
prisotna multivariatna normalna porazdelitev, kak²na je velikost na²ega vzorca,
kak²ni so odnosi med spremenljivkami v podatkih, ali so podatki visokorazseºni.
e se odlo£imo za katero izmed metod multiplih imputacij, je potrebno definirati
tudi ²tevilo imputiranih podatkovij, imputacijski model, upo²tevati morebitne
transformacije spremenljivk, preveriti izvedene imputacije, ustrezno zdruºiti
rezultate, svetuje pa se tudi primerjava rezultatov, ki jih dobimo na podlagi
uporabe imputacijske metode z rezultati analize na popolnih podatkih (v
na²em primeru smo rezultate primerjali z rezultati analize na razpoloºljivih
podatkih). V okviru obravnave manjkajo£ih vrednosti (£e manjkajo£e vrednosti
obravnavamo z imputacijskimi metodami) je potrebno opraviti tudi diagnozo
imputacije oz. analizo ob£utljivosti, v zadnjem koraku pa izvesti tudi validacijo,
s £imer ovrednotimo izvedene imputacije. Obravnava manjkajo£ih vrednosti
je torej sistemati£ni proces, in £etudi se odlo£imo za analizo na popolnih ali
razploºljivih podatkih, je potrebno v na²i analizi obrazloºiti razlog za to odlo£itev.
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Osrednji del magistrskega dela so predstavljale simulacije, s katerimi smo po-
sku²ali metode obravnave manjkajo£ih vrednosti ovrednotiti z vidika pristran-
skosti in jih med seboj primerjati. Generirani so bili trije razli£ni mehanizmi na
numeri£ni in ordinalni spremenljivki dohodek, in sicer: mehanizem MCAR, MAR
in NMAR. Na ostalih spremenljivkah, ki so bile vklju£ene v imputacijski model, je
bil generiran mehanizem MCAR. Po opravljenem osrednjem delu simulacij je bila
izvedena ²e ena simulacija, s katero smo sku²ali prikazati razliko v pristranskosti
ocene za povpre£je s pripadajo£im 95% intervalom zaupanja iz simulacij v pri-
meru razli£no mo£nih mehanizmov. Pri tem smo primerjali dve metodi: metodo
analize na razpoloºljivih podatkih (ki jo uporablja NIJZ) in metodo multiplih im-
putacij, ki temelji na pristopu MVNI (tj. metodo, ki se je v prvem  osrednjem 
koraku simulacij izkazala za najbolj optimalno). Zgolj za namen tega prikaza je
bil po enakem postopku generiran ²e drugi, nekoliko mo£nej²i mehanizem MAR
in NMAR na numeri£ni spremenljivki dohodek. Celotne simulacije so bile izve-
dene v programu R, s 1000 ponovitvami. Uporabljeno je bilo paralelno ra£unanje,
in sicer na ra£unalniku z 8 jedri (za analizo je bilo uporabljeno 1 jedro manj).
Rezultati simulacij so bili skladni s teorijo. V okviru prvega, tj. osrednjega dela
simulacj so rezultati pokazali slede£e:
 metodi analize da sta na popolnih podatkih in analize na razpoloºljivih po-
datkih nepristranski, £e vrednosti manjkajo v okviru mehanizma MCAR,
vendar neu£inkoviti, £e je odstotek manjkajo£ih vrednosti velik. Posledi£no,
£e nas zanima samo osnovna statistika in £e smo preverili, da je predpo-
stavka MCAR izpolnjena, potem lahko uporabimo analizo na razpoloºljivih
podatkih (pri slednji obdrºimo nekoliko ve£ji vzorec kot pri analizi na po-
polnih podatkih, ki bi bila sicer tudi primerna);
 v primeru, ko mehanizem MCAR ne velja, je potrebno uporabiti eno izmed
metod imputacij  katero metodo izbrati, pa je odvisno od na²ih podatkov
in ciljev analize:
 £e predpostavka MCAR ni izpolnjena (velja mehanizem MAR oz.
NMAR) in nas zanima osnovna statistika in korelacija med izbra-
nimi spremenljivkami, potem se priporo£a uporaba metode multiplih
imputacij, ki temelji na pristopu MVNI;
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 £e pa na²a analiza temelji na prediktivni statistiki (in ne zgolj na
deskriptivni) in ºelimo uporabiti rezultate regresijskega modela, pa
bi bila bolj priporo£ljiva uporaba metode multiplih imputacij FCS,
ki temelji na razli£nih regresijskih modelih. V na²em (specifi£nem)
primeru, kjer imamo na voljo dva tipa spremenljivk, ki se nana²ata
na dohodek (tj. numeri£ni in ordinalni tip), bi bilo smiselno  zgolj
v primeru omenjene metode  v procesu imputacije upo²tevati njun
funkcijski odnos.
Drugi del simulacij je pokazal, da:
 mo£ mehanizma in odstotek manjkajo£ih vrednosti vplivata na pristran-
skost ocen opazovane statistike;
 je v primeru velikega odstotka manjkajo£ih vrednosti in ko mehanizem
MCAR ne velja, potrebno uporabiti eno izmed metod imputacij. Skozi prvi
korak simulacij se je za namen na²e analize kot najbolj optimalna metoda
izkazala metoda multiplih imputacij, ki temelji na pristopu MVNI. Rezul-
tati simulacij so pokazali, da njena uporaba bistveno zmanj²a pristranskost
ocene opazovane statistike.
Diagnoza manjkajo£ih vrednosti v raziskavi EHIS je pokazala, da pri nu-
meri£ni in ordinalni spremenljivki dohodek velja vsaj mehanizem MAR, kar je
bilo skladno z vsebinskimi predvidevanji. Ker je deleº manjkajo£ih vrednosti
na obravnavanih spremenljivkah, ki pojasnjujeta dohodek, izredno visok in ker
je cilj analize v okviru raziskave EHIS le deskriptivna statistika  natan£neje
predstavitev osnovnih statistik oz. prikaz dohodka v 5 razredih, smo se odlo£ili,
da manjkajo£e vrednosti na omenjenih dveh spremenljikah obravnavamo s
pomo£jo metode multiplih imputacij, ki temelji na pristopu MVNI. Imputacije
so bile izvedene s 40 ponovitvami. Odlo£itev za ²tevilo imputacij je skladna s
teorijo, na podlagi katere je za velik odstotek manjkajo£ih vrednosti potrebno
izvesti ve£ imputacij, da se izognemo pristranskim rezultatom. Rezultate
analize z uporabljeno metodo multiplih imputacij smo primerjali z rezultati
analize na razpoloºljivih podatkih. Rezultati so bili zanimivi, saj razlike v
uporabljenih metodah niti niso bile tako drasti£ne. Rezultati validacije, s katero
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smo preverili predpostavko mehanizma, so nakazovali na mehanizem MAR.
Namre£: £e bi bil na prvotnih podatkih prisoten mehanizem NMAR, bi se: a)
rezultati metode multiplih imputacij precej bolj razlikovali od rezultatov analize
na razpoloºljivih podatkih in b) razlika v gostoti porazdelitve opazovanih in
imputiranih vrednosti (v okviru izvedene analize ob£utljivosti multiplih imputacij
na dejanskih podatkih) pa bi bila verjetno nekoliko bolj izrazita kot je sicer.
Razlog za velik odstotek manjkajo£ih vrednosti in (²ibkost) mehanizma MAR
v okviru spremenljivke dohodek znotraj raziskave EHIS bi lahko interpretirali
slede£e: verjetnost za pojav manjkajo£ih vrednosti je lahko odvisen od tega,
da osebe na splo²no nerade odgovarjajo na vpra²anje o dohodku, obstaja pa
tudi moºnost, da anketiranci niso znali odgovoriti na vpra²anje o dohodku
(oz. dohodka niso znali prav oceniti), saj je bilo doti£no vpra²anje vezano na
dohodek celotnega gospodinjstva in ne na dohodek posameznika (tj. anketiranca).
Na podlagi izsledkov simulacij bi bila na²a priporo£ila, ki veljajo za raziskavo
EHIS in tudi ²ir²e  v podobnih raziskavah naslednja:
 ignoriranje manjkajo£ih vrednosti ni ustrezna re²itev;
 drºati se je treba postopka oz. priporo£enih korakov obravnave manjkajo£ih
vrednosti;
 v primeru mehanizma MCAR in £e je manjkajo£ih vrednosti manj kot 10
%, lahko manjkajo£e vrednosti obravnavamo z metodami, ki izlo£ajo enote;
 v primeru, ko velja mehanizem MCAR in je manjkajo£ih vrednosti ve£ kot
10 %, je bolj priporo£ljivo uporabiti eno izmed metod imputacij, saj metode,
ki izlo£ajo enote, lahko postanejo neu£inkovite;
 v primeru, ko veljata mehanizma MAR ali NMAR in je odsotek manjkajo£ih
vrednosti ve£ji od 10 %, se svetuje uporaba metod multiplih imputacij;
 £e se odlo£imo za eno izmed metod multiplih imputacij, potem se je po-
trebno drºati predpisanega postopka v okviru tega; skladno s teorijo, ve£je
²tevilo imputacij izbolj²a kon£ne ocene (zmanj²uje pristranskost);
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 uporaba neparametri£ne metode multiplih imputacij (ki temelji na metodi
naklju£nih gozdov) bi bila primerna v primeru, £e bi imeli opravka z viso-
korazseºnimi podatki ali ko bi (zaradi kompleksnih odnosov med spremen-
ljivkami) teºko definirali imputacijski model;
 pomembno je, da v izsledke na²e analize (npr. v publikacijo z rezultati,
spletno objavo rezultatov ipd.) vklju£imo tudi posebno to£ko (poglavje) o
odstotku manjkajo£ih vrednosti v raziskavi, na kak²en na£in smo jih obrav-
navali in s kak²nim razlogom je bila metoda, za katero smo se odlo£ili,
izbrana. Izbiro metode je namre£ potrebno utemeljiti tudi v primeru, ko se
odlo£imo za eno izmed metod, ki izlo£a enote.
Omenjeno magistrsko delo je lahko tudi podlaga za nadaljnje raziskave v
okviru obravnave manjkajo£ih vrednosti. Predlog za nadaljnje raziskovanje bi
²lo lahko v smeri, v kateri bi v simulacijsko analizo vklju£ili: a) razli£ne na£ine
oz. intenzivnosti mehanizmov MAR in NMAR; b) metode strojnega u£enja in
c) posebne metode za primere povezanih spremenljivk, kot sta bili v omenjenem
magistrskem delu numeri£na in ordinalna spremenljivka dohodek.
Literatura
[1] Y. Dong in C.-Y. J. Peng, Principled missing data methods for researchers,
SpringerPlus, vol. 2, no. 1, str. 222, 2013.
[2] M. J. Azur, E. A. Stuart, C. Frangakis in P. J. Leaf, Multiple imputation by
chained equations: what is it and how does it work?, International journal
of methods in psychiatric research, vol. 20, no. 1, str. 4049, 2011.
[3] D. B. Rubin, Inference and missing data, Biometrika, vol. 63, no. 3,
str. 581592, 1976.
[4] NIJZ, Anketa o zdravju in zdravstvenem varstvu - EHIS
[Online]. Dosegljivo: http://www.nijz.si/sl/podatki/
anketa-o-zdravju-in-zdravstvenem-varstvu. [Dostopano: 22. 3.
2018].
[5] EUROSTAT, European health interview survey (EHIS) - metho-
dology [Online]. Dosegljivo: http://ec.europa.eu/eurostat/
statistics-explained/index.php/European_health_interview_
survey_-_methodology. [Dostopano: 22. 3. 2018].
[6] S. Van Buuren, Flexible imputation of missing data. CRC press, 2012.
[7] R. E. Millsap in A. Maydeu-Olivares, The SAGE handbook of quantitative
methods in psychology. Sage Publications, 2009.
[8] J. W. Graham, Missing data - Analysis and Design. Springer-Verlag New
York, 2012.
[9] J. L. Schafer in J. W. Graham, Missing data: our view of the state of the
art., Psychological methods, vol. 7, no. 2, str. 147, 2002.
109
110 LITERATURA
[10] D. A. Newman, Missing data: Five practical guidelines, Organizational
Research Methods, vol. 17, no. 4, str. 372411, 2014.
[11] Y.-S. Su, A. E. Gelman, J. Hill in M. Yajima, Multiple imputation with
diagnostics (mi) in r: Opening windows into the black box, 2011.
[12] K. C. Enders, Applied missing data analysis. The Guilford Press, 2010.
[13] K. Mohan in J. Pearl, Graphical models for processing missing data, arXiv
preprint arXiv:1801.03583, 2018.
[14] S. Tshering, T. Okazaki in S. Endo, A method to identify missing data
mechanism in incomplete dataset, IJCSNS, vol. 13, no. 3, str. 14, 2013.
[15] A. B. Pedersen, E. M. Mikkelsen, D. Cronin-Fenton, N. R. Kristensen, T. M.
Pham, L. Pedersen in I. Petersen, Missing data and multiple imputation in
clinical epidemiological research, Clinical epidemiology, vol. 9, str. 157, 2017.
[16] R. H. Groenwold, I. R. White, A. R. T. Donders, J. R. Carpenter, D. G. Alt-
man in K. G. Moons, Missing covariate data in clinical research: when and
when not to use the missing-indicator method for analysis, Cmaj, vol. 184,
no. 11, str. 12651269, 2012.
[17] L. Beretta in A. Santaniello, Nearest neighbor imputation algorithms: a
critical evaluation, BMC medical informatics and decision making, vol. 16,
no. 3, str. 74, 2016.
[18] A. Kowarik in M. Templ, Imputation with the r package vim, Journal of
Statistical Software, vol. 74, no. 7, str. 116, 2016.
[19] P. Jonsson in C. Wohlin, An evaluation of k-nearest neighbour imputation
using likert data, v Software Metrics, 2004. Proceedings. 10th International
Symposium on, str. 108118, IEEE, 2004.
[20] S. B. Imandoust in M. Bolandraftar, Application of k-nearest neighbor (knn)
approach for predicting economic events: Theoretical background, Inter-
national Journal of Engineering Research and Applications, vol. 3, no. 5,
str. 605610, 2013.
LITERATURA 111
[21] H. Parvin, H. Alizadeh in B. Minaei-Bidgoli, Mknn: Modified k-nearest nei-
ghbor, v Proceedings of the World Congress on Engineering and Computer
Science, vol. 1, Citeseer, 2008.
[22] J. L. Schafer, Analysis of incomplete multivariate data. Chapman and Hal-
l/CRC, 1997.
[23] R. J. A. Little in D. B. Rubin, Statistical analysis with missing data. Wiley,
1987.
[24] C. J. Wu, On the convergence properties of the em algorithm, The Annals
of statistics, vol. 11, no. 1, str. 95103, 1983.
[25] M. van Leeuwen, Estimating standard errors of parameters obtained by the
em-algorithm,
[26] W. Jiang, J. Josse in M. Lavielle, Logistic regression with missing
covariatesparameter estimation, model selection and prediction, 2018.
[27] R. Young in D. R. Johnson, Imputing the missing y's: implications for
survey producers and survey users, v Proceedings of the AAPOR conference
abstracts, str. 62426248, 2010.
[28] I. R. White, P. Royston in A. M. Wood, Multiple imputation using chained
equations: issues and guidance for practice, Statistics in medicine, vol. 30,
no. 4, str. 377399, 2011.
[29] P. H. Rezvan, K. J. Lee in J. A. Simpson, The rise of multiple imputation:
a review of the reporting and implementation of the method in medical
research, BMC medical research methodology, vol. 15, no. 1, str. 30, 2015.
[30] K. J. Lee in J. B. Carlin, Multiple imputation for missing data: fully conditi-
onal specification versus multivariate normal imputation, American journal
of epidemiology, vol. 171, no. 5, str. 624632, 2010.
[31] J. Kropko, B. Goodrich, A. Gelman in J. Hill, Multiple imputation for
continuous and categorical data: Comparing joint multivariate normal and
conditional approaches., Political Analysis, vol. 22, no. 4, 2014.
112 LITERATURA
[32] J. Honaker, G. King in M. Blackwell, Amelia ii: A program for missing
data, Journal of statistical software, vol. 45, no. 7, str. 147, 2011.
[33] L. Breiman in A. Cutler, Random forests homepage [Online]. Do-
segljivo: http://www.stat.berkeley.edu/breiman/RandomForests/cc_
home.htm. [Dostopano: 15. 8. 2019].
[34] H. Ishwaran, U. B. Kogalur, E. H. Blackstone, M. S. Lauer et al., Random
survival forests, The annals of applied statistics, vol. 2, no. 3, str. 841860,
2008.
[35] J. N. Wulff in L. Ejlskov, Multiple imputation by chained equations in
praxis: Guidelines and review., Electronic Journal of Business Research
Methods, vol. 15, no. 1, 2017.
[36] J. W. Graham, A. E. Olchowski in T. D. Gilreath, How many imputati-
ons are really needed? some practical clarifications of multiple imputation
theory, Prevention science, vol. 8, no. 3, str. 206213, 2007.
[37] C. D. Nguyen, J. B. Carlin in K. J. Lee, Diagnosing problems with imputa-
tion models using the kolmogorov-smirnov test: a simulation study, BMC
medical research methodology, vol. 13, no. 1, str. 144, 2013.
[38] N. J. Nagelkerke, A note on a general definition of the coefficient of deter-
mination, Biometrika, vol. 78, no. 3, str. 691692, 1991.
[39] T. Tjur, Coefficients of determination in logistic regression modelsa new
proposal: The coefficient of discrimination, The American Statistician,
vol. 63, no. 4, str. 366372, 2009.
[40] O. Harel, The estimation of r 2 and adjusted r 2 in incomplete data sets
using multiple imputation, Journal of Applied Statistics, vol. 36, no. 10,
str. 11091118, 2009.
[41] J. R. van Ginkel, Significance tests and estimates for r 2 for multiple re-
gression in multiply imputed datasets: A cautionary note on earlier findings,
and alternative solutions, Multivariate behavioral research, str. 116, 2019.
LITERATURA 113
[42] A. Linden, Measuring diagnostic and predictive accuracy in disease mana-
gement: an introduction to receiver operating characteristic (roc) analysis,
Journal of evaluation in clinical practice, vol. 12, no. 2, str. 132139, 2006.
[43] P. C. Austin in E. W. Steyerberg, Interpreting the concordance statistic of
a logistic regression model: relation to the variance and odds ratio of a con-
tinuous explanatory variable, BMC medical research methodology, vol. 12,
no. 1, str. 82, 2012.
[44] T. P. Debray, J. A. Damen, K. I. Snell, J. Ensor, L. Hooft, J. B. Reitsma,
R. D. Riley in K. G. Moons, A guide to systematic review and meta-analysis
of prediction model performance, Bmj, vol. 356, str. i6460, 2017.
[45] M. Misztal, Some remarks on the data imputation using missforest me-
thod, 2013.
[46] S. Van Buuren, Flexible imputation of missing data. Chapman and Hal-
l/CRC, 2018.
[47] E. W. Steyerberg, Clinical prediction models: a practical approach to de-
velopment, validation, and updating. Springer Science & Business Media,
2008.
[48] S. Weisberg, Applied linear regression, vol. 528. John Wiley & Sons, 2005.
[49] S. Weisberg, Yeo-johnson power transformations, Department of Applied
Statistics, University of Minnesota. Retrieved June, vol. 1, str. 2003, 2001.
[50] G. E. Box in D. R. Cox, An analysis of transformations, Journal of the
Royal Statistical Society: Series B (Methodological), vol. 26, no. 2, str. 211
243, 1964.
[51] CRAN, iv: Information Value [Online]. Dosegljivo: https://rdrr.io/
cran/scorecard/man/iv.html. [Dostopano: 13. 7. 2019].
114 LITERATURA
Dodatek
115
116 Dodatek
A Dodatna teoreti£na pojasnila
Bayesova imputacijska metoda, ki temelji na normalnem linearnem mo-
delu, deluje po korakih naslednjega algoritma [6, stran 5759], po katerem je
potrebno:
1. izra£unati matriko navzkriºnih produktov S = X ′obsXobs, kjer Xobs predsta-
vlja n1×q matriko neodvisnih spremenljivk opazovanih vrednosti na odvisni
spremenljivki y. Pri tem n1 predstavlja vzorec opazovanih vrednosti, q pa
predstavlja ²tevilo neodvisnih spremenljivk.
2. izra£unati kovarian£no matriko V = (S+diag(S)κ)−1, z majhno vrednostjo
κ. κ je vklju£ena z namenom, da se izognemo problemu s singularnimi
matrikami, njeno vrednost pa naj bi dolo£ili kot neko pozitivno vrednost,
ki je blizu vrednosti 0 (npr. 0,0001).
3. izra£unati regresijske uteºi β̂ = V X ′obsyobs.
4. ustvariti naklju£no spremenljivko iz posteriorne porazdelitve, ki je poraz-
deljena po ġ ∼ χ2ν z ν = n1 − q stopinjami prostosti.
5. izra£unati σ̇2 = (yobs −Xobsβ̂)′(yobs −Xobsβ̂)/ġ.
6. ustvariti q neodvisnih N(0, 1) spremenljivk in jih zapisati v vektor ż1.
7. izra£unati V 1/2 s pomo£jo dekompozicije Cholesky-a.
8. izra£unati β̇ = β̂ + σ̇ż1V 1/2.
9. ustvariti n0 neodvisnih N(0, 1) spremenljivk in jih zapisati v vektor ż2, kjer
n0 predstavlja vzorec podatkov, kjer so na odvisni spremenljivki prisotne
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manjkajo£e vrednosti. Velja slede£e: Xmiss predstavlja n0 × q matriko ne-
odvisnih spremenljivk manjkajo£ih vrednosti na odvisni spremenljivki y.
10. izra£unati n0 vrednosti za Yimp, in sicer na na£in: yimp = Xmissβ̇ + ż2σ̇.
V okviru algoritma za `pmm , ki temelji na Bayesovi oceni β in stohasti£ni
razdalji ujemanj [6, stran 7074], je potrebno:
1. izra£unati β̇ in β̂ tako, da upo²tevamo naslednje korake, v katerih:
(a) izra£unamo matriko navzkriºnih produktov S = X ′obsXobs, kjer Xobs
predstavlja n1 × q matriko neodvisnih spremenljivk opazovanih vre-
dnosti na odvisni spremenljivki y. Pri tem n1 predstavlja vzorec opa-
zovanih vrednosti, q pa predstavlja ²tevilo neodvisnih spremenljivk;
(b) izra£unamo kovarian£no matriko V = (S + diag(S)κ)−1, z majhno
vrednostjo κ. κ je vklju£ena z namenom, da se izognemo problemu
s singularnimi matrikami, njeno vrednost pa naj bi dolo£ili kot neko
pozitivno vrednost, ki je blizu vrednosti 0 (npr. 0,0001);
(c) izra£unamo regresijske uteºi β̂ = V X ′obsyobs;
(d) ustvarimo naklju£no spremenljivko iz posteriorne porazdelitve, ki je
porazdeljena po ġ ∼ χ2ν z ν = n1 − q stopinjami prostosti;
(e) izra£unamo σ̇2 = (yobs −Xobsβ̂)′(yobs −Xobsβ̂)/ġ;
(f) ustvarimo q neodvisnih N(0, 1) spremenljivk in jih zapi²emo v vektor
ż1;
(g) izra£unamo V 1/2 s pomo£jo dekompozicije Cholesky-a;
(h) izra£unamo β̇ = β̂ + σ̇ż1V 1/2.
2. Sledi izra£un praga η̇(i, j) = |Xobsi β̂ − Xmisj β̇|, kjer je i = 1, ..., n1 in
j = 1, ..., n0, kjer n1 predstavlja vzorec podatkov, v okviru katerih so na od-
visni spremenljivki prisotne opazovane vrednosti, n0 pa predstavlja vzorec
podatkov, v okviru katerih so na odvisni spremenljivki prisotne manjkajo£e
vrednosti.
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3. Konstrukcija n0 mnoºic Zj (tj. mnoºica primernih imputacij za j-to enoto),
ki vsaka posebej vsebuje d primernih darovalcev iz Yobs, tako da je razdalja∑︁
d ν̇(i, j) minimalna za vsak j = 1, ..., n0.
4. Izberemo enega darovalca ij iz Zj, naklju£no za vsak j = 1, ..., n0.
5. Izra£unamo imputacije ẏj = yij za vsak j = 1, ..., n0.
V okviru algoritma za `logreg , ki imputira manjkajo£e vrednosti s pomo£jo
modela logisti£ne regresije [6, stran 7578], je potrebno:
1. oceniti regresijske uteºi β̂ na podlagi (yobs, Xobs), s ponavljajo£o metodo
ponovno tehtanih najmanj²ih kvadratov.
2. pridobiti V , tj. neskalirane ocene kovarian£ne matrike za β̂.
3. ustvariti q neodvisnih N(0, 1) elementov in jih zapisati v vektor ż1.
4. izra£unati V 1/2 s pomo£jo dekompozicije Cholesky-a.
5. izra£unati β̇ = β̂ + ż1V 1/2.
6. izra£unati n0 napovednih verjetnosti ṗ = 1/(1 + exp(−Xmisβ̇)), kjer n0
predstavlja vzorec podatkov, v okviru katerih so na odvisni spremenljivki
prisotne manjkajo£e vrednosti.
7. ustvariti n0 naklju£nih spremenljivk, ki so porazdeljene po enakomerni po-
razdelitvi U(0, 1), in jih zapisati v vektor u.
8. izra£unati imputacije: ẏj = 1, £e velja uj ≤ ṗj, v nasprotnem primeru pa
ẏj = 0, in sicer kjer j = 1, ..., n0.
V okviru algoritma za `mice.rf , tj. RF metodo [6, stran 8284], je po-
trebno:
1. pripraviti vzorec na podlagi samovzor£enja (metoda bootstrap) (ẏobs, Ẋobs)
velikosti n1 iz (yobs, Xobs), kjer n1 predstavlja vzorec podatkov, v okviru
katerih so na odvisni spremenljivki prisotne opazovane vrednosti.
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2. izra£unati ẏobs s pomo£jo Ẋobs, na podlagi drevesnega modela f(X).
3. napovedati n0 vozli²£ gj iz f(Xmis).
4. konstruirati n0 mnoºic vseh primerov Zj (tj. mnoºica primernih imputa-
cij za j-to enoto) na vozli²£u gj, kjer imamo na razpolago dj kandidatov
darovalcev.
5. naklju£no izbrati enega darovalca ij iz mnoºice Zj, za j = 1, ..., n0.
6. izra£unati imputacije ẏj = yij , za j = 1, ..., n0.
B R koda
###############################################################
### gene r i r an j e mehanizmov
###############################################################
# OPOMBA:
# mehanizem ( npr . "MAR)
# podatki ( npr . data )
# varb − spremenl j ivka , k j e r ze l imo u s t v a r i t i NA ( npr . DOH) ; v primeru , ko izberemo varb="DOH
" , se obenem gene r i r a tud i DohRaz
# n . na − s t e v i l o manjkajocih v r ednos t i ( npr . 1500)
# in t en z i vno s t − potenca , s katero ustvarjamo moc mehanizma ( npr . 2)
# df i zvo rno = izvorno podatkovje , k i vsebuje manjkajoce v r ednos t i ( za i z racun beta
k o e f i c i e n t o v za MAR mehanizem )
my.meh <− f unc t i on (mehanizem=mehanizem , podatki=podatki , varb=varb , n . na=n . na , i n t en z i vno s t=
intenz ivnos t , d f i zvo rno=df i zvo rno ) {
podatki [ , varb ] <− as . numeric ( podatki [ , varb ] )
# GENERIRAM MANJKAJOCE VREDNOSTI:
# MCAR
i f (mehanizem == "MCAR") {
tmp<−podatki [ , varb ]
p . na=rep (1/nrow ( podatki ) , nrow ( podatki ) ) # enake u t e z i − dodam zarad i morebitne g r a f i c n e
pr imer jave
tmp <− sample ( 1 : nrow ( podatki ) , s i z e = n . na , prob=p . na )
# ce j e izbrana spremenl j ivka DOH, i z tega i z p e l j i tud i DohRaz , s a j so NA pr i DohRaz
povsod , k j e r so tud i p r i DOH
i f ( varb == "DOH") {
### DOHODEK numericna
###############################################################
isMIss<−i n t e g e r ( l ength ( podatki [ , varb ] ) )
i sMIss [ tmp]<−1
dohRaz<−cut ( podatki [ , varb ] , c (−1 ,500 , 700 ,900 ,1300 ,1700 ,2100 ,2500 ,2900 ,3300 ,10000) ,
l a b e l s = c ("1" , "2" , "3" , "4" , "5" , "6" , "7" , "8" , "9" , "10") )
# output − tabe la ( za g ra f )
tab . out <− t ab l e ( dohRaz , i sMIss )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ , varb ] [ tmp ] <− NA
# p . na ( za g r a f i c no pr imerjavo )
p . naF <− p . na
### DOHODEK ord ina lna
###############################################################
# dolocim n . na1 ( de l e z=NA.DohRaz/Na .DOH=0.244011498/0.489939317)
n . na1 <− round (n . na *0.4980443) # s t e v i l o NA pr i DohRaz
tmp1 <− sample ( 1 : nrow ( podatki [ i s . na (podatki$DOH) , ] ) , s i z e = n . na1 , r ep l a c e=FALSE)
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i sMIss1<−i n t e g e r ( l ength ( podatki [ , "DohRaz " ] ) )
i sMIss1 [ tmp1]<−1
podatki [ , "DohRaz " ] <− as . numeric ( podatki [ , "DohRaz " ] )
# output − tabe la ( za g ra f )
dohRaz1 <− podatki [ , "DohRaz " ]
tab . out1 <− t ab l e ( dohRaz1 , i sMIss1 )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ i s . na (podatki$DOH) , ] [ , " DohRaz " ] [ tmp1 ] <− NA
# p . na na o rd i n a l n i sp r emen l j i vk i − ne uporabim
p . naF1 <− NULL
### ce j e izbrana spremen l j ivka STRUKGOS1, vmesti NA tudi na o s t a l e − s a j manjkajo
povsod p r i i s t i h enotah
} e l s e i f ( varb %l i k e% "STRUKGOS%"){
# output − j e namenjen l e za DOH in DOHRAZ
tab . out <− NULL
tab . out1 <− NULL
podatki [ , c ("STRUKGOS1") ] [ tmp ] <− NA
podatki [ , c ("STRUKGOS2") ] [ tmp ] <− NA
podatki [ , c ("STRUKGOS3") ] [ tmp ] <− NA
podatki [ , c ("STRUKGOS4") ] [ tmp ] <− NA
podatki [ , c ("STRUKGOS5") ] [ tmp ] <− NA
podatki [ , c ("STRUKGOS6") ] [ tmp ] <− NA
# p . na ( tu ga ne uporabim )
p . naF <− NULL
p . naF1 <− NULL
# ce j e izbrana katera k o l i druga spremenl j ivka , na ka t e r i b i r ad i g e n e r i r a l i MCAR
mehanizem
} e l s e {
# output − tabe la ( za g ra f )
tab . out <− NULL
tab . out1 <− NULL
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ , varb ] [ tmp ] <− NA
# p . na ( tu ga ne uporabim )
p . naF <− NULL
p . naF1 <− NULL
}
}
# MAR − y odvisen od 2 spremen l j ivk : STRUKGOS5 + STRUKGOS6 +STAROST
i f (mehanizem == "MAR") {
f r <− i s . na (DOH) ~ STRUKGOS5 + STRUKGOS6 +STAROST
resm <− summary( glm ( f r , data = df izvorno , fami ly = "binomial ") ) # IZ ORIGINAL PODATKOV (
sub )
b0 <− r e sm$ c o e f f i c i e n t s [ " ( In t e r c ep t ) " , 1 ]
b1 <− r e sm$ c o e f f i c i e n t s [ "STRUKGOS5" , 1 ]
b2 <− r e sm$ c o e f f i c i e n t s [ "STRUKGOS6" , 1 ]
b3 <− r e sm$ c o e f f i c i e n t s [ "STAROST" ,1 ]
mod <− b0 + b1*podatki$STRUKGOS5 + b2*podatki$STRUKGOS6 + b3*podatki$STAROST # Response
model
p . na <− exp (mod) / ( exp (mod) + 1) # Suppress va lues between 0 and 1 via inver se−l o g i t
p . na <− p . na^( i n t en z i vno s t *2) # t o l e vp l i va na moc mehanizmov
tmp <− sample ( l ength (p . na ) , s i z e = n . na , prob = p . na )
# za DOHRaz: izhajam i z podatkovnega okv i r j a − tam , k j e r manjka DOH, generiram mehanizem
za DohRaz
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podatki1 <− podatki [ tmp , ]
# ce j e izbrana spremenl j ivka DOH, i z tega i z p e l j i tud i DohRaz , k j e r mehanizem i zha j a i z
gener i ranega DOH mehanizma
i f ( varb == "DOH") {
### DOHODEK numericna
###############################################################
isMIss<−i n t e g e r ( l ength ( podatki [ , varb ] ) )
i sMIss [ tmp]<−1
dohRaz<−cut ( podatki [ , varb ] , c (−1 ,500 , 700 ,900 ,1300 ,1700 ,2100 ,2500 ,2900 ,3300 ,10000) ,
l a b e l s = c ("1" , "2" , "3" , "4" , "5" , "6" , "7" , "8" , "9" , "10") )
# output − tabe la ( za g ra f )
tab . out <− t ab l e ( dohRaz , i sMIss )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ , varb ] [ tmp ] <− NA
# p . na za g r a f i c no pr imerjavo
p . naF <− p . na
### DOHODEK ord ina lna
####################################################################
# izhajam i z podatki1
# dolocim n . na1 ( de l e z=NA.DohRaz/Na .DOH=0.244011498/0.489939317)
n . na1 <− round (n . na *0.4980443) # s t e v i l o NA pr i DohRaz
mod1 <− b0 + b1*podatki1$STRUKGOS5 + b2*podatki1$STRUKGOS6 + b3*podatki1$STAROST #
Response model
p . na1 <− exp (mod1) / ( exp (mod1) + 1) # Suppress va lues between 0 and 1 v ia inver se−
l o g i t
p . na1 <− p . na1^( i n t en z i vno s t ) *2 # to l e vp l i va na moc mehanizmov
tmp1 <− sample ( l ength (p . na1 ) , s i z e = n . na1 , prob = p . na1 )
isMIss1<−i n t e g e r ( l ength ( podatki1 [ , "DohRaz " ] ) )
i sMIss1 [ tmp1]<−1
podatki1 [ , "DohRaz " ] <− as . numeric ( podatki1 [ , "DohRaz " ] )
# output − tabe la ( za g ra f )
dohRaz1 <− podatki1 [ , "DohRaz " ]
tab . out1 <− t ab l e ( dohRaz1 , i sMIss1 )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ i s . na (podatki$DOH) , ] [ , " DohRaz " ] [ tmp1 ] <− NA
#podatki [ , "DohRaz " ] [ tmp1 ] <− NA
# p . na ( za morebitno g r a f i c no pr imerjavo )
p . naF1 <− p . na1
# ce j e izbrana katera k o l i druga spremenl j ivka − ne generiramo MAR mehanizma ; se ne
zgodi n i c ;
} e l s e {
# output − tabe la ( za g ra f )
tab . out <− NULL
tab . out1 <− NULL
# polno podatkovje , ce izberemo MAR mehanizem in druge spremen l j ivke ( k i n i so DOH,
DohRaz)
podatki
# p . na ( morebitna g r a f i c na pr imerjava )
p . naF <− p . na
p . naF1 <− NULL
}
}
# NMAR
i f (mehanizem == "NMAR") {
tmp <− podatki [ , varb ]
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tmp <− tmp − min(tmp) ; tmp <− tmp+0.05*mean(tmp)
p . na <− tmp/(sum(tmp) )
p . na <− p . na^ in t en z i vno s t
tmp <− sample ( l ength (p . na ) , s i z e = n . na , prob = p . na )
# za DOHRaz: izhajam i z podatkovnega okv i r j a − tam , k j e r manjka DOH, generiram mehanizem
za DohRaz
podatki1 <− podatki [ tmp , ]
# ce j e izbrana spremenl j ivka DOH, i z tega i z p e l j i tud i DohRaz , s a j so NA pr i DohRaz
povsod , k j e r so tud i p r i DOH
i f ( varb == "DOH") {
### DOHODEK numericna
###############################################################
isMIss<−i n t e g e r ( l ength ( podatki [ , varb ] ) )
i sMIss [ tmp]<−1
dohRaz<−cut ( podatki [ , varb ] , c (−1 ,500 , 700 ,900 ,1300 ,1700 ,2100 ,2500 ,2900 ,3300 ,10000) ,
l a b e l s = c ("1" , "2" , "3" , "4" , "5" , "6" , "7" , "8" , "9" , "10") )
# output − tabe la ( za g ra f )
tab . out <− t ab l e ( dohRaz , i sMIss )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ , varb ] [ tmp ] <− NA
# razpon p . na
p . naF <− p . na
### DOHODEK ord ina lna
###############################################################
# izhajam i z podatki1
# dolocim n . na1 ( de l e z=NA.DohRaz/Na .DOH=0.244011498/0.489939317)
n . na1 <− round (n . na *0.4980443) # s t e v i l o NA pr i DohRaz
tmp1 <− sample ( 1 : nrow ( podatki1 ) , s i z e = n . na1 )
isMIss1<−i n t e g e r ( l ength ( podatki1 [ , "DohRaz " ] ) )
i sMIss1 [ tmp1]<−1
podatki1 [ , "DohRaz " ] <− as . numeric ( podatki1 [ , "DohRaz " ] )
# output − tabe la ( za g ra f )
dohRaz1 <− podatki1 [ , "DohRaz " ]
tab . out1 <− t ab l e ( dohRaz1 , i sMIss1 )
# output − spremen l j ivka z us tva r j en imi NA ( s e l e tu ustvarim NA)
podatki [ i s . na (podatki$DOH) , ] [ , " DohRaz " ] [ tmp1 ] <− NA
# p . na tu ne uporabim
p . naF1 <− NULL
# ce j e izbrana katera k o l i druga spremenl j ivka − ne generiramo NMAR mehanizma ; se ne
zgodi n i c ;
} e l s e {
# output − tabe la ( za g ra f )
tab . out <− NULL
tab . out1 <− NULL
# polno podatkovje , ce izberemo MAR mehanizem in druge spremen l j i vke ( k i n i so DOH,
DohRaz)
podatki
# p . na ( morebitna g r a f i c na pr imerjava )
p . naF <− p . na
p . naF1 <− NULL
}
}
# OBRAZLOZITEV OUTPUTA
# dfNA = podatki , v ka t e r i h so na sp r emen l j i vk i varb gener iane manjkajoce v r ednos t i
# tab . out = po ra zde l i t e v manjkajocih in nemanjkajocih v r ednos t i po raz r ed ih − DOH
# p . naF = ut e z i ( p r o b a b i l i t i e s ) , k i j i h uporabimo pr i sample − DOH
# tab . out1 = po ra zde l i t e v manjkajocih in nemanjkajocih v r ednos t i po raz r ed ih − DohRaz
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# p . naF1 = ut e z i ( p r o b a b i l i t i e s ) , k i j i h uporabimo pr i sample − DOohRaz
return ( l i s t (dfNA=podatki , tab . out=tab . out , p . naF=p . naF , p . naF1=p . naF1 , tab . out1=tab . out1 ) )
}
###############################################################
### Nagelkerke .R2
###############################################################
Nagelkerke .R2 <− f unc t i on ( f ) {
n <− f $d f . nu l l
R2 .max=1−exp(− f $ n u l l /n)
R2=(1 − exp ( ( f$dev − f $ n u l l ) /n) ) /R2 .max
rsq . i <− re turn ( c (R2 , R2 .max) )
}
###############################################################
### funkc i j a 1 za mul t ip l e imputac i j e − AUC, R2
###############################################################
# fm = formula
# impvar = ime spremenl j ivke , k i oznacuje zaporedno s t . imputiranega podatkovja
# data = ce l o tno mi podatkovje ( long complete )
# k = zaporedna s t . podatkovja
my.SA <− f unc t i on ( fm=fm , impvar=impvar , data=data , k=k) {
# data
df <− data [ data [ impvar ] == k , ]
# model
f <− glm (fm , data = df , fami ly = binomial )
#R2
n <− f $d f . nu l l
R2 .max=1−exp(− f $ n u l l /n)
R2=(1 − exp ( ( f$dev − f $ n u l l ) /n) ) /R2 .max
# ROC/AUC
roc . i <− Cstat ( f )
# r e z u l t a t i
r sq . i <− re turn ( c (R2 , R2 .max , roc . i ) )
}
# uporabim sapply in nato f unkc i j o 2 , k i s l e d i
###############################################################
### funkc i j a 2 za mul t ip l e imputac i j e − AUC, R2
###############################################################
# funkc i j a i z racuna koncne ocene R2 , AUC
pool .my.SA <− f unc t i on ( r e s .R2 .ROC.SA = re s .R2 .ROC.SA) {
#### Pool ing AUC
# RR on l o g i t t rans fo rmat ion ROC curve and SE
e s t . roc . l o g i t <− l og ( r e s .R2 .ROC.SA[3 , ]/(1− r e s .R2 .ROC.SA [ 3 , ] ) )
# Pool ing
p . roc . l o g i t <− mean( e s t . roc . l o g i t )
# Backtransform
f i n .AUC.MICE <− exp (p . roc . l o g i t ) / (1 + exp (p . roc . l o g i t ) )
#### Pool ing R square
# Fisher z Transformation
# R2
z . rsq <− atanh ( r e s .R2 .ROC.SA [ 1 , ] )
z . r sq . p <− mean( z . r sq )
# inv Fi sher z = pooled rsq => "R2 ( Fi sher Z) "
inv . z . r sq . p <− tanh ( z . r sq . p)
# R2max
z . rsqm <− atanh ( r e s .R2 .ROC.SA [ 2 , ] )
z . r sq .pm <− mean( z . rsqm )
# inv Fi sher z = pooled rsq => "R2max ( Fi sher Z) "
inv . z . r sq .pm <− tanh ( z . r sq .pm)
f i n . r e s u l t s <− c ( inv . z . r sq . p , # pooled R2
inv . z . r sq .pm, # pooled R2max
f i n .AUC.MICE # pooled AUC
)
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f i n . r e s u l t s <− re turn ( f i n . r e s u l t s )
}
###############################################################
### funkc i j a 1 za mul t ip l e imputac i j e − RMSE
###############################################################
# impvar = ime spremenl j ivke , k i o z n a u j e zaporedno s t . imputiranega podatkovja ( . imp)
# data = ce l o tno mi podatkovje ( long complete )
# k = zaporedna s t . podatkovja
# mis . df = podatkovje z NA
# true . df = o r i g i n a l n o podatkovje ( brez NA)
# vars2 = pros to r za 2 n um e r i n i sp remen l j i vk i , za k a t e r i bomo i z r a c un a l i RMSE
my.RMSE <− f unc t i on ( impvar=impvar , data=data , k=k , mis . df=mis . df , t rue . df=true . df , vars2=
vars2 ) {
# data
df <− data [ data [ impvar ] == k , ]
var1 <− vars2 [ 1 ]
var2 <− vars2 [ 2 ]
# RMSE za numericno spremenl j ivko
RMSE. var1 . i <− Rmse( imp = df [ , c ( var1 ) ] ,
mis = mis . df [ , c ( var1 ) ] ,
t rue = true . df [ , c ( var1 ) ] ,
norm = TRUE)
# RMSE za ord ina lno spremenl j ivko
RMSE. var2 . i <− Rmse( imp = df [ , c ( var2 ) ] ,
mis = mis . df [ , c ( var2 ) ] ,
t rue = true . df [ , c ( var2 ) ] ,
norm = TRUE)
# r e z u l t a t i
r sq . i <− re turn ( c (RMSE. var1 . i , RMSE. var2 . i ) )
}
# uporabim sapply na my.RMSE in nato nas l edn jo f unkc i j o :
########################################################
pool .my.RMSE <− f unc t i on ( r e s .RMSE = re s .RMSE) {
#### RMSE
RMSE. var1 <− mean( r e s .RMSE[ 1 , ] ) # dohodek numericna
RMSE. var2 <− mean( r e s .RMSE[ 2 , ] ) # dohodek ord ina lna
f i n . r e s u l t s <− c (RMSE. var1 ,
RMSE. var2
)
f i n . r e s u l t s <− re turn ( f i n . r e s u l t s )
}
###############################################################
# povezava med DOH in DohRaz p r i MI
###############################################################
# napravim funkc i j o , s katero omogocim , da vstavim zbrane vr ednos t i v vsako od m−imput i ranih
podatkov i j
# imp=zaporedno s t e v i l o imputac i j
# miceres = r e z u l t a t i mids objekta , v katerega smo nap r av i l i spremembo
# ld=long data mice objekt
my. doh <− f unc t i on ( imp=imp , miceres=miceres , ld=ld ) {
# vstavim vrednos t i v ld
ldd <− ld %>% f i l t e r ( . imp==imp)
# na mesta , k j e r so b i l e na prvotnih podatkih manjkajoce v r ednos t i pod nas lednj im pogojem ,
vmestim nove vrednos t i
ldd [ c ( ldd$DohRazNA==FALSE & ldd$DOHNA==TRUE) , ] [ , "DOH" ] <− mice r e s$ana ly s e s [ [ imp ] ]
r e turn ( ldd )
}
###############################################################
# obravnava nominalnih spremen l j ivk v imputac i jah
###############################################################
my. noms <− f unc t i on ( imp=imp , ldd=ldd , dums=dums , Ndata , var ) {
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tmpNA <− which ( i s . na (Ndata [ , var ] ) )
i zbo r <− ( ldd %>% dplyr : : f i l t e r ( . imp ==imp) )
ute <− i zbo r [ c (tmpNA) ,dums ]
pop <− i f e l s e ( apply ( ute , 1 , max)==ute , 1 , 0)
i zbo r [ tmpNA, dums ] <− pop
return ( i zbo r )
}
###############################################################
# funkc i j a Amelia − za s imu l a c i j e 2
###############################################################
my. Amelia <− f unc t i on ( data .NA=data .NA, m=m){
# imputac i j e
##############################################################
# obrnem v r s t n i red spremen l j ivk za imputac i jo
Adata .NA <− data .NA[ , l ength ( data .NA) : 1 ]
imp . amel ia <− amel ia (Adata .NA, m = m, p a r a l l e l = "no" ,
ords = c ("DohRaz" , "IZOB") ,
noms = c ("OSKRBA" , "Tipnas " , "KohRegija " , "SPOL" , "VIR" , "TIPGOS") ,
s q r t s = "DOH")
# imputirano podatkovje
imp . data <− do . c a l l (" rbind " , imp . amel ia$ imputat ions )
# dodam spr emen l j i vk i DOHNA in DohRazNA na o r i g i n a l n e podatke v imputirano podatkovje
Adata .NA$DOHNA<−i s . na (Adata .NA$DOH)
Adata .NA$DohRazNA<−i s . na (Adata .NA$DohRaz)
imp .data$DOHNA <− rep . i n t (Adata .NA$DOHNA, m)
imp . data$DohRazNA <− rep . i n t (Adata .NA$DohRazNA, m)
# zdruzim dataNA z o r i g i n a l n im i podatki
imp . data <− rbind (Adata .NA, imp . data )
# dodam spremenl j ivko . imp
imp . data$ . imp <− as . numeric ( rep ( c ( 0 :m) , each = nrow (Adata .NA) ) )
imp . data2 <− imp . data # ustvarim kopi jo , preden DohRaz kategor i z i ram v 5 razredov
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE
colnames ( imp . data2 ) [ colnames ( imp . data2 )=="DohRaz " ] <− "DohRaz10"
imp . data2$DohRaz10 <− as . numeric ( imp . data2$DohRaz10 )
Amelia . data2 <− as . mids2 ( imp . data2 , . imp = nco l ( imp . data2 ) , . id = NULL)
# reka t ego r i z i r am DohRaz v 5 k a t e g o r i j
imp . data$DohRaz <− as . f a c t o r ( cut ( as . numeric ( imp . data$DohRaz ) , c (−1 ,2 ,4 ,5 ,7 ,10) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o (6 razredov )
imp . data$IZOB <− as . f a c t o r ( cut ( as . numeric ( imp . data$IZOB) , c (−10000 ,2 ,3 ,6 , 8 , 9 , 10000) ,
l a b e l s = c ("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
Amelia . data <− as . mids2 ( imp . data , . imp = nco l ( imp . data ) , . id = NULL)
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v nume r i n o za RMSE ( data .NA z dodano
DohRaz10 )
Adata . NA$DohRaz10 <− as . numeric (Adata .NA$DohRaz)
# Rezu la t i imputac i j − osnovna s t a t i s t i k a
##############################################################
# n , mean , sd , se , kor
m <− Amelia . data$m
n <− dim(Adata .NA) [ 1 ]
miMeans . Amelia <− sapply ( s p l i t ( mice : : complete ( Amelia . data , ' long ' ) [ , "DOH" ] , mice : : complete
( Amelia . data , ' long ' ) [ , " . imp " ] ) , mean)
mu. Amelia <− mean(miMeans . Amelia )
var . Amelia <− sq r t (mean( sapply ( s p l i t ( mice : : complete ( Amelia . data , ' long ' ) [ , "DOH" ] , mice : :
complete ( Amelia . data , ' long ' ) [ , " . imp " ] ) , var ) ) )
miVars . Amelia <− sapply ( s p l i t ( mice : : complete ( Amelia . data , ' long ' ) [ , "DOH" ] , mice : : complete (
Amelia . data , ' long ' ) [ , " . imp " ] ) , var ) /n
se . Amelia <− sq r t (mean(miVars . Amelia )+(m+1)/m*var (miMeans . Amelia ) )
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Aosnovna . Amelia <− c (n , mu. Amelia , var . Amelia , se . Amelia )
re turn (Aosnovna . Amelia )
}
##################################################################
# i z p i s r e zu l t a t ov p r i mu l t i p l i h imputac i jah v okviru s imu l a c i j 1
##################################################################
my. MIresu l t <− f unc t i on ( imp=imp , datamiss=datamiss , dataor i g=dataor i g ) {
# osnovna s t a t i s t i k a
# n , mean , sd , se , kor
m <− imp$m
n <− dim( datamiss ) [ 1 ]
miMeans <− sapply ( s p l i t ( mice : : complete ( imp , ' long ' ) [ , "DOH" ] , mice : : complete ( imp , ' long ' ) [ ,
" . imp " ] ) , mean)
mu. mice <− mean(miMeans )
var . mice <− sq r t (mean( sapply ( s p l i t ( mice : : complete ( imp , ' long ' ) [ , "DOH" ] , mice : : complete ( imp
, ' long ' ) [ , " . imp " ] ) , var ) ) )
miVars <− sapply ( s p l i t ( mice : : complete ( imp , ' long ' ) [ , "DOH" ] , mice : : complete ( imp , ' long ' ) [ ,
" . imp " ] ) , var ) /n
se . mice <− sq r t (mean(miVars )+(m+1)/m*var (miMeans ) )
osnovna . s t a t i s t i k a <− c (n , mu. mice , var . mice , se . mice )
# k o r e l a c i j a
# pearsonov k o e f i c i e n t k o r e l a c i j e
kor . STR1 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS1") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . STR2 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS2") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . STR3 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS3") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . STR4 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS4") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . STR5 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS5") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . STR6 <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STRUKGOS6") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor .STAR <− c (1 , micombine . cor ( imp , v a r i a b l e s=c ("DOH" , "STAROST") , conf . l e v e l =0.95 ,
method="pearson " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
kor . pearsons <− c ( kor . STR1, kor . STR2 [ 2 ] , kor . STR3 [ 2 ] , kor . STR4 [ 2 ] , kor . STR5 [ 2 ] , kor . STR6
[ 2 ] , kor .STAR[ 2 ] )
# za spearmanov koe f k o r e l a c i j e , moram spremen i t i IZOB v numericno spremenl j ivko
df . long <− mice : : complete ( imp , ac t i on=' long ' , i n c lude=TRUE)
df . long$IZOB1 <− as . numeric ( df . long$IZOB )
imp . dtrans <− as . mids ( df . long , where = NULL, . imp = " . imp" , . id = " . id ")
kor . spearman <− c (1 , micombine . cor ( imp . dtrans , v a r i a b l e s=as . matrix ( c ("DOH" , "IZOB1") ) , conf
. l e v e l =0.95 ,
method="spearman " , nested=FALSE, p a r t i a l=NULL ) [ 1 , 3 ] )
k o r e l a c i j e <− c ( kor . pearsons , kor . spearman [ 2 ] )
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE ( imputirano podatkovje )
df . long$DohRaz10 <− as . numeric ( df . long$DohRaz )
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE ( data .NA z dodano
DohRaz10 )
Ddata .NA <− datamiss
Ddata . NA$DohRaz10 <− as . numeric (Ddata .NA$DohRaz)
# DohRaz 5 k a t e g o r i j za glm model
df . long$DohRaz <− as . f a c t o r ( cut ( as . numeric ( df . long$DohRaz ) , c (−1 ,2 ,4 ,5 ,7 ,10) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o (6 razredov )
df . long$IZOB <− as . f a c t o r ( cut ( as . numeric ( df . long$IZOB ) , c (−1 ,2 ,3 ,6 , 8 , 9 , 13) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
imp . d2 <− as . mids ( df . long )
# glm model 1
mod <− with ( data=imp . d2 , exp=glm(OSKRBA~DohRaz + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST +Tipnas+IZOB , fami ly = binomial ) )
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# koef + se
pool . koe f <− summary( pool (mod) )
beta1 <− pool . koe f [ , 1 ]
se1 <− pool . koe f [ , 2 ]
# AUC in R2
# funkc i j o 1 uporabim v sapply
resSA <− sapply ( 1 :m, func t i on (x ) my.SA( f2 , " . imp" , mice : : complete ( imp . d2 , ' long ' ) , x ) )
# funkc i j o 2 uporabim za pooled r e z u l t a t e
pooled . r e s <− pool .my.SA( resSA )
R2 <− pooled . r e s [ 1 : 2 ]
AUC <− pooled . r e s [ 3 ]
# RMSE
# funkc i j o 1 uporabim v sapply
resRMSE <− sapply ( 1 :m, func t i on (x ) my.RMSE( " . imp" , mice : : complete ( imp . d2 , ' long ' ) , x , Ddata
.NA, dataor ig , vars2=c ("DOH" , "DohRaz10") ) )
# funkc i j o 2 uporabim za pooled r e z u l t a t e
pooled .RMSE <− pool .my.RMSE(resRMSE)
# glm model 2
mod .num <− with ( data=imp . d2 , exp=glm(OSKRBA~DOH+STRUKGOS1 + STRUKGOS2 + STRUKGOS3 + STAROST
, fami ly = binomial ) )
# koe f + se
pool . koe f .num <− summary( pool (mod .num) )
beta2 <− pool . koe f .num [ , 1 ]
se2 <− pool . koe f .num [ , 2 ]
# po ra zde l i t e v v razrede : DOH in DohRaz
doht <− sapply ( 1 :m, func t i on (x ) (unname(do . c a l l (" cbind " , l app ly (mice : : complete ( imp . d2 , x ) [ , "
DOH" ] , t s ) ) ) ) )
tab .DOH <− rowMeans ( sapply ( 1 :m, func t i on (x ) ( t ab l e ( cut ( doht [ , x ] , c (−1000 ,
700 ,1300 ,1700 ,2500 ,100000) , l a b e l s = c ("1" , "2" , "3" , "4" , "5") ) ) ) ) )
dohr <− sapply ( 1 :m, func t i on (x ) (unname(do . c a l l (" cbind " , l app ly (mice : : complete ( imp . d2 , x ) [ , "
DohRaz " ] , t s ) ) ) ) )
tab .DOHR <− rowMeans ( sapply ( 1 :m, func t i on (x ) ( t ab l e ( dohr [ , x ] ) ) ) )
re turn ( l i s t ( osnovna=osnovna . s t a t i s t i k a ,
kor=ko r e l a c i j e ,
beta1=beta1 ,
se1=se1 ,
R2=R2 ,
AUC=AUC,
RMSE=pooled .RMSE,
beta2=beta2 ,
se2=se2 ,
DRnum=tab .DOH,
DR=tab .DOHR) )
}
###############################################################
# uporaba try f unk c i j e v s imu l a c i j i
###############################################################
# za r e z u l t a t e RF
show_condition <− f unc t i on ( code ) {
tryCatch ( code ,
e r r o r = func t i on ( c ) NA
)
}
# za data frame pr i RF, k j e r namesto df v s t av i nrow ( data .OR) *m s t e v i l o NA
show_condition1 <− f unc t i on ( code ) {
tryCatch ( code ,
e r r o r = func t i on ( c ) rep (NA, nrow ( data .OR) *m)
)
}
###############################################################
## s imu l a c i j e 2
###############################################################
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imena_objektov <− c ("simNA_5" ,
"simNA_10" ,
"simNA_30" ,
"simNA_50")
i zbo r <− c ("n" ,"mean" ," sd " ," se ")
comb <− f unc t i on (x , . . . ) {
ime <− l app ly ( seq_along (x ) ,
func t i on ( i ) c ( x [ [ i ] ] , l app ly ( l i s t ( . . . ) , f unc t i on (y ) y [ [ i ] ] ) ) )
names ( ime ) <− imena_objektov
return ( ime )
}
k <− 1000
newdf <− na . omit ( sub )
dmis <− colMeans ( i s . na ( sub ) ) # de l e z NA
nC<−detectCores ( ) #preverimo s t e v i l o j ed e r na racunaln iku
nC<− nC − 1 #upo r ab i l i bomo enega manj
c l<−makeCluster (nC) #naredimo " c l u s t e r " j ed e r / p ro c e s o r j ev / racunalnikov , k i bodo i z v a j a l i
racune
r e g i s t e rDoPa r a l l e l ( c l ) #r eg i s t r i r amo nas " c l u s t e r "
timeForeach<−system . time (
delezNA<−f o r each ( i =1:k , . combine = 'comb ' , . multicombine=TRUE, . i n i t=l i s t ( l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) ) ,
. packages = c (" psych " , "VIM" , "DMwR" , " blockmodel ing " , "Amelia " , "mitoo l s " , "MASS" , "arm" , "
miceadds " , "imputeR" , "DescTools ") )%dorng%{
newdata <− newdf
head ( newdata )
data <− newdata [ sample ( 1 : nrow ( newdata ) , nrow ( newdata ) , r ep l a c e=TRUE) , ]
ddat <− as . l i s t ( rep ("" , 4) )
nay <− c ( 0 . 0 5 , 0 . 1 , 0 . 3 , 0 . 5 )
f o r ( j in 1 : l ength ( nay ) ) {
# nastavim s t e v i l o manjkajocih na DOH
n <− l ength (data$DOH)
nNA <− round (n*nay [ j ] )
# nastavim s t e v i l o manjkajocih podatkov na drugih spremenl j ivkah − delez , kot j e p r i s o t en
na de jansk ih podatkih
pMISS <− as . numeric ( dmis )
nMISS <− round (nrow ( data ) *pMISS)
# MCAR
###############################################################
# STRONG
dfMCARs <− data . frame (DOH=rep (NA, n) )
dohodekMCARs <− my.meh(mehanizem="MCAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t =
6 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMCARs$DOH <− dohodekMCARs$DOH
dfMCARs$DohRaz <− f a c t o r (dohodekMCARs$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMCARs$STRUKGOS1 <− struktura$STRUKGOS1
dfMCARs$STRUKGOS2 <− struktura$STRUKGOS2
dfMCARs$STRUKGOS3 <− struktura$STRUKGOS3
dfMCARs$STRUKGOS4 <− struktura$STRUKGOS4
dfMCARs$STRUKGOS5 <− struktura$STRUKGOS5
dfMCARs$STRUKGOS6 <− struktura$STRUKGOS6
dfMCARs$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMCARs$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
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dfMCARs$IZOB <− f a c t o r (dfMCARs$IZOB , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMCARs$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfMCARs$STAROST <− data$STAROST
dfMCARs$Tipnas <− data$Tipnas
dfMCARs$KohRegija <− data$KohRegija
dfMCARs$SPOL <− data$SPOL
dfMCARs$VIR <− data$VIR
summary(dfMCARs)
# WEAK
dfMCARw <− data . frame (DOH=rep (NA, n) )
dohodekMCARw <− my.meh(mehanizem="MCAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t =
1 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMCARw$DOH <− dohodekMCARw$DOH
dfMCARw$DohRaz <− f a c t o r (dohodekMCARw$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMCARw$STRUKGOS1 <− struktura$STRUKGOS1
dfMCARw$STRUKGOS2 <− struktura$STRUKGOS2
dfMCARw$STRUKGOS3 <− struktura$STRUKGOS3
dfMCARw$STRUKGOS4 <− struktura$STRUKGOS4
dfMCARw$STRUKGOS5 <− struktura$STRUKGOS5
dfMCARw$STRUKGOS6 <− struktura$STRUKGOS6
dfMCARw$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMCARw$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfMCARw$IZOB <− f a c t o r (dfMCARw$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMCARw$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfMCARw$STAROST <− data$STAROST
dfMCARw$Tipnas <− data$Tipnas
dfMCARw$KohRegija <− data$KohRegija
dfMCARw$SPOL <− data$SPOL
dfMCARw$VIR <− data$VIR
summary(dfMCARw)
# MAR
###############################################################
# STRONG
dfMARs <− data . frame (DOH=rep (NA, n) )
dohodekMARs <− my.meh(mehanizem="MAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t = 6 ,
d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMARs$DOH <− dohodekMARs$DOH
dfMARs$DohRaz <− f a c t o r (dohodekMARs$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" ,
"6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMARs$STRUKGOS1 <− struktura$STRUKGOS1
dfMARs$STRUKGOS2 <− struktura$STRUKGOS2
dfMARs$STRUKGOS3 <− struktura$STRUKGOS3
dfMARs$STRUKGOS4 <− struktura$STRUKGOS4
dfMARs$STRUKGOS5 <− struktura$STRUKGOS5
dfMARs$STRUKGOS6 <− struktura$STRUKGOS6
dfMARs$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMARs$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfMARs$IZOB <− f a c t o r (dfMARs$IZOB , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMARs$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfMARs$STAROST <− data$STAROST
dfMARs$Tipnas <− data$Tipnas
dfMARs$KohRegija <− data$KohRegija
dfMARs$SPOL <− data$SPOL
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dfMARs$VIR <− data$VIR
summary(dfMARs)
# WEAK
dfMARw <− data . frame (DOH=rep (NA, n) )
dohodekMARw <− my.meh(mehanizem="MAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t = 1 ,
d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMARw$DOH <− dohodekMARw$DOH
dfMARw$DohRaz <− f a c t o r (dohodekMARw$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" ,
"6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMARw$STRUKGOS1 <− struktura$STRUKGOS1
dfMARw$STRUKGOS2 <− struktura$STRUKGOS2
dfMARw$STRUKGOS3 <− struktura$STRUKGOS3
dfMARw$STRUKGOS4 <− struktura$STRUKGOS4
dfMARw$STRUKGOS5 <− struktura$STRUKGOS5
dfMARw$STRUKGOS6 <− struktura$STRUKGOS6
dfMARw$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMARw$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfMARw$IZOB <− f a c t o r (dfMARw$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMARw$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfMARw$STAROST <− data$STAROST
dfMARw$Tipnas <− data$Tipnas
dfMARw$KohRegija <− data$KohRegija
dfMARw$SPOL <− data$SPOL
dfMARw$VIR <− data$VIR
summary(dfMARw)
# NMAR
###############################################################
# STRONG
dfNMARs <− data . frame (DOH=rep (NA, n) )
dohodekNMARs <− my.meh(mehanizem="NMAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t =
6 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfNMARs$DOH <− dohodekNMARs$DOH
dfNMARs$DohRaz <− f a c t o r (dohodekNMARs$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfNMARs$STRUKGOS1 <− struktura$STRUKGOS1
dfNMARs$STRUKGOS2 <− struktura$STRUKGOS2
dfNMARs$STRUKGOS3 <− struktura$STRUKGOS3
dfNMARs$STRUKGOS4 <− struktura$STRUKGOS4
dfNMARs$STRUKGOS5 <− struktura$STRUKGOS5
dfNMARs$STRUKGOS6 <− struktura$STRUKGOS6
dfNMARs$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfNMARs$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfNMARs$IZOB <− f a c t o r (dfNMARs$IZOB , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfNMARs$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 6 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfNMARs$STAROST <− data$STAROST
dfNMARs$Tipnas <− data$Tipnas
dfNMARs$KohRegija <− data$KohRegija
dfNMARs$SPOL <− data$SPOL
dfNMARs$VIR <− data$VIR
summary(dfNMARs)
# WEAK
dfNMARw <− data . frame (DOH=rep (NA, n) )
dohodekNMARw <− my.meh(mehanizem="NMAR" , podatki=data , varb="DOH" , n . na=nNA, i n t en z i vno s t =
1 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfNMARw$DOH <− dohodekNMARw$DOH
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dfNMARw$DohRaz <− f a c t o r (dohodekNMARw$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfNMARw$STRUKGOS1 <− struktura$STRUKGOS1
dfNMARw$STRUKGOS2 <− struktura$STRUKGOS2
dfNMARw$STRUKGOS3 <− struktura$STRUKGOS3
dfNMARw$STRUKGOS4 <− struktura$STRUKGOS4
dfNMARw$STRUKGOS5 <− struktura$STRUKGOS5
dfNMARw$STRUKGOS6 <− struktura$STRUKGOS6
dfNMARw$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfNMARw$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfNMARw$IZOB <− f a c t o r (dfNMARw$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfNMARw$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
dfNMARw$STAROST <− data$STAROST
dfNMARw$Tipnas <− data$Tipnas
dfNMARw$KohRegija <− data$KohRegija
dfNMARw$SPOL <− data$SPOL
dfNMARw$VIR <− data$VIR
summary(dfNMARw)
# napravim povprec ja in sd
###############################################################
ORIG. simNA <− as . matrix ( psych : : d e s c r i b e ( data [ "DOH" ] ) ) [ , i zbo r ]
#strong − POP
###############################################################
sMCAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfMCARs["DOH" ] ) ) [ , i zbo r ]
sMAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfMARs ["DOH" ] ) ) [ , i zbo r ]
sNMAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfNMARs["DOH" ] ) ) [ , i zbo r ]
#weak − POP
###############################################################
wMCAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfMCARw["DOH" ] ) ) [ , i zbo r ]
wMAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfMARw["DOH" ] ) ) [ , i zbo r ]
wNMAR. simNA .POP <− as . matrix ( psych : : d e s c r i b e (dfNMARw["DOH" ] ) ) [ , i zbo r ]
#strong − Amelia
###############################################################
# n , mean , sd , se , kor
sMCAR.am <− my. Amelia (dfMCARs , 5)
sMAR.am <− my. Amelia (dfMARs , 5)
sNMAR.am <− my. Amelia (dfNMARs, 5)
#WEAK − Amelia
###############################################################
# n , mean , sd , se , kor
wMCAR.am <− my. Amelia (dfMCARw, 5)
wMAR.am <− my. Amelia (dfMARw, 5)
wNMAR.am <− my. Amelia (dfNMARw, 5)
ddat [ [ j ] ] <− c (ORIG. simNA , sMCAR. simNA .POP, sMAR. simNA .POP, sNMAR. simNA .POP,
ORIG. simNA , wMCAR. simNA .POP, wMAR. simNA .POP, wNMAR. simNA .POP,
ORIG. simNA , sMCAR.am, sMAR.am, sNMAR.am,
ORIG. simNA , wMCAR.am, wMAR.am, wNMAR.am)
}
ddat <− l i s t ( c ( u n l i s t ( ddat [ [ 1 ] ] ) ) , #1
c ( u n l i s t ( ddat [ [ 2 ] ] ) ) , #2
c ( u n l i s t ( ddat [ [ 3 ] ] ) ) , #3
c ( u n l i s t ( ddat [ [ 4 ] ] ) ) # 4
)
})
s topClus t e r ( c l )
#delezNA [ [ 1 ] ]
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# pripravim s imu l a c i j s k o podatkovje
dNA <− l i s t ( )
f o r ( i in 1 : l ength ( delezNA ) ) {
dNA [ [ i ] ] <− as . data . frame ( t (unname(do . c a l l (" cbind " , l app ly ( delezNA [ [ i ] ] , t s ) ) ) ) )
}
names (dNA) <− names ( delezNA )
###############################################################
### izvedba osredn jega de la s imu l a c i j − s imu l a c i j e 1
###############################################################
### pripravim spremen l j i vke
###############################################################
# izbo r osnovnih s t a t i s t i k
i zbo r <− c ("n" ,"mean" ," sd " ," se ")
# i zbo r spremen l j ivk za i z p i s k o r e l a c i j e ( Pearsonov k o e f i c i e n t k o r e l a c i j e )
nums . kor <− c ("DOH" ,"STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "STRUKGOS4" ,"STRUKGOS5" , "
STRUKGOS6" ,"STAROST")
# dodana IZOB ( Spearmanov k o e f i c i e n t k o r e l a c i j e )
a l l . kor <− c ("DOH" ,"STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "STRUKGOS4" ,"STRUKGOS5" , "STRUKGOS6
" ,"STAROST" , "IZOB")
# model za glm 1 ( k a t e g o r i n i + n um e r i n i neodvisn imi spremenl j ivkami ) − pr imerjava
r e g r e s i j s k i h k o e f i c i e n t o v
f2 <− OSKRBA~DohRaz+STRUKGOS1+STRUKGOS2+STRUKGOS3+STAROST+Tipnas+IZOB
# model za glm 2 ( n um e r i n i p r e d i k t o r j i ) − pr imerjava r e g r e s i j s k i h k o e f i c i e n t o v
f3 <− OSKRBA~DOH+STRUKGOS1+STRUKGOS2+STRUKGOS3+STAROST
# nabor spremen l j ivk za EM algor i t em
nums . f3 <− c ( a l l . kor , "DohRaz" , "OSKRBA" , "Tipnas ")
## funkc i j a za izvedbo s imu l a c i j
###############################################################
metode . Imp <− f unc t i on ( data .OR=data .OR, data .NA = data .NA) {
m <− 5
# ORIGINAL PODATKI
###############################################################
# n , mean , sd , se , kor
osnovna .ORIG <− as . matrix ( psych : : d e s c r i b e ( data .OR["DOH" ] ) ) [ , i zbo r ]
kor .ORIGs <− r c o r r ( as . matrix ( data .OR[ , c ("DOH" , "IZOB") ] ) , type=c (" spearman ") ) $r [ 1 , 2 ]
kor .ORIGp <− r c o r r ( as . matrix ( data .OR[ , nums . kor ] ) , type=c (" pearson ") ) $r [ 1 , ]
kor .ORIG <− c ( kor .ORIGp, kor .ORIGs)
names ( kor .ORIG) <− a l l . kor
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE
data .OR$DohRaz10 <− as . numeric ( data .OR$DohRaz)
#### glm model 1
# reka t ego r i z i r am DohRaz v 5 k a t e g o r i j
data .OR$DohRaz <− as . f a c t o r ( cut ( as . numeric ( data .OR$DohRaz) , c (−1 ,2 ,4 ,5 ,7 ,10) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o (v 6 razredov ) :
# 1= c (1 ,2 ) , 2=3, 3=c (4 , 5 , 6 ) , 4=c (7 ,8 ) , 5=9, 6=c (10 ,11 ,12)
data .OR$IZOB <− as . f a c t o r ( cut ( as . numeric ( data .OR$IZOB) , c (−1 ,2 ,3 ,6 , 8 , 9 , 13) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
modORIG <− with ( data=data .OR, exp=glm(OSKRBA ~ DohRaz + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST + Tipnas+IZOB , fami ly = binomial ) )
# koe f + se
beta .ORIG <− summary(modORIG) $coe f [ , 1 ] # e s t
se .ORIG <− summary(modORIG) $coe f [ , 2 ] # SE
# glm model − R2 + AUC
R2 .ORIG <− Nagelkerke .R2(modORIG)
AUC.ORIG <− Cstat (modORIG)
#### glm model 2
modORIG.num <− with ( data=data .OR, exp=glm(OSKRBA ~ DOH + STRUKGOS1 + STRUKGOS2 + STRUKGOS3
+ STAROST, fami ly = binomial ) )
# koe f + se
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beta .ORIG.num <− summary(modORIG.num) $coe f [ , 1 ] # e s t
se .ORIG.num <− summary(modORIG.num) $coe f [ , 2 ] # SE
### pora zd e l i t e v v razrede : DOH in DohRaz
tab .OR.DOH <− t ab l e ( cut ( data .OR$DOH, c (−1 , 700 ,1300 ,1700 ,2500 ,10000) , l a b e l s = c ("1" , "2" ,
"3" , "4" , "5") ) )
tab .OR.DOHR <− t ab l e ( data .OR$DohRaz)
# RAZPOLOZLJIVI PODATKI
###############################################################
# n , mean , sd , se , kor
osnovna .RAZ <− as . matrix ( psych : : d e s c r i b e ( data .NA["DOH" ] ) ) [ , i zbo r ]
kor .RAZs <− c ( r c o r r . ad jus t ( as . matrix ( data .NA[ , c ("DOH" , "IZOB") ] ) , type=c (" spearman ") , use =
" pa i rw i s e . complete . obs ")$R) $r [ 1 , 2 ]
kor .RAZp <− c ( r c o r r . ad jus t ( as . matrix ( data .NA[ , nums . kor ] ) , type=c (" pearson ") , use = " pa i rw i s e
. complete . obs ")$R) $r [ 1 , ]
kor .RAZ <− c ( kor .RAZp, kor .RAZs)
names ( kor .RAZ) <− a l l . kor
# NA pr i DOHRAZ obl ikujem kot posebno/novo ka t e g o r i j o − uporaba v glm modelu
# uporabim o r i g i n a l podatke , razen p r i DohRaz
###############################################################
dataK <− data .NA
# rekat ego r i z i r am DohRaz v 5 k a t e g o r i j
dataK$DohRaz <− as . f a c t o r ( cut ( as . numeric (dataK$DohRaz ) , c (−1 ,2 ,4 ,5 ,7 ,10) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
dataK$K_DohRaz=recode_factor ( as . cha rac t e r (dataK$DohRaz ) , . miss ing= '−99 ')
dataK$K_DohRaz <− f c t_ r e l e v e l (dataK$K_DohRaz , c ("1" , "2" , "3" , "4" , "5" , "−99") )
###glm model 1
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o ( in 6 razredov )
dataK$IZOB <− as . f a c t o r ( cut ( as . numeric (dataK$IZOB) , c (−1 ,2 ,3 ,6 , 8 , 9 , 13) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
modKAT <− with ( data=dataK , exp=glm(OSKRBA~K_DohRaz+STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST + Tipnas+IZOB , fami ly = binomial ) )
# koe f + se
beta .KAT <− summary(modKAT) $coe f [ , 1 ] # e s t
se .KAT <− summary(modKAT) $coe f [ , 2 ] # SE
# glm model − R2 + AUC
R2 .KAT <− Nagelkerke .R2(modKAT)
AUC.KAT <− Cstat (modKAT)
# po ra zde l i t e v v razrede : DOH in DohRaz
tab .RAZ.DOH <− t ab l e ( cut (dataK$DOH, c (−1 , 700 ,1300 ,1700 ,2500 ,10000) , l a b e l s = c ("1" , "2" ,
"3" , "4" , "5") ) )
tab .RAZ.DOHR <− t ab l e (dataK$DohRaz )
# POPOLNI PODATKI
###############################################################
comp <− na . omit ( data .NA)
# n , mean , sd , se , kor
osnovna .POP <− as . matrix ( psych : : d e s c r i b e (comp ["DOH" ] ) ) [ , i zbo r ]
kor .POPp <− c ( r c o r r . ad jus t ( as . matrix ( data .NA[ , nums . kor ] ) , type=c (" pearson ") , use="complete .
obs ")$R) $r [ 1 , ]
kor .POPs <− c ( r c o r r . ad jus t ( as . matrix ( data .NA[ , c ("DOH" , "IZOB") ] ) , type=c (" spearman ") , use =
" complete . obs ")$R) $r [ 1 , 2 ]
kor .POP <− c ( kor .POPp, kor .POPs)
names ( kor .POP) <− a l l . kor
### glm model 1
# reka t ego r i z i r am DohRaz v 5 k a t e g o r i j
comp$DohRaz <− as . f a c t o r ( cut ( as . numeric ( comp$DohRaz) , c (−1 ,2 ,4 ,5 ,7 ,11) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
#comp$DohRaz <− f a c t o r (comp$DohRaz , ordered = TRUE, l e v e l s = c ("1" ,"2" ,"3" , "4" ,"5") )
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o ( in v 6 razredov )
comp$IZOB <− as . f a c t o r ( cut ( as . numeric (comp$IZOB) , c (−1 ,2 ,3 ,6 , 8 , 9 , 13) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
modPOP <− with ( data=comp , exp=glm(OSKRBA~DohRaz + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST + Tipnas+IZOB , fami ly = binomial ) )
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# koef + se
beta .POP <− summary(modPOP) $coe f [ , 1 ] # e s t
se .POP <− summary(modPOP) $coe f [ , 2 ] # SE
# glm model − R2 + AUC
R2 .POP <− Nagelkerke .R2(modPOP) # NE UPORABIM V ana l i z i , ker n i p r ime r l j i v o ! !
AUC.POP <− Cstat (modPOP)
### glm model 2
modPOP.num <− with ( data=comp , exp=glm(OSKRBA~DOH+DOH + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST, fami ly = binomial ) )
# koe f + se
beta .POP.num <− summary(modPOP.num) $coe f [ , 1 ] # e s t
se .POP.num <− summary(modPOP.num) $coe f [ , 2 ] # SE
### pora zde l i t e v v razrede : na DOH in DohRaz
tab .POP.DOH <− t ab l e ( cut (comp$DOH, c (−1 , 700 ,1300 ,1700 ,2500 ,10000) , l a b e l s = c ("1" , "2" ,
"3" , "4" , "5") ) )
tab .POP.DOHR <− t ab l e ( comp$DohRaz)
#KNN IMPUTACIJA
###############################################################
ss .KNN <− system . time ({KNNimp <− VIM : : kNN( data .NA) # vzamem funkc i j o i z paketa VIM
# n , mean , sd , se , kor
osnovna .KNN <− as . matrix ( psych : : d e s c r i b e (KNNimp["DOH" ] ) ) [ , i zbo r ]
kor .KNNs <− r c o r r ( as . matrix (KNNimp[ , c ("DOH" , "IZOB") ] ) , type=c (" spearman ") ) $r [ 1 , 2 ]
kor .KNNp <− r c o r r ( as . matrix (KNNimp[ , nums . kor ] ) , type=c (" pearson ") ) $r [ 1 , ]
kor .KNN <− c ( kor .KNNp, kor .KNNs)
names ( kor .KNN) <− a l l . kor
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE ( data .NA z dodano
DohRaz10 )
KNNdata .NA <− data .NA
KNNdata . NA$DohRaz10 <− as . numeric (KNNdata .NA$DohRaz)
# DohRaz 10 k a t e g o r i j ( o rd ina lna ) spremenjena v numericno za RMSE
KNNimp$DohRaz10 <− as . numeric (KNNimp$DohRaz)
# reka t ego r i z i r am DohRaz v 5 k a t e g o r i j
KNNimp$DohRaz <− as . f a c t o r ( cut ( as . numeric (KNNimp$DohRaz) , c (−1 ,2 ,4 ,5 ,7 ,10) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5") ) )
# IZOB spremenim v neordered f a c t o r − za i n t e r p r e t a c i j o ( in 6 razredov )
KNNimp$IZOB <− as . f a c t o r ( cut ( as . numeric (KNNimp$IZOB) , c (−1 ,2 ,3 ,6 , 8 , 9 , 13) , l a b e l s = c
("1" ,"2" ,"3" , "4" ,"5" , "6") ) )
### glm model 1
modKNN <− with ( data=KNNimp, exp=glm(OSKRBA~DohRaz + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST + Tipnas+IZOB , fami ly = binomial ) )
# koe f + se
beta .KNN <− summary(modKNN) $coe f [ , 1 ] # e s t
se .KNN <− summary(modKNN) $coe f [ , 2 ] # SE
# glm model − R2 + AUC
R2 .KNN <− Nagelkerke .R2(modKNN)
AUC.KNN <− Cstat (modKNN)
# RMSE in MR med KNN in o r i g
RMSE.KNN.DOH <− Rmse( imp = KNNimp[ , c ("DOH") ] ,
mis = KNNdata .NA[ , c ("DOH") ] ,
t rue = data .OR[ , c ("DOH") ] , norm=TRUE)
RMSE.KNN.DohRaz <− Rmse( imp = KNNimp[ , c ("DohRaz10") ] ,
mis = KNNdata .NA[ , c ("DohRaz10") ] ,
t rue = data .OR[ , c ("DohRaz10") ] , norm=TRUE)
### glm model 2
modKNN.num <− with ( data=KNNimp, exp=glm(OSKRBA~DOH + STRUKGOS1 + STRUKGOS2 + STRUKGOS3 +
STAROST, fami ly = binomial ) )
# koe f + se
beta .KNN.num <− summary(modKNN.num) $coe f [ , 1 ] # e s t
se .KNN.num <− summary(modKNN.num) $coe f [ , 2 ] # SE
### pora zde l i t e v v razrede : DOH in DohRaz
tab .KNN.DOH <− t ab l e ( cut (KNNimp$DOH, c (−1 , 700 ,1300 ,1700 ,2500 ,10000) , l a b e l s = c ("1" , "2" ,
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"3" , "4" , "5") ) )
tab .KNN.DOHR <− t ab l e (KNNimp$DohRaz)
})
s s .KNN
# MICE − de f au l t ( pr iprava in imputac i j e )
###############################################################
# izvedba imputac i j
s s .MICE <− system . time ({
# obrnem v r s t n i red spremen l j ivk in dodam 2 novi
Mdata .NA <− data .NA[ , l ength ( data .NA) : 1 ]
Mdata .NA$DohRazNA<−i s . na (Mdata .NA$DohRaz)
Mdata .NA$DOHNA<−i s . na (Mdata .NA$DOH)
i n i <− mice (Mdata .NA, max = 0 , p r in t = FALSE)
meth <− in i$meth
predMat<−i n i $p r ed i c t o rMat r i x
predMat [ "DOH" ,"DohRaz"]<−predMat [ "DohRaz" , "DOH"]<−0
predMat [ , c ("DOHNA" ,"DohRazNA")]<−0
imp . d<−mice (Mdata .NA, m=m, pred i c to rMatr ix = predMat , seed = 1 , p r in t= FALSE)
imp . d$v i s i tSequence
# MICE − de f au l t ( r e z u l t a t i imp)
###############################################################
RES. mice . d1 <− my. MIresu l t ( imp . d , Mdata .NA, data .OR)
# n , mean , sd , se , kor
Aosnovna .MICE <− RES. mice . d1$osnovna
# ko r e l a c i j a
Akor .MICE <− RES. mice . d1$kor
# glm model 1
# koe f + se
Abeta .MICE <− RES. mice . d1$beta1
Ase .MICE <− RES. mice . d1$se1
# AUC in R2
AR2.MICE. d <− RES. mice . d1$R2
AAUC.MICE. d <− RES. mice .d1$AUC
# RMSE
Apooled .MICE. d .RMSE <− RES. mice .d1$RMSE
### glm model 2
Abeta .MICE.num <− RES. mice . d1$beta2
Ase .MICE.num <− RES. mice . d1$se2
### pora zd e l i t e v v razrede : DOH in DohRaz
Atab .MICEd.DOH <− RES. mice . d1$DRnum
Atab .MICEd.DOHR <− RES. mice . d1$DR
# MICE − da fau l t (dodamo povezavo med DOH in DohRaz)
###############################################################
miceImp<−with ( imp . d , {
tmp<−by (DOH[ ( !DOHNA)&(!DohRazNA) ] , DohRaz [ ( !DOHNA)&(!DohRazNA) ] ,FUN = na . omit )
sapply (DohRaz [DOHNA&(!DohRazNA) ] , FUN = funct i on (x ) sample (tmp [ [ x ] ] , 1 ) )
})
# uporabim lapp ly za vse imp , da ponovno dobim dolgo mice podatkovje ( uporaba f unk c i j my.
doh )
miceldimp <− l app ly ( 1 :m, func t i on (x ) my. doh (x , miceImp , ld=mice : : complete ( imp . d , ' long ' ,
i n c lude = FALSE) ) )
miceldimp <− r b i n d l i s t ( miceldimp )
miceldimp <− as . data . frame ( miceldimp )
# dodam o r i g i n a l n e podatke v long format
# o r i g i n a l z NA, k i jim dodam spr emen l j i vk i . imp in . id
Mdata .NA1 <− Mdata .NA
Mdata .NA1$ . imp <− rep (0 , nrow (Mdata .NA1) )
Mdata .NA1$ . id <− 1 : nrow (Mdata .NA1)
# z d r u im
miceldimp1 <− rbind (Mdata .NA1[ , c ( 19 : 20 , 1 : 18 ) ] ,
miceldimp )
# pripravim se mids objekt i z novega long format podatkovja
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Bimp . d1 <− as . mids ( miceldimp1 )
# MICE − de f au l t ( r e z u l t a t i na pod lag i povezave med DOH in DohRaz)
###############################################################
RES. mice . d2 <− my. MIresu l t (Bimp . d1 , Mdata .NA, data .OR)
# n , mean , sd , se , kor
Bosnovna .MICE <− RES. mice . d2$osnovna
# ko r e l a c i j a
Bkor .MICE <− RES. mice . d2$kor
# glm model 1
# koe f + se
Bbeta .MICE <− RES. mice . d2$beta1
Bse .MICE <− RES. mice . d2$se1
# AUC in R2
BR2.MICE. d <− RES. mice . d2$R2
BAUC.MICE. d <− RES. mice .d2$AUC
# RMSE
Bpooled .MICE. d .RMSE <− RES. mice .d2$RMSE
### glm model 2
Bbeta .MICE.num <− RES. mice . d2$beta2
Bse .MICE.num <− RES. mice . d2$se2
### pora zde l i t e v v razrede : DOH in DohRaz
Btab .MICEd.DOH <− RES. mice . d2$DRnum
Btab .MICEd.DOHR <− RES. mice . d2$DR
})
s s .MICE
# MICE − missForest
###############################################################
# izvedba imputac i j
s s .MICE. r f <− system . time ({
# obrnem v r s t n i red spremen l j ivk za v i s i t sequence
Rdata .NA <− data .NA[ , l ength ( data .NA) : 1 ]
imp . r f <− mice (Rdata .NA, m=m, method= " r f " , seed = 1 , p r in t= FALSE)
# r e z u l t a t i imputac i j
# nastavim dataframe , ker lahko RF pr i bootst rap
# v z o r e n j u j a v i napako ;
# v primeru napake , ostane vrednost NA;
######################################################
RES. mice . r f <− show_condition (my. MIresu l t ( imp . r f , Rdata .NA, data .OR) )
# n , mean , sd , se , kor
df . osn . r f <− data . frame (n=NA,mean=NA, sd=NA, se=NA)
df . osn . r f$n <− show_condition (RES. mice . r f$osnovna ) [ 1 ]
df . osn . rf$mean <− show_condition (RES. mice . r f$osnovna ) [ 2 ]
df . osn . r f $ sd <− show_condition (RES. mice . r f$osnovna ) [ 3 ]
df . osn . r f $ s e <− show_condition (RES. mice . r f$osnovna ) [ 4 ]
osnovna .MICE. r f <− c ( t ( df . osn . r f [ 1 , ] ) )
# k o r e l a c i j a
df . kor . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA, v6=NA, v7=NA, v8=NA, v9=NA)
df . kor . r f $v1 <− show_condition (RES. mice . r f $ko r ) [ 1 ]
df . kor . r f $v2 <− show_condition (RES. mice . r f $ko r ) [ 2 ]
df . kor . r f $v3 <− show_condition (RES. mice . r f $ko r ) [ 3 ]
df . kor . r f $v4 <− show_condition (RES. mice . r f $ko r ) [ 4 ]
df . kor . r f $v5 <− show_condition (RES. mice . r f $ko r ) [ 5 ]
df . kor . r f $v6 <− show_condition (RES. mice . r f $ko r ) [ 6 ]
df . kor . r f $v7 <− show_condition (RES. mice . r f $ko r ) [ 7 ]
df . kor . r f $v8 <− show_condition (RES. mice . r f $ko r ) [ 8 ]
df . kor . r f $v9 <− show_condition (RES. mice . r f $ko r ) [ 9 ]
kor .MICE. r f <− c ( t ( df . kor . r f [ 1 , ] ) )
# glm model 1
# koe f + se
df . b . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA, v6=NA, v7=NA, v8=NA, v9=NA, v10=NA,
v11=NA, v12=NA, v13=NA, v14=NA, v15=NA, v16=NA, v17=NA, v18=NA, v19=NA)
df . b . r f $v1 <− show_condition (RES. mice . r f $be ta1 ) [ 1 ]
df . b . r f $v2 <− show_condition (RES. mice . r f $be ta1 ) [ 2 ]
df . b . r f $v3 <− show_condition (RES. mice . r f $be ta1 ) [ 3 ]
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df . b . r f $v4 <− show_condition (RES. mice . r f $be ta1 ) [ 4 ]
df . b . r f $v5 <− show_condition (RES. mice . r f $be ta1 ) [ 5 ]
df . b . r f $v6 <− show_condition (RES. mice . r f $be ta1 ) [ 6 ]
df . b . r f $v7 <− show_condition (RES. mice . r f $be ta1 ) [ 7 ]
df . b . r f $v8 <− show_condition (RES. mice . r f $be ta1 ) [ 8 ]
df . b . r f $v9 <− show_condition (RES. mice . r f $be ta1 ) [ 9 ]
df . b . r f$v10 <− show_condition (RES. mice . r f $be ta1 ) [ 1 0 ]
df . b . r f$v11 <− show_condition (RES. mice . r f $be ta1 ) [ 1 1 ]
df . b . r f$v12 <− show_condition (RES. mice . r f $be ta1 ) [ 1 2 ]
df . b . r f$v13 <− show_condition (RES. mice . r f $be ta1 ) [ 1 3 ]
df . b . r f$v14 <− show_condition (RES. mice . r f $be ta1 ) [ 1 4 ]
df . b . r f$v15 <− show_condition (RES. mice . r f $be ta1 ) [ 1 5 ]
df . b . r f$v16 <− show_condition (RES. mice . r f $be ta1 ) [ 1 6 ]
df . b . r f$v17 <− show_condition (RES. mice . r f $be ta1 ) [ 1 7 ]
df . b . r f$v18 <− show_condition (RES. mice . r f $be ta1 ) [ 1 8 ]
df . b . r f$v19 <− show_condition (RES. mice . r f $be ta1 ) [ 1 9 ]
beta .MICE. r f <− c ( t ( df . b . r f [ 1 , ] ) )
df . se . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA, v6=NA, v7=NA, v8=NA, v9=NA, v10=NA,
v11=NA, v12=NA, v13=NA, v14=NA, v15=NA, v16=NA, v17=NA, v18=NA, v19=NA)
df . se . r f $v1 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 ]
df . se . r f $v2 <− show_condition (RES. mice . r f $ s e 1 ) [ 2 ]
df . se . r f $v3 <− show_condition (RES. mice . r f $ s e 1 ) [ 3 ]
df . se . r f $v4 <− show_condition (RES. mice . r f $ s e 1 ) [ 4 ]
df . se . r f $v5 <− show_condition (RES. mice . r f $ s e 1 ) [ 5 ]
df . se . r f $v6 <− show_condition (RES. mice . r f $ s e 1 ) [ 6 ]
df . se . r f $v7 <− show_condition (RES. mice . r f $ s e 1 ) [ 7 ]
df . se . r f $v8 <− show_condition (RES. mice . r f $ s e 1 ) [ 8 ]
df . se . r f $v9 <− show_condition (RES. mice . r f $ s e 1 ) [ 9 ]
df . se . r f$v10 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 0 ]
df . se . r f$v11 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 1 ]
df . se . r f$v12 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 2 ]
df . se . r f$v13 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 3 ]
df . se . r f$v14 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 4 ]
df . se . r f$v15 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 5 ]
df . se . r f$v16 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 6 ]
df . se . r f$v17 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 7 ]
df . se . r f$v18 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 8 ]
df . se . r f$v19 <− show_condition (RES. mice . r f $ s e 1 ) [ 1 9 ]
se .MICE. r f <− c ( t ( df . se . r f [ 1 , ] ) )
# AUC in R2
df . r2 . r f <− data . frame ( v1=NA, v2=NA)
df . r2 . r f $v1 <− show_condition (RES. mice . rf$R2 ) [ 1 ]
df . r2 . r f $v2 <− show_condition (RES. mice . rf$R2 ) [ 2 ]
R2 .MICE. r f <− c ( t ( df . r2 . r f [ 1 , ] ) )
AUC.MICE. r f <− show_condition (RES. mice . rf$AUC)
# RMSE
df . rmse . r f <− data . frame ( v1=NA, v2=NA)
df . rmse . r f $v1 <− show_condition (RES. mice . rf$RMSE) [ 1 ]
df . rmse . r f $v2 <− show_condition (RES. mice . rf$RMSE) [ 2 ]
pooled .MICE. r f .RMSE <− c ( t ( df . rmse . r f [ 1 , ] ) )
### glm model 2
df . bn . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA, v6=NA)
df . bn . r f$v1 <− show_condition (RES. mice . r f $be ta2 ) [ 1 ]
df . bn . r f$v2 <− show_condition (RES. mice . r f $be ta2 ) [ 2 ]
df . bn . r f$v3 <− show_condition (RES. mice . r f $be ta2 ) [ 3 ]
df . bn . r f$v4 <− show_condition (RES. mice . r f $be ta2 ) [ 4 ]
df . bn . r f$v5 <− show_condition (RES. mice . r f $be ta2 ) [ 5 ]
df . bn . r f$v6 <− show_condition (RES. mice . r f $be ta2 ) [ 6 ]
beta .MICE. r f .num <− c ( t ( df . bn . r f [ 1 , ] ) )
df . sn . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA, v6=NA)
df . sn . r f $v1 <− show_condition (RES. mice . r f $ s e 2 ) [ 1 ]
df . sn . r f $v2 <− show_condition (RES. mice . r f $ s e 2 ) [ 2 ]
df . sn . r f $v3 <− show_condition (RES. mice . r f $ s e 2 ) [ 3 ]
df . sn . r f $v4 <− show_condition (RES. mice . r f $ s e 2 ) [ 4 ]
df . sn . r f $v5 <− show_condition (RES. mice . r f $ s e 2 ) [ 5 ]
df . sn . r f $v6 <− show_condition (RES. mice . r f $ s e 2 ) [ 6 ]
se .MICE. r f .num <− c ( t ( df . sn . r f [ 1 , ] ) )
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### uporaba tab l e na DOH in DohRaz
df . tab1 . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA)
df . tab1 . r f$v1 <− show_condition (RES. mice . rf$DRnum) [ 1 ]
df . tab1 . r f$v2 <− show_condition (RES. mice . rf$DRnum) [ 2 ]
df . tab1 . r f$v3 <− show_condition (RES. mice . rf$DRnum) [ 3 ]
df . tab1 . r f$v4 <− show_condition (RES. mice . rf$DRnum) [ 4 ]
df . tab1 . r f$v5 <− show_condition (RES. mice . rf$DRnum) [ 5 ]
tab . MICErf .DOH <− c ( t ( df . tab1 . r f [ 1 , ] ) )
df . tab2 . r f <− data . frame ( v1=NA, v2=NA, v3=NA, v4=NA, v5=NA)
df . tab2 . r f$v1 <− show_condition (RES. mice . rf$DR) [ 1 ]
df . tab2 . r f$v2 <− show_condition (RES. mice . rf$DR) [ 2 ]
df . tab2 . r f$v3 <− show_condition (RES. mice . rf$DR) [ 3 ]
df . tab2 . r f$v4 <− show_condition (RES. mice . rf$DR) [ 4 ]
df . tab2 . r f$v5 <− show_condition (RES. mice . rf$DR) [ 5 ]
tab . MICErf .DOHR <− c ( t ( df . tab2 . r f [ 1 , ] ) )
})
s s .MICE. r f
# MICE − norm ( Bayesian )
###############################################################
# izvedba imputac i j
s s .MICE. nn <− system . time ({
Ndata .NA <− data .NA
# TRANSFORMACIJA numericne spremen l j i vke DOH
# uporabim enak postopek kot p r i d iagnoz i : w in so r i z e + sq r t t r an s f o rmac i j o
Ndata .NA$DOH <− s t a t a r : : w in so r i z e ( data .NA$DOH, probs = c (0 . 005 , 0 . 995) )
Ndata .NA$DOH <− sq r t (Ndata .NA$DOH)
# obrnem v r s t n i red za imputac i jo
Ndata .NA <− Ndata .NA[ , c ( l ength (Ndata .NA) : 1 ) ]
# USTVARIM DUMMY spremenl j ivko za TIPGOS, k i ima NA ( tudi Tipnas j e nominalna spremenl j ivka
, vendar j e ne obravnavam , ker nima NA)
Ndata .NA <− dummy. data . frame (Ndata .NA, names = c ("TIPGOS") , sep = " . " )
# ustvarim NA na vseh dummy spremenl j ivkah , k j e r ob s t a j a j o manjkajoce v r ednos t i in umaknem
dummy TIPGOS.NA
Ndata .NA[ , c ("TIPGOS.1" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA[ , c ("TIPGOS.2" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA[ , c ("TIPGOS.3" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA[ , c ("TIPGOS.4" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA[ , c ("TIPGOS.5" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA[ , c ("TIPGOS.6" ) ] [ Ndata .NA$TIPGOS.NA==TRUE] <− NA
Ndata .NA <− Ndata .NA[ ,−which ( names (Ndata .NA) %in% c ("TIPGOS.NA") ) ]
# pretvorim vse spremen l j i vke v numericne ( to zahteva norm MI)
i s . f a c t <− names ( which ( sapply (Ndata .NA, i s . f a c t o r )==TRUE) )
Ndata .NA[ c ( i s . f a c t ) ] <− sapply (Ndata .NA[ c ( i s . f a c t ) ] , as . numeric )
i s . order <− names ( which ( sapply (Ndata .NA, i s . ordered )==TRUE) )
Ndata .NA[ c ( i s . order ) ] <− sapply (Ndata .NA[ c ( i s . order ) ] , as . numeric )
# uporabim squeeze − f unk c i j a vp l i va samo na imputirano podatkovje in ne tud i na o s t a l e
v r ednos t i
i n i <− mice (Ndata .NA, maxit = 0)
post <− i n i $po s t
post [ "DohRaz " ] <− "imp [ [ j ] ] [ , i ] <− squeeze ( imp [ [ j ] ] [ , i ] , c (1 ,10) ) "
post [ "OSKRBA" ] <− "imp [ [ j ] ] [ , i ] <− squeeze ( imp [ [ j ] ] [ , i ] , c (1 , 2 ) ) "
imp . nn <− mice (Ndata .NA, m=m, method= "norm" , seed = 1 , p r in t= FALSE, post=post )
imp . nn$v i s i tSequence
Combimp . nn <− mice : : complete ( imp . nn , ' long ' , i n c lude = TRUE)
# ustrezno obravnavam TIPGOS − maksimalni v r ednos t i po v r s t i c i dummy spremen l j ivk dolocim
vrednost 1 , o s ta l im 0
t ipg <− c ("TIPGOS.1" , "TIPGOS.2" , "TIPGOS.3" , "TIPGOS.4" , "TIPGOS.5" , "TIPGOS.6" )
outp <− l app ly ( 1 :m, func t i on (x ) my. noms( imp=x , ldd=Combimp . nn , dums=tipg , Ndata .NA, "TIPGOS
.1" ) )
# z d r u im vsa imputirana m−podatkovja nazaj v long format
micenorm <− r b i n d l i s t ( outp )
micenorm <− as . data . frame (micenorm )
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# temu formatu dodam se o r i g i n a l n o podatkovje z NA
# o r i g i n a l z NA, k i jim dodam spr emen l j i vk i . imp in . id
Ndata .NA1 <− Ndata .NA
Ndata .NA1$ . imp <− rep (0 , nrow (Ndata .NA1) )
Ndata .NA1$ . id <− 1 : nrow (Ndata .NA1)
# zdruzim
Combimp . nn1 <− rbind (Ndata .NA1[ , c ( 22 : 23 , 1 : 21 ) ] ,
micenorm )
# PRETVORIM DOH NAZAJ, da bom lahko i z r a cuna l a s t a t i s t i k e
Combimp .nn1$DOH <− Combimp .nn1$DOH^2
# DohRaz
Combimp . nn1$DohRaz <− as . f a c t o r ( cut (Combimp . nn1$DohRaz , c ( −10000 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10000) ,
l a b e l s = c ("1" ,"2" ,"3" , "4" ,"5" ,"6" , "7" , "8" , "9" , "10") ) )
# IZOB
Combimp . nn1$IZOB <− as . f a c t o r ( cut (Combimp . nn1$IZOB , c
( −100000 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10 ,11 ,100000) ,
l a b e l s = c ("1" , "2" , "3" , "4" , "5" , "6" , "7" , "8" , "9" ,
"10" , "11" , "12") ) )
Combimp . nn1$Tipnas <− as . f a c t o r (Combimp . nn1$Tipnas )
Combimp .nn1$OSKRBA <−as . f a c t o r ( round (Combimp .nn1$OSKRBA) )
# uredim se TIPGOS i z dummy spremen l j ivk nazaj v nominalno spremenl j ivko
Combimp . nn1$TIPGOS <− as . f a c t o r ( names (Combimp . nn1 [ , t i pg ] ) [max . c o l (Combimp . nn1 [ , t i pg ] ) ] )
Combimp . nn1 <− Combimp . nn1 [ , c ( 1 : 7 , 24 , 14 :23 ) ]
imp . nn2 <− as . mids (Combimp . nn1 ) # to uporabim v f u n k c i j i
# r e z u l t a t i imputac i j
###############################################################
RES. mice . nn <− my. MIresu l t ( imp . nn2 , Ndata .NA1, data .OR)
# n , mean , sd , se , kor
osnovna .MICE. nn <− RES. mice . nn$osnovna
# ko r e l a c i j a
kor .MICE. nn <− RES. mice . nn$kor
# glm model 1
# koe f + se
beta .MICE. nn <− RES. mice . nn$beta1
se .MICE. nn <− RES. mice . nn$se1
# AUC in R2
R2 .MICE. nn <− RES. mice . nn$R2
AUC.MICE. nn <− RES. mice .nn$AUC
# RMSE
pooled .MICE. nn .RMSE <− RES. mice .nn$RMSE
### glm model 2
beta .MICE. nn .num <− RES. mice . nn$beta2
se .MICE. nn .num <− RES. mice . nn$se2
### pora zd e l i t e v v razrede : DOH in DohRaz
tab .MICEnn .DOH <− RES. mice .nn$DRnum
tab .MICEnn .DOHR <− RES. mice . nn$DR
})
s s .MICE. nn
# AMELIA − mult ip l e imputac i je , k i t eme l j i j o na EM algor i tmu
###############################################################
ss .AMELIA <− system . time ({
# imputac i j e
###############################################################
# obrnem v r s t n i red spremen l j ivk za imputac i jo
Adata .NA <− data .NA[ , l ength ( data .NA) : 1 ]
imp . amel ia <− amel ia (Adata .NA, m = m, p a r a l l e l = "no" ,
ords = c ("DohRaz" , "IZOB") ,
noms = c ("OSKRBA" , "Tipnas " , "KohRegija " , "
SPOL" , "VIR" , "TIPGOS") ,
s q r t s = "DOH")
# imputirano podatkovje
imp . data <− do . c a l l (" rbind " , imp . amel ia$ imputat ions )
# dodam spr emen l j i vk i DOHNA in DohRazNA na o r i g i n a l n e podatke v imputirano podatkovje
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Adata .NA$DOHNA<−i s . na (Adata .NA$DOH)
Adata .NA$DohRazNA<−i s . na (Adata .NA$DohRaz)
imp .data$DOHNA <− rep . i n t (Adata .NA$DOHNA, m)
imp . data$DohRazNA <− rep . i n t (Adata .NA$DohRazNA, m)
# z d r u im dataNA z o r i g i n a l n im i podatki
imp . data <− rbind (Adata .NA, imp . data )
# dodam spremenl j ivko . imp
imp . data$ . imp <− as . numeric ( rep ( c ( 0 :m) , each = nrow (Adata .NA) ) )
Amelia . mids <− as . mids2 ( imp . data , . imp = nco l ( imp . data ) , . id = NULL)
# r e z u l t a t i prvotne imputac i j e (1 )
###############################################################
RES. am1 <− my. MIresu l t ( Amelia . mids , Adata .NA, data .OR)
# n , mean , sd , se , kor
Aosnovna . Amelia <− RES. am1$osnovna
# ko r e l a c i j a
Akor . Amelia <− RES. am1$kor
# glm model 1
# koe f + se
Abeta . Amelia <− RES. am1$beta1
Ase . Amelia <− RES. am1$se1
# AUC in R2
AR2. Amelia <− RES. am1$R2
AAUC. Amelia <− RES.am1$AUC
# RMSE
Apooled . Amelia .RMSE <− RES.am1$RMSE
### glm model 2
Abeta . Amelia .num <− RES. am1$beta2
Ase . Amelia .num <− RES. am1$se2
### pora zde l i t e v v razrede : DOH in DohRaz
Atab .AMELIA.DOH <− RES.am1$DRnum
Atab .AMELIA.DOHR <− RES.am1$DR
# Ustvarim povezavo med DOH in DohRaz
###############################################################
AmImp<−with ( Amelia . mids , {
tmp<−by (DOH[ ( !DOHNA)&(!DohRazNA) ] , DohRaz [ ( !DOHNA)&(!DohRazNA) ] ,FUN = na . omit )
sapply (DohRaz [DOHNA&(!DohRazNA) ] , FUN = funct i on (x ) sample (tmp [ [ x ] ] , 1 ) )
})
# uporabim lapp ly za vse imp , da ponovno dobim dolgo mice podatkovje ( uporaba f unk c i j my.
doh )
Amldimp <− l app ly ( 1 :m, func t i on (x ) my. doh (x , AmImp, ld=mice : : complete ( Amelia . mids , ' long ' ,
i n c lude = FALSE) ) )
Amldimp <− r b i n d l i s t (Amldimp)
Amldimp <− as . data . frame (Amldimp)
# dodam o r i g i n a l n e podatke v long format
# o r i g i n a l z NA, k i jim dodam spr emen l j i vk i . imp in . id
Adata .NA1 <− Adata .NA
Adata .NA1$ . imp <− rep (0 , nrow (Adata .NA1) )
Adata .NA1$ . id <− 1 : nrow (Adata .NA1)
# z d r u im
Amldimp1 <− rbind (Adata .NA1[ , c ( 19 : 20 , 1 : 18 ) ] ,
Amldimp)
Amelia . mids2 <− as . mids (Amldimp1 , where = NULL, . imp = " . imp" , . id = " . id ")
# r e z u l t a t i z upostevano povezavo med DOH in DohRaz (2)
###############################################################
RES. am2 <− my. MIresu l t ( Amelia . mids2 , Adata .NA1, data .OR)
# n , mean , sd , se , kor
Bosnovna . Amelia <− RES. am2$osnovna
# ko r e l a c i j a
Bkor . Amelia <− RES. am2$kor
# glm model 1
# koe f + se
Bbeta . Amelia <− RES. am2$beta1
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Bse . Amelia <− RES. am2$se1
# AUC in R2
BR2. Amelia <− RES. am2$R2
BAUC. Amelia <− RES.am2$AUC
# RMSE
Bpooled . Amelia .RMSE <− RES.am2$RMSE
### glm model 2
Bbeta . Amelia .num <− RES. am2$beta2
Bse . Amelia .num <− RES. am2$se2
### uporaba tab l e na DOH in DohRaz
Btab .AMELIA.DOH <− RES.am2$DRnum
Btab .AMELIA.DOHR <− RES.am2$DR
})
s s .AMELIA
# EM Algoritem − ocena SE z imp . norm
###############################################################
# MI ana l y s i s
SS .EM <− system . time ({
dfNAEM.1 <− data .NA
# na prvo mesto dam izbrane numSprem
# dodam IZOBRAZBO zarad i ana l i z e k o r e l a c i j e
dataPrep1 <− pre l im . norm( as . matrix (dfNAEM. 1 [ c (nums . f3 ) ] ) ) #do pre l iminary manipulat ions
thetahat1 <− em. norm( dataPrep1 , showits=TRUE) #compute mle
resEM <− getparam . norm( dataPrep1 , thetahat1 , co r r=TRUE) #get parameters
# n , mean , sd , se , kor ( pazim , da napravim prav i v r s t n i red )
osnovna .EM <− as . numeric ( c ( nrow (dfNAEM. 1 [ c ( a l l . kor ) ] ) , resEM$mu [ 1 ] , resEM$sdv [ 1 ] ,
resEM$sdv [ 1 ] / sq r t (sum ( ! i s . na (dfNAEM.1$DOH) ) ) ) )
colnames ( resEM$r ) <− c (nums . f3 )
kor .EM <− resEM$r [ 1 , a l l . kor ]
# preobl ikujem NOMINALNE IN ORDINALNE spremen l j i vke za rad i uporabe teh spremen l j ivk v
f u n k c i j i imp . norm
dfNAEM. 1 [ c ( pred , katSprem , "IZOB") ] <− sapply (dfNAEM. 1 [ c ( pred , katSprem , "IZOB") ] , as .
numeric )
rngseed (12345678) # f o r r e p r o du c i b i l i t y
imputed . data <− vector (mode=" l i s t " , l ength=m)
f o r ( imp in 1 :m) {
cat ( paste ( " . " , imp) )
UN. da <− da . norm( dataPrep1 , thetahat1 , s t ep s =20, showits=FALSE)
imputed . data [ [ imp ] ] <− imp . norm( dataPrep1 , UN. da , as . matrix (dfNAEM. 1 [ nums . f3 ] ) )
}
CombFile0 <− as . data . frame (do . c a l l (" rbind " , imputed . data ) )
CombFile0 [ nums . f3 ] <− sapply (CombFile0 [ nums . f 3 ] , as . numeric )
CombFile0$DohRaz <− as . f a c t o r ( cut (CombFile0$DohRaz , c ( −10000 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10000) ,
l a b e l s = c ("1" ,"2" ,"3" , "4" ,"5" ,"6" , "7" , "8" , "9" ,
"10") ) )
# IZOB
CombFile0$IZOB <− as . f a c t o r ( cut (CombFile0$IZOB , c ( −100000 ,1 ,2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10 ,11 ,100000)
,
l a b e l s = c ("1" , "2" , "3" , "4" , "5" , "6" , "7" , "8" ,
"9" , "10" , "11" , "12") ) )
CombFile0$Tipnas <− as . f a c t o r ( CombFile0$Tipnas )
CombFile0$OSKRBA <− as . f a c t o r ( i f e l s e ( round (CombFile0$OSKRBA)<1, 1 , i f e l s e ( round (
CombFile0$OSKRBA)>2, 2 , round (CombFile0$OSKRBA) ) ) )
CombFile <− rbind (dfNAEM. 1 [ , c (nums . f3 ) ] , CombFile0 [ , c (nums . f3 ) ] )
# pustim kot nominalke ( ne o rd ina lke ) , ker j i h kot take ze l im v glm modelu
CombFile$DohRaz <− as . f a c t o r (CombFile$DohRaz )
CombFile$OSKRBA <− as . f a c t o r (CombFile$OSKRBA)
CombFile$Tipnas <− as . f a c t o r ( CombFile$Tipnas )
CombFile$IZOB <− as . f a c t o r (CombFile$IZOB) # porusen v r s t n i red , popravim :
CombFile$IZOB <− f a c t o r (CombFile$IZOB , l e v e l s = c ("1" , "2" , "3" , "4" ,"5" , "6" , "7" , "8" ,
"9" , "10" , "11" , "12") )
CombFile$ . imp <− as . numeric ( rep ( c ( 0 :m) , each = nrow (dfNAEM.1 ) ) )
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EM. data <− as . mids2 (CombFile , . imp = nco l (CombFile ) , . id = NULL)
# r e z u l t a t i imputac i j
###############################################################
RES.EM <− my. MIresu l t (EM. data , dfNAEM.1 , data .OR)
# n , mean , sd , se , kor
osnovna .EM <− osnovna .EM
kor .EM <− kor .EM
# glm model 1
# koe f + se
beta .EM. k <− RES. EM$beta1
se .EM. k <− RES. EM$se1
# AUC in R2
R2 .EM <− RES.EM$R2
AUC.EM <− RES.EM$AUC
# RMSE
pooled .EM.RMSE <− RES.EM$RMSE
### glm model 2
beta .EM.num <− RES. EM$beta2
se .EM.num <− RES. EM$se2
### pora zde l i t e v v razrede : DOH in DohRaz
tab .EM.DOH <− RES.EM$DRnum
tab .EM.DOHR <− RES.EM$DR
})
###############################################################
# s e n s i t i v i t y ana l y s i s
###############################################################
# NRMSE − za nume r i n o in ord ina lno spremen l j ivko dohodek
###############################################################
# RMSE med KNN in o r i g
SA.KNN <− c (RMSE.KNN.DOH, RMSE.KNN.DohRaz)
# RMSE med MICE ( de f au l t ) in o r i g
SA.MICE. d1 <− Apooled .MICE. d .RMSE
# RMSE med MICE ( de f au l t ) in o r i g − povezava med Doh in DohRaz
SA.MICE. d2 <− Bpooled .MICE. d .RMSE
# RMSE med MICE ( r f ) in o r i g
SA.MICE. r f <− pooled .MICE. r f .RMSE
# RMSE med MICE (nn) in o r i g
SA.MICE. nn <− pooled .MICE. nn .RMSE
# RMSE med AMELIO in o r i g
SA. Amelia1 <− Apooled . Amelia .RMSE
# RMSE med AMELIO in o r i g − povezava med Doh in DohRaz
SA. Amelia2 <− Bpooled . Amelia .RMSE
# RMSE med EM in o r i g
SA.EM <− pooled .EM.RMSE
# IZPIS imputirane spremen l j i vke dohodek ( za dens i ty p lo t )
d .KNN <− KNNimp[ , c ("DOH") ]
d .MICE. d1 <− mice : : complete ( imp . d , ' long ' ) [ , "DOH" ]
d .MICE. d2 <− mice : : complete (Bimp . d1 , ' long ' ) [ , "DOH" ]
d .MICE. r f <− show_condition1 (mice : : complete ( imp . r f , ' long ' ) [ , "DOH" ] )
d .MICE. nn <− mice : : complete ( imp . nn2 , ' long ' ) [ , "DOH" ]
d .AMELIA1 <− mice : : complete ( Amelia . mids , ' long ' ) [ , "DOH" ]
d .AMELIA2 <− mice : : complete ( Amelia . mids2 , ' long ' ) [ , "DOH" ]
d .EM <− mice : : complete (EM. data , ' long ' ) [ , "DOH" ]
d . data .OR <− data .OR[ , c ("DOH") ]
###############################################################
# POVZAMEM SKUPAJ
###############################################################
my. l i s t <− l i s t (
t . osnovna=c ( osnovna .ORIG, osnovna .RAZ, osnovna .POP, osnovna .KNN, Aosnovna .MICE, Bosnovna .
MICE, osnovna .MICE. r f , osnovna .MICE. nn , Aosnovna . Amelia , Bosnovna . Amelia ,
osnovna .EM) ,
t . kor=c ( kor .ORIG, kor .RAZ, kor .POP, kor .KNN, Akor .MICE, Bkor .MICE, kor .MICE. r f , kor .MICE. nn
, Akor . Amelia , Bkor . Amelia , kor .EM) ,
t . beta . k=c ( beta .ORIG, beta .POP, beta .KNN, Abeta .MICE, Bbeta .MICE, beta .MICE. r f , beta .MICE.
nn , Abeta . Amelia , Bbeta . Amelia , beta .EM. k ) ,
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t . se . k=c ( se .ORIG, se .POP, se .KNN, Ase .MICE, Bse .MICE, se .MICE. r f , se .MICE. nn , Ase . Amelia ,
Bse . Amelia , se .EM. k ) ,
t . beta .k_NA=c ( beta .KAT) ,
t . se .k_NA=c ( se .KAT) ,
t .R2=c (R2 .ORIG, R2 .POP, R2 .KAT, R2 .KNN, AR2.MICE. d , AR2.MICE. d , R2 .MICE. r f , R2 .MICE. nn , AR2
. Amelia , BR2. Amelia , R2 .EM) ,
t .AUC=c (AUC.ORIG, AUC.POP, AUC.KAT, AUC.KNN, AAUC.MICE. d , BAUC.MICE. d , AUC.MICE. r f , AUC.
MICE. nn , AAUC. Amelia , BAUC. Amelia , AUC.EM) ,
t .SA=c (SA.KNN, SA.MICE. d1 , SA.MICE. d2 , SA.MICE. r f , SA.MICE. nn , SA. Amelia1 , SA. Amelia2 , SA.
EM) ,
t . beta .num=c ( beta .ORIG.num, beta .POP.num, beta .KNN.num, Abeta .MICE.num, Bbeta .MICE.num,
beta .MICE. r f .num, beta .MICE. nn .num, Abeta . Amelia .num, Bbeta . Amelia .num, beta .EM.
num) ,
t . se .num=c ( se .ORIG.num, se .POP.num, se .KNN.num, Ase .MICE.num, Bse .MICE.num, se .MICE. r f .num,
se .MICE. nn .num, Ase . Amelia .num, Bse . Amelia .num, se .EM.num ) ,
t . s s=c ( s s .KNN[" e lapsed " ] , s s .MICE[" e lapsed " ] , s s .MICE. r f [ " e lapsed " ] , s s .MICE. nn [ " e lapsed " ] ,
s s .AMELIA[" e lapsed " ] , SS .EM[" e lapsed " ] ) ,
d .KNN =d .KNN,
d .MICE. d1=d .MICE. d1 ,
d .MICE. d2=d .MICE. d2 ,
d .MICE. r f=d .MICE. r f ,
d .MICE. nn=d .MICE. nn ,
d .AMELIA1=d .AMELIA1,
d .AMELIA2=d .AMELIA2,
d .EM=d .EM,
d . data .OR=d . data .OR,
t . doh=c ( tab .OR.DOH, tab .RAZ.DOH, tab .POP.DOH, tab .KNN.DOH, Atab .MICEd.DOH, Btab .MICEd.DOH,
tab .MICErf .DOH, tab .MICEnn .DOH, Atab .AMELIA.DOH, Btab .AMELIA.DOH, tab .EM.DOH) ,
t . dohr=c ( tab .OR.DOHR, tab .RAZ.DOHR, tab .POP.DOHR, tab .KNN.DOHR, Atab .MICEd.DOHR, Btab .MICEd
.DOHR, tab .MICErf .DOHR, tab .MICEnn .DOHR, Atab .AMELIA.DOHR, Btab .AMELIA.DOHR, tab .EM
.DOHR) )
return (my. l i s t )
}
###############################################################
# izvedba s imu l a c i j 2
###############################################################
# def in i ram imena objektov / l i s t o v
imena_objektov <− c ("1_osnovne_MCAR" ,
"2_osnovne_MAR" ,
"3_osnovne_NMAR" ,
"4_kor_MCAR" ,
"5_kor_MAR" ,
"6_kor_NMAR" ,
"7_K.beta_MCAR" ,
"8_K.beta_MAR" ,
"9_K.beta_NMAR" ,
"10_K.se_MCAR" ,
"11_K.se_MAR" ,
"12_K.se_NMAR" ,
"13_KNA.beta_MCAR" ,
"14_KNA.beta_MAR" ,
"15_KNA.beta_NMAR" ,
"16_KNA.se_MCAR" ,
"17_KNA.se_MAR" ,
"18_KNA.se_NMAR" ,
"19_R2_MCAR" ,
"20_R2_MAR" ,
"21_R2_NMAR" ,
"22_AUC_MCAR" ,
"23_AUC_MAR" ,
"24_AUC_NMAR" ,
"25_SA_MCAR" ,
"26_SA_MAR" ,
"27_SA_NMAR" ,
"28_N.beta_MCAR" ,
"29_N.beta_MAR" ,
"30_N.beta_NMAR" ,
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"31_N.se_MCAR" ,
"32_N.se_MAR" ,
"33_N.se_NMAR" ,
"34_SS" ,
"35_d.KNN_MCAR" ,
"36_d.KNN_MAR" ,
"37_d.KNN_NMAR" ,
"38_d.MICE.d1_MCAR" ,
"39_d.MICE.d1_MAR" ,
"40_d.MICE.d1_NMAR" ,
"41_d.MICE.d2_MCAR" ,
"42_d.MICEd2_MAR" ,
"43_d.MICEd2_NMAR" ,
"44_d.MICE.rf_MCAR" ,
"45_d.MICE.rf_MAR" ,
"46_d.MICE.rf_NMAR" ,
"47_d.MICE.nn_MCAR" ,
"48_d.MICE.nn_MAR" ,
"49_d.MICE.nn_NMAR" ,
"50_d.AMELIA1_MCAR" ,
"51_d.AMELIA1_MAR" ,
"52_d.AMELIA1_NMAR" ,
"53_d.AMELIA2_MCAR" ,
"54_d.AMELIA2_MAR" ,
"55_d.AMELIA2_NMAR" ,
"56_d.EM_MCAR" ,
"57_d.EM_MAR" ,
"58_d.EM_NMAR" ,
"59_d. data_OR" ,
"60_tab .DOH_MCAR" ,
"61_tab .DOH_MAR" ,
"62_tab .DOH_NMAR" ,
"63_tab .DohRaz_MCAR" ,
"64_tab .DohRaz_MAR" ,
"65_tab .DohRaz_NMAR"
)
# zacetek s imu l a c i j e
k <− 1000
newdf <− na . omit ( sub )
dmis <− colMeans ( i s . na ( sub ) )
nC<−detectCores ( ) #preverimo tevilo j ed e r na racunaln iku
nC<− nC − 1 #upo r ab i l i bomo enega manj
c l<−makeCluster (nC) #naredimo " c l u s t e r " j ed e r / p ro c e s o r j ev / r a u n a l n i k o v , k i bodo i z v a j a l i
racune
r e g i s t e rDoPa r a l l e l ( c l ) #r eg i s t r i r amo n a " c l u s t e r "
timeForeach<−system . time (
s imu la c i j e <−f o r each ( i =1:k , . combine = 'comb ' , . multicombine=TRUE,
. i n i t=l i s t ( l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ,
l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) , l i s t ( ) ) ,
. packages = c (" psych " , "VIM" , "DMwR" , " blockmodel ing " , "mice " , "mitoo l s " , "MASS" , "arm" , "
miceadds " , "imputeR" , "DescTools " ," dplyr " , "Amelia " , "misaem" , "mvtnorm" , "norm" , " p lyr
" , " s t a t s " , " s t a t a r " , " f o r c a t s " , "RcmdrMisc " , "Hmisc " , "dummies ") )%dorng%{
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########################################################################
### priprava pdoatkovja za s imu l a c i j e de jansk ih NA na popolnih podatkih
########################################################################
newdata <− newdf
# c e l o t n i vzorec
data <− newdata [ sample ( 1 : nrow ( newdata ) , nrow ( newdata ) , r ep l a c e=TRUE) , ]
n . sim <− nrow ( data )
# generiram de l e z manjkajocih v r ednos t i kot j e p r i s o t en na de jansk ih podatkih
# manjkajoce v r ednos t i
pMISS <− as . numeric ( dmis )
nMISS <− round (nrow ( data ) *pMISS)
# uporaba f unk c i j e my.meh
# dfMCAR podatkovje
###############################################################
dfMCAR <− data . frame (DOH=rep (NA, n . sim ) )
dohodekMCAR <− my.meh(mehanizem="MCAR" , podatki=data , varb="DOH" , n . na=nMISS [ 1 ] , i n t en z i vno s t
= 1 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMCAR$DOH <− dohodekMCAR$DOH
dfMCAR$DohRaz <− f a c t o r (dohodekMCAR$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
# mcar
s t ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMCAR$STRUKGOS1 <− struktura$STRUKGOS1
dfMCAR$STRUKGOS2 <− struktura$STRUKGOS2
dfMCAR$STRUKGOS3 <− struktura$STRUKGOS3
dfMCAR$STRUKGOS4 <− struktura$STRUKGOS4
dfMCAR$STRUKGOS5 <− struktura$STRUKGOS5
dfMCAR$STRUKGOS6 <− struktura$STRUKGOS6
dfMCAR$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMCAR$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS
[ 1 0 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfMCAR$IZOB <− f a c t o r (dfMCAR$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMCAR$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
# brez NA
dfMCAR$STAROST <− data$STAROST
dfMCAR$Tipnas <− data$Tipnas
dfMCAR$KohRegija <− data$KohRegija
dfMCAR$SPOL <− data$SPOL
dfMCAR$VIR <− data$VIR
# dfMAR podatkovje
###############################################################
dfMAR <− data . frame (DOH=rep (NA, n . sim ) )
dohodekMAR <− my.meh(mehanizem="MAR" , podatki=data , varb="DOH" , n . na=nMISS [ 1 ] , i n t en z i vno s t =
1 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfMAR$DOH <− dohodekMAR$DOH
dfMAR$DohRaz <− f a c t o r (dohodekMAR$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" ,
"6" , "7" , "8" , "9" , "10") )
# mcar na o s t a l i h ( shranim v podatkovje dfMAR)
st ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfMAR$STRUKGOS1 <− struktura$STRUKGOS1
dfMAR$STRUKGOS2 <− struktura$STRUKGOS2
dfMAR$STRUKGOS3 <− struktura$STRUKGOS3
dfMAR$STRUKGOS4 <− struktura$STRUKGOS4
dfMAR$STRUKGOS5 <− struktura$STRUKGOS5
dfMAR$STRUKGOS6 <− struktura$STRUKGOS6
dfMAR$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfMAR$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS [ 1 0 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
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dfMAR$IZOB <− f a c t o r (dfMAR$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfMAR$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
# brez NA
dfMAR$STAROST <− data$STAROST
dfMAR$Tipnas <− data$Tipnas
dfMAR$KohRegija <− data$KohRegija
dfMAR$SPOL <− data$SPOL
dfMAR$VIR <− data$VIR
# dfNMAR podatkovje
###############################################################
dfNMAR <− data . frame (DOH=rep (NA, n . sim ) )
dohodekNMAR <− my.meh(mehanizem="NMAR" , podatki=data , varb="DOH" , n . na=nMISS [ 1 ] , i n t en z i vno s t
= 1 , d f i zvo rno = sub )$dfNA [ , c ("DOH" , "DohRaz") ]
dfNMAR$DOH <− dohodekNMAR$DOH
dfNMAR$DohRaz <− f a c t o r (dohodekNMAR$DohRaz , ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" ,
"5" , "6" , "7" , "8" , "9" , "10") )
# mcar na o s t a l i h ( shranim v podatkovje dfMAR)
st ruktura <− my.meh(mehanizem="MCAR" , podatki=data , varb="STRUKGOS1" , n . na=nMISS [ 3 ] ,
i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , c ("STRUKGOS1" , "STRUKGOS2" , "STRUKGOS3" , "
STRUKGOS4" , "STRUKGOS5" , "STRUKGOS6") ]
dfNMAR$STRUKGOS1 <− struktura$STRUKGOS1
dfNMAR$STRUKGOS2 <− struktura$STRUKGOS2
dfNMAR$STRUKGOS3 <− struktura$STRUKGOS3
dfNMAR$STRUKGOS4 <− struktura$STRUKGOS4
dfNMAR$STRUKGOS5 <− struktura$STRUKGOS5
dfNMAR$STRUKGOS6 <− struktura$STRUKGOS6
dfNMAR$OSKRBA <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="OSKRBA" , n . na=nMISS
[ 9 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "OSKRBA" ] )
dfNMAR$IZOB <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="IZOB" , n . na=nMISS
[ 1 0 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , " IZOB" ] )
dfNMAR$IZOB <− f a c t o r (dfNMAR$IZOB, ordered = TRUE, l e v e l s=c ("1" , "2" , "3" , "4" , "5" , "6" ,
"7" , "8" , "9" , "10" , "11" , "12") )
dfNMAR$TIPGOS <− as . f a c t o r (my.meh(mehanizem="MCAR" , podatki=data , varb="TIPGOS" , n . na=nMISS
[ 1 1 ] , i n t en z i vno s t = 1 , d f i zvo rno = sub )$dfNA [ , "TIPGOS" ] )
# brez NA
dfNMAR$STAROST <− data$STAROST
dfNMAR$Tipnas <− data$Tipnas
dfNMAR$KohRegija <− data$KohRegija
dfNMAR$SPOL <− data$SPOL
dfNMAR$VIR <− data$VIR
# dfORIG
dfORIG <− data
###############################################################
### uporabim funkc i j o za imputac i j e
###############################################################
# METODE IMPUTACIJ
# tab A (metodaX=MCAR)
t1 <− metode . Imp(dfORIG , dfMCAR) # metodaY=MCAR
t2 <− metode . Imp(dfORIG , dfMAR) # metodaY=MAR
t3 <− metode . Imp(dfORIG , dfNMAR) # metodaY=NMAR
###############################################################
### shranim r e z u l t a t e
###############################################################
skupno <− l i s t ( c ( u n l i s t ( t1$t . osnovna ) ) , #1
c ( u n l i s t ( t2$t . osnovna ) ) , #2
c ( u n l i s t ( t3$t . osnovna ) ) , #3
c ( u n l i s t ( t1$t . kor ) ) , #4
c ( u n l i s t ( t2$t . kor ) ) , #5
c ( u n l i s t ( t3$t . kor ) ) , #6
c ( u n l i s t ( t1$t . beta . k ) ) , #7
c ( u n l i s t ( t2$t . beta . k ) ) , #8
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c ( u n l i s t ( t3$t . beta . k ) ) , #9
c ( u n l i s t ( t1$t . se . k ) ) , #10
c ( u n l i s t ( t2$t . se . k ) ) , #11
c ( u n l i s t ( t3$t . se . k ) ) , #12
c ( u n l i s t ( t1$t . beta .k_NA) ) , #13
c ( u n l i s t ( t2$t . beta .k_NA) ) , #14
c ( u n l i s t ( t3$t . beta .k_NA) ) , #15
c ( u n l i s t ( t1$t . se .k_NA) ) , #16
c ( u n l i s t ( t2$t . se .k_NA) ) , #17
c ( u n l i s t ( t3$t . se .k_NA) ) , #18
c ( u n l i s t ( t1$t .R2) ) , #19
c ( u n l i s t ( t2$t .R2) ) , #20
c ( u n l i s t ( t3$t .R2) ) , #21
c ( u n l i s t ( t1$t .AUC) ) , #22
c ( u n l i s t ( t2$t .AUC) ) , #23
c ( u n l i s t ( t3$t .AUC) ) , #24
c ( u n l i s t ( t1$t .SA) ) , #25
c ( u n l i s t ( t2$t .SA) ) , #26
c ( u n l i s t ( t3$t .SA) ) , #27
c ( u n l i s t ( t1$t . beta .num) ) , #28
c ( u n l i s t ( t2$t . beta .num) ) , #29
c ( u n l i s t ( t3$t . beta .num) ) , #30
c ( u n l i s t ( t1$t . se .num) ) , #31
c ( u n l i s t ( t2$t . se .num) ) , #32
c ( u n l i s t ( t3$t . se .num) ) , #33
c ( u n l i s t ( t1$t . s s ) ) , #34
c ( u n l i s t ( t1$d .KNN) ) , #35
c ( u n l i s t ( t2$d .KNN) ) , #36
c ( u n l i s t ( t3$d .KNN) ) , #37
c ( u n l i s t ( t1$d .MICE. d1 ) ) , #38
c ( u n l i s t ( t2$d .MICE. d1 ) ) , #39
c ( u n l i s t ( t3$d .MICE. d1 ) ) , #40
c ( u n l i s t ( t1$d .MICE. d2 ) ) , #41
c ( u n l i s t ( t2$d .MICE. d2 ) ) , #42
c ( u n l i s t ( t3$d .MICE. d2 ) ) , #43
c ( u n l i s t ( t1$d .MICE. r f ) ) , #44
c ( u n l i s t ( t2$d .MICE. r f ) ) , #45
c ( u n l i s t ( t3$d .MICE. r f ) ) , #46
c ( u n l i s t ( t1$d .MICE. nn) ) , #47
c ( u n l i s t ( t2$d .MICE. nn) ) , #48
c ( u n l i s t ( t3$d .MICE. nn) ) , #49
c ( u n l i s t ( t1$d .AMELIA1) ) , #50
c ( u n l i s t ( t2$d .AMELIA1) ) , #51
c ( u n l i s t ( t3$d .AMELIA1) ) , #52
c ( u n l i s t ( t1$d .AMELIA2) ) , #53
c ( u n l i s t ( t2$d .AMELIA2) ) , #54
c ( u n l i s t ( t3$d .AMELIA2) ) , #55
c ( u n l i s t ( t1$d .EM) ) , #56
c ( u n l i s t ( t2$d .EM) ) , #57
c ( u n l i s t ( t3$d .EM) ) , #58
c ( u n l i s t ( t1$d . data .OR) ) , #59 d . data .OR
c ( u n l i s t ( t1$t . doh ) ) , #60
c ( u n l i s t ( t2$t . doh ) ) , #61
150 R koda
c ( u n l i s t ( t3$t . doh ) ) , #62
c ( u n l i s t ( t1$t . dohr ) ) , #63
c ( u n l i s t ( t2$t . dohr ) ) , #64
c ( u n l i s t ( t3$t . dohr ) ) #65
)
})
s topClus t e r ( c l )
C Slovar£ek uporabljene terminologije
angle²ki pojem slovenski pojem
auxiliary variables pomoºne spremenljivke
bias analysis analiza pristranskosti
bootstrap sampling ponovno vzor£enje s samovzor£enjem
concordance c-statistic c-indeks, ki oceni verjetnost, da je za
dve naklju£no izbrani enoti znotraj
populacije, ki se razlikujeta v vredno-
sti izida, ocenjena verjetnost dogodka
ve£ja za enoto, pri kateri smo opazili
dogodek (indeks je enak AUC meri)
data augmentation podatkovna augmentacija (pove£anje
podatkov)
imputation methods metode imputacije (vstavljanja) vre-
dnosti
missing value diagnosis diagnoza manjkajo£ih vrednosti
proximity matrix matrika bliºine
sensitivity analysis analiza ob£utljivosti
validation validacija oz. ovrednotenje
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