Abstract. We introduce the notion of Dunkl positive definite and strictly positive definite functions on R d . This done by the use of the properties of Dunkl translation. We establish the analogue of Bochner's theorem in Dunkl setting. The case of radial functions is considered. We give a sufficient condition for a function to be Dunkl strictly positive definite on R d .
Introduction
In classical analysis a complex valued continuous function is said positive definite (resp. strictly positive definite) on R, if for every distinct real numbers x 1 , x 2 , ..., x n and every complex numbers z 1 , z 2 , ..., z n not all zero, the inequality n j=1 n k=1 z j z k f (x j − x k ) ≥ 0 (resp. > 0) hold true. (see [7] )
In 1930, the class of positive definite functions is fully characterized by Bochner's theorem [1] , the function f being positive definite if and only if it is the Fourier transform of a nonnegative finite Borel measure on the real line R.
In this work, we introduce the analogue of positive definite function in Dunkl setting. This done by the use of the properties of the Dunkl translation. We establish a version of Bochner's theorem in Dunkl setting. We give a sufficient condition for a function in A κ (R d ) to be Dunkl strictly positive definite. Our paper is organized as follows: In section 2, we present some preliminaries results and notations that will be useful in the sequel. In section 3, we give some properties of the Dunkl transform, the Dunkl translation and the Dunkl convolution. In section 4, we introduce the notion of the Dunkl positive definite functions in studying their properties, some examples are given. We prove that if ϕ ∈ A κ (R d ) is Dunkl positive definite, then the Dunkl transform of ϕ is nonnegative and ϕ is bounded. The case of radial function is considered. We state a version of Bochner's theorem in Dunkl setting. As application, we are interested with the Dunkl heat kernel , and we get a new equality for the modified Bessel function. The section 5 is devoted to Dunkl strictly positive definite functions.
Notations and preliminaries
Let R be a fixed root system in R d , G the associated finite reflexion group, and R + a fixed positive subsystem of R, normalized so that < α, α >= 2 for all α ∈ R + , where < x, y > denotes the usual Euclidean inner product.
For a non zero α ∈ R d , let use define the reflexion σ α by
Let κ be a nonnegative multiplicity function α −→ κ α defined on R + with the property that κ α = κ β where σ α is conjugate to σ β in G. The weight function h κ est defined by
This is a nonegative homogeneous function of degre γ κ = α∈R + κ α , which is invariant under the reflexion group G.
where ∂ i is the ordinary partial derivative with respect to x i , and e 1 , e 2 , ..., e d are the standard unit vectors of R d . It was proved in [2] that T 1 , T 2 , ..., T d commute. Therefore we can naturally define P (T ) for any polynomial P , where T = (T 1 , T 2 , ..., T d ). Let P d n denote the space of homogeneous polynomials of degree n in d−variables.
The operators
The intertwinig operator V κ is linear and determined uniquely as
is the unique solution of the system
which is real-analytic in R d and satisfies f (0) = 1.
We collect some further properties of the Dunkl kernel E κ Proposition 2. (see [4] , [8] )
The above definition gives τ y f as an L 2 function. Let
Theorem 2. (see [10] 
Theorem 3. (see [10] ) Let f ∈ A κ R d be a radial and nonnegative function. Then
, the above convolution is well defined. We can also write the definition as
Theorem 4. (see [9, 10, 11] 
Dunkl Positive definite Functions
k is said Dunkl positive definite (resp. stictly Dunkl positive definte) if for every finite distinct real numbers x 1 , ..., x n , and every complex numbers α 1 , ..., α n , not all zero, the inequality 
Proof.
(1) The first property is immediate consequence of the definition 1. (2) The second property follows by choosing n = 1, α 1 = 1 and
Setting c = 1 and c = i, respectively, we deduce that ϕ(x) + ϕ(−x) and i(ϕ(−x)−ϕ(x) must be reals. This can only be satisfied when ϕ(−x) = ϕ(x).
So, by proposition 3, we have ϕ(−x) = ϕ(x), and E κ (λx, y) = E κ (x, λy), for any λ ∈ C we obtain
We begin by seeking sufficient conditions for a function to be Dunkl positive definite.
Which completes the proof.
Example 1. For t > 0, the function
is Dunkl positive definite. Indeed, put 
Using the integral representation [5,(7.12 .24]
by setting a = r, x = 1 and substituting u = 2t, and using K α = K −α , we have
Now, putting
From, the integral representation of the gamma function, for p > 0, we have
Let s = 1+ y 2 2 , then we get
Using the relation (17) we obtain
Since for α > 0, the even function
, by the inversion formula and theorem 5 we deduce that Φ(y) = 1 (1+ y 2 2 ) p is a Dunkl positive definite function.
κ be a continuous function. We consider the functions γ t , t > 0, defined by
Indeed, by the definition of the generalized translation operator and equation (16), we have
which leads to
Since the Dunkl transform is a topological automorphism of the Schwartz space
i.e
where Γ κ is the Dunkl type heat kernel. Thus,
By theorem 4.7 in [9] , we have
, and
Since ϕ is Dunkl positive definite function, then ϕ =φ, so
Let f ∈ S(R d ), its known that, for ǫ > 0, there exists a closed cube W ⊆ R d , such that
But the double integral over the cubes is the limit of Riemannian sums. Hence, we can find x 1 , ..., x N ∈ R d and weights ω 1 , ..., ω N such that
This means that
Letting ǫ tend to zero and using that ϕ is Dunkl positive definite function shows that (20) 
If γ = |ψ| 2 with ψ ∈ S(R d ) and even, then λ(γ) is nonnegative.
κ (ψ). Since ψ is even, then f and D κ (f ) are even, and
Since ϕ is Dunkl positive definite then D κ ϕ is real. Since the last inequality holds for an arbtitrary function f ∈ A κ (R d ), we conclude.
Proof. In definition 1, let n = 2, α 1 = |ϕ(x)|, α 2 = −ϕ(x), x 1 = 0 and x 2 = x, we have
Since ϕ(−x) = ϕ(x), we obtain
Furthermore, by the definition of Dunkl translation, and since ϕ is Dunkl positive definite function, we have
The relations (22) and (23) lead to |ϕ(x)| ≤ ϕ(0).
Now, for every complex numbers α 1 , ... α n and for every distinct real numbers x 1 , ... , x n , we have
where the last inequality follows from Proposition 5. Proof. Since ϕ, f ∈ A κ (R d ), and radials we have
and radial function. Thus,
Moreover, by the definition of Dunkl convolution, we can write
From proposition 5 and theorem 3.4 in [10] , we have
Which completes the proof. Proof. Let ψ = D κ ϕ 2 , then D κ ψ = ϕ 2 , and since ϕ 2 is radial, we have ψ is radial. So, by proposition 5, we have ψ ≥ 0. By proposition 6, we conclude.
In the following we state a version of Bochner's theorem in Dunkl setting and we establish a necessary and sufficient condition for a function to be a Dunkl positive definite. 
Proof. Since ϕ is Dunkl positive definite function, we have ϕ(−x) = ϕ(x), and D κ ϕ is even real function (see corollary 1). By the inversion formula we have
. By proposition 5, we deduce that ψ is nonnegative function of A κ (R d ). Inversely, since ψ is nonnegative function and belong to A κ (R d ), by theorem 5 we deduce that ϕ = D κ ψ is Dunkl positive definite function.
radial function. If ϕ is Dunkl positive definite function, then there exist a nonnegative radial function
Proof. Bochner's theorem asserts that there exist a nonegative function ψ such that
Since ϕ is radial, then ψ = D κ ϕ is radial, nonnegative and belongs to A κ (R d ). Using theorem 3.4 in [10] , we get
Corollary 6. For t > 0 and x ∈ R d , we have
Where Γ κ (t, x, y) is the Dunkl type heat kernel defined by
Proof. For t > 0, the function ϕ(x) = e −t x 2 = F t (x) is Dunkl positive definite function (see example 1), radial and belongs to A κ (R d ). Moreover,
4t .
Then Γ κ (t, x, y) = τ x (ψ)(y) = τ x (D κ ϕ)(y).
By the last proposition Γ κ (t, x, y) is nonnegative, belongs to α j E κ (ix j , ω) = 0, for all ω ∈ U, then α ≡ 0.
Proof. Suppose that n j=1 α j E κ (ix j , ω) = 0, ∀ω ∈ U.
Since z −→ E κ (y, z) is analytic on C, by analytic continuation, we get n j=1 α j E κ (ix j , ω) = 0, ∀ω ∈ R d .
Let f be a C ∞ function with compactly supported, we know that
Since for all j ∈ {1, ..., n} , τ x i is C ∞ function with compactly supported, then we get (27) n j=1 α j τ x j f (λ) = 0, ∀λ ∈ R d .
If the support of f is conatained in the ball around zero with radius ǫ < min j =k x k − x j , we have (see [10] proposition 3.13), τ x j f is supported in {x, x ≤ ǫ+ x j } . Thus τ x j f (x k ) = 0, ∀ k = j; τ x j f (x j ) = 0, ∀j, k ∈ {1, ..., n} Using (27), we obtain α j τ x j f (x j ) = 0, ∀ j ∈ {1, ..., n} .
