The behavior and interaction of the main components of Ship Propulsion Systems cannot be easily modeled with a priori physical knowledge, considering the large amount of variables influencing them. Data-Driven Models (DDMs), instead, exploit advanced statistical techniques to build models directly on the large amount of historical data collected by on-board automation systems, without requiring any a priori knowledge. DDMs are extremely useful when it comes to continuously monitoring the propulsion equipment and take decisions based on the actual condition of the propulsion plant. In this paper, the authors investigate the problem of performing Condition-Based Maintenance through the use of DDMs. In order to conceive this purpose, several state-of-the-art supervised learning techniques are adopted, which require labeled sensor data in order to be deployed. A naval vessel, characterized by a combined diesel-electric and gas propulsion plant, has been exploited to collect such data and show the effectiveness of the proposed approaches. Because of confidentiality constraints with the Navy the authors used a real-data validated simulator and the dataset has been published for free use through the UCI repository.
Introduction
Data Analysis (DA) is improving our ability to understand complex phenomena much more rapidly than a priori physical models have done in the past (Anguita et al., 2010; Boucheron et al., 2005; Coraddu et al., 2017) . Real-world systems are usually very complex, and hard to model only relying on the a priori knowledge of the problem (Witten et al., 2016; Peng et al., 2010) . On the contrary, Data-Driven Models (DDMs) are built exploiting advanced statistical techniques together with the historical data produced and stored by the logging and monitoring apparatus, without requiring any a priori knowledge of the underlining physical phenomena (Vapnik, 1998; Györfi et al., 2006) . These characteristics make DDMs a suitable solution in all those contexts where large amount of historical data is available, such as manufacturing (Peng et al., 2010) , communications (Nguyen & Armitage, 2008) , finance (Shin et al., 2005) , healthcare (Mannini & Sabatini, 2010) , social networks (Pang et al., 2002) , commerce (Das & Chen, 2001) , and transportation (Petersen et al., 2012; Budai et al., 2006; Smith et al., 2013) .
Many of these sectors traditionally based their profit on empirical experience of sector specialists, and on simplified models built upon a priori knowledge of the specific problems (Waeyenbergh & Pintelon, 2002; Peng et al., 2010) . This approach obviously requires a significant amount of time and experience. At the same time, during the last decades, production plants and products have been equipped with many sensors for different purposes: automation, quality check, monitoring, and logging. The results of this process is the availability of a huge amount of historical and real-time data (Linoff & Berry, 2011) . Recently, industries have realized that these data, despite their management costs, can be considered as an opportunity to improve their business since historical information can be adopted to create new services or improve the quality of their products (Linoff & Berry, 2011; Oneto et al., 2016b) . In particular, they can leverage this huge amount of data thanks to the DMMs which can rapidly and effectively extract useful and actionable information (Witten et al., 2016) .
In the shipbuilding industry, one of the main objectives of shipwrights companies is to improve the technological quality of their products. For example, they design more efficient hull shapes and propeller geometries, study innovative propulsion systems, and reduce the overall production costs (Carlton, 2011) . Recently, many of these companies are evaluating different DA solutions for improving the quality of their products, for monitoring the equipment, and for maintenance purposes as integrative activities to their core business (Waeyenbergh & Pintelon, 2002; Wang et al., 2015) . In fact, ships are already equipped with a network of sensors that collect data for security, diagnostic and monitoring purposes, which DA can directly exploit by taking advantage of these technologies (Waeyenbergh & Pintelon, 2002; Petersen et al., 2012) . DA, for example, offers the possibility to extract, from the raw sensor data, useful information about the efficiency of the ship (Smith et al., 2013) , to reduce the fuel consumption (Coraddu et al., 2015) , and to improve maintenance activities (Coraddu et al., 2016) . These data represent strategic information for shipyards, operators, ship owners, and crews, since they can be used for advisory, control, and fault detection purposes (Oneto et al., 2016a) .
Among the different problems, maintenance is probably the most critical one since it could require drydocking, and the cost of retrieving a stricken vessel offshore is non-trivial (Widodo & Yang, 2007; Mobley, 2002) . Correct maintenance ensures that a ship works as it was designed, with the desired level performances, without impacting the service (Management et al., 1984) . Maintenance policies can be divided into two main categories (Budai-Balke, 2009; Abu-Elanien & Salama, 2010) : Corrective (CM), and Preventive (PM).
In the past, the most common approach to this problem relied on the CM where maintenance is performed only after a breakdown of a component (Kothamasu & Huang, 2007) . However, replacing a malfunctioning component after it has failed during service, results in exceptional costs and inevitable lower incomes. In PM, instead, a component is replaced when it reaches the end of its life cycle, which can be computed adopting many estimations. One of the historical way to perform this operation is to determine a conservative average of the component life cycle adopting the experience gained with all the components belonging to a specific class. Similarly to CM, this particular type of PM can bring unnecessary costs too, if the replaced component could have been used more than originally forecast. Moreover, this technique does not guarantee to limit the number of faults in a fleet, since a breakdown could still happen before the replacement takes place. In this case, there is a trade-off between the number of breakdowns and the lifetime estimation of the components, which is not easy to reach since the actual ship usage can be very different from ship to ship. Nevertheless, Condition-Based Maintenance (CBM) can be considered as a specification of PM, which aims at reducing both the costs of CM and non-predictive PM by relying on the exact decay state of each component and then by efficiently planning its maintenance (Mann et al., 1995; ISO BS, 2004) . Since, in most cases, the decay state of each component cannot be tracked with a sensor, CBM requires a model able to predict it based on other sensors available. Considering the estimated state of decay, it is possible to schedule each component's replacement before failures occur, maximizing its life cycle, according to the time required for each maintenance and to the geographical location of the ship (Mobley, 2002) . As a result, the additional costs of CM and PM can be replaced with the lower ones of equipping the propulsion system with sensors and by collecting, storing, and analyzing these data for the purpose of creating effective predictive DDMs (Widodo & Yang, 2007; Mobley, 2002) . It is worth noting that shipping companies already invested in maintenance to increase the reliability of their fleet and to reduce the costs. Several examples of Planned Maintenance System (PMS) are available and specifically designed for maintenance monitoring and integrated maintenance with class surveys (Danaos, 2017; DNV-GL, 2017; Spectec, 2017) . Nevertheless, as reported in (Jackson et al., 2005) , the use of effective predictive models is necessary to achieve reliability, availability and maintainability. For this reason, in this paper, the authors address the problem of building effective predictive models of the main components decay state in a Naval Propulsion System (NPS) for CBM purposes.Differently from the already available PMS systems, the proposed CBM approach can be adopted for real-time applications, to forecast and identify maintenance necessities. While physical models have been exploited in the past, recently, the ones based on statistical analysis have shown to outperform them (Peng et al., 2010) . DDMs are adopted to correlate the available sensors measurements with the decay state of the different components of an NPS. The authors build virtual sensors able to continuously estimate the state of decay of the components based on other sensors measurements which are indirectly influenced by this decay.
Many examples of DA techniques applied to different CBM problems can be found in literature (Jardine et al., 2006) . Among other, Support Vector Machines (Poyhonen et al., 2004) , Hidden Markov Models (Bunks et al., 2000) and Kalman filter (Simani et al., 2003) are the most frequently used. Examples of DA approaches applied to the marine industry can be found in Palmé et al. (2011) , where a standard Neural Network approach is used to improve monitoring of Gas Turbines, while Kernel based methods are ap-plied in Singer et al. (1995) , and Coraddu et al. (2016) . In Akinfiev et al. (2008) and Bagavathiappan et al. (2013) image processing techniques are adopted for hull condition assessment. In Basurko & Uriondo (2015) the engine and propeller state is predicted adopting an Artificial Neural Network. A complete overview can be found in Lazakis et al. (2016) . In Anantharaman (2013) a model for NPS CBM is developed adopting Reliability Block Diagrams and Fault Tree circuits, while in Michala et al. (2015) a CBM is presented together with a Decision Support System, adopting Machinery Risk Assessment techniques. In Mathur et al. (2001) and Byington et al. (2002) a review of the different techniques applied in latest years for CBM is given.
The novelty of this approach relies on the concurrent modeling of the four main components decay status of an NPS: Propeller, Hull, Gas Turbine and Gas Turbine Compressor. In fact, many works, present in literature, model just one or maximum two of these components at the same time (Palmé et al., 2011; Coraddu et al., 2016) . The authors performed a regression analysis where the target is to estimate the actual decay state of the components described with an efficiency coefficient. The analysis has been carried out comparing different state-of-the-art methodologies such as Kernel Methods (Shawe-Taylor & Cristianini, 2004) , Neural Network (Rosenblatt, 1958) , Gaussian Processes (Rasmussen, 2006) , Similarity Based Method (Duch, 2000) , and Ensemble Methods (Breiman, 2001) . Data coming from a Frigate characterized by a COmbined Diesel ELectric And Gas (CODLAG) propulsion plant have been exploited to show the effectiveness of the proposed approaches and to benchmark them in a realistic maritime application. These data will be available trough the UCI website, but they can already be downloaded at www.cbm.smartlab.ws. Confidentiality constraints with the Navy require the authors to use a real-data validated complex numerical simulator of a naval vessel (Coraddu et al., 2016) . Nevertheless, even though the data acquired do not belong to any active unit in service, the simulator which was used to generate them, has been developed and tuned thanks to several years experience on numerical modeling of real propulsion plants (Figari & Altosole, 2007; Benvenuto & Campora, 2007) .
The paper is organized as follows. Section 2 reports a general description of the vessel, the numerical model, and the degradation phenomena. Section 3 presents a description of the dataset extracted from the numerical simulator and published through UCI. Section 4 reports the proposed DDMs. Results of the DDMs tested on these data are reported in Section 5 with conclusions in Section 6.
Naval Propulsion System

Vessel Description
In this work authors focus on a Frigate, characterized by a CODLAG NPS, widespread detailed in Coraddu et al. (2016) . In particular, the gas turbine (GT) mechanically drives the two controllable pitch propellers (CPP) through a cross-connected gearbox. Besides, each shaft has its electric propulsion motor (EPM) mounted on the two shaft-lines. Two clutches between the gearbox (GB) and the two EPM and another clutch between the GT and the GB assure the possibility of using two different type of prime movers, i.e. EPM and GT. Finally, the electric power is provided by four diesel generators (DG). In this work, only the GT operating conditions have been taken into account.
Model Description
In this work, the authors consider an NPS numerical model developed in the Matlab ® Simulink ® software environment within many years of research (Altosole et al., 2009; Campora & Figari, 2003; Altosole et al., 2010) . The numerical model is composed of several modules each one representing a single propulsion component such as the hull, the main engines, the propellers, the rudders, the gearbox, and the control system. In the previous literature, the authors presented a model that considers the GT and GTC decay performance (Coraddu et al., 2016; Benvenuto & Campora, 2005) . The model is now further improved to take into account the performance decay of the HLL and PRP. This model is now readily to undertake an holistic approach in addressing the performance decay by accounting the important components as follows:
1. Gas Turbine (GT); 2. Gas Turbine Compressor (GTC); 3. Hull (HLL); 4. Propeller (PRP).
Degradation Model
The model described in Section 2.2 has been updated to take into account the performance decay of the following components: GT, GTC, HLL, and PRP. As reported in Altosole et al. (2014) and Coraddu et al. (2016) , the time domain performance decay has been modeled using suitable coefficients embedded in the GTC low and high power modules of the model. This, allows quantifying the variation of performance of each component and consequently of the entire propulsion system.
GTC and GT Degradation Model
As reported in Tarabrin et al. (1998) and Meher-Homji et al. (1989) , fouling of the GTC increases the specific fuel consumption and the temperature of the exhaust gas. In agreement with previous work, (Coraddu et al., 2016) , the effect of the fouling is simulated by reducing the numerical values of the airflow rate M c and of the isentropic efficiency η c with a reduction factor kM c and K ηc . The detailed description of the GTC and GT degradation model is provided in Coraddu et al. (2016) and Altosole et al. (2014) . The authors applied a reduction factor, kM T , to the GT flow rate to represent the effect of fouling.
PRP Degradation Model
An increase in the roughness of the blade surface is the primary cause of marine PRP performance degradation (Khor & Xiao, 2011) . This is caused by accretions of marine organisms to the metal, alloy erosion and corrosion, or combinations of these elements. The PRP decay status has been modeled by increasing the torque coefficient (K q ) and by reducing the thrust coefficient (K t ). The correction factors used for thrust reduction, kK t , and torque increase, kK q , have been derived from Atlar et al. (2002) ; Wan et al. (2002) .
HLL Degradation Model
The main factors that affect hull performance are the shape, the coating used and the extent of fouling (Lindholdt et al., 2015) . The resistance increase due to fouling has been modeled utilizing a correction factor kH based on the information reported in Hadler et al. (1962) . Using the towing tank data provided by the ship owner the resistance has been evaluated after one and two years of vessel operations in agreement with the data available in the literature (Altosole et al., 2014) .
From Data to Condition-Based Maintenance
Dataset Creation
In this work, authors will use a real-data validated complex numerical simulator of a Navy frigate described in Section 2 in order to build a realistic set of data for designing and test purposes of DDMs. This dataset will be released for the use to the research community on the widespread well-known dataset repository of the University of California in Irvine (UCI) (Bache & Lichman, 2013) . Currently, it can be downloaded from www.cbm.smartlab. ws.
The NPS model is characterised by the following input parameters:
• Speed: this parameter is controlled by the control lever. The latter can only assume a finite number of positions lp i with i ∈ {0, · · · , 9}, which in turn correspond to a finite set of possible configurations for fuel flow and blade position. Each set point is designed to reach a desired speed v i with i ∈ {0, · · · , 9}:
Note that, if the transients is not taken into account, lp i and v i are deterministically related by a linear law. In the presented analysis the transients between different speeds have been not considered.
• As reported in Section 2.3, the PRP thrust and torque decay limit over two years of operations are:
kK t and kK q are respectively the components which define the decay of the torque and the thrust provided by the propeller in time. They are linearly correlated, since as the first decay of a certain quantity, the latter decay of the same quantity (1 − kK t = kK q − 1). For this reason only kK t will be analyzed, considering the linear dependency between the two variables.
• The HLL decay has been modeled according to the available literature (Hadler et al., 1962) as described in Section 2.3. The decay limit over two years of operations are:
• GTC decay:
• GT decay:
It is worth underlying that the performance decay functions reported in Section 2.3 are empirically derived and are only a function of time. The real degradation behavior of the physical asset should be described through specific functions able to describe the time dependency and the real operational profile. In order to overcome this issue, the authors considered each possible combination of GTC, GT, HLL, and PRP decays. Under this assumption, the authors sampled the range of decays with a uniform grid characterized by a degree of precision sufficient to have a good granularity of representation. Given the above premises, the evolution of the system can be exhaustively explored by simulating all its possible states. The space of possible states is described via the following tuple:
since:
kK t ∈ S kKt = {0.9, .9 + 0.1 /14, .09 
Once these quantities are fixed, the numerical model is run until the steady state is reached. Then, the model is able to provide all the quantities reported in Table 1 . These subsets of models outputs are the same quantities that the automation system installed on-board can acquire and store.
The simulator was run on a server equipped with four Intel ® Xeon ® CPU E5-4620 2.2 GHz, 128 GB of RAM, 120 GB SSD disk, and Matlab ® R2016a.
Condition-Based Maintenance
This study aims at estimating the four decay variables described in the previous section, adopting different DA techniques. This section reports how the data generated can be used to create effective predictive DDMs for the CBM of an NPS. The data described in Section 3.1 contain two sets of information: one regarding the quantities that the automation system installed on-board can acquire and store and the other one regarding the associated state of decay (efficiency coefficient) of the different NPS components (GT, GTC, HLL, and PRP). This problem can be straightforwardly mapped into a classical multi-output regression problem (Vapnik, 1998; Coraddu et al., 2016) where the aim is to predict the actual decay coefficient based on the automation data coming from the sensors installed on-board.
Since in authors' analysis four different components of an NPS are taken into account (GT, GTC, HLL, and PRP), they decided to perform an incremental analysis by breaking down the problem into simpler ones. In particular, first, only one NPS decayed component at the time is considered, then authors consider the possible combination of two NPS decayed components and so on until finally all the four NPS components are contemporarily considered. Consequently, since four NPS components are considered, 4 = problems. Therefore, from the dataset described in Section 3.1, 15 sub-datasets corresponding to the cases mentioned above have been extracted. For the sake of clarity in Table 2 the 15 problems with the corresponding decay values are reported, not that in all the problems lp ∈ S lp .
Machine Learning Techniques
In this section, the authors will present the Machine Learning (ML) techniques adopted in order to build the CBM DDMs for NPS described in Section 2, based on the data outlined in Section 3.
Let authors consider an input space X ⊆ R d and an output space Y. Note that, for what concerns this paper, X takes into account the different sensors measurements, also called features, reported in Table 1 , while the output space Y depends on the particular problem identified in Section 3.2. ML techniques aim at estimating the unknown rule µ : X → Y which associates an element y ∈ Y to an element x ∈ X . Note that, in general, µ can be nondeterministic. An ML technique estimates µ through a learning algorithm A H : D n ×F → h, characterized by its set of hyperparameters H, which maps a series of examples of the input/output relation contained in a datasets of n samples D n : {(x 1 , y 1 ) , · · · , (x n , y n )} into a function f : X → Y chosen in a set of possible ones F.
When both x i and y i with i ∈ {1, · · · , n} are available, the problems is named supervised and consequently supervised ML technique are adopted (Vapnik, 1998) . Regression is one of the most popular examples of supervised ML problems (Shawe-Taylor & Cristianini, 2004) which is characterized by Y ∈ R.
The error that f commits in approximating µ is measured with reference to a loss function : X ×Y ×F → [0, ∞). Obviously, the error that f commits over D n , is optimistically biased since D n has been used, together with F, for building f itself. 
Measuring the Error
In this work, many state-of-the-art ML techniques will be tested and their performances will be compared to understand what is the most suited solution for building CBM DDMs for NPS.
In order to perform this analysis, authors have to define different measures of error, also called indexes of performance, able to well characterize the quality of the different CBM DDMs for NPS. Once f has been chosen based on D n it is possible to use the fresh set of data T m in order to compute its error based on different losses. The choice of the loss strongly depends on the problem under examination (Rosasco et al., 2004) .
In a typical regression framework, there are two losses that are mainly used for estimating the quality of a regressor: the absolute loss 1 (f (x), y) = |f (x)−y| and the squared loss 2 (f (x), y) = (f (x)−y)
2 . Based on these losses it is possible to define different indexes of performance, which differently weight the distance between y 
, where authors have exploited the following notation
Machine Learning Techniques
In this section, authors will present the supervised learning algorithms exploited in this paper for building CBM DDMs for NPS. Moreover, authors will show how to tune their performances by tuning their hyperparameters during the so-called Model Selection MS phase (Kohavi et al., 1995; Bartlett et al., 2002; Anguita et al., 2012) . Finally, authors will also check for possible spurious correlation in the data by performing the Feature Selection (FS) phase (Guyon & Elisseeff, 2003; Friedman et al., 2001; Yoon et al., 2005) . In fact, once f is built based on the different learning algorithm and has been confirmed to be a sufficiently accurate representation of µ, it can be interesting to investigate how the model f is affected by the different features that have been exploited to build f itself during the feature ranking procedure (Guyon & Elisseeff, 2003) . As authors will describe later, for some algorithms, the feature ranking procedure is a by-product of the learning process itself and allows to simply check the physical plausibility of f .
Supervised Regressive Learning Algorithms
Supervised ML techniques can be grouped into different families, according to the space of function F from which the learning algorithm chooses the particular f , the approximation of µ, based on the available data D n . In fact, techniques belonging to the same family, share an affine F. Among the several possible ML families, authors choose the state-of-the-art ones which are commonly adopted in real-world application, and, in each family, the best performing techniques are selected. In particular, Neural Networks (NNs), Kernel Methods (KMs), Ensemble Methods (EMs), Bayesian Methods (BMs), and Lazy Methods (LMs) are adopted.
NNs are ML techniques which combine together many simple models of a human brain neuron, called perceptrons (Rosenblatt, 1958) , in order to build a complex network. The neurons are organized in stacked layers connected together by weights that are learned based on the available data via backpropagation (Rumelhart et al., 1988) . The hyperparameters of an NN H NN are the number of layers h 1 and the number of neurons for each layer h 2,i with i ∈ {1, · · · , h 1 }. Note that it is assumed that NN with only one hidden layer has h 1 = 1. If the architecture of the NN consists of only one hidden layer, it is called shallow (SNN) (Cybenko, 1989; Bishop, 1995) , while, if multiple layers are staked together, the architecture is defined as deep (DNN) (Hinton et al., 2006; Bengio, 2009) . Extreme Learning Machines (ELMs) are a particular kind of SNN, where the weights of the first layer are randomly chosen while the ones of the output layers are computed according to the Regularized Least Squares (RLS) principle (Huang et al., 2015 (Huang et al., , 2006 Cambria & Huang, 2013) . The hyperparameters of the ELM H ELM are the number of neurons of the hidden layer, h 1 , and the RLS regularization hyperparameter h 2 (Huang et al., 2004) .
KMs are a family of ML techniques which exploits the "Kernel trick" for distances in order to extend linear techniques to the solution of non-linear problems (Cristianini & Shawe-Taylor, 2000; Scholkopf, 2001 ). In the case of regression, KMs select f as the function which minimizes the tradeoff between the sum of the accuracy over the data, namely the empirical error, and the complexity of the solution, namely the regularization term (Rifkin et al., 2003; Cristianini & Shawe-Taylor, 2000) . Two of the most known and effective KM techniques are Kernelized Regularized Least Squares (KRLS), and Support Vector Regression (SVR). The hyperparameters of the KRLS H KRLS are: the kernel, which is usually fixed and in this paper author chose the Gaussian Kernel for the reasons described in Keerthi & Lin (2003) ; Oneto et al. (2015) , its hyperparameter h 1 and the regularization hyperparameter h 2 . SVR, instead, is a method which roots in the Statistical Learning Theory (Vapnik, 1998) and differs from the KRLS as it introduces an insensitivity value for the errors (Shawe-Taylor & Cristianini, 2004) . The hyperparameters of the SVR H SVR are the same as the ones of KRLS plus the insensitivity value h 3 .
EMs ML techniques relies on the simple fact that combining the output of several classifiers results in a much better performance than using any one of them alone (Germain et al., 2015; Breiman, 2001) . Random Forest (RF) (Breiman, 2001) and Random Rotation Ensembles (RRF) (Blaser & Fryzlewicz, 2015) , two popular state-of-the-art and widely adopted methods, combine many decision trees in order to obtain a effective predictors which have limited hyperparameter sensitivity and high numerical robustness (Fernández-Delgado et al., 2014; Wainberg et al., 2016) . Both RF and RRF have hidden hyperparameters which are considered fixed in this work because of their limited effect (Orlandi et al., 2016) .
BMs are ML techniques where, instead of choosing a particular f ∈ F a distribution for choosing f ∈ F is defined (Gelman et al., 2014) . Gaussian Processes (GP) learning algorithm is a popular BM (Rasmussen, 2006) which employs a collection of Gaussians in order to compute the posterior distribution of the f (x). In fact, this algorithm defines the probability distribution of the output values as a sum of Gaussians whose variance is fixed according to the training data. The hyperparameter of the GP H GP is the parameter which governs the Gaussians width h 1 .
LMs ML techniques are learning method in which the definition of f is delayed until f (x) needs to be computed (Duch, 2000) . LMs approximate µ locally with respect to x. K-Nearest Neighbors (KNN) is one of the most popular LM due to its implementation simplicity and effectiveness (Cover & Hart, 1967) . The hyperparameter of the KNN H KNN is the number of neighbors of x to be considered h 1 .
Model Selection
MS deals with the problem of tuning the hyperparameters of each learning algorithm (Anguita et al., 2012) . Several methods exist for MS purpose: resampling methods, like the well-known k-Fold Cross Validation (KCV) (Kohavi et al., 1995) or the nonparametric Bootstrap (BTS) approach (Efron & Tibshirani, 1994; Anguita et al., 2000) approaches, which represent the state-of-the-art MS approaches when targeting real-world applications. Resampling methods rely on a simple idea: the original dataset D n is resampled once or many (n r ) times, with or without replacement, to build two independent datasets called training, and validation sets, respectively L 
Then, in order to select the best combination the hyperparameters H in a set of possible ones H = {H 1 , H 2 , · · · } for the algorithm A H or, in other words, to perform the MS phase, the following procedure has to be applied:
where A H,L r l is a model built with the algorithm A with its set of hyperparameters H and with the data L r l . Since the data in L r l are independent from the ones in V r v , the idea is that H * should be the set of hyperparameters which allows to achieve a small error on a data set that is independent from the training set.
If r = 1, if l and v are aprioristically set such that n = l + v, and if the resample procedure is performed without replacement, the hold out method is obtained (Anguita et al., 2012) . For implementing the complete k-fold cross validation, instead, it is needed to set r ≤
, and t = n k and the resampling must be done without replacement (Kohavi et al., 1995; Arlot & Celisse, 2010; Anguita et al., 2012) . Finally, for implementing the bootstrap, l = n and L r l must be sampled with replacement from D n , while V r v and T r t are sampled without replacement from the sample of D n that have not been sampled in L r l (Efron & Tibshirani, 1994; Anguita et al., 2012) . Note that for the bootstrap procedure r ≤ 2n−1 n . In this paper the BTS is exploited because it represents the state-of-the-art approach (Efron & Tibshirani, 1994; Anguita et al., 2012) .
Feature Selection
Once the CBM NPS models are built and have been confirmed to be sufficiently accurate representation of the real decays of the components, it can be interesting to investigate how these models are affected by the different features used in the model identification phase (see Table 1 ).
In DA this procedure is called FS or Feature Ranking (Guyon & Elisseeff, 2003; Friedman et al., 2001; Yoon et al., 2005) . This process allows detecting if the importance of those features, that are known to be relevant from a physical perspective, is appropriately described by the different CBM NPS models. The failure of the statistical model to properly account for the relevant features might indicate poor quality in the measurements or spurious correlations. FS therefore represents an important step of model verification, since it should generate consistent results with the available knowledge of the physical system under exam.
In addition, the EMs can also be used to perform a very stable FS procedure. The procedure is a combination of EMs, together with the permutation test (Good, 2013) , in order to perform the selection and the ranking of the features. In details, for every tree, two quantities are computed: the first one is the error on the out-of-bag samples as they are used during prediction, while the second one is the error on the out-of-bag samples after a random permutation of the values of variable j. These two values are then subtracted and the average of the result over all the trees in the ensemble is the raw importance score for variable j (mean decrease in accuracy). This procedure was adopted since it can be easily carried out during the main prediction process inexpensively.
Experimental results
In this section, the authors report the results obtained by the different methods applied to the CBM of the main components of an NPS, in the proposed regression framework, as described in Section 2, based on the data described in Section 3.
As described in Section 4, the authors tackle a regression problem where the actual value of the decay parameters needs to be estimated.
The different datasets considered in Section 3.2, corresponding to the 15 problems of Table 2 {P 1, · · · , P 15}, were divided into training and test set, respectively D n and T m , as reported in Section 4. Moreover, different dimensions of the training set n ∈ {10, 24, 55, 130, 307, 722, 1700, 4000} were considered. For each supervised regression learning task and each ML technique, an MS procedure was performed, as described in Section 4.2.2. Here-below, the list of hyperparameters tested during the MS, with their respective intervals, is reported:
1. DNN: the set of hyperparameters is H DN N = {h 1 , h 2,1 , · · · , h 2,h 1 } and authors chose it in H DNN = {1, 3, 5, 7, 10} × {10, 10 1.2 · · · , 10 3 } × · · · × {10, 10
1.2 · · · , 10 3 }; 2. SNN: the set of hyperparameters is H SN N = {h 1 } and authors chose it in H SNN = {1, 3, 5, 7, 10}; 3. ELM: the set of hyperparameters is H ELM = {h 1 , h 2 } and authors chose it in H ELM = {10, 10 1.2 , · · · , 10 3 } × {10 −2 , 10 −1.5 · · · , 10 2 }; 4. SVR: the set of hyperparameters is H SV R = {h 1 , h 2 , h 3 } and authors chose it in H SVR = {10 −6 , 10
−2 , 10 −1.4 , · · · , 10 3 }; 5. KRLS: the set of hyperparameters is H KRLS = {h 1 , h 2 } and authors chose it in H KRLS = {10 −2 , 10 −1.4 , · · · , 10 3 } × {10 −2 , 10 −1.4 , · · · , 10 3 }; 6. KNN: the set of hyperparameters is H KN N = {h 1 } and authors chose it in H KNN = {1, 3, 7, 13, 27, 51}; 7. GP: the set of hyperparameters is H GP = {h 1 } and authors chose it in
The performances of each model are measured according to the metrics described in Section 4.1. Each experiment was performed 10 times in order to obtain statistical relevant result, and the t-student 95% confidence interval is reported when space in the table was available without compromising their readability.
For SNN and DNN the Python Keras library (Chollet, 2015) has been exploited. For ELM, SVR, KRLS, KNN, and GKNN a custom R implementation has been developed. For RF the R package of Liaw & Wiener (2002) has been exploited. For RFE the implementation of Blaser & Fryzlewicz (2015) has been exploited. For GP the R package of Zeileis et al. (2004) has been exploited.
Regression Models Error Results
In this section, the results on the regression problem are reported. Note that, based on the problem under exam, just a subset of the components may decay. Moreover, since this dataset cardinality is limited, it is possible that a particular combination of problem and cardinality of the training set cannot be tested. For example, when just one component decays, nearly hundred samples are available (see Section 3) and then a maximum of n = 55. Note that, in a real-world scenario, the only useful problem is P 15, namely when all the components decay contemporarily. In Figures 1 authors report From the different figures it is possible to observe that:
• as expected the larger is n the better performances are achieved by the learned models (see Figures 2 and 1) ; • the models learned with ELM, SNN, and especially DNN generally show the best performances (see Figure 1 ); • the larger is the number of decaying components authors consider the lower performances are achieved by the learned models (see Figure 2 );
• the most complicate decay to predict is the one of the HLL, in fact the problems where the HLL decays are the ones which show lower accuracies (see Figure 2 ); • unfortunately, as it can be seen from 2 and 1, this approach requires a significant amount of labelled data, which could not be retrieved in many operational scenarios. In fact, while the sensors data coming from the automation system are easy to collect, the information regarding the associated state of decay is not so easy to retrieve. Collecting the state of decay of the different NPS components requires the intervention of an experienced operator and, in some cases, to stop the vessel or even to put the ship in a dry dock. 
P4:GT
Figure 3: FS performed with RF for the four main NPS components for problem P 1, P 2, P 3, and P 4
Finally in Figure 3 and 4 the FS phase is reported, performed with RF, for P 1, P 2, P 3, and P 4 (see Figure 3 ) and for P 15 (see Figure 4) . In particular, for each problem and each feature, the mean decrease in accuracy is reported as described in Section 4.3. From Figure 3 and 4 it is possible to observe that:
• as expected, when just one component decays (see Figure 3) , few predictors have strong predictive power while when all the components decay (see Figure 4 ) many predictors need to be considered in order to achieve satisfying accuracies; • from Figure 3 , it is possible to note that the RF model can adequately accounts for the relevant features as the outcome is consistent with the available knowledge (note that even if DNN has higher predictive capabilities with respect to RF the latter is still competitive, see Figure  1 ). In fact, for the P 1 and P 2 (PRP and HLL decays) the features 22 and 24 (Thrust coefficient stbd and port) have strong predictive power. Moreover, for the P 3 (GTC decay) the features describing the thermodynamic process, 17, 19, and 20 (GT Compressor outlet air pressure, External Pressure ,and HP Turbine exit pressure) have the highest predictive power. Finally, several features are necessary for the GT decay prediction in P 4.
Conclusions
The behavior and interaction of the main components of Ship Propulsion Systems cannot be easily modeled with a priori physical knowledge, considering the large amount of variables influencing them. In fact, in this work, authors showed that by exploiting the most recent statistical techniques and the large amount of historical data collected by the current on-board automation systems it is possible to build effective Data-Driven Models which do not require any a priori knowledge. In particular, the developed models are able to continuously monitor the propulsion equipment to avoid Preventive or Corrective Maintenance and take decisions based on the actual condition of the propulsion plant. A naval ship, characterized by a COmbined Diesel ELectric And Gas propulsion plant, has been exploited to show the effectiveness of the proposed approaches. Because of confidentiality constraints with the Navy the authors used a real-data validated simulator and the dataset has been published for free use.
In conclusion, this study proved that it is possible to treat a ConditionBased Maintenance problem in a supervised fashion adopting regression techniques. These models can be adopted for real-time applications directly onboard, to easily and quickly identify maintenance necessities. Nevertheless, the dataset adopted for this study can difficulty be collected in a real-world scenario. In this paper, the authors propose an example of DMMS for CBM, providing evidence of the possible advantages in the experimental section with an indirect measurement of the potential savings. The proposed models are quite effective and reliable, and, for this reason, the authors' approach can correctly identify the state of decay of the system, bringing to an optimal predictive maintenance strategy with a reduction in the operational and maintenance costs. On the other hand, the authors would like to address some findings which need to be solved. First, supervised DMMS require a significant amount of labelled data to efficiently monitor the NPS components state, which would require the operational stop or even the drydocking of the vessel. Vessels are rarely available in the harbour for maintenance, and the necessary parameters cannot be easily acquired when the ship is operative. Second, the experiments carried out are relative to a specific vessel, and this work cannot be straightforwardly mapped to any new ship without a further investigation on transfer learning to understand how to use available data from other vessels. To solve the first issue, the authors suggest the possibility of adopting a relaxation on the decay value prediction requirement, by transforming the regression problem into a simpler one by predicting only the necessity of each component to be replaced or not, instead of the precise component decay. Moreover, in the future, authors will focus their efforts on the development of supervised and unsupervised methods which could solve this problem and allow a simplification of the data collection procedure.
