Abstract. We consider a scalar, possibly degenerate parabolic equation with a source term, in several space dimensions. For initial data with bounded variation we prove the existence of solutions to the initial-value problem. Then we show that these solutions converge, in the vanishing-viscosity limit, to the Kruzhkov entropy solution of the corresponding hyperbolic equation. The proof exploits the H-measure compactness in several space dimensions.
Introduction
In this paper we consider the scalar equation ( 
1.1)
∂ t u + div f (u) = ε∆A(u) + g(t, x, u),
for t > 0 and x ∈ R N . The functions f , A and g are supposed to be smooth and ε > 0 is given. In the case of smooth solutions we also write the diffusion term as ε∆A(u) = εdiv a(u)∇u , for a = A ′ . The term εa (and also a, with a slight abuse of terminology) is called the diffusivity.
Reaction-diffusion-advection equations as (1.1) are known to model a great variety of physical and biological phenomena. In particular, several examples can be found in [16, 19, 28, 35] in the case the diffusivity a ≥ 0 vanishes at some point or even in a set with positive measure.
Another example, which motivated this research, comes from the modeling of collective movements, where N = 1. In the case of traffic flows, the conservation law ∂ t u + div uv(u) = 0 takes the name of Lighthill-Whitham-Richards (LWR) equation [23, 33] ; in this case the function u is valued in [0, 1] and plays the role of a normalized vehicle density, while v represents the velocity. The term ε∆A(u) = εA(u) xx was then introduced to avoid the occurrence of discontinuities in the solution [23, 32] , while the term g is motivated by the presence of entries or exits in the road [2] . The presence of the diffusion is also motivated in [29] by taking into consideration an anticipation distance ε (and possibly a relaxation time); in the case of crowd dynamics, ε is interpreted as the characteristic depth of the visual field of pedestrians [6] . In both cases, equation (1.1) is formally deduced from the LWR equation by a first-order Taylor expansion of the density u with respect to ε. The interesting feature is that in this expansion the diffusivity is computed as a(u) = −uv ′ (u) and in particular vanishes at u = 0. Several related models of diffusion are provided in [3] .
Two issues gave rise to the present paper. First, the existence and uniqueness of solutions to the initial-value problem for (1.1) with initial datum (1.2) u(0, x) = u 0 (x), x ∈ R N , for a degenerate diffusivity a; second, the convergence for ε → 0 of the solutions u ε of (1.1), (1.2) to the entropy solution of the balance law
having the same initial datum (1.2). The aim of the program is to provide a rigorous justification to the approximation procedure in [6, 29] . Several papers dealt with both issues; we now briefly quote only those that enter in the framework of this paper, referring the reader to their references for further information.
We first discuss the papers dealing with the general case N ≥ 1. In the fundamental and very technical paper [37] the smooth functions f , A and g are allowed to depend also on t, x; moreover, only the assumption a ≥ 0 is required. There, the authors show the existence of BV (bounded variation) entropy solutions by the vanishing viscosity method. They also obtain some results about uniqueness; in the case of one spatial dimension a complete uniqueness result in the BV class is provided in [38] , see also [36] . We refer to [19] for related results. If f = f (x, u) satisfies suitable assumptions but its spatial dependence is merely continuous (non-Lipschitz) we refer to [20] , where some fundamental results of [8] are exploited.
The case N = 1 offers much more results, in particular because the theory of compensated compactness was available in that case since the late seventies. In the case g = g(t, x), if f, A are barely continuous, A weakly increasing and u 0 , g are non-smooth, then existence and uniqueness of solutions is obtained in [4, 5] by the nonlinear semigroup theory; the limit ε → 0 is also studied. If g = 0, the case when the diffusion is ε b(u x ) x is considered in [26] under suitable assumptions on both f and b. If a vanishes identically on an interval [a, b], a < b, and it is strictly positive elsewhere, see [25] . The convergence of absolutely continuous solutions of (1.1) to a solution of (1.3) is showed in [24] .
Other results, again in the case N = 1, are the following. In [18] , under the assumptions that a vanishes at most in zero-measure set and g = 0, the authors show that if f and A are smooth and u 0 L 1 ≤ M , then there is a unique weak continuous solution satisfying the regularity estimate
Other results are given in [15] in the case that u 0 , u are continuous. The case when f = f (x, u) depends in a discontinuous way on x is considered in [21] . Existence and uniqueness of BV solutions to an initial-boundary value problem was proved in [7] by exploiting the techniques of [37] , if a is strictly positive on a subinterval and vanishes elsewhere; the limit ε → 0 is considered as well. At last, traveling-wave solution for equation (1.1) have been studied in [16] ; we refer to [12, 11] for applications to collective movements in the case g = g(u).
The main results of this papers are two. First, for ε fixed, we prove the well-posedness of (1.1)-(1.2) by compactness. Then we consider the limit ε → 0 and show that the solutions of (1.1)-(1.2) converge to the entropy solution of (1.3)-(1.2); in this second part we exploit the recent extension of the theory of H-measures to R N due to Panov [30, 31] . In both cases we aim at providing simple proofs; in particular we avoid the deep but heavy techniques of [37] while keeping however a sufficiently high level of generality.
Our results can be extended to the more general equation
by exploiting the techniques of [9, 30, 31 ] However, we always refer to equation (1.1).
Main results
We fix T > 0 and denote
We consider the initial-value problem (2.1)
We denote by Lip(E) the set of Lipschitz-continuous functions in a set E and make the following assumptions:
2) is only exploited to deduce that solutions are valued in [0, 1] a.e. if (H.4) holds. In the case N = 1, an example of source term g satisfying (2.2) and modeling either entries or exits in a road is [2] g 
) and h ≥ 0 in the case of an entry, h(t, 0) = 0 > h(t, 1) and h ≤ 0 in the case of an exit, h(t, 1) < 0 < h(t, 0) in the case of an inflow-outflow access.
We denote by
Moreover, we say that u is an entropy solution of (2.1) if it is a weak solution of (2.1) and for every nonnegative test function ϕ ∈ C ∞ c ([0, T ) × R N ) and every convex entropy η ∈ C 2 (R) we havê
where the entropy flux q ∈ C 2 (R; R N ) and the entropy diffusion A ∈ Lip(R) satisfy
Notice that we can locally approximate the usual Kruzhkov entropies with C 2 convex functions in a uniform way.
In this paper we study two problems:
• first, we keep ε > 0 fixed and prove the existence and uniqueness of weak entropy solutions to the initial-value problem (2.1); • second, we consider the limit ε → 0 in (2.1) and show the convergence of the solutions u ε of (2.1) to the unique entropy solution of the initial-value problem for the corresponding balance law (2.8)
Here follow our main results. Below, we denote by BV (R N ) the space of functions with bounded variation and by |Du| the total variation of u ∈ BV (R N ), see [1] ; Du is a finite Radon measure in R N . The space of finite Radon measures on 
Then, the Cauchy problem (2.1) admits a unique entropy solution u in the sense of Definition 2.1. The solution has the following properties:
for some constant L > 0 depending on u 0 . Moreover, if u and v are the entropy solutions of (2.1) corresponding to the initial data u 0 and v 0 , we have
The proof of Theorem 2.1 is based on a nondegenerate parabolic regularization of equation (2.1).
Remark 2.1. By (2.12) we deduce that A(u) is locally Lipschitz-continuous with respect to x for a.e. t ∈ (0, T ]. If A is strictly monotone, then it is invertible and A −1 is continuous; as a consequence, we have that
Next, we consider the Cauchy problem (2.1) where the initial data are allowed to depend on ε, namely, (2.14)
x ∈ R N , and investigate the limit ε → 0. To this aim, beside (H.1)-(H.4) we need one further assumption. We require: (H.1') for every ξ ∈ R N the map u ∈ [0, 1] → f (u) · ξ is not affine on any nontrivial intervals.
In the case N = 1 condition (H.1') encompasses both the case of a convex flux function f , which occurs in several model of collective behaviors [14, 34] , as well as the case of a function f with isolated inflection points [10] . It does not hold, however, in intervals where f (u) = uv(u), where the velocity v(u) is a constant function of u; this happens in Dick-Greenberg model of traffic flow [13, 17] .
On the initial datum u 0,ε we assume, for u 0 still satisfying assumption (H.4),
for every p with 1 ≤ p < ∞ because of (2.15). Solutions to the limit problem (2.8) are meant in the following sense. Definition 2.2. We say that u ∈ L ∞ (R T ) is an entropy solution of the initial-value problem (2.
and, moreover, for every convex function η ∈ C 2 (R) and q as in (2.7), the inequality
Due to the boundedness of the solutions, our definition of entropy solution is equivalent to that of Kruzhkov [22] . Indeed, we can always uniformly approximate the Kruzhkov entropies with C 2 convex functions. As a consequence, due to the uniqueness result proved in [22] 
In this section we prove Theorem 2.1. Our existence argument is based on the following regularization of problem (2.1). Let µ > 0 be given; we consider families of functions {f µ }, {A µ }, {g µ } in C ∞ that approximate f , A, g, respectively, in the sense
for µ → 0+. Moreover, f µ and A µ satisfy (H.1) and (H.2), respectively, where f µ and A µ replace f and A; we call (H.1) µ and (H.2) µ such assumptions. Moreover,
.
On the other hand, the functions g µ satisfy the same assumptions (2.2)-(2.4) of g, for g µ replacing g; for sake of brevity we do not write again these assumptions for g µ and in the following we shall quote them by (2.2) µ -(2.4) µ . At last, we consider a family of functions
for some constant κ 0 > 0 independent from ε and µ.
Then the non-degenerate parabolic initial-value problem (3.8)
and L 2 estimates). For the solution u µ of problem (3.8) we have, for t ∈ [0, T ),
Proof. First, the constant functions u = 0 and u = 1 are subsolution and supersolution, respectively, of (3.8) by (2.2) µ . Then (3.9) follows by (3.4) and the Comparison Principle for (nondegenerate) parabolic equations.
Second, by (3.9) we have
by (2.4) µ,1 , because the first two terms in the last line vanish. An integration over (0, t) and (3.6) 1 prove (3.10).
To prove (3.11) we denote h µ (u) =´u f ′ µ (s)s ds. Then, by (3.9), (2.4) µ,1 and (H.2) µ we have d dtˆRN
An integration over (0, t) and (3.6) 2 prove (3.11).
By multiplying equation (3.8) 1 by η ′ (u µ ), with If η ∈ C 2 (R), and then integrating by parts we deduce
If we denote
then by (3.11) we deduceˆˆR
where C 2 = max ξ∈[0,1] |η ′′ (ξ)|. As a consequence, unless of extracting a subsequence, we have that ν µ → ν for some ν ∈ M(R T ). Moreover, we have ν ≥ 0 by (H.2) µ if η is convex. Notice that ν µ also depend on ε but it is uniformly bounded also with respect to ε. As a consequence, the limit measure, that we could write ν = ν ε , satisfies
where the constantC does not depend on ε.
Lemma 3.2 (BV estimates).
For every t ∈ [0, T ) and i ∈ {1, .., N } we have
Proof. We first prove (3.13) . By differentiating the equation in (3.8) with respect to x i we get
by (H.2) µ , (2.4) µ,2 and (2.3) µ . The Gronwall Lemma and (3.6) 3 prove (3.13). The proof of (3.14) is analogous. Differentiating the equation in (3.8) with respect to t and proceeding as above we easily deduce, by exploiting (2.4) µ,3 instead of (2.4) µ,2 ,
Thanks to Gronwall Lemma, the equation in (3.8), (3.4)-(3.7), (3.3) and (3.9) we have
by (3.6) 3 , (3.7) 2 , (3.7) 1 and (2.4) 1 . This proves (3.14).
Proof of Theorem 2.1. By (3.10), (3.13), (3.14) and [1, Theorem 3.2.3] the family {u µ } converges (unless of choosing a subsequence) to some function u. The function u solves the equation in (2.1) by the Dominated Convergence Theorem: this follows by (3.1), (3.2) and by noticing that for any compact set K ⊂ R T we have, by (2.3) µ and (3.2),ˆK
Estimate (2.10) trivially follows from (3.9). The initial data are assumed in the limit sense because of (3.5). Estimate (2.11) is obtained by writing it for u µ , applying (3.14) and then passing to the limit using again the Dominated Convergence Theorem; more precisely we find
Property (2.12) follows by writing equation (2.1) 1 as
The first summand on the right-hand side belongs to L ∞ ([0, T ); L 1 (R N )) by (H.3), the second and the third ones to L ∞ ([0, T ); M(R N )) because of (3.13) and (3.14). Then
At last, we have to prove (2.13). Let u and v be the entropy solutions of (2.1) corresponding to the initial data u 0 and v 0 satisfying (H.4) and (2.9). Using the doubling of variables [22] we can prove
by (2.3) and then (2.13), whence uniqueness follows.
The vanishing diffusion limit
In this section we prove Theorem 2.2. The following result is proved exactly as Lemma 3.1; indeed, the further regularity assumptions required there on u 0,µ are not needed. We rewrite it below for reference in this section.
Lemma 4.1 (L ∞ and L 2 estimates). Let u ε be the entropy solution to problem (2.14). Then
We can now pass to the limit in a subsequence of the family {u ε } ε>0 of diffusive approximations (2.14) by using the compactness result for multidimensional scalar conservation laws proved in [31, 30] . The two key results on which the proof of Theorem 2.2 is based are the following.
Theorem 4.1 ([31]
). Let {v ν } ν>0 be a family of functions defined on R T . If {v ν } ν>0 lies in a bounded set of L ∞ (R T ) and for every convex C 2 entropy function η : R → R with corresponding entropy flux q : R → R N the family
where L 1,n n∈N lies in a compact subset of H We are now ready for the proof of Theorem 2.2.
Proof of Theorem 2.2. Let η : R → R be any convex C 2 entropy function and q : R → R N be the corresponding entropy flux. We claim that
where L 1,ε , L 2,ε , L 3,ε are distributions. To prove (4.3) we come back to the approximation used in (3.8); we now emphasize the dependence on ε and denote u µ,ε := u µ . We multiply the equation in (3.8) by η ′ (u µ,ε ); then, identity
surely holds in the strong sense for u µ,ε , where now L j,ε are smooth functions for j = 1, 2, 3 and A = A µ , g = g µ . Both terms η(u µ,ε ) and q(u µ,ε ) belong to L 1 loc (R T ) and L 1 loc (R T ; R N ) uniformly with respect to ε because of (3.9). The same holds for the last term η ′ (u µ,ε )g µ (t, x, u µ,ε ) by (2.4) µ,1 . Moreover, εν ε belongs to L 1 uniformly with respect to ε, and A µ (u µ,ε ) belongs to L 1 loc (R T ) uniformly with respect to ε. Then, by Theorem 4.1 we can pass to the limit for µ → 0. We already know that u µ,ε → u ε a.e.; then η(u µ,ε ) and q(u µ,ε ) weakly converge, εA(u µ,ε ) → εA(u ε ) and then ε∆A µ (u µ,ε ) → ε∆A(u ε ) in D ′ (R T ). We deduce that u ε satisfies equation (4.3) in the weak sense. This proves the claim.
Next, we claim that for each t > 0 we have
(ii) {L 2,ε } ε>0 is uniformly bounded in M(R T ); (iii) {L 3,ε } ε>0 is uniformly bounded in L 1 (R T ). About (i), by (4.1) and (4.2) we deduce
Since ε∇A(u ε ) → 0 in L 2 (R T ; R N ), then ε∆A(u ε ) → 0 in H −1 (R T ) and this proves (i). Item (ii) follows by (3.12) . At last, by (2.4) 1 and (4.1) we have
κT, which concludes the proof of the claim. Therefore, Theorem 4.2 implies By (H.1'), (4.1) and the inclusion (4.5), the Theorem 4.1 implies the existence of a subsequence {u ε k } k∈N ⊂ {u ε } ε>0 that converges to a limit function u ∈ L ∞ (R T ) a.e. and in L p loc (R T ), for every 1 ≤ p < ∞, as k → ∞. This proves (2.19) . Now, we prove that u is a distributional solution to (2.8), i.e., it satisfies (2.17). We denote for short u k := u ε k . Since u k satisfies (2.14), by (2.5) we havê Identity (2.17) follows by the Dominated Convergence Theorem because of (2.19), (4.1) and (4.2). We conclude by showing that u satisfies inequality (2.18). Arguing as in (4.3), we obtain, in the weak sense,
because of (H.2) and (3.12). Then, for every nonnegative function φ ∈ C ∞ c (R T ) we havêˆR
Therefore, (2.18) follows by the Dominated Convergence Theorem because of (2.16), (2.19), (4.1) and (4.2). Notice that since entropy solutions to (2.8) are unique, then the whole sequence converges, indeed.
