Traditional image enhancement algorithms do not account for the subjective evaluation of human operators. Every observer has a different opinion of an ideally enhanced image. Automated Techniques for obtaining a subjectively ideal image enhancement are desirable, but currently do not exist. In this paper, we demonstrate that Reinforcement Learning is a potential method for solving this problem. We have developed an agent that uses the Q-learning algorithm. The agent modifies contrast of an image with a simple linear point transformation based on the histogram of the image and feedback it receives from human observers. The results of several testing sessions have indicated that the agent performs well within a limited number of iterations.
Introduction
Images are used every day to communicate information. The progression of digital images has not only changed the way people work with images, it has also increased society's dependence on high quality images. Low quality digital images can seriously affect the way an image is interpreted, introducing errors in analysis or eliminating the image's usefulness in a industrial or medical environment (1; 3; 5; 6; 10; 12; 16; 2; 9; 8).
The fundamental problem of image enhancement is that every person judges the quality of an image differently. When manipulating and enhancing images, there is not one ideal outcome that will satisfy everyone as every person has a different subjective perception. This requires that each observer spend the time altering image parameters, which can be time consuming and repetitive (7; 11; 14; 17; 21; 19) .
While many software techniques for modifying images exist, methods to learn the subjective evaluation of a user and provide intelligent control for image pro-cessing are nonexistent. Ultimately, a method of determining the subjective image quality for a particular person is desirable. Determining such a technique could allow for the direct application of subjective image quality to future enhancement of digital images.
We introduce reinforcement learning as a technique for the automation of subjective image enhancement. Though it is continuing to prove successful in many applications, reinforcement learning has never before been used for this purpose. Using reinforcement learning for subjective image enhancement could initiate the development of personalized (observer-dependent) image enhancement profiles for the digital image community.
The motivation for this paper is that there are no advancements that combine the concepts of reinforcement learning and subject image enhancement. These advancements would apply to a wide variety of applications. Two main applications of this technology are medical imaging and industrial quality control.
The overall goal of this paper is to study the effectiveness of reinforcement learning for subjective image enhancement. Due to the broadness of both reinforcement learning and image enhancement, the scope of this project will be narrowed to deal with a subset of the issue. This paper will specifically deal with the study of using one particular type of reinforcement learning, namely Q-learning, for enhancing image contrast/brightness.
The paper is organized as follows: Sections 2 and 3 provide a background on reinforcement learning and image enhancement. Section 4 outlines our methodology for reinforced image enhancement. Section 5 describes the implementation and results of testing our algorithm. Finally, Sections 6 and 7 provide conclusions and future considerations.
Reinforcement Learning
Reinforcement learning is based on the idea that an agent learns by interacting with its environment (4; 15; 18; 22; 23) . It allows software agents to automatically determine the ideal behavior within a specific context that maximizes performance. Several components constitute the general idea behind reinforcement learning. The agent, which is the decision maker of the process, attempts an action that is recognized by the environment. The agent receives from its environment a reward or punishment depending on the action taken. The agent also receives information concerning the state of the environment. The agent acquires knowledge of the actions that generate rewards and punishments and eventually learns to perform the actions that are the most rewarding in order to meet a certain goal relating to the state of the environment (Figure 1 ).
Image Enhancement
Image enhancement is the notion of modifying an image in order to acquire an optimal image quality. The quality of digital images depends on many factors (1; 5; 16; 2). Quality can be affected by the conditions in which it is gathered: available light sources and type of imaging equipment used to collect the image. It can also be affected by the method in which an image is stored: often an image must be compressed due to memory limitations. Noise that is seen in digital images is usually the result of non-uniformity of the image due to the imaging process. Image enhancement techniques are used to enhance the signal to noise ratio and better define certain features of an image by modifying its intensities and colors. Userdependent (20) and user-oriented (13; 14) approaches to image enhancement have already been introduced in literature. However, an attempt to use reinforcement learning has not yet been made.
We have limited the scope of this paper to image contrast/brightness. Contrast refers to the relative variation of intensity in an image. It is typically measured as the ratio of the change in intensity to the average intensity. Simple intensity transformations known as "point operations" can achieve dramatic contrast effects. It is these enhancement operators, on which we focus. Figure 2 shows the steps of the learning algorithm. The steps are summarized below.
Reinforced Image Enhancement

Selection of an Original Image
An image is randomly selected from a set of twelve gray-scale standard test images. These images do not contain any visual arguments -information to be interpreted by the expert. This study is only interested in the subjective evaluation of an image, not the processing of information delivered by that image. The original image is not shown to the observer, so that the evaluation of the enhanced image is independent of the quality of the original image. 
Randlomly
Modification of the Original Image
The original image is modified to vary its quality. It would be ideal to have a suite of images that cover the entire gamut of contrast values. Instead of using the same set of static images for testing, the agent learns on images that are not necessarily the same for each test. 
Determining the Image State
It is necessary for the Q-learning algorithm to have a numerical measure of the state of both the bad image and the good image. The state should best represent the contrast and brightness of the image. The state was thus determined using the histogram of the image. Four key measures of the image state were selected. These were the brightest (g max ) and darkest (g min ) value in the image and the position of the peak (g hmax ) of the histogram. The remaining decision to make was the precision of each of these measurements. A measurement precision covering the entire range of [0,255] for gray-scale images would give unambiguous results, but this would produce too many states. To see results within 100 iterations, the number of states had to be reduced significantly. The final prototype simply used 3 values for each of the measures: low, medium and high. The impossible states were eliminated, and the possible permutations of the 3 measurements resulted in 10 possible states. The states were organized such that low states represented the darkest images and high states represented bright images. A middle range state represented a mid-range image, but did not necessarily imply the level of contrast. An example of the calculation of the state from the image histogram is given in Figure 3 . 
Policy Selection
A policy is the method the agent takes to select an action to execute in order to change the current state. The agent must make a trade-off between immediate return and long-term value. The agent that did not explore unseen states and only attempted to maximize its return by choosing what it already knew would be a poor learner (18) . There needs to be a balance between exploration of unseen states and exploitation of familiar states. Initially, ε-Greedy policy selection was implemented, as it is one of the most commonly used method in reinforcement learning applications (18) . A greedy action is an action whose estimated value is the greatest. If the greedy action is chosen, the agent is said to be exploiting. If, instead, a non-greedy action is selected, the agent is said to be exploring. The ε-Greedy method selects the action with greatest value most of the time, with probability (1 − ε). With the small probability ε , it selects a random action. Thus the method satisfies the balance of exploration and exploitation.
One major drawback of ε-Greedy action selection is that when the agent explores, it chooses equally among non-ideal actions. This is undesirable when certain actions are much lower valued than others. A policy called "softmax action selection" solves this problem by varying the action probabilities as a graded function of estimated value. The greedy action is given the highest selection probability, but the other actions are ranked and weighted according to their value estimates. The most common softmax method uses a Gibbs or Boltzmann distribution (18) . The number of state changes accumulated must be known to the agent. The agent will then choose action a on iteration t with probability
where τ is a positive parameter called the computational temperature. Higher temperatures will result in all actions being equally probable. As τ approaches 0, Softmax error selection becomes the same as greedy action selection.
The largest challenge found in implementing this type of policy selection was finding an optimal value of temperature. This was dependent on the magnitude of Q-values. A temperature value of τ = 0.1 was found to make the action selection very exploratory. Higher temperatures, τ > 0.1 also resulted in exploratory performance, but the probabilities between actions were so similar that there was little difference noticed in temperature values above τ = 0.1. This was due to the small magnitude of the Q-values, which resulted from the arbitrary choice of reward values and the value of the learning rate parameter. Raising the learning rate parameter had the effect of increasing the magnitude of the Q-values. This also changed the performance of Softmax action selection with respect to temperature sensitivity. A value of τ = 0.01 resulted in the Softmax policy having action selection comparable to the ε = 0.1 ε-Greedy method, but with weighted non-ideal actions. More exploratory performance on early iterations and more greedy performance on later iterations were desirable. The most successful results, from what was observed during development, was the use of a temperature function that decreased rapidly for the first group of iterations and then levelled out at a point after approximately a quarter of the maximum number of iterations. Such a relationship can be described by the function:
where κ is the iteration, and τ 0 is an exploratory (high) starting temperature. Figure 4 shows the plot of such a function with τ 0 = 1 over 50 iterations. The agent is expected to perform very exploratory over approximately the first 10 iterations, but behave greedily over the remaining iterations.
Taking Actions on the Bad Image
We selected a set of point operation functions based on their visible effect on the image. One action should be selected to correct for any of the following four basic problems: Each of these problems can be corrected using a unique image transformation. For this reason, four actions were selected, one of which would be able to correct for any of the four possible situations above. The final selection of the action set is shown in Figure 5 (g: current gray levels, g ′ : modified gray levels). The parameters of each action were selected so that the user could readily see the effect of the operation. These values were primarily selected by trial and error. The observers evaluated the impact of the transformation visually, and selected appropriate values subjectively. Although this seems to eliminate some of the ob-jectiveness of the agent, constant transformations must be selected to give the agent some idea of where to start.
Reward and Punishment
A standardized method of rewards/punishments needed to come from user interaction. The Mean Opinion Score (MOS) was selected for measuring the user's evaluation of each modified image. MOS allows the user to express their opinion on a 1-5 scale, 1 being the least desirable and 5 being the most desirable quality. Table  1 demonstrates the implementation of MOS in the agent. Magnitudes were kept between 0 and 1 for simplicity. 
MOS
Update the Q-Matrix
After each action and subsequent interaction with user, the agent uses its reward and the current values of the matrix related to both old and new states to update the Q-value matrix. The notation Q(a, i) is used to denote an action-value or Qvalue for a doing a particular action, a, from state i. Q-values are updated after every transition from state i to state j when action a is performed. The update equation is:
where a ′ is the action taken from state j. For both development and demonstration purposes, the Q-matrix was represented as a gray-scale image.
Implementation and Results
User and Development Interfaces
The user interface acts as the intermediary between the users and the content of the application. The users must interact with the interface to view the images, assess the image quality and provide rewards or punishment for the agent. It is important for this process to be simple and intuitive in order to make the experience easy for the user. The more difficult the interface is to use, the more likely the user will be to make mistakes and, therefore, provide incorrect information to the algorithm. Any incorrect or biased selections will interfere with the algorithm and cause false results.
A development interface was also created solely for development purposes (Figure 6 ). This interface would not be used for testing, as if the results were shown to the test participant throughout the test, this could affect the user's subjectivity. 
Measuring Success and Performance Verification
The foremost research objective is to determine if reinforcement learning is an appropriate technique for the automation of the subjective image enhancement. In order to come to a conclusion, evaluation metrics are required. Four deterministic metrics were established: rewards to punishments ratio (R/P), running average (RA), total average (TA), and the histogram. These are readily computable and taken together, provide a way to determine if the agent has the potential to solve the subjective image enhancement problem.
• Histogram The histogram is simply a graphical representation of the frequency of each reward or punishment value. More rewards than punishments is desirable, however, the histogram is not an ideal metric because it excludes the iteration at which the value was given. For this reason, the histogram is a useful overview of the results, but is not considered conclusive in measuring algorithm success. An example histogram is shown in Figure 7 . • Reward to Punishment Ratio (R/P) The reward to punishment ratio is defined as: R P = Number of rewards up to current iteration Number of punishments up to current iteration .
Rewards are expected to increase with the number of iterations, and a ratio R/P greater than 1 indicates that the agent is being rewarded more than punished. This ratio is also used to indicate the point in testing at which R/P stops increasing. This indicates the maximum number of iterations required for the agent to reach is maximum learning potential. An example of a successful R/P plot from our test series is shown in Figure 8 .
• Running Average The running average is calculated over the past ten iterations of the algorithm. It is defined as: where N is the current number of iterations and r n is the reward or punishment value (user input) received at iteration n. An RA with a value above 3 indicates that the agent has been rewarded more than punished over the past ten iterations. Ideally, the RA increases steadily as the iterations increase, up to the maximum iterations required by the agent in order to learn the optimal image.
• Total Average The total average is calculated over all of the past iterations.
It is defined as:
where N is the current number of iterations and r n is the reward or punishment value (user input) received at iteration n. Similar to the RA, a TA with a value above 3 indicates more rewards than punishments over all of the iterations. Ideally this metric increases over all of the iterations.
Test Series
In order to apply the discussed metrics, data is required from users. This data was obtained during two computer testing sessions. Each session had four observers test the algorithm via the user interface. The goal of the first testing session was to measure the success of the reinforcement learning algorithm using the ε-Greedy action selection policy. Each test in the first session was composed of 100 iterations. The Softmax (Boltzmann) action selection policy was implemented after the first testing session and required testing in order to compare it with the ε-Greedy policy. We initiated a second testing session to compare the results using both action selection policies, as well as measure the results with a fewer number of iterations. Each test in the second session was composed of 50 iterations. In the second session each observer completed the test using the ε-Greedy policy first, then repeated the test using the Boltzmann policy. The algorithm was evaluated in terms of the metrics discussed in Section 5.2.
Algorithm Metric Results
The summarized results of the first testing session are shown in Table 2 . The results are positive in all four cases. The mean R/P ratio is close to 2, when a result of 1 would indicate equal rewards and punishments. This value indicates that the agent is successful in enhancing images to the liking of the individual users. The results for users 1 and 3 are significantly better than those of 2 and 4. When we examine the histogram and plots of R/P, RA and TA, we see that the ratio of rewards to punishments is above one after fifteen to twenty iterations, the running average is at or above 3 the majority of the time, the total average is at or above 3 after approximately 20 iterations and each histogram shows more rewards than punishments. The results from the second testing session are still positive, but less decisive. Here, the number of iterations has been reduced to 50 from 100. The ε-Greedy policy results are shown in Table 3 . For the ε-Greedy policy tests, users 2 and 4 show positive results. This has an effect on the mean R/P ratio, which is significantly greater than 1. When we examine the histogram and plots of R/P, RA and TA, we see that for users 2 and 4, their histograms show more rewards than punishments, the reward to punishment ratio is increasing and above 1 the majority of the time and both the total and running averages are at or above three most of the time. User 1's results are less positive, as the reward to punishment ratio is below 1 most of the time. However, the reward to punishment ratio and the total average are generally increasing over the iterations. This indicates that even when the agent is running with a R/P ratio less than 1, learning is still exhibited. User 3's results are the least positive: while the total and running averages are generally at or above 3, the reward to punishment ratio is always below 1. Overall, we see that the mean total average score is 3.78, well above the middle MOS score of 3.
The results for the Softmax (Boltzmann) policy are summarized in Table 4 . Once again, the number of iterations has been limited to 50. The mean R/P ratio is 0.97, nearly 1. This indicates that on average, an almost equal amount of rewards and punishments were given. The mean total average score is 2.92, slightly below the MOS score of 3. This result is not as strong as that obtained using the ε-Greedy policy, but remains nearly average. Two of the users have exhibited strong results, while the other two exhibit poor results. Examining the histogram and plots of R/P, RA and TA, users 1 and 2 have positive results with the reward to punishment ratio above 1 and increasing after 20 iterations. The total and running averages are at or above 3 the majority of the time. User 4's results show an increasing reward to punishment ratio, as well as increasing running and total averages. However, the reward to punishment ratio is always well below 1 and the total and running averages are below 3 most of the time. This is similar to a result obtained using the ε-Greedy policy where the agent is punished more than rewarded, yet shows an increasing R/P ratio and is thus learning. User 3 shows negative results. The reward to punishment ratio is below 1 all the time and decreasing. The running and total averages are below 3 and decreasing. In general the negative results are stronger for the Softmax (Boltzmann) policy than the ε-Greedy policy.
Conclusions
The foremost conclusion from testing the algorithm design is that reinforcement learning has the potential to solve the problem of subjective image enhancement. The conclusion comes from the following observations:
• Of the eight users tested, the majority had positive results based on the algorithm metrics.
• The users with less positive results generally indicated some degree of algorithm success.
• These positive results were arrived at with 100 or fewer iterations, meaning the learning process can take place in a reasonable amount of time.
However, the results are unable to conclude if the Boltzmann or the ε-Greedy policy is preferable. Further testing is required with a larger sample space in order to make this decision. The literature does not provide any proof of the superiority of one policy over another. The performance of the policies may depend on human factors and the task at hand (18) . Both policies should be explored further, with additional testing and with more advanced reinforcement learning methods. These methods must be investigated before arriving at a definitive conclusion about the precise elements of reinforcement learning that should be applied to subjective image enhancement.
Future Considerations
The scope of this project only included the use of Q-learning as a reinforcement learning algorithm. There are other such algorithms more widely used in this field, such as SARSA and T D(λ), which should be tested and compared with the results for Q-learning.
So far, we have limited the agent's image enhancement ability to modifying the contrast/brightness of an image. In order to determine a truly optimal image, the algorithm should account for image characteristics such as smoothness and sharpness. This will be subject to future investigations.
