A novel PolSAR image speckle reduction algorithm based on a new definition of similarity coefficient is proposed in this paper. Pixels in image are firstly classified into three types by threshold segmentation which is calculated with the similarity features. Then, weighted filtering is applied on the pixels selected according to their types, power features and similarity properties. Experimental results with measured data collected by NASA/JPL AIRSAR system show that the proposed method is more effective than Lee Filter not only in speckle suppression but also in polarimetric properties and structure feature preservation.
I. INTRODUCTION
In recent years, the application of Polarimetric Synthetic Aperture Radar (PolSAR) has been increasing in many fields such as marine exploration, crops monitoring, disaster assessment [1] - [5] . However, the inherent speckle noises exist in PolSAR image reduce the signal-to-noise ratio and cover up the real features of the image, which affect its application seriously. Therefore, speckle suppression is an important research topic in PolSAR image interpretation.
The most representative and widely used PolSAR image speckle filter is Lee Filter proposed by J. S. Lee [6] , which is based on Freeman decomposition and classification with scattering characteristics of target. Beside its good filtering properties, Lee Filter also has good polarization retention characteristics. Many other speckle suppression methods are evaluated referring to it. However, Lee Filter also has the following problems: (1) complex surface scatters usually have random orientation, which leads to the random volatilities of scattering echoes. If the polarimetric decomposition is performed directly on the original data, misclassification could be introduced. ( 2) The application of Freeman decomposition is based on the assumption of reflection symmetry of ground The associate editor coordinating the review of this manuscript and approving it for publication was Qilian Liang. objects, which will cause wrong interpretation to targets when they do not satisfy symmetrical property. (3) Whether pixels with strong power is retained or not are related to the selection of pixel's sample space, the quality of filtered image might be different when the sample space changes. (4) Wishart classifier involves matrix inverses and trace operations, which will increase computation burden.
Some methods of improving polarimetric decomposition and classification accuracy are proposed to reduce the impact on filtering effect [7] - [15] . In Reference [7] , the accuracy of pixel classification is improved by combining the azimuth compensation and spatial majority rule. In Reference [8] , instead of Freeman decomposition and Wishart classifier, Cloude-Pottier decomposition and fuzzy H /α classification are used to improve the filtering results. In recent years, pixel classification based on polarization matrices similarity has also made rapid progress. Although they improved the classification accuracy, there are also some problems. In Reference [9] and [10] , only the similarities between a coherency matrix and several specific coherency matrices are considered so that their application scope is relatively limited, and the polarization scattering characteristics of filtered target cannot be maintained better. Reference [11] also proposed a method to calculating generalized similarity between two polarization coherency matrices. There still exists computation redun-dancy. In Reference [11] and [12] , matrices similarity measurement is deduced by using likelihood-ratio test criteria, which is used in homogenous pixels selection for filtering. However, it is only fitted for more than 3-look images. In Reference [13] and [14] , similarity is obtained by calculating the matrices spatial distances and maximum posteriori property (MAP) framework respectively. Their main disadvantages are still complex in calculation and low in polarization scattering properties maintaining. In Reference [15] , similarity is estimated by the index of typical difference and homogeneous pixels are used in the filtering process to improve the speckle reduction results. But there is also the problem of long running time.
Aiming at the above problems, a new speckle suppression method is proposed in this paper. Firstly, a threshold vector is constructed by the similarity coefficients of deoriented coherency matrices, which is used in process of pixel classification and filtering pixels selection. Then the weighted filtering is carried out to PolSAR image. The similarity coefficient proposed in this paper can measure the similarity between any two coherency matrices. It is not only easy to calculate but also has wide application. Experimental results with the measured data show that the proposed algorithm can achieve a better filtering performance. Target polarization scattering characteristics and texture features are maintained effectively. In addition, the computation burden is slightly decreased compared with Lee Filter.
II. DEFINITION OF COHERENCY MATRICES SIMILARITY COEFFICIENT A. SIMILARITY COEFFICIENT DEFINITION
Suppose an original coherency matrix of PolSAR image is presented as T 0 , the matrix T is obtained by de-oriented operation of T 0 (referred from Reference [16] ).
The similarity coefficient R between any two de-oriented coherency matrices T 1 and T 2 is defined as
Here, i = 1, 2, R ∈ [0, 1]. The larger the value of R is, the higher the similarity degree of the two coherency matrices is.
B. PROPERTIES OF R
Property 1: The value of R does not vary if the two coherency matrices are rotated a same angle. 
where C is covariance matrix. Equation (5) is easy to be proved by the following relationships between C and T.
  , H denotes the conjugate transpose of the matrix. Therefore, the similarity between two pixels can also be measured by calculating the similarity coefficient of their deoriented covariance matrices.
Property 3: The value of R does not vary with target sizes.
where a 1 and a 2 are non-zero positive constants. It is easy to prove that the above formula is valid by substituting the left expression of the equation into Equation (1). Property 4: If K 1 , K 2 and K 3 are orthogonal basis in an unitary space
For any coherency matrix T, then:
The proof of this property is in the appendix. In general, because the coherency matrix T has more advantages in describing the physical meaning of the target, statistical analysis and some applications related to the statistical model, such as classification, target detection and so on, the usability of the new definition R with above properties is much more wider. In addition, as only vectors operation is needed when calculating R, it can reduce computation complexity effectively. As an example, Tab. 1 shows the comparison results with Reference [11] . 
C. R DISTRIBUTION OF POLSAR IMAGE
Take a measured PolSAR image as an example. The data are collected by L-band AIRSAR system in Half Moon Bay of the United States. As shown in Fig. 1 , there are towns, farmlands, grassland, airport, plane, and ships on the sea in the image. Fig. 2 shows the average similarity coefficients map. The distribution of average similarity coefficients which represent different types of areas in the image are shown in Fig. 3 .
Here, the average similarity coefficient is calculated as follows: calculate R between the central pixel and all other pixels in a window respectively. Instead of the central pixel value with the average value of these similarity coefficients. Sliding the window in whole image to obtain the average similarity coefficient of each pixel. Fig. 2 and Fig. 3 clearly reflect the degrees of similarity and difference between each pixel and its neighbors. In homogeneous region like the sea surface, the values of average similarity coefficients are all higher, their distribution are more concentrated, and their span is smaller. While in the complex terrain area or for the isolated point targets, their situation is opposite. With these features, image classification can be performed.
III. PROPOSED METHOD
Filtering process in this paper includes three main steps: image preprocessing, pixel classification and weighted filtering. The filtering idea is same as Lee Filter, but here, we introduce R and threshold segmentation to do the classification and filtering pixel selection on a de-orientated image. The algorithm flowchart is shown in Fig. 4 . Detail steps are as follows: 1) Perform de-orientate processing on the original coherency matrices, forming vector K i . 2) Calculate the average similarity coefficients of each pixel.
3) Construct threshold vector.
(1) In the image, select n 1 sub-blocks containing different ground object types and different uniformity degree areas (including homogeneous and nonhomogeneous areas). In each sub-block, the pixels' average similarity coefficients are presented as a vector r i (i = 1, 2, . . . , n 1 ). Let = {r 1 , r 2 , . . . , r n 1 } denote the data set of r i . Here, sub-block size is 10×10 and the dimension of r i is 100 × 1.
(2) Calculate the mean value of each r i by Equation (10) .
where r i is a new vector formed by removing the first 10% maximum and the last 10% minimum values of r i . And its size is 80 × 1.
Then a new matrix of average similarity coefficient is obtained, which is shown as = r 1 , r 2 , . . . , r n 1 1×n 1 (3) Select n 2 typical values with a certain degree of discrimination in , and arrange them from smallest to largest to form threshold vector Th Th = [Th(1), Th (2), . . . , Th(n 2 )] 1×n 2 (11) where, Th(i) ∈ (i = 1, 2, . . . , n 2 ). We divided Th into n 2 sub-ranges: [0, Th(1)), [Th (1), Th(2)), . . . , [Th(n 2 − 1), Th(n 2 )), and [Th(n 2 ), 1)), and label them with the number of 1, 2, . . . , n 2 , n 2 + 1 respectively. If the value of a pixel's average similarity coefficient is belong to a sub-range labeled i, then the pixel is defined as i th grade pixel (i = 1, 2, . . . , n 2 + 1). 4) Classification.
Pixels in PolSAR image are divided into three types with their power feature and similarity, which are bright points or line targets, dark targets, non-point or non-line targets. Each type of targets is determined according to the following rules:
The operation is carried out in a 7 × 7 sliding window.
The power value of all pixels in the window is represented as p = {p 1 , p 2 , . . . , p 49 }, p 1 < p 2 < · · · < p 49 . The central pixel's value in the window is denotes as p c .
(1) Bright points or line targets. (a) p c ≥ p 40 . (b) In the 3 × 3 small window around the central pixel, the pixels whose similarity coefficients with central pixel are higher than Th(1) and the number of their power whose value are more than p 40 is greater than 3. small window around the center pixel, the pixels whose similarity coefficients with center pixel's coherency matrix are higher than Th(1) and the number of their power whose value are smaller than p 10 is more than 3. (3) Non-point or non-line targets. The pixels which do not satisfy (1) and (2) are considered as nonpoint or non-line targets. 5) Filtering pixels selection.
Consistent with Lee Filter idea that not all pixels are needed to participate in filtering. If pixels are bright points or line targets, they do not need to attend the filter processing and keep invariant. Other pixels are also need to be decided whether they should attend the filtering operation. The filtering pixels selection process is operated in a m × m sliding window. Let r c represents the average similarity coefficient of the central pixel in the window.
(1) For a dark target: (a) If r c ≤ Th 0 , it indicates that the pixel's scattering characteristics is very different from its neighborhood. In order to maintain the scattering characteristics and prevent the abnormal changes of pixel's power value after filtering, only the pixels located in (n 2 + 1) th and n th 2 grade and whose power value are smaller than x m 2 ×0.2 are selected to participate in filtering. Where
(Th(i)−Th(i−1)) (12) and x = {x 1 , x 2 , . . . , x c , . . . , x m×m }, x 1 < x 2 < · · · < x c < · · · < x m×m represent the pixels power values in the m×m window. • represents the integer operation. If r c > Th 0 , go to step (b). (b) Pixels whose power value are less than x m 2 ×0.2 in the i th (i = 1, 2, . . . , n 2 + 1) grade respectively are selected to take part in filtering. If the total number of selected pixels is less than 5 (empirical value), only pixels locating in the (n 2 + 1) th and n th 2 grade, and their power value are smaller than x m 2 ×0.2 are selected to take in the filtering, in order to keep their polarization scattering characteristics after filtering.
(2) For the non-point or non-line target, the filtering pixels selection process is similar to (1), however the requirements for pixels' power are different.
(a) If r c ≤ Th 0 , only pixels in the (n 2 + 1) th and n th 2 grade are selected. If r c > Th 0 , go to step (b). (b) Select the pixels in the i th (i = 2, . . . , n 2 + 1) grade in turn according to the similarity value from high to low. If the number of selected pixels is larger than 3/5 of the total number of pixels in the window, the selection process will be stopped. If the total number of pixels selected in the n 2 grades is less than 3/5 of the whole pixels in the window, the pixels in the first grade will be added in the filter.
6) Weighted filtering.
The coherency matrix of the central pixel is estimated with the principle of MMSE
T is the filtered coherency matrix. T is the original coherency matrix. T is the mean coherency matrix of filtering pixels. b ∈ [0, 1], it is the filtered coefficient and calculated by Equation (14).
where var(I) = var(T) −
. var(•) is the operation of variance. σ 2 v means the variance of speckle noise which could be estimated from the pixel statistics in the uniform region of the image before filtering.
IV. EXPERIMENTAL RESULTS AND EVALUATION
L-band full-polarization data collected by AIRSAR over Half Moon Bay and San Francisco area are used to verify the proposed algorithm respectively. Experimental results are analyzed and compared with Lee Filter [6] . In the experiments, the length of the threshold vector Th is set as 5(n 2 = 5), and the size of filtering window m × m is 9 × 9.
A. EXPERIMENT WITH HALF MOON BAY DATA
The image size of Half Moon Bay is 250 × 450. It's Pauli and optical figures are shown in Fig. 1. Fig. 5(a) The filtered results with two methods are shown in Fig. 5(b) and Fig. 5(c) respectively. We can see that the speckles in the flat area such as sea surface are filtered more effectively by the proposed algorithm than that of Lee Filter. Fig. 6 shows their local amplified image. The reason is that some speckle noises with strong power especially on the flat surface are not selected to be filtered in Lee Filter. While in the proposed method, more pixels can be selected in the filtering of the homogeneous region to ensure the speckle reduction effect.
The proposed method also has stronger ability to maintain the structures of the targets than that of Lee Filter, especially in urban area (region I of HH-channel and region III of VV-channel), as well as airport runway area (region II of HV-channel). In addition, in the region IV of HV-channel, point-like targets (ships) are also more clearly distinguishable after filtering. 
B. EXPERIMENT WITH SAN FRANCISCO DATA
The image size of San Francisco is 350 × 350, as shown in Fig. 7 . Five kinds of different uniformity areas marked by the squares in Fig. 7(a) are chosen, including sea, parks, cities, sea continental margin. The threshold vector Th is: Th = [0.65, 0.73, 0.84, 0.90, 0.95]. The original images and filtered results are shown in Fig. 8 and Fig. 9 . It can be seen from Fig. 8 , both methods can suppress speckles well in general. But by comparison, the filtering effect with the proposed method is better than Lee Filter. For example, in the typical regions VI, VII, VIII, IX, and the golden bridge in Fig. 8 , they all have obvious line structure feature, which are kept better and their texture are much clearer after filtering. The sea surface region X in Fig. 8 also show a better speckle reduction result in Fig. 9 .
C. SPECKLE SUPPRESSION ANALYSIS
In the following part, the speckle suppression effects are further evaluated and analyzed from the aspects of speckle suppression, structure features retention, polarimetric properties preservation and operational performance. 
1) EVALUATIONS ON SPECKLE SUPPRESSION AND STRUCTURE FEATURES RETENTION
In order to illustrate the speckle suppression effect, we select region ∼ from Fig. 10 which correspond to airport area, sea, land and grassland respectively to calculate Equivalent Number of Looks (ENL) of them and the results are shown in Fig. 11 . The larger the value of ENL is, the stronger the speckle suppression ability is. We also select some pixels of target edge to calculate the Edge Preserve Index (EPI), and the results are shown in Fig. 12 . The closer the value of EPI is to 1, the stronger the edge retention ability is. FIGURE 11. ENL Comparison. VOLUME 7, 2019 Both Fig. 11 and Fig. 12 demonstrate the speckle suppression effect and target detail features keeping with the proposed method are all superior. 
2) EVALUATIONS ON POLARIMETRIC PROPERTIES PRESERVATION
In order to compare and illustrate the ability of polarimetric properties preservation, region A∼ E in Fig. 10(a) , aircrafts and ships, and region F∼ M in Fig. 10(b) are selected to calculate parameters m and std. m is the average distances of the received power between the original and the filtered targets. std is the difference between m and the deviation of the original and filtered received power. The smaller the values of the two parameters are, the better the property of polarization information maintaining is [10] . Fig. 13 and Fig. 14 show the results respectively. It can be seen that the results of the proposed algorithm show better performance than Lee Filter. Among them, in the rich textures regions like A (edge of the land and sea) and B (urban), G (land, road), H(land, grassland), I (grassland, urban) and L ( urban), m and std are smaller more than 30% compared with Lee Filter. For the regions where the two aircrafts and ships are located, the two parameters' reduction range are between 65% and 90%, which fully maintain the polarimetric properties of point targets.
3) EVALUATIONS ON OPERATION PERFORMANCE
The experiments are operated under the following environment: the processor is Inter(R) Core(TM) i5-8400 CPU From the data in Tab. 2 and Tab. 3, it can be seen that the proposed method saves the running time compared with Lee Filter to some extent. It occurs before weighted filtering process which mainly because we used a simplified classification method.
V. CONCLUSION
In this paper, PolSAR image speckle reduction is performed based on the classification of similarity coefficients feature and good results are achieved. The main advantages of the proposed method are: 1) widely application scope. The similarity coefficient R we defined can be used for any two de-oriented coherency matrics and its good properties make it adaptable very well. 2) simple and effective pixel classification operation.
Threshold segmentation is used to implement the classification, which is simpler than that of Wishart classifier. And similarity coefficient is used as the classifier feature which give a better classification accuracy. 3) more effective filtering pixels selection rules. Especially in the flat area, there are more pixels selected to attend weighted filtering to achieve a better speckle reduction. In practical application, the length of threshold vector Th can be increased or decreased according to the complexity of PolSAR images to achieve better filtering effect.
APPENDIX

A. PROOF OF PROPERTY 1
The definitions of similarity coefficient R of two disoriented coherency matrices T 1 and T 2 are rewritten as follows
where • 2 is the 2-norm of the vector, the superscript T is the transpose operation of a matrix or vector, K i is the vectorized form of coherency matrix T i , i = 1, 2.
By expanding Equation (15), the result of similarity coefficient calculated by vectorization of coherency matrix can be equivalent to
Let S = T 1 (T 2 ) T , and expand it out as:
Obviously, the diagonal elements of the matrix S satisfy:
Then Equation (17) can be summarized as:
where • F is the F-norm of the vector, the superscript T is the transpose operation of the matrix. When the coherency matrix is left and right multiplied by an unitary matrix Q H and Q whose elements are real numbers respectively (Q −1 = Q H and Q ij ∈ R), namely, the coherency matrix is transformed into its similarity matrix.
Matrix A = T 1 (T) T is similar to B = Q H T 1 (T) T 2 Q, the traces of similarity matrices are the same. According to the properties of matrix F-norm, when a matrix is left or right multiplied by an unitary matrix, its • F remains unchanged [17] . Therefore, the right end of Equations (20) 
The similarity coefficient does not vary if the two coherency matrices are rotated a same angle.
B. PROOF OF PROPERTY 4
Suppose three vectorized vectors K 1 , K 2 and K 3 of the deoriented coherency matrices T 1 , T 1 and T 1 can form a set of orthogonal basis for unitary space, then
If the vectorized vector K of any coherency matrix T could be represented linearly by K 1 , K 2 and K 3 :
Then, a, b and c are the projection lengths on the axes of K 1 , K 2 and K 3 respectively, and the length of vector K can be expressed as:
The angles θ 1 , θ 2 and θ 3 between K and vectors K 1 , K 2 and K 3 are respectively described as:
Therefore cos 2 θ 1 + cos 2 θ 2 + cos 2 θ 3 = a 2 K 2
Combining with the definition of similarity coefficient of coherency matrix in Equation (15), we can get:
