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RESOLVENT CONDITIONS AND GROWTH OF POWERS OF
OPERATORS
GUY COHEN, CHRISTOPHE CUNY, TANJA EISNER, AND MICHAEL LIN
Abstract. Following Bermu´dez et al. [5], we study the rate of growth of the norms
of the powers of a linear operator, under various resolvent conditions or Cesa`ro bound-
edness assumptions. We show that T is power-bounded if (and only if) both T and T ∗
are absolutely Cesa`ro bounded. In Hilbert spaces, we prove that if T satisfies the Kreiss
condition, ‖T n‖ = O(n/√logn); if T is absolutely Cesa`ro bounded, ‖T n‖ = O(n1/2−ε)
for some ε > 0 (which depends on T ); if T is strongly Kreiss bounded, then ‖T n‖ =
O((log n)κ) for some κ > 0. We show that a Kreiss bounded operator on a reflexive
space is Abel ergodic, and its Cesa`ro means of order α converge strongly when α > 1.
1. Introduction
1.1. Background. The mean ergodic theorem, proved by Yosida and by Kakutani,
asserts the convergence in norm of the averages 1
n
∑n
k=1 T
kx of a weakly almost peri-
odic operator T on a Banach space X . When T is power-bounded, the convergence
1
n
∑n
k=1 T
kx→ y is equivalent to the Abel convergence limr→1−(1− r)
∑∞
n=0 r
nT nx = y.
An example of Hille [19] (in L1) shows that power-boundedness is not necessary for
mean ergodicity. Mean ergodicity easily implies that ‖T n‖ = O(n). Derriennic [9] gave
an example of T mean ergodic in a Hilbert space with T ∗ not mean ergodic (so T is not
power-bounded, and lim sup n−1‖T n‖ > 0); see also [49, Example 3.1]. A mean ergodic
T in L1 with lim supn−1‖T n‖ > 0 was constructed by Kosek [22].
The purpose of this paper is to study the connections between different resolvent
conditions and Cesa`ro boundedness conditions, and the growth properties of ‖T n‖. Our
work continues and complements that of Bermu´dez et al. [5]. For an overview of the
results see Subsection 1.4 below.
1.2. The Kreiss resolvent condition. Kreiss [23] presented the following resolvent
condition (Kreiss resolvent condition)
(1) ‖R(λ, T )‖ ≤ C|λ| − 1 |λ| > 1 .
We shall denote by Kk = Kk(T ) the smallest constant C > 0 for which (1) holds.
Kreiss proved that in finite-dimensional spaces (1) implies power-boundedness. Lubich
and Nevanlinna [27] proved that (1) implies ‖T n‖ = O(n); this is the best estimate
[39], [36, Theorem 6]. Earlier, Kreiss gave a resolvent condition for the generator of a
C0-semigroup, inspired by the Hille-Yosida theorem, which in finite-dimensional spaces
yields boundedness of the semigroup; however, in contrast to [27], Eisner and Zwart [12]
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constructed a C0-semigroup with exponential growth whose generator satisfies Kreiss’s
condition.
McCarthy [30] gave an example of T invertible on ℓ2(Z) which satisfies the stronger
condition (strong Kreiss resolvent condition, sometimes called iterated Kreiss condition):
(2) ‖Rk(λ, T )‖ ≤ C
(|λ| − 1)k |λ| > 1, k = 1, 2, . . .
but is not power-bounded; in the example also T−1 satisfies (2). Condition (2) implies
that ‖T n‖ = O(√n) [30], [27]. This estimate is the best possible in general Banach spaces
[27, p. 298]. Lyubich [29] obtained a family of examples in Lp[0, 1] satisfying (1) but not
(2). Nevanlinna [36, Theorem 2] (see also [35, Proposition 1.1]) proved that T satisfies
(2) if and only if for some M we have
(3) ‖ezT‖ ≤Me|z| ∀z ∈ C.
We shall denote by Ksk the smallest constant C > 0 such that (2) holds.
A. Montes-Rodr´ıguez et al. [33] defined the uniform Kreiss resolvent condition by
(4) sup
n≥1
‖
n∑
k=0
T k
λk+1
‖ ≤ C|λ| − 1 |λ| > 1.
They showed that (4) does not imply (2), and proved that (4) holds if and only if there
exists C > 0 such that
(5) sup
n
‖ 1
n
n∑
k=1
(λT )k‖ ≤ C ∀|λ| = 1.
The proof that (4) implies (1) is immediate. Gomilko and Zema´nek [18] proved that
(2) implies (4), hence (5); thus in reflexive spaces (2) implies mean ergodicity, since
‖T n‖ = O(√n). If T is power-bounded, then (2) holds (in an equivalent norm T is a
contraction and C = 1 in (1)). By Strikwerda and Wade [43, p. 352], (1) does not
imply (5). Bermu´dez et al. [5] proved that if T on a Hilbert space satisfies (4), then
‖T n‖ = o(n), and then T is mean ergodic. In Section 5 we prove that a positive Cesa`ro
bounded operator on a complex Banach lattice is uniformly Kreiss bounded.
Van Casteren [50] proved that if T is power-bounded invertible on H with σ(T ) ⊂ T,
and T−1 satisfies (1) (which is equivalent to condition (ii) in van Casteren’s theorem),
then also T−1 is power-bounded (see also [34]). This extended results of [10], [17], [41].
Following [5], we may refer to T which satisfies the (strong, uniform) Kreiss resolvent
condition as (strongly, uniformly) Kreiss bounded (abbreviated as SKB or UKB respec-
tively).
1.3. Cesa`ro boundedness conditions. The mean ergodic theorem implies that T is
Cesa`ro bounded, i.e. supn ‖ 1n
∑n
k=1 T
k‖ < ∞. However, for mean ergodicity we require
also that T n/n converge strongly to zero. By an old (two-dimensional) example of Assani
[4] (first presented in [14]), there is T0 Cesa`ro bounded for which T
n
0 /n does not converge
to zero even weakly. Using this example, we construct T on ℓ2(N) which is the identity
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on the space generated by {e3, . . . , ek, . . . } and T0 on the span of e1, e2. Then T is
Cesa`ro bounded not power-bounded. Since T0 is not power-bounded, by the Kreiss
matrix theorem it does not satisfy the Kreiss resolvent condition, hence neither does T .
Hou and Luo [28] introduced the notion of absolute Cesa`ro boundedness (ACB): there
exists C > 0 such that
(6) sup
n
1
n
n−1∑
k=0
‖T kx‖ ≤ C‖x‖ ∀ x ∈ X.
We shall denote by Kac the smallest constant for which (6) holds. Bermu´dez et al.
[5] proved that (6) implies ‖T n‖/n → 0; hence in reflexive spaces ACB implies mean
ergodicity. Absolute Cesa`ro boundedness implies uniform Kreiss boundedness, by the
characterization (5). Bermu´dez et al. [5] constructed a Hilbert space (mean ergodic)
operator satisfying (4) which is not absolutely Cesa`ro bounded.
Van Casteren [51],[52] introduced the following condition: T is called Cesa`ro square
bounded if there exists C > 0 such that
(7) sup
n
1
n
n−1∑
k=0
‖T kx‖2 ≤ C‖x‖2 ∀ x ∈ X.
Van Casteren [51] proved that if both T and T ∗ are Cesa`ro square bounded in H , then
T is power-bounded, and gave an example in ℓ2(Z) of T not power-bounded satisfying (7).
Zwart [53] gave a simpler proof of power-boundedness, in any Banach space, when T and
T ∗ both satisfy (7). In (a) ⇔ (d) of [7, Theorem 2.3], Chen and Shaw extended Zwart’s
result; however, since for positive sequences Cesa`ro boundedness and Abel boundedness
are equivalent (e.g. [15, 1.5-1.7]), the use of “Abel square boundedness” in [7] is not more
general.
Since (7) implies ‖T n‖ = O(√n), Theorem 2.1 of [5], with 1
2
< α < 1
p
, gives examples
(in ℓp, 1 < p < 2) of absolutely Cesa`ro bounded operators which are not Cesa`ro square
bounded.
1.4. Overview. We briefly describe the main results in the paper. We are of course
interested in operators which are not power-bounded; either the Kreiss condition or
Cesa`ro boundedness imply that (in the complex case) the spectral radius is at most 1.
In Section 2 we prove that if both T and T ∗ are absolutely Cesa`ro bounded, then T is
power-bounded, and derive some similar results for T invertible. In Section 3 we define
p-absolute Cesa`ro boundedness, which extends absolute Cesa`ro boundedness (p = 1) and
Cesa`ro square boundedness (p = 2). We prove in this case that ‖T n‖ = O(n1/p−ε) for
some ε (which depends on T ), and provide an example. In Section 4 we obtain growth
rates of ‖T n‖ in Hilbert space: if T satisfies the Kreiss condition, ‖T n‖ = O(n/√log n);
if T is absolutely Cesa`ro bounded, ‖T n‖ = O(n1/2−ε) for some ε > 0 (which depends
on T ); if T is strongly Kreiss bounded, then ‖T n‖ = O((logn)κ) for some κ > 0. We
show that strong Kreiss boundedness and absolute Cesa`ro boundedness are independent
(none implies the other). In Section 5 we study the ergodic properties of Kreiss bounded
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operators. We show that in reflexive spaces Kreiss boundedness implies Abel ergodicity
and strong convergence of Cesa`ro means of order α when α > 1. For positive operators
on reflexive complex Banach lattices, Kreiss boundedness implies mean ergodicity. In
Section 6 we list some problems which arise from our work.
2. Cesa`ro boundedness conditions and power-boundedness
In this section we study conditions for power-boundedness. If T is absolutely Cesa`ro
bounded with Kac = 1, then n = 2 in (6) yields that T is a contraction.
Obviously, if T is Cesa`ro bounded on X , so is T ∗ on X∗. Since there are absolutely
Cesa`ro bounded operators which are not power-bounded [5, Theorem 2.1], the next propo-
sition shows that their duals are not absolutely Cesa`ro bounded.
Proposition 2.1. Let T be a linear operator on a (real or complex) Banach space X. If
both T and T ∗ are absolutely Cesa`ro bounded, then T is power-bounded.
Proof. We modify Zwart’s idea [53]. Fix x ∈ X and x∗ ∈ X∗. For N ≥ 1 we have
(N + 1)|〈x∗, TNx〉|1/2 =
N∑
k=0
|〈T ∗kx∗, TN−kx〉|1/2 ≤
N∑
k=0
‖T ∗kx∗‖1/2‖TN−kx‖1/2 ≤
( N∑
k=0
‖T ∗kx∗‖
)1/2( N∑
k=0
‖T kx‖
)1/2
.
Hence, with Kac(T ) and Kac(T
∗) denoting the corresponding constants of (6), we obtain
|〈x∗, TNx〉| ≤
( 1
N + 1
N∑
k=0
‖T ∗kx∗‖
)( 1
N + 1
N∑
k=0
‖T kx‖
)
≤ Kac(T ∗)‖x∗‖ ·Kac(T )‖x‖.
Since this is for every x∗ ∈ X∗ and x ∈ X , we conclude thata ‖TN‖ ≤ Kac(T )Kac(T ∗). 
Remark. A. Bonilla informed us that Proposition 2.1 was proved independently in
Theorem 2.2 of the final version of [5].
The following theorem answers Question 2.2 of [5] (and improves Corollary 2.4 there).
Theorem 2.2. There exists an invertible operator T on ℓ2(Z) satisfying the strong Kreiss
resolvent condition which is not absolutely Cesa`ro bounded.
Proof. Assume that every invertible T on H = ℓ2(Z) satisfying (2) is absolutely Cesa`ro
bounded. Since R(λ, T ∗) = R(λ, T )∗ for λ /∈ σ(T ), T ∗ satisfies (2) whenever T does.
Thus if T is invertible and satisfies (2), so does T ∗, and our assumption yields that T and
T ∗ are both absolutely Cesa`ro bounded. Hence such T is power-bounded by Proposition
2.1. But McCarthy’s example [30] is an invertible operator T on H which satisfies the
strong Kreiss resolvent condition and is not power-bounded – a contradiction to our
assumption. 
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Remark. The construction of Proposition 4.9 yields examples of T on Lp which are
strongly Kreiss and absolutely Cesa`ro bounded (see Proposition 4.10), but not power-
bounded. Hence T ∗ is strongly Kreiss, but by Proposition 2.1 it is not absolutely Cesa`ro
bounded.
The idea of the proof of Proposition 2.1 yields the following result.
Theorem 2.3. Let T be an invertible operator on a (real or complex) Banach space X.
Then the following are equivalent:
(i) Both T and T−1 are power-bounded (T is then called doubly power-bounded).
(ii) Both T and (T−1)∗ are absolutely Cesa`ro bounded.
(iii) Both T ∗ and T−1 are absolutely Cesa`ro bounded.
Proof. Obviously (i) implies both (ii) and (iii).
Assume (ii). Put S = T−1. Fix x ∈ X and x∗ ∈ X∗. For N ≥ 1 we have
(N + 1)|〈x∗, TNx〉|1/2 =
N∑
k=0
|〈S∗kx∗, TN+kx〉|1/2 ≤
N∑
k=0
‖S∗kx∗‖1/2‖TN+kx‖1/2 ≤
( N∑
k=0
‖S∗kx∗‖
)1/2( N∑
k=0
‖TN+kx‖
)1/2
≤
( N∑
k=0
‖S∗kx∗‖
)1/2( 2N∑
j=0
‖T jx‖
)1/2
.
Hence, with Kac(T ) and Kac(S
∗) denoting the corresponding constants of (6), we obtain
|〈x∗, TNx〉| ≤
( 1
N + 1
N∑
k=0
‖S∗kx∗‖
)( 1
N + 1
2N∑
j=0
‖T kx‖
)
≤ 2Kac(S∗)‖x∗‖ ·Kac(T )‖x‖.
Since this is for every x∗ ∈ X∗ and x ∈ X , we conclude that ‖TN‖ ≤ 2CTCS∗ .
To show that T−1 is power-bounded, we write
(N + 1)|〈S∗Nx∗, x〉|1/2 =
N∑
k=0
|〈S∗(N+k)x∗, T kx〉|1/2 ≤
N∑
k=0
‖S∗(N+k)x∗‖1/2‖T kx‖1/2
and obtain similarly that |〈S∗Nx∗, x〉| ≤ 2Kac(S∗)‖x∗‖ ·Kac(T )‖x‖ for every x∗ ∈ X∗ and
x ∈ X , which yields ‖T−N‖ ≤ 2Kac(S∗)Kac(T ) .
The proof that (iii) implies (i) is similar, so we omit it. 
Proposition 2.4. Let T be absolutely Cesa`ro bounded, and assume that for some c > 0
(8) lim sup
n→∞
1
n
n∑
k=1
‖T kx‖ ≥ c‖x‖ ∀x ∈ X.
Then T is power-bounded (by Kac/c).
Proof. Let N ∈ N. By (8) and (6) with C = Kac, we have
c‖TNx‖ ≤ lim sup
n→∞
1
n
n∑
k=1
‖T k+Nx‖ ≤ lim
n→+∞
N + n
n
sup
m≥1
1
m+N
m+N∑
k=1
‖T kx‖ ≤ Kac‖x‖ .

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Remark. The assumptions of Proposition 2.4 do not imply invertibility – all isometries
satisfy them.
Theorem 2.5. The following are equivalent for an invertible T on a Banach space X:
(i) Both T and T−1 are power-bounded.
(ii) T−1 is power-bounded and T is absolutely Cesa`ro bounded.
(iii) T is absolutely Cesa`ro bounded and satisfies (8).
Proof. Clearly (i) iimplies (ii).
Assume (ii). Let M := supk ‖T−k‖. Then ‖x‖ = ‖T−kT kx‖ ≤M‖T kx‖, and averaging
yields (8).
Assume (iii). Then by Proposition 2.4, T is power-bounded. Fix x ∈ X and n ∈ N.
Then for N > n we have
1
N
N∑
k=1
‖T kT−nx‖ = 1
N
n∑
k=1
‖T kT−nx‖ + N − n
N
· 1
N − n
N∑
k=n+1
‖T kT−nx‖ =
1
N
n∑
k=1
‖T kT−nx‖+ N − n
N
· 1
N − n
N−n∑
j=1
‖T jx‖ ≤ 1
N
n∑
k=1
‖T kT−nx‖+ N − n
N
Kac‖x‖ .
By (8), c‖T−nx‖ ≤ lim supN 1N
∑N
k=1 ‖T kT−nx‖ ≤ Kac‖x‖. Hence T−1 is power-bounded.

Remark. When X is a Hilbert space, the conditions in Theorem 2.3 or in Theorem 2.5
are equivalent to similarity of T to a unitary operator, by [47]. In Lp, 2 6= p ∈ (1,∞), an
invertible doubly power-bounded operator need not be similar to an invertible isometry
[16], [8].
3. p-absolute Cesa`ro boundedness and growth of powers
In this section we complement Theorem 2.2, by exhibiting a Cesa`ro square bounded
operator on ℓ2(N) which is not strongly Kreiss bounded. This extends [5, Corollary 2.2],
where the examples are on ℓp(N), 1 < p < 2, and answers Question 2.1 there.
The following definition includes absolute Cesa`ro boundedness (p = 1) and Cesa`ro
square boundedness (p = 2). It turns out to be a special case of [2, Definition 6.6] (with
α = 1).
Definition. Let 1 ≤ p < ∞. An operator T on a Banach space is called p-absolutely
Cesa`ro bounded if there exists C > 0 such that
(9) sup
n≥1
1
n
n−1∑
k=0
‖T kx‖p ≤ Cp‖x‖p ∀ x ∈ X.
We shall denote by Kp-ac the smallest constant for which (9) holds.
Clearly, any p-absolutely Cesa`ro bounded operator is r-absolutely Cesa`ro bounded for
every 1 ≤ r ≤ p, with Kr−ac ≤ Kp-ac.
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The absolutely Cesa`ro bounded operator on ℓp(N) constructed in [5, Theorem 2.1] is
shown in the proof to be p-absolutely Cesa`ro bounded.
It is easy to see that p-absolute Cesa`ro boundedness implies ‖T n‖ = O(n1/p). The
next proposition improves this trivial upper bound, and yields ‖T n‖ = o(n1/p) with a
”polynomial” rate.
Proposition 3.1. Let T be p-absolutely Cesa`ro bounded. Then
‖T n‖ ≤ C‖T‖n(1/p−ε) ,
where C = Kp-ac2
1/pKpp-ac and ε = 1/pKpp-ac.
Proof. We denote Kp-ac by K. By assumption, for every n ∈ N and every x ∈ X we have∑n−1
k=0 ‖T kx‖p ≤ Kpn‖x‖p. Since ‖T nx‖ ≤ ‖T n−k‖‖T kx‖ for every 0 ≤ k ≤ n, we obtain
Kpn‖x‖p ≥ ‖T nx‖p
n−1∑
k=0
1
‖T n−k‖p = ‖T
nx‖p
n∑
k=1
1
‖T k‖p .
Hence
‖T n‖p
n∑
k=1
1
‖T k‖p ≤ K
pn .
Then the result follows from the following numerical lemma, applied to un = ‖T n‖p. 
Lemma 3.2. Let (un)n∈N be a sequence with values in (0,+∞), such that there exists
C ≥ 1, such that for every n ∈ N,
un ≤ Cn∑n
k=1
1
uk
.
Then, for every n ∈ N,
un ≤ C21/Cu1n1−1/C .
Proof. Set SN :=
∑N
k=1
1
uk
. Our assumption implies that for every integer N ≥ 2,
SN − SN−1
SN
≥ 1
CN
.
We then have ∫ SN
SN−1
dx
x
≥ SN − SN−1
SN
≥ 1
CN
≥ 1
C
∫ N+1
N
dx
x
.
Summing those inequalities for N ∈ [2, n], we obtain that
lnSn − lnS1 ≥ ln(n + 1)− ln 2
C
.
Hence, Sn ≥ S1(n+1)
1/C
21/C
≥ S1n1/C
21/C
, which yields un ≤ CnSn ≤ C 2
1/C
S1
n1−1/C . 
Remarks. 1. When p = 1, the proposition improves Corollary 2.6 of [5], where it is
proved only that ‖T n‖ = o(n).
2. The power of n in Proposition 3.1 is best possible. Indeed, in [5], it is proved that for
every p ≥ 1 and every 0 < ε < 1/p, there exists a p-absolutely Cesa`ro bounded operator
T on ℓp(N), such that ‖T n‖ = (n+ 1)1/p−ε.
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3. Every positive Cesa`ro bounded operator T on L1 is absolutely Cesa`ro bounded.
Hence, we recover Theorem 2 of Kornfeld and Kosek [21]. Actually, it happens that an
application of their Corollary 2, with αn := ‖T nx‖p, yields a different proof of Proposition
3.1.
4. Abadias and Bonilla [1] extended the definition of absolute Cesa`ro boundedness in a
different direction. T is defined to be absolutely Cesa`ro-α bounded if supnM
(α)
n ({‖T n‖}) <
∞, where M (α)n is the Cesa`ro mean of order α [54, Chapter III]. It is proved in [1] that
if T is absolutely Cesa`ro-α bounded for 0 < α ≤ 1, then ‖T n‖ = o(nα); for α = 1 our
Proposition 3.1 (with p = 1) gives a more precise estimate.
Actually, our method of proof of Proposition 3.1 allows us to prove that absolute
Cesa`ro-α bounded operators, 0 < α < 1, satisfy an estimate ‖T n‖ = O(nα−ε) for some
ε > 0.
Theorem 3.3. Let δ ∈ (0, 1) and define the measure ν :=∑j∈N δjjδ on N. Let T be the left
(backward) shift on Lp(N, ν), with 1 ≤ p < ∞. Then, for any fixed p, T is p-absolutely
Cesa`ro bounded, ‖T n‖p = (n + 1)δ/p, T is mean ergodic, and T is not strongly Kreiss
bounded.
Proof. Fix p, and define Vp : L
p(N, ν)→ ℓp(N), by Vp(xj)j∈N = ( xjjδ/p )j∈N. Note that Vp is
an invertible isometry. The operator S := VpTV
−1
p is nothing but the operator considered
in Theorem 2.1 of [5], with α = δ/p (and ε = 1− δ). Hence, T = V −1p SVp is p-absolutely
Cesa`ro bounded, and ‖T n‖p = (n+ 1)δ/p (we denote by ‖ · ‖p the norm in Lp(N, ν)).
Let {ej}j∈N be the standard basis. Then T kej = 0 for k ≥ j, so ‖ 1n
∑n
k=1 T
kej‖p → 0.
Since T is Cesa`ro bounded, we obtain that ‖ 1
n
∑n
k=1 T
kx‖p → 0 for every x ∈ Lp(N, ν),
so T is mean ergodic.
It remains to prove that T on Lp(N, ν) is not strongly Kreiss bounded. By contradic-
tion, assume that (3) holds: there exists R > 0 such that for every z ∈ C , ‖ezT‖p ≤ Re|z|.
Fix N ∈ N. Define x = x(N) = (xn)n∈N as follows: xn = 1 if N +1 ≤ n ≤ N +2
√
N , and
xn = 0 otherwise. Then ‖x‖pp ≤ 2
√
N
Nδ
.
Let z > 0. We have
‖ezTx‖pp =
∑
k∈N
(∑
n≥0
zn
n!
xn+k
)p 1
kδ
≥
∑
1≤k≤√N
( ∑
N≤n≤N+√N
zn
n!
)p 1
kδ
.
Taking z = N and using Lemma 3.4 below (with d = 1), we infer that
ReN
(2√N
N δ
)1/p ≥ ‖eNTx‖p ≥ C√N e
N
√
N
( ∑
1≤k≤√N
1
kδ
)1/p
≥ C˜eNN (1−δ)/2p .
Hence, N δ/2p ≤ R21/p/C˜ which yields a contradiction when N → +∞. 
Lemma 3.4. There exists C > 0 such that for every d > 0, for every N ∈ N and every
integer 1−N ≤ K ∈ [−d√N, d√N ], NN+K
(N+K)!
≥ C e−d2√
d+1
eN√
N
.
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Proof. By Stirling’s formula there exists R > 0, such that M ! ≤ R(M
e
)M√
2Mπ for every
M ∈ N. Hence, for every N ∈ N and every integer −d√N ≤ K ≤ d√N ,
(N +K)! ≤ R(N
e
)N+K
(1 +
K
N
)N+K
√
2(N +K)π ≤
R
√
2(d+ 1)Nπ
(N
e
)N+K
eK+
K2
N ≤ R˜
√
d+ 1 ed
2
NN+Ke−N
√
N ,
and the result follows. 
Remarks. 1. When p = 2, the isometry V2 in the proof of Theorem 3.3 yields that
the operator on ℓ2(N) constructed in [5, Theorem 2.1] is 2-absolutely Cesa`ro bounded
and not strongly Kreiss bounded.
2. For p = 1, the operator T of Theorem 3.3 provides another example of T positive and
mean ergodic on L1 with ‖T n‖ = O(nδ), δ arbitrarily close to 1; the first such example
was obtained in [21].
3. For p = 2, Theorem 3.3 yields that the operator T on ℓ2(N) of [5, Theorem 2.1]
is absolutely Cesa`ro bounded, hence uniformly Kreiss bounded, but not strongly Kreiss
bounded; in [5, Corollary 2.2] the examples are only for p < 2. The examples of T
uniformly Kreiss bounded and not strongly Kreiss bounded given in [33, Theorem 5.1]
are only in Lp, p 6= 2,
We now characterize absolute Cesa`ro boundedness by a resolvent type condition. Recall
that when r(T ) ≤ 1, for |λ| > 1 we have R(λ, T ) = ∑∞n=0 λ−n−1T n with operator norm
convergence (e.g. [26, Lemma 3.2]).
Definition. We say that an operator T on a complex Banach space X is absolutely
Kreiss bounded if there exists C > 0 such that
(10)
∑
n≥0
‖T nx‖
λn+1
≤ C‖x‖
λ− 1 ∀x ∈ X, ∀λ > 1 .
Clearly, absolute Kreiss boundedness implies uniform Kreiss boundedness.
Proposition 3.5. An operator T on a complex Banach space is absolutely Cesa`ro bounded
if and only if it is absolutely Kreiss bounded.
Proof. By putting α = 1/λ, (10) becomes supα∈(0,1)(1−α)
∑∞
n=0 α
n‖T nx‖ ≤ C‖x‖. Since
for positive sequences Cesa`ro boundedness and Abel boundedness are equivalent (e.g. [15,
1.5-1.7]), we obtain the claimed equivalence. 
Remark. The proposition yields that absolute Kreiss boundedness implies uniform
Kreiss boundedness.
Definition. An operator T on a (real or complex) Banach space is strongly Cesa`ro
bounded (SCB) if there exists C > 0 such that
(11) sup
n∈N
1
n
n−1∑
k=0
|〈x∗, T nx〉| ≤ C‖x‖ · ‖x∗‖ for every x ∈ X, x∗ ∈ X∗.
We denote by Kscb the smallest C for which (11) holds.
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Obviously strong Cesa`ro boundedness implies Cesa`ro boundedness, and absolute Cesa`ro
boundedness implies SCB. If T is ACB on a reflexive space and not power-bounded, then
by Proposition 2.1 T ∗ is not ACB, but it is SCB since T is.
Proposition 3.6. T (on a real or complex Banach space X) is strongly Cesa`ro bounded
if and only if there exists C > 0, such that for every sequence of scalars (γk)k∈N0 with
|γk| = 1 we have
(12) sup
n∈N
‖ 1
n
n−1∑
k=0
γkT
k‖ ≤ C.
Proof. If T is strongly Cesa`ro bounded, then for (γk)k with |γk| = 1 and n ∈ N we have
‖ 1
n
n−1∑
k=0
γkT
k‖ = sup
‖x‖=1=‖x∗‖
∣∣∣ 1
n
n−1∑
k=0
γk〈x∗, T kx〉
∣∣∣ ≤ Kscb.
Assume now that (12) holds. Fix x ∈ X and x∗ ∈ X∗. Define γk = 〈x∗, T kx〉/|〈x∗, T kx〉|
(with the convention γk = 1 if the terms are zero). Then
1
n
n−1∑
k=0
|〈x∗, T nx〉| = 1
n
n−1∑
k=0
γk〈x∗, T nx〉 ≤ C‖x‖ · ‖x∗‖.

Remark. In the complex case, it is enough that (12) hold for γk ∈ {−1, 1}. The proof
is similar, taking once γk = sign Re〈x∗, T kx〉, and then γk = sign Im〈x∗, T kx〉.
Corollary 3.7. T is strongly Cesa`ro bounded if and only if T ∗ is.
Proof. Use the characterization (12). 
Corollary 3.8. If T on a complex Banach space is strongly Cesa`ro bounded, then it is
uniformly Kreiss bounded.
Proof. For γ ∈ T, put γk = γk in (12), and obtain that (5) holds. 
4. Growth of powers of operators on Hilbert spaces
In this section we show that when the operators act on a Hilbert space, we can improve
the estimates on the size of the norms of the powers. We obtain estimates for Kreiss
bounded, absolute Cesa`ro bounded and strongly Kreiss bounded operators.
Theorem 4.1. Let T be a Kreiss bounded operator on a complex Hilbert space H. Then
‖T n‖ = O(n/√logn).
Proof. By assumption, for every z > 1, every γ ∈ T and x ∈ H , we have
∥∥∥∑
n≥0
T nx
(zγ)n+1
∥∥∥2 = ‖R(zγ, T )x‖2 ≤ K2‖x‖2
(z − 1)2 .
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Fix N ∈ N and take z = 1 + 1/N . Integrating the above inequality over {|γ| = 1}, we
obtain
K2N2‖x‖2 ≥
∑
n≥0
‖T nx‖2
(1 + 1
N
)2(n+1)
≥ (1 + 1
N
)−2N
N−1∑
n=0
‖T nx‖2 ≥ C˜
N−1∑
n=0
‖T nx‖2 .
Hence, there exists C > 0 such that
(13)
N−1∑
n=0
‖T nx‖2 ≤ CN2‖x‖2 ∀N ∈ N .
Now, T ∗ is also Kreiss bounded (with the same constant), hence also T ∗ satisfies (13).
Let 0 ≤ P < Q ≤ N be integers. We have, for every x, y ∈ H ,
(Q− P )2|〈TNx, y〉|2 =
( Q−1∑
k=P
|〈TN−kx, T ∗ky〉|
)2
≤
( Q−1∑
k=P
‖TN−kx‖2
)(Q−1∑
k=0
‖T ∗ky‖2
)
≤ CQ2‖y‖2
Q−1∑
k=P
‖TN−kx‖2 .
Taking the supremum over {‖y‖ = 1} we infer that
(14)
(Q− P )2
Q2
‖TNx‖2 ≤ C
Q−1∑
k=P
‖TN−kx‖2 .
This inequality is just Claim 4 of [5].
Let N ∈ N and define L := log(N/2)/ log 2. It follows from (14) that for every
0 ≤ ℓ ≤ L− 1,
N−2ℓ∑
k=N+1−2ℓ+1
‖T kx‖2 ≥ ‖TNx‖2/4C .
Hence, using (13),
‖x‖2C2N2 ≥
L−1∑
ℓ=0
N−2ℓ∑
k=N+1−2ℓ+1
‖T kx‖2 ≥ L‖TNx‖2/4C ,
and the result follows. 
Corollary 4.2. Let T be a Cesa`ro bounded positive operator on a complex Hilbert lattice
(which is necessarily isometrically lattice isomorphic to an L2 space [31, p. 128]). Then
T is Kreiss bounded, ‖T n‖ = O(n/√log n), and T is mean ergodic.
Proof. T is Kreiss bounded by Proposition 5.13. 
Remarks. 1. Theorem 4.1 improves [5, Theorem 2.3], where it is proved that
n−1‖T n‖ → 0 when T is uniformly Kreiss bounded. However, the arguments are similar,
with some modifications.
2. Theorem 4.1 was proved independently by Bonilla and Mu¨ller [6].
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3. Nevanlinna [37, Theorem 0.3 and Corollary 8.2] gave conditions on a Kreiss bounded
operator in H (that are always satisfied in the finite-dimensional case), which imply
power-boundedness.
4. Taking H := ⊕N≥1CN and using the construction of [40] on each summand, we can
get for any ε > 0 a Kreiss bounded operator T on a Hilbert space with ‖T n‖ ≥ Cn1−ε
for every n ≥ 1. This operator is not positive on H (identified with ℓ2(N)).
5. The Example of [21] yields T on L1 which is absolutely Cesa`ro bounded, hence
uniformly Kreiss bounded, with ‖T n‖ ≍ n1−ε, ε > 0 small.
6. Bonilla and Mu¨ller [6] constructed a uniformly Kreiss bounded T on a Hilbert space
with ‖T n‖ ≍ n1−ε, ε > 0 small. Their T is actually a weighted shift on ℓ2(N) with
non-negative weights, so by Proposition 5.13 T is even strongly Cesa`ro bounded. In fact,
by [38, Corollary 1], every weighted shift on ℓ2(N) which is uniformly Kreiss bounded is
strongly Cesa`ro bounded. By [5, Theorem 2.5] (or Theorem 4.4 below), examples on H
with ‖T n‖ ≥ c√n are not absolutely Cesa`ro bounded.
7. The examples show that the estimate for ‖T n‖ in Theorem 4.1 is nearly optimal.
Proposition 4.3. Let T be strongly Cesa`ro bounded on a (real or complex) Hilbert space
H. Then ‖T n‖ = O(n/√log n).
Proof. We first observe that when H is a complex Hilbert space, T is uniformly Kreiss
bounded by Corollary 3.8, so the result follows from Theorem 4.1.
We now prove the real case. Let HC = H ⊕ iH be the complexification of H , with
the norm ‖x+ iy‖2 = ‖x‖2 + ‖y‖2, which makes HC a complex Hilbert space [32]. For a
bounded linear operator S on H we define SC(x + iy) := Sx+ iSy. Then SC extends S
to HC, ‖SC‖ = ‖S‖, and (Sn)C = (SC)n.
Let (γk)k∈N be a real sequence with γk ∈ {−1, 1}. Then
‖ 1
n
n−1∑
k=0
γk(TC)
k‖ = ‖ 1
n
n−1∑
k=0
γkT
k‖,
so by Proposition 3.6 and the remark following it, also TC is strongly Cesa`ro bounded.
By the result for complex Hilbert spaces, ‖T n‖ = ‖(TC)n‖ = O(n/
√
logn). 
Theorem 4.4. Let T be an absolutely Cesa`ro bounded operator on a Hilbert space H.
Then T is Cesa`ro square bounded, with Kcs ≤ 8Kac. Consequently, there exists ε ∈
(0, 1/2), such that ‖T n‖ = O(n1/2−ε) with ε ≤ 1/128K2ac.
Proof. The norm estimate will follow from Proposition 3.1 with p = 2.
We first assume that H is complex.
Let x ∈ H with ‖x‖ = 1. Let ε ∈ (0, 1). For N ∈ N and γ ∈ T define
yN,γ :=
2N∑
k=1
γkT kx
‖T kx‖+ ε
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and
uN,γ :=
2N−1∑
j=0
γjT jyN,γ .
Since T is absolutely Cesa`ro bounded, we have ‖uN,γ‖ ≤ Kac2N‖yN,γ‖.
Expanding 〈yN,γ, yN,γ〉 and using orthogonality, we obtain
∫
T
‖yN,γ‖2dγ ≤ 2N . Conse-
quently,
∫
T
‖uN,γ‖2dγ ≤ K2ac23N .
Notice also that
(15) uN,γ =
2N∑
j=1
γjT jx
j∑
k=1
1
‖T kx‖+ ε +
2N+1−1∑
j=2N+1
γjT jx
2N∑
k=j−2N
1
‖T kx‖ + ε .
Now, expanding 〈uN,γ, uN,γ〉 and using orthogonality, we obtain
K2ac2
3N ≥
∫
T
‖uN,γ‖2dγ =
(16)
2N∑
j=1
‖T jx‖2
( j∑
k=1
1
‖T kx‖+ ε
)2
+
2N+1−1∑
j=2N+1
‖T jx‖2
( 2N∑
k=j−2N
1
‖T kx‖+ ε
)2
≥
2N∑
j=2N−1+1
‖T jx‖2
( 2N−1∑
k=1
1
‖T kx‖ + ε
)2
,
where we minorized the second half of the first sum in (16). Notice that (using ‖x‖ = 1),
(17) 2N−1 =
2N−1∑
k=1
√
‖T kx‖+ ε√‖T kx‖+ ε ≤
( 2N−1∑
k=1
(‖T kx‖ + ε)
)1/2( 2N−1∑
k=1
1
‖T kx‖+ ε
)1/2
≤
2N/2
√
Kac + ε
( 2N−1∑
k=1
1
‖T kx‖ + ε
)1/2
.
Hence
2N−1∑
k=1
1
‖T kx‖+ ε ≥
2N−2
(Kac + ε)
.
Finally we infer that
K2ac2
3N ≥
∫
T
‖uN,γ‖2dγ ≥ 2
2N−4
(Kac + ε)2
2N∑
j=2N−1+1
‖T jx‖2 .
Letting ε→ 0 we obtain
2N∑
j=2N−1+1
‖T jx‖2 ≤ 2N+4K4ac .
Let n ∈ N. Let N ≥ 1 be such that 2N−1 ≤ n ≤ 2N − 1. Summing the blocks we get
(18)
n−1∑
k=0
‖T kx‖2 ≤
N∑
j=0
2j+4K4ac ≤ 64nK4ac .
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For general x 6= 0, replace x in (18) by x‖x‖ to obtain the result.
When H is a real Hilbert space, we show that on the complexification HC the operator
TC is absolutely Cesa`ro bounded:
1
n
N−1∑
k=0
‖(TC)k(x+ iy)‖ ≤ 1
n
N−1∑
k=0
[‖(T k
C
x‖+ ‖T k
C
y‖] ≤ C(‖x‖+ ‖y‖) ≤
√
2C
√
‖x‖2 + ‖y‖2.
We now apply the result from the complex case: TC is Cesa`ro square bounded, so trivially
so is T . 
Remarks. 1. The Theorem gives a rate in Theorem 2.5 of [5], where it is proved that
‖T n‖ = o(n1/2).
2. The Theorem answers Question 2.3 of [5].
Theorem 4.5. Let T be a strongly Kreiss bounded operator on a complex Hilbert space
H. Then there exists κ > 0 (which depends on T ), such that ‖T n‖ = O((logn)κ).
Remark. The theorem gives another proof that for p = 2 the operator in Theorem 3.3 is
not strongly Kreiss bounded. In the course of the proof, we obtain that
∑N−1
n=0 ‖T nx‖2 ≤
CκN(log(N + 1))
κ‖x‖2 for every x ∈ H , with the κ > 0 appearing in the theorem.
Proof. Let z > 0. By (3), for every x ∈ H and every complex number γ with |γ| = 1, we
have ‖ezγTx‖2 ≤ M2e2z‖x‖2. Expanding the left hand side as a double series of scalar
products, integrating over T with respect to γ and using orthogonality of (γn)n, we infer
that ∑
n∈N
z2n
(n!)2
‖T nx‖2 ≤ M2e2z‖x‖2 .
Let N ∈ N and d > 0. Putting z = N and applying Lemma 3.4, we obtain that
C2e−2d
2 e2N
N
∑
N−d√N≤n≤N
‖T nx‖2 ≤M2e2N‖x‖2 ,
with C = C(d). Hence,
(19)
∑
N−d√N≤n≤N
‖T nx‖2 ≤ M
2e2d
2
C2
N‖x‖2 .
We will complete the proof after the following three lemmas.
Lemma 4.6. Let T be an operator on a Banach space X. Let α ∈ (0, 1] and as-
sume that there exists C ≥ 1 such that for every integer N ≥ 4 and every x ∈ X,∑
N−2√N≤n≤N ‖T nx‖2 ≤ CNα‖x‖2. Then for every integer N ∈ N,
∑N
k=1 ‖T kx‖2 ≤
8C(1 + ‖T‖2)N (2α+1)/2‖x‖2.
Proof. For every integer M ≥ 2
M2∑
n=1
‖T nx‖2 = ‖Tx‖2 +
M−1∑
k=1
(k+1)2∑
n=k2+1
‖T nx‖2 .
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Let M ∈ N. Applying our assumption with N ∈ {22, . . . ,M2}, we obtain that for
every x ∈ H ,
M2∑
n=1
‖T nx‖2 ≤ ‖T‖2‖x‖2 + C
M∑
k=2
k2α‖x‖2 ≤ C(1 + ‖T‖2)M2α+1‖x‖2 .
Hence, for every N ∈ N and every x ∈ X ,
N∑
n=1
‖T nx‖2 ≤ C(1 + ‖T‖2)([
√
N ] + 1)2α+1‖x‖2 ≤ C(1 + ‖T‖2)22α+1N (2α+1)/2‖x‖2 .
Note that by the assumption, C depends on α (and T ). 
Lemma 4.7. Let T be strongly Kreiss bounded on H. Let β ∈ (1, 3/2]. Assume that there
exists C > 0 such that for every N ∈ N and every x ∈ H, ∑Nn=1 ‖T nx‖2 ≤ CNβ‖x‖2.
Then, there exists D > 0 (independent of C and β) such that for every integer N ≥ 4
and every x ∈ H, ∑N−2√N≤n≤N ‖T kx‖2 ≤ CDNβ/2‖x‖2, and
(20)
N∑
n=1
‖T nx‖2 ≤ 8CD(1 + ‖T‖2)N (β+1)/2‖x‖2.
Proof. Let x ∈ H with ‖x‖ = 1. Let N ∈ N and γ ∈ C with |γ| = 1. Set yN,γ :=∑
1≤n≤4√N γ
nT nx and wn,γ :=
∑
k≥0
γk
k!
NkT kyN,γ.
By our assumptions,
∫
|γ|=1 ‖yN,γ‖2 ≤ 4βCNβ/2‖x‖2, and (3) yields ‖wN,γ‖ ≤MeN‖yN,γ‖.
Hence, ∫
T
‖wN,γ‖2dγ ≤ 4βM2Ce2NNβ/2‖x‖2 .
On the other hand,
wN,γ =
∑
k≥0
∑
k+1≤n≤k+4
√
N
Nk
k!
γnT nx =
∑
1≤n≤4
√
N
γnT nx
n∑
k=0
Nk
k!
+
∑
n≥4
√
N+1
γnT nx
∑
n−4
√
N≤k≤n
Nk
k!
.
Hence, for N ≥ 38 we have N − 2√N ≥ 4√N + 1, so using Lemma 3.4 with d = 2, we
infer that there exists a constant E > 0 independent of N , such that∫
T
‖wN,γ‖2 ≥
∑
N−2
√
N≤n≤N
(
‖T nx‖2( ∑
n−4
√
N≤k≤n
Nk
k!
)2) ≥
( ∑
N−2
√
N≤n≤N
‖T nx‖2
)(
(
∑
N−4
√
N≤k≤N−2
√
N
Nk
k!
)2
)
≥ Ee2N
∑
N−2
√
N≤n≤N
‖T nx‖2 .
This provides the first bound with D = 16M2/E > 4βM2/E, when N ≥ 38. Taking
D (which is independent of C and β) greater if necessary, the first bound also holds for
4 ≤ N ≤ 37.
The estimate (20) now follows from Lemma 4.6, noticing that β/2 ∈ (0, 1]. 
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Lemma 4.8. Let T be strongly Kreiss bounded on H. Then there exists C > 0 such that
for every N ∈ N, every x ∈ H and every integer K ≥ 0, we have
(21)
N∑
k=1
‖T kx‖2 ≤ C(8D)K(1 + ‖T‖2)KN1+2−K−1‖x‖2.
Moreover, there exist S > 0 and κ > 0 such that for every N ∈ N and every x ∈ H,∑N
k=1 ‖T kx‖2 ≤ SN(log(N + 1))κ‖x‖2.
Proof. For K = 0, (21) follows from (19) and Lemma 4.6 with α = 1. Then, the estimate
follows by an easy induction making use of (20).
Let us prove the second bound. Fix an integer N ≥ ee. Let K ≥ 0 be the integer such
that 2K ≤ logN
log logN
< 2K+1. Set c := log(8D(1 + ‖T‖2))/ log 2. Then
(8D(1 + ‖T‖2))K = (2K)c ≤ ( logN
log logN
)c ≤ (logN)c.
Also N2
−K−1
= exp(2−K−1 logN) ≤ logN , and (21) yields the result with κ = c+ 1. 
Let us finish the proof of Theorem 4.5.
Notice that T ∗ is also strongly Kreiss bounded, with Ksk(T ∗) = Ksk(T ), and that
‖T‖ = ‖T ∗‖. Hence, all our Lemmas apply to T ∗ with the same constants.
Let N ≥ 2 and x, y ∈ H , with ‖y‖ = 1. Applying the previous lemma also to T ∗ and
y we get
(N − 1)2|〈TNx, y〉|2 =
(N−1∑
k=1
|〈T kx, T ∗(N−k)y〉|
)2
≤
(
N−1∑
k=1
‖T kx‖2)(
N−1∑
k=1
‖T ∗ky‖2) ≤ S2N2(log(N + 1))2κ‖x‖2 .
Now, the result follows by taking the supremum over {y ∈ H : ‖y‖ = 1}. 
Theorem 4.5 improves the bound o(
√
n/(logn)κ) for any κ > 0, stated (without proof)
in [30, p. 3]. Now we prove that the estimate of Theorem 4.5 is the best possible, and
indeed κ depends on T .
Proposition 4.9. For every κ > 0 there exists a strongly Kreiss bounded operator T on
a complex Hilbert space H, such that ‖T n‖ = 1
(log 2)κ
(log(n+ 2))κ for every n ∈ N.
Proof. Fix κ > 0 and let H := L2(N, ν) with ν =
∑
n∈N
δn
(log(n+1))κ
. Let T be the left shift
on H . Obviously, ‖T nen+1‖2 = 1(log 2)κ = (log(n+ 2)/ log 2)κ‖en+1‖2.
For (xk)k∈N = x ∈ H we have
‖T nx‖2 =
∞∑
k=1
|xk+n|2 1
(log(k + 1))κ
≤ ‖x‖2 · sup
k≥1
( log(k + n+ 1)
log(k + 1)
)κ
=
( log(n+ 2)
log 2
)κ
‖x‖2,
since log(x+ n)/ log x is decreasing. Hence, ‖T n‖ = (log(n+ 2))κ/2/(log 2)κ/2.
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To prove (3), we note that by Cauchy-Schwarz, ‖ezTx‖2 ≤ e|z|∑n≥0 |z|nn! ‖T nx‖2, so it
suffices to find C > 0 such that for every r > 0 and x ∈ H , ∑n≥0 rnn! ‖T nx‖2 ≤ Cer‖x‖2.
Fix r > 0 and (xk)k∈N = x ∈ H . Since log(k+1−n)log(k+1) ≥ log 2log(n+2) for 0 ≤ n < k and
rne−r ≤ nne−n for every n ∈ N, we obtain
∑
n≥0
rn
n!
‖T nx‖2 =
∑
n≥0
rn
n!
∑
k∈N
|xk+n|2
(log(k + 1))κ
=
∑
n≥0
rn
n!
∑
k≥n+1
|xk|2
(log(k + 1− n))κ ≤
∑
k≥1
|xk|2
(log(k1/4 + 1))κ
∑
0≤n≤k−k1/4
rn
n!
+ er
∑
k≥1
|xk|2
(log(k + 1))κ
∑
k−k1/4<n≤k−1
nne−n(log(n+ 2))κ
n!(log 2)κ
.
Using boundedness of log(k + 1)/ log(k1/4 + 1) (its limit as k → ∞ is 4) to bound the
first term and Stirling’s formula to bound the second term, we obtain
∑
n≥0
rn
n!
‖T nx‖2 ≤
C1
∑
k≥1
|xk|2
(log(k + 1))κ
∑
0≤n≤k−k1/4
rn
n!
+ er
∑
k≥1
|xk|2
(log(k + 1))κ
∑
k−k1/4<n≤k−1
C2
(log(n+ 2))κ√
2πn(log 2)κ
≤
C1 e
r‖x‖2 + C2 er
∑
k≥1
|xk|2
(log(k + 1))κ
(
k1/4
(log(k + 1))κ
(log 2)κ
√
πk
)
≤ erC‖x‖2 .

Remarks. 1. Such a result was proved by McCarthy [30] for κ = 1 and X = ℓ∞(N).
In our proof H = L2(N, ν), for some ν which depends on κ, but the proof works equally
with X = Lp(N, ν) for any 1 ≤ p <∞.
2. Actually, we have constructed T such that for some C > 0 we have
(22)
∑
n≥0
rn‖T nx‖
n!
≤ Cer‖x‖ ∀x ∈ X, ∀r ≥ 0 .
We call T which satisfies (22) absolutely strongly Kreiss bounded. We denote by KASK =
KASK(T ) the smallest constant C for which (22) is satisfied.
Absolute strong Kreiss boundedness implies not only strong Kreiss boundedness, but
also absolute Cesa`ro boundedness (see below); still, T is not power-bounded. Proposition
4.9 yields examples of strongly Kreiss bounded operators which are not power-bounded,
different from McCarthy’s [30].
Proposition 4.10. Absolute strong Kreiss boundedness implies absolute Cesa`ro bound-
edness.
Proof. Let N ∈ N. By Lemma 3.4, with d = 1, there exists C > 0 such that
CeN√
N
∑
N−d
√
N≤k≤N
‖T kx‖ ≤
∑
n≥0
Nn‖T nx‖
n!
≤ KASKeN‖x‖ .
18 GUY COHEN, CHRISTOPHE CUNY, TANJA EISNER, AND MICHAEL LIN
Hence
∑
N−d√N≤k≤N ‖T kx‖ ≤ C ′
√
N‖x‖. Proceeding as in the proof of Lemma 4.6, with
‖T nx‖2 replaced by ‖T nx‖ (and taking α = 1/2), we infer that there exists M > 0, such
that for every N ∈ N,
N∑
k=1
‖T kx‖ ≤M ·N‖x‖ ,
which is precisely absolute Cesa`ro boundedness. 
The following corollary applies to the operators constructed in Proposition 4.9.
Corollary 4.11. Let T be an absolutely strongly Kreiss bounded operator on H which
is not power-bounded. Then T ∗ is strongly Kreiss bounded, but not absolutely strongly
Kreiss bounded and not absolutely Cesa`ro bounded.
Proof. T is absolutely Cesa`ro bounded, and T ∗ is obviously strongly Kreiss bounded,
since T is. If T ∗ were absolutely strongly Kreiss bounded, it would be absolutely Cesa`ro
bounded by Proposition 4.10, so by Proposition 2.1 T would be power-bounded, which
is a contradiction. 
5. Ergodic properties under the Kreiss resolvent condition
Strikwerda and Wade [42], [43, Theorem 6.1] proved that T satisfies the Kreiss resolvent
condition if and only if there is a constant C such that
(23) sup
n
‖M (2)n (γT )‖ ≤ C ∀|γ| = 1,
where M
(2)
n (T ) := 2(n+1)(n+2)
∑n
j=0(n + 1 − j)T j is the nth Cesa`ro mean of order 2 of T .
The example in [43, p. 352] shows that the Kreiss resolvent condition does not imply
Cesa`ro boundedness; however, the space there is not reflexive.
We start by extending the characterization of [43]. Let us recall the definition of the
Cesa`ro means of order α (C-α means) and several of their properties. We refer to [54,
Section III.1] for those facts.
For every α ∈ R, set Aα0 = 1, and Aαn := (α+1)...(α+n)n! for n ≥ 1.
Then, Aαn =
∑n
k=0A
α−1
n−k and A
α
n ∼ Cαnα as n→∞.
Given an operator T on a Banach space, we defineM
(α)
n = M
(α)
n (T ) =
1
Aαn
∑n
k=0A
α−1
n−kT
k
and Sαn = S
α
n (T ) = A
α
nM
(α)
n =
∑n
k=0A
α−1
n−kT
k. Note that M
(0)
n = T n and M
(1)
n =
1
n+1
∑n
k=0 T
k.
For every complex number z with |z| < 1 one has
(24)
∑
n≥0
Sαnz
n = (1− z)−α
∑
n≥0
znT n .
Here, (1 − z)−α = exp(−α log(1 − z)) where log is the principal determination of the
logarithm. In particular, |(1− z)−α| = |1− z|α.
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Definition. We call T Cesa`ro-α bounded if there exists C <∞ such that
sup
n≥0
‖M (α)n (T )‖ ≤ C .
Equivalently, T is Cesa`ro-α bounded if supn≥0(n+ 1)
−α‖Sαn‖ <∞.
Proposition 5.1. Assume that T is Kreiss bounded. Then, for every α > 1,
sup
n≥2
n−α‖Sαn‖ ≤
2α/24Kk
α− 1 .
In particular, T is Cesa`ro-α bounded when α > 1.
Proof. Let n ≥ 2. Using orthogonality, and then (24) with z = γ(1− 1/n), we obtain
(1− 1/n)nSαn =
∫
|γ|=1
γ−n
∑
m≥0
Sαmγ
m(1− 1/n)m dγ =
∫
|γ|=1
γ−n(1− γ(1− 1/n))−α
∑
m≥0
(γ(1− 1/n))mTm dγ .
Using the Kreiss boundedness of T , we infer that
(25) (1− 1/n)n‖Sαn‖ ≤
nKk
2π
∫ π
−π
dθ
|1− eiθ(1− 1/n)|α .
Now, using basic computations and the fact that | sin u| ≥ 2|u|/π for |u| ≤ π/2 (and
1− 1/n ≥ 1/2), we obtain
|1− eiθ(1− 1/n)|2 = 2(1− 1/n)(1− cos θ) + 1/n2 = 4(1− 1/n) sin2(θ/2) + 1/n2 ≥
2 sin(θ2/2) + 1/n2 ≥ 2θ2/π2 + 1/n2 ≥ 1
2
(|θ|/π + 1/n)2 .
Applying this estimate in (25) and using (1− 1/n)n ≥ (1− 1/2)2 = 1/4, we obtain
‖Sαn‖/4 ≤ (1− 1/n)n‖Sαn‖ ≤
2α/2nKk
π
∫ π
0
dθ
(θ/π + 1/n)α
≤ 2
α/2Kkn
α
α− 1 .

Remark. For α = 1, the integral in inequality (25) yields the result of [43, Theorem
6.2]: If T is Kreiss bounded, then ‖Mn(T )‖ = O(logn). This is sharp [43, p. 352].
Corollary 5.2. The following are equivalent for T on a complex Banach space:
(i) T is Kreiss bounded.
(ii) For every α > 1 we have
(26) sup
γ∈T
sup
n≥0
‖M (α)n (γT )‖ <∞ .
(iii) (26) is satisfied by α = 2.
(iv) (26) is satisfied by some α > 1.
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Proof. If T is Kreiss bounded, so is each γT , with Kk(γT ) = Kk(T ). Hence (ii) follows
from the Proposition.
Clearly (ii) implies (iii), and (iii) implies (iv). By [43] (iii) implies (i).
The implication that (iv) implies (i) follows for instance from (24) (applied again with
γT ), noticing that (1− z)α =∑n≥0Aαnzn. We skip the details. 
Remark. Strikwerda and Wade [42, p. 95] proved that T is Kreiss bounded if (and
only if) (26) is satisfied for some integer α ≥ 2.
For r ∈ (0, 1) and T ∈ B(X) with spectral radius R(T ) ≤ 1, the series Ar(T ) :=
(1− r)∑∞n=0 rnT n converges in operator norm (since lim supn(rn‖T n‖)1/n = rR(T ) < 1).
We call Ar(T ) the Abel mean, and if sup0<r<1 ‖Ar(T )‖ <∞ we say that T is Abel bounded.
When limr→1− Ar(T ) exists strongly, we call T Abel ergodic.
Proposition 5.3. If T is Kreiss bounded, then it is Abel bounded.
Proof. The Kreiss resolvent condition implies R(T ) ≤ 1. For 0 < r < 1, putting λ = 1/r
in (1) we obtain
‖
∞∑
k=0
rkT k‖ = ‖
∞∑
k=0
T k
λk
‖ = ‖λR(λ, T )‖ ≤ Cλ
λ− 1 =
C
1− r ,
which proves Abel boundedness. 
We now review the ergodic properties of Abel means, which are mostly well-known.
Proposition 5.4. Let T be Abel bounded. The following are equivalent for x ∈ X:
(i) limr→1− Ar(T )x = 0.
(ii) x ∈ (I − T )X.
(iii) x∗(x) = 0 for every x∗ ∈ X∗ with T ∗x∗ = x∗.
(iv) Arjx→ 0 weakly for some subsequence rj → 1−.
Proof. It is easy to show limr→1− ‖Ar(T )(I − T )‖ = 0, so (ii) implies (i). (i) implies
(iv) and (iv) easily implies (iii). (iii) implies (ii) by the Hahn-Banach theorem (see [26,
Lemma 3.3]. 
Proposition 5.5. Let T be Abel bounded on X, and put F (T ) := {y : Ty = y}. Then:
(i) Y := F (T )⊕ (I − T )X is closed.
(ii) Arx converges as r → 1− if and only if x ∈ Y .
Proof. For y ∈ F (T ) we have Ar(T )y = y; from Proposition 5.4 we obtain that F (T ) ∩
(I − T )X = {0}, and that the convergence holds for x ∈ Y .
Assume Arjx → y weakly. Since ‖Ar(T )(I − T )‖ → 0, we have Ty = y, and by
Proposition 5.4 we obtain x − y ∈ (I − T )X ; hence x ∈ Y . This proves (ii). Then
(ii) implies that Y is the set of convergence of Ar(T ); since {Ar(T )}r is bounded, Y is
closed. 
The following result is well-known; see [26, Proposition 3.4].
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Corollary 5.6. Let T be Abel bounded. Then T is Abel ergodic if and only if
(27) X = F (T )⊕ (I − T )X .
When T is Abel ergodic, Ex := limr→1− Arx is the projection on F (T ) corresponding to
(27).
Corollary 5.7. Let T be Abel bounded on a reflexive space. Then T is Abel ergodic.
Proof. For x ∈ X there exists rj → 1− such that Arj(T )x converges weakly, say to y. As
before, we see that Ar(T )x converges strongly. 
Corollary 5.8. Let T be Kreiss bounded on a reflexive space. Then T is Abel ergodic.
Theorem 5.9. Let T on X satisfy the Kreiss resolvent condition (1). Then for α > 1,
M
(α)
n (T )x converges if and only if x ∈ F (T )⊕ (I − T )X.
Proof. Since T is Abel bounded, by Proposition 5.5 Y := F (T )⊕ (I − T )X is closed. If
M
(α)
n (T )x converges, then by [19, Theorem 7] Ar(T )x converges as r → 1−, so x ∈ Y , by
Proposition 5.5.
Fix 1 < α < 2. Corollary 5.2 implies that {‖M (α)n (T )‖} is bounded. Since M (α)n (T )x
is a weighted average of {x, Tx, . . . , T nx}, it trivially converges for x ∈ F (T ).
Since T is Kreiss bounded, we have ‖T n‖ = O(n) [27]. For our α, it then follows from
[11, Proposition 2.4] that ‖M (α)n (T )(I − T )2x‖ → 0 for every x ∈ X . We now prove
that (I − T )2X = (I − T )X. Put Z := (I − T )X , which is T -invariant, and denote
S := T|Z . Let y ∈ Z. By Proposition 5.4, ‖Ar(S)y‖ = ‖Ar(T )y‖ → 0 as r → 1−.
Hence y ∈ (I − S)Z. For δ > 0 there exists z ∈ Z with ‖y − (I − T )z‖ < δ; then there
exists x with ‖z − (I − T )x‖ < δ/‖I − T‖. Hence ‖y − (I − T )2x‖ < 2δ. This proves
that Z ⊂ (I − T )2X ; the converse inclusion is obvious. Since {M (α)n }n is bounded, we
conclude that M
(α)
n x converges for every x ∈ Y .
For β ≥ 2, convergence of M (α)n x implies that of M (β)n x by [54, Theorem III.1.21]. 
Remarks. 1. The proof that M
(2)
n (T )x converges when x ∈ F (T ) ⊕ (I − T )X is in
[46, Theorem 3.4(i)].
2. For T as in Theorem 5.9, put Y := F (T )⊕(I − T )X , which is closed by Proposition
5.5, and obviously T -invariant. Let S be the restriction of T to Y . Then S satisfies the
Kreiss resolvent condition by (23). Proposition 5.5 yields that Y = F (S)⊕ (I − S)Y .
3. For any given α > 0, Ed-Dari [11] gave necessary and sufficient conditions for strong
convergence of M
(α)
n .
Corollary 5.10. Let T be Kreiss bounded on a reflexive space. Then for α > 1, M
(α)
n (T )x
converges for every x ∈ X.
Proof. T is Abel ergodic, and the decomposition (27) holds. 
Corollary 5.11. Let T on a Banach space X satisfy the strong Kreiss resolvent condition
(2). Then Mn(T )x :=
1
n
∑n−1
k=0 T
kx converges if and only if x ∈ F (T )⊕ (I − T )X.
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Proof. By [30] ‖T n‖ = O(√n) , and T is Cesa`ro bounded, since by [18] it satisfies the
uniform Kreiss resolvent condition; hence convergence holds for x ∈ F (T ) ⊕ (I − T )X ,
which is closed by Proposition 5.5. 
El-Fallah and Ransford [13, Corollary 1.4] show existence of T Kreiss bounded, with
‖T n‖/n 6→ 0; we show that even strong convergence may fail, and the usual ergodic
averages Mn(T )x :=
1
n
∑n−1
k=0 T
kx need not converge for x ∈ F (T )⊕ (I − T )X.
Example. T satisfying the Kreiss resolvent condition and y ∈ X with T ny/n 6→ 0.
We look at Shields’s example [39]: X is the space of functions f , analytic in the open
unit disk with f ′ in H1, with norm ‖f‖ := ‖f‖∞+‖f ′‖1. The operator is Tf(z) = zf(z).
Shields proved that T satisfies the Kreiss resolvent condition, and observed that ‖T n‖ =
n + 1 (hence T does not satisfy the strong Kreiss condition). In fact, for y(z) ≡ 1 we
have ‖T ny‖ = 1 + n.
Taking x = (I − T )y we see that the Cesa`ro averages of x do not converge to 0, so
T restricted to Y := F (T ) ⊕ (I − T )X = (I − T )X is not mean ergodic. ‖Mn(T )x‖ =
1
n
‖y − T ny‖ is bounded, since ‖T n‖ = n + 1. Note that T on all of X is not Cesa`ro
bounded [43], hence does not satisfy the uniform Kreiss resolvent condition.
Corollary 5.12. There exists S on a Banach space Y which satisfies the Kreiss resolvent
condition, Y = F (S)⊕ (I − S)Y , but S is not mean ergodic.
Remarks. 1. By Corollary 5.7, X in the example is not reflexive: F (T ) = {0}, but
(I − T )X 6= X , since it contains only functions g ∈ X with g(1) = 0.
2. It can be shown that for T of the example σ(T ) is the closed unit disk, since
(λI − T )X 6= X when |λ| ≤ 1.
3. When T satisfies the Kreiss condition and σ(T )∩T has Lebesgue measure zero, we
have ‖T n‖/n→ 0, by [36, Theorem 5] (see also [3, Corollary 4.6]).
Proposition 5.13. The following are equivalent for a positive operator T on a complex
Banach lattice X.
(i) T is Cesa`ro bounded.
(ii) T is strongly Cesa`ro bounded.
(iii) T is uniformly Kreiss bounded.
(iv) T is Kreiss bounded.
(v) T is Abel bounded.
Proof. Assume (i). Let (γk)k∈N0 ⊂ T. For x ∈ X positivity yields∥∥∥ 1
n
n−1∑
k=0
γkT
kx
∥∥∥ =
∥∥∥ | 1
n
n−1∑
k=0
γkT
kx|
∥∥∥ ≤
∥∥∥ 1
n
n−1∑
k=0
T k|x|
∥∥∥ ≤ ‖Mn(T )‖ · ‖x‖,
which yields (ii), by Propostion 3.6.
Clearly (ii) implies (iii) and (iii) implies (iv). By Proposition 5.3, (iv) implies (v). (v)
implies (i), since for positive operators, Abel boundedness implies Cesa`ro boundedness,
by [15, I.5]. 
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Corollary 5.14. Let T be a positive operator on a reflexive complex Banach lattice X.
If T satisfies the Kreiss resolvent condition, then T is mean ergodic.
Proof. By Proposition 5.13, T is Cesa`ro bounded. Emilion [15, Theorem 4.2] proved that
a Cesa`ro bounded positive operator on a reflexive Banach lattice is mean ergodic. 
Remarks. 1. Examples of positive operators on ℓp(N) which are (uniformly) Kreiss
bounded but are not power-bounded, are given in [5, Theorem 2.1]. See also Theorem
3.3.
2. A positive strongly Cesa`ro bounded operator need not be absolutely Cesa`ro bounded
- the operator T defined in Theorem 3.3 is positive absolutely Cesa`ro bounded and not
power-bounded, so its dual is SCB but not ACB. See also [5, Corollary 2.4].
Proposition 5.15. Let T on a reflexive Banach space X satisfy the strong Kreiss resol-
vent condition (2). Then γT is mean ergodic for every γ ∈ T.
Proof. By [18] T is uniformly Kreiss bounded, so {‖ 1
n
∑n−1
k=0(γT )
k‖}n≥1 is bounded for
fixed γ, and by [30] (or [27]), ‖(γT )n‖ = ‖T n‖ = O(√n). 
Remark. When X is a Hilbert space, the above holds if T satisfies only (4), since it
was proved in [5, Corollary 2.5] that if T on a Hilbert space satisfies the uniform Kreiss
resolvent condition, then it is mean ergodic.
Recall that on a reflexive Banach space, T is mean ergodic if and only if it is Cesa`ro
bounded and T n/n converges to zero strongly.
Lemma 5.16. Let T on a reflexive Banach space satisfy the uniform Kreiss resolvent
condition. Then the following are equivalent:
(i) T n/n→ 0 in the strong operator topology.
(ii) γT is mean ergodic for every |γ| = 1.
(iii) T is mean ergodic.
(iv) γ0T is mean ergodic for some |γ0| = 1.
Proof. (i) implies (ii) by (5) and the decomposition 27. Trivially, (ii)=⇒(iii)=⇒ (iv). (iv)
implies (i) since we get ‖T nx‖/n = ‖(γ0T )nx‖/n→ 0 by (iv). 
Remarks. 1. Weak mean ergodicity of uniformly Kreiss bounded T on a reflexive
space is equivalent to the weak convergence to zero of T n/n, in view of the decomposition
27. Since T ∗ satisfies (5) if and only if T does, T is weakly mean ergodic if and only if
T ∗ is.
2. The above lemma is valid also for the weak topology.
Corollary 5.17. Let T on a reflexive Banach space satisfy the uniform Kreiss resolvent
condition. If the Lebesgue measure of σ(T )∩T is zero, then for every γ ∈ T, the operators
γT and γT ∗ are mean ergodic.
Proof. T and T ∗ satisfy all the conditions in the lemma, since ‖T n‖/n→ 0 by [36]. 
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Example. A uniformly Kreiss bounded not power-bounded T on a reflexive space, with
σ(T ) = {1}.
Let V be the Volterra operator on Lp[0, 1], 1 < p <∞, and for r > 0 put T := I − rV .
By [33] T is UKB, and for p 6= 2 it is not power-bounded and not strongly Kreiss
bounded. σ(T ) = {1} because σ(V ) = {0}. Hence mean ergodicity of T does not follow
from Proposition 5.15, but it does from Corollary 5.17.
It was shown in [5, Corollary 2.5] that any T on a Hilbert space which satisfies the
uniform Kreiss resolvent condition is mean ergodic. Therefore, if T on H is mean ergodic
and T ∗ is not (e.g. [9], [49, Example 3.1]), then T is not UKB; by Theorem 4.1, it is not
even Kreiss bounded.
6. Problems
1. A question related to McCarthy’s example [30] is whether in every complex Banach
space there is a strongly Kreiss bounded operator which is not power-bounded.
2. Let T be invertible. If both T and T−1 are absolutely Cesa`ro bounded (or even
both are Cesa`ro square bounded), are T and T−1 power-bounded? In Hilbert space, if in
addition one of them is power-bounded, so is the other, since absolute Cesa`ro boundedness
implies the Kreiss resolvent condition, and we can apply the result of van Casteren [50].
Hence our problem in Hilbert space is to weaken the power-boundedness assumption on
one of them, made in [50], and strengthen the Kreiss resolvent condition on the other.
3. Is there an example (preferably in a Hilbert space) of T uniformly Kreiss bounded
and not strongly Cesa`ro bounded? By Corollary 3.8, in any Banach space every SCB
operator is UKB.
4. Let T be uniformly Kreiss bounded on H . Is there a rate for ‖T n‖ which is better
than the rate obtained for Kreiss bounded operators in Theorem 4.1? Same question for
T strongly Cesa`ro bounded. There is a gap between the growth rates for Kreiss bounded
operators and for absolutely Cesa`ro bounded ones (in H). In view of Mu¨ller’s example
mentioned in the remarks following Theorem 4.1, the question is whether the rate is
‖T n‖ = O(n1−ε) (with ε > 0 depending on T ).
5. Does uniform Kreiss boundedness of T on a reflexive space imply mean ergodic-
ity? In Hilbert spaces the answer is positive, by [5, Corollary 2.5]. However, for mean
ergodicity we need only that T n/n → 0 strongly, and even this is not known in general
reflexive spaces. What if we stregthen the assumption to strong Cesa`ro boundedness of
T ? This question is related to Question 3 in [33]: Does (UKB) imply a rate of growth
of ‖T n‖ better than O(n)? For the converse, assume that T on H satisfies ‖T n‖ = o(n)
and that γT is mean ergodic for every |γ| = 1; is T uniformly Kreiss bounded?
6. Find T on a reflexive Banach space which satisfies the Kreiss resolvent condition
and is not mean ergodic. Is there an example on a Hilbert space? Note that the space
in Corollary 5.12 is not reflexive.
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7. Let T be Cesa`ro square bounded with σ(T ) ∩ T ⊂ {1}. Does ‖T n(I − T )‖ → 0?
If yes, what if T is only (ACB)? By [20], the answer is positive for T power-bounded,
but negative for T only Cesa`ro bounded (Tomilov-Zema´nek [49], Le´ka [25]), or when T
satisfies only (1) (Nevanlinna [36]). The question whether (UKB) is sufficient was posed
by Suciu [44]; see also [36], [46], [45]. In the above questions, if T n(I − T ) does not
converge to 0 in norm, does it converge strongly (see [46, Theorem 3.1(iv)])?
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