We simulate the Shastry-Sutherland model in two dimensions by means of infinite projected entangled-pair states (iPEPS) -a variational tensor network method where the accuracy can be systematically controlled by the so-called bond dimension. Besides the well established dimer and Néel phase iPEPS confirms the presence of an intermediate phase with plaquette long-range order, and we determine its phase boundaries with high accuracy. The first order phase transition for J = 0.675(2) between dimer and plaquette phase is compatible with previous series expansion results. iPEPS predicts a weak first-order phase transition between plaquette and Néel phase occurring for J = 0.765(15). We do not find a stable intermediate columnar-dimer phase, even when we bias the state towards this order.
I. INTRODUCTION
The Shastry-Sutherland model 1 (SSM) has been subject of many theoretical studies over the past three decades. Particularly after the discovery of the two-dimensional spin-gap material SrCu 2 (BO 3 ) 2 , 2,3 which can effectively be described by the SSM, 4 theoretical efforts to determine its phase diagram have been intensified. Since the model is frustrated, accurate Quantum Monte Carlo simulations are lacking due to the negative sign problem, and various other methods have led to conflicting conclusions so far.
The SSM is given by the following Hamiltonian
where S i are spin-1/2 operators. The first sum goes over nearest-neighbors on a square lattice, and the second sum over next-nearest neighbor sites on orthogonal dimers following the pattern shown Fig. 1 . In this work we set J = 1 and study the phase diagram as a function of J. For J = 0 the model reduces to a Hamiltonian of decoupled dimers with a ground state energy given by a product of singlets with an energy of −3/4 per dimer. This state remains the exact ground state also for finite J up to a certain value J c1 . 1 The other limit J → ∞ (or J = 0) corresponds to the Heisenberg model, where the ground state exhibits Néel order.
One of the first studies based on Schwinger boson meanfield theory predicted an intermediate helical phase between the dimer and the Néel ordered phase. 5 Other early works suggested a direct transition between the two phases without any intermediate phase. 4, 6, 7 A plaquette phase as an intermediate phase was first found in the series expansion study by Koga and Kawakami. 8 They predicted a first order transition between dimer and plaquette phase for J c1 = 0.677 (2) , and a second order phase transition between plaquette and Néel phase for J c2 = 0.86 (1) . This phase has been confirmed in the series expansion study in Ref. 9 , where it was shown that the plaquette phase is adiabatically connected to the ground state of the 1/5-depleted square lattice model. A plaquette phase adjacent to the Néel phase has also been found in the theoretical study in Ref. 10 based on a 1/N expansion. Further support for a plaquette state was provided by exact diagonalization and a combination of dimer and quadrumer-boson methods, 11 where characteristic features of the intermediate plaquette phase have been found for 0.678 < J < 0.702.
On the other hand, the series expansion study in Ref. 12 challenged the prediction of a plaquette state as intermediate phase, and proposed a columnar-dimer ordered state as another possible candidate. However, since none of the proposed non-magnetic states has an energy that is clearly lower than the Néel energy (in the relevant coupling regime) they were not able to make a final conclusion regarding the nature of the intermediate phase.
In this work we show that the intermediate phase has indeed plaquette long-range order, and we determine the phase boundaries with a higher accuracy than in previous studies. Our results, summarized in Fig. 1 , have been obtained by means of infinite projected entangled-pair states (iPEPS), which is a variational ansatz where the wave func-tion is represented by a tensor network. 13, 14 This approach can be seen as a two-dimensional generalization of matrixproduct states (MPS) -the underlying variational ansatz of the famous density-matrix renormalization group (DMRG) method. 15 The accuracy of the ansatz can be systematically controlled by the so-called bond dimension D. A similar approach has already been successfully used for the study of various bosonic, frustrated spin-and fermionic models (see e.g. Refs. [16] [17] [18] [19] [20] [21] [22] . We note that a finite PEPS has been used in a previous study of the SSM, 23 however, only with a small bond dimension D = 2, and no intermediate phase has been found.
Besides the phase diagram of the SSM, one of the goals of this paper is to provide further benchmark data which demonstrate the performance and usefulness of iPEPS. We present results obtained with different simulation setups which are explicitly biased towards certain orders. However, despite the bias, all simulation setups lead to consistent results in the large D limit. For example, we put a bias towards columnar dimer order, in which case for small D the dimer order is clearly reproduced. However, it vanishes for large D which shows that the dimer order is not stable. Finally, we present and test a scheme to treat next-nearest neighbor interactions in a more accurate way than in a previous study. 24 The paper is organized as follows: In Sec. II we provide a brief introduction to the iPEPS method and explain the different simulation setups used in this work. In Sec. III we present our simulation results, first for values of J deep in the individual phases, followed by a detailed study of the phase transitions. Finally, in Sec. IV we summarize our findings. In appendix A the scheme to treat next-nearest neighbor interactions in iPEPS is explained.
II. METHOD

A. Infinite projected entangled-pair states
In this section we provide a short overview of iPEPS. For a more detailed introduction to iPEPS and tensor networks in general we refer to Refs. 14,25-27.
The main idea of a tensor network ansatz is to represent (approximate) the coefficients c i1i2...i N of a wave function,
by a trace over a product of tensors. Here each index i k runs over the d local basis states of a lattice site. The most famous example are matrix product states (MPS) which form the class of variational states underlying the density-matrix renormalization group (DMRG) method. 15 In an MPS the coefficients are given by a trace over product of 3-index tensors T lr i (with 2-index tensors at the boundaries), as for example for a 6-site system
Thus, each coefficient c i1i2i3i4i5i6 is given by a product of matrices (with vectors at the open boundaries), hence the name 13 is a natural generalization of a matrix product state to two dimensions. Instead of a three-index tensor, a five-index tensor T ldru i is introduced for each lattice site on a two-dimensional (square) lattice, where each tensor is connected with its four neighboring tensors via the auxiliary indices l, d, r, u, each having a bond dimension D. Thus, the number of variational parameters per tensor is dD
4 . An infinite PEPS (iPEPS) is an ansatz for a wave function in the thermodynamic limit.
14 It is made of a unit cell of tensors which is periodically repeated on the infinite lattice, as depicted in Fig. 2(b) . If the wave function is translational invariant, the same tensor can be used on each lattice site. If the state breaks translational symmetry, a larger unit cell may be required. 17 In practice, different unit cell sizes are tested to check, which size leads to the state with lowest variational energy.
An iPEPS with D = 1 is nothing but a site-vectorized wave function (a product state), parametrized by vectors T i on each site. With increasing D the iPEPS can represent more and more entangled states, with a scaling of the entanglement with block size which obeys the area law of the entanglement entropy. 25, 28 Or in other words, with increasing D the iPEPS can take into account more of the quantum fluctuations of the true ground state. These quantum fluctuations may select, e.g. one of infinitely many degenerate states in the classical D = 1 case. Thus, iPEPS provides a way to systematically study a state as a function of D, where D controls the amount of quantum fluctuations (or entanglement) in the system.
In order to obtain an approximate representation of the ground state for a given Hamiltonian, the tensors need to be optimized, i.e. the best variational parameters have to be found. In this work we do this optimization by performing an imaginary time evolution of an initial (e.g. random) iPEPS. The evolution operator exp(−βĤ) is split into a product of two-body operators via a (second order) Trotter-Suzuki decomposition (see e.g. Ref. 27) . Application of such a twobody operator to a bond in the iPEPS increases the dimension of the bond. Thus, for an efficient evolution, the corresponding bond needs to be truncated back to the original bond dimension D after each time step. There are different schemes to perform this truncation. In the present work we use the socalled full update, which is explained in detail in Ref. 27 for Hamiltonians with nearest-neighbor interactions. In this truncation scheme, the full wave function is taken into account to determine the relevant subspace, in contrast to the simple update, 27, 29, 30 which is computationally cheaper, but less accurate. In Ref. 24 a simple update scheme for Hamiltonians with next-nearest neighbor interactions was presented. In appendix A we introduce a more accurate full update scheme to treat next-nearest neighbor interactions.
Once we have obtained an approximate representation of the ground state in form of an iPEPS we can compute expectation values of observablesÔ. To do this we have to contract (evaluate) the tensor network representing Ψ|Ô|Ψ . In an MPS this can be done in an exact way by performing a sequence of pairwise multiplications of tensors. However, in iPEPS (and PEPS) the contraction cannot be done exactly (in polynomial time), and there exist different schemes to perform the contraction approximately. Here we use the cornertransfer matrix method 31, 32 generalized to arbitrary unit cell sizes. 17 The accuracy of the approximate contraction is controlled by the "boundary" dimension χ, which we typically choose between 20 up to several hundreds, depending on D. For the SSM, this is sufficiently large so that the error due to χ is small (compared to the effect of the finite D).
B. Order parameters
Since iPEPS describes a wave function in the thermodynamic limit symmetries such as SU(2) spin rotation or lattice symmetries may be spontaneously broken. To check for SU(2) breaking we compute the local magnetic moment on each site,
A finite m implies that the SU(2) symmetry is spontaneously broken. To check for lattice symmetry breaking we measure the local bond energies E b on each bond in the unit cell, and then compute the following order parameter:
If ∆E is finite, then the state breaks lattice symmetry. By plotting the distribution of the different E b in the unit cell, as e.g. in Fig. 1 , we can distinguish between plaquette-, dimeror other possible orders.
We note that broken symmetries can also be an artifact of a too small D in iPEPS. It is therefore always important to check, how an order parameter behaves as a function of D.
If it tends to a finite value in the D → ∞ limit, then there is a true, physical symmetry breaking (long-range order). If, however, an order parameter is strongly suppressed with increasing D and extrapolates to zero in the infinite D limit, then this indicates that the exact ground state does not break the symmetry.
C. Simulation setups
An iPEPS is a very general ansatz in the sense that the Hamiltonian is essentially the only physical input of a simulation (besides the choice of the unit cell size). The method is to a large extent unbiased, except that simulations for low bond dimensions are biased towards low-entanglement (mean-field) solutions, but this bias disappears for sufficiently large D. Nevertheless, in some cases it can be useful to bias the state towards a certain order, particularly in order to rule out a particular order. For example, if we bias the states towards a dimer state, we are likely to observe a dimer state for small D. But if this order vanishes with increasing D, then this indicates that the order is unstable.
We can put a bias by choosing different bond dimensions on the individual bonds in the iPEPS. For example, taking a much larger bond dimension between sites on a plaquette leads to a bias towards a plaquette state. Instead of using different bond dimensions we can also block a certain number of sites together, and use one tensor for each block of sites. This effectively corresponds to having an infinite D between the sites within a block, i.e. all correlations between the sites in a block are taken into account exactly. We note that, no matter how we block the sites, in the large D limit one should always recover the same physics. Thus, trying different setups provides a way to check the robustness of a result. The same idea was used in Ref. 33 , where we explained in detail how to construct the Hamiltonian for the block sites.
In Fig. 3 the four simulation setups used in this work are presented. Setup O is corresponds to the "original" lattice with one tensor per physical lattice site. The horizontal and vertical shaded lines correspond to nearest-neighbor interactions, and the diagonal shaded lines to next-nearest neighbor interactions. Since there is no blocking and all bond dimensions are the same, there is essentially no bias in this setup.
Setup P is biased towards a plaquette order by blocking four sites on a plaquette together, leading to a local Hilbert space of 2 4 = 16 for each block site. One can see that there are only interactions connecting nearest-neighbor tensors (dark rounded squares).
In setup D we use a tensor for two sites on each of the orthogonal dimers, which leads to a square lattice iPEPS tilted by 45 degrees, with a local dimension of 2 2 = 4 for each block site. This setup is biased towards the orthogonal dimer state. We note that also in this case only nearest-neighbor interactions between the block sites appear.
Finally, in setup C we also group two sites on dimers together, but in a columnar-dimer arrangement, which puts a bias towards columnar-dimer order. The diagonal interactions oriented from bottom left to top right appear between nearestneighbor tensors, whereas the other diagonal interactions connect next-nearest neighbor tensors.
In setups C and O we make use of the next-nearest neighbor scheme introduced in appendix A, whereas in the setups P and D only a nearest-neighbor scheme for the interactions between the block sites is needed.
D. Technical remarks on the iPEPS simulations
There are different possibilities to choose an initial iPEPS for the imaginary time evolution. In many cases, an iPEPS obtained with the simple update provides a good initial state for simulations with the full update (cf. Ref 27) . Typically, for small bond dimensions we evolve several random states and check which one has the lowest variational energy. This state is then used as an initial state for simulations at larger D. Close to a phase transition it can be useful in some cases to initialize the iPEPS with a state deep inside a phase (away from the phase transition). For example, for the plaquette phase with setup D, we obtained particularly good results from an initial iPEPS which was obtained from simulations of the SSM with a plaquette bias (stronger interactions on plaquettes).
In the imaginary time evolution the energy decreases as a function of β. In some cases we observed a slight increase of the energy for large β, probably because the evolution is only performed in an approximate way. In these cases we take the state with lowest variational energy, for the β where the energy is minimal.
Our simulation results are all obtained with a 2 × 2 unit cell. We tested larger unit cell sizes and did not find signs of another low-energy state which requires a larger unit cell.
To improve the efficiency of our simulations we used tensors with Z q symmetry (a subgroup of SU (2)). The tensors then acquire a block structure, similarly to a block-diagonal matrix. Details on the implementation of global abelian symmetries can be found in Refs. 34,35. For the corner-transfer matrix scheme we adopted the method explained in Refs. 17,32, but instead of computing isometries based on a singular value decomposition to absorb a column (or a row) of tensors into the boundary (see Refs. 17,32 for details), we use the projector introduced in Refs. 20,36.
III. SIMULATION RESULTS
Our main results are summarized in the phase diagram in Fig. 1 : iPEPS predicts an intermediate plaquette phase between the dimer phase and the Néel phase in the range 0.675(2) < J < 0.765 (15) . In the following we first discuss the properties of the individual phases, and then provide a detailed study of the phase transitions.
A. Dimer phase
The dimer phase consists of a product of exact singlets along the diagonal bonds in the lattice, i.e. for each value J in the dimer phase the ground state is the same, with an energy of −3/4 per dimer, or E s = −3/8 per lattice site.
With setup D this state has a trivial representation with iPEPS, i.e. it can be represented with D = 1 because the state simply corresponds to a product state of the dimers. For the other simulation setups D = 2 is required, because a singlet cannot be written as a product state of two sites.
B. Néel phase
The Néel phase in the Shastry-Sutherland model is adiabatically connected to the Néel phase of the Heisenberg model, which corresponds to the limit J → ∞ (or J = 0). In this limit the model is no longer frustrated and can therefore be solved by Quantum Monte Carlo (QMC). In Fig. 4 we compare the iPEPS results obtained with the different simulation setups with state-of-the-art QMC data from Refs. 37,38. In all setups the local magnetic moment m decreases with increasing D, as shown in Fig. 4(b) , and approaches the QMC value, m QMC = 0.30743(1). 38 It is not known how m depends on the bond dimension D which makes accurate extrapolations to the infinite D limit difficult. Empirically, a linear extrapolation for the largest few values of D yields a reasonable estimate of the value in the infinite D limit, with a relative error of the order of a few percents. This is of course much less accurate than QMC, however, we can obtain results with a similar accuracy also for the cases with finite J , where QMC suffers from the negative sign problem. What really matters in the present study is that we can clearly distinguish between a finite and a vanishing order parameter to identify the different phases, which is clearly feasible with the current accuracy.
Setup P (setup C) is biased towards a plaquette (columnar dimer) state, and this is why for small D one finds a finite value of the plaquette (columnar dimer) order parameter as shown in Fig. 4(d) . However, the plaquette (dimer) order is strongly suppressed with increasing D and vanishes for large D. Thus, even though individual setups exhibit a bias for small D, eventually they all become exact in the large D limit.
For finite J the system is frustrated because the spins on a diagonal bond would like to be antiparallel to each other (instead of parallel as in the Néel phase). This competition of interaction leads to a suppression of the local magnetic moment m. For example, for J = 1 (Fig. 5 ) the local moment is reduced to m = 0.21 (1) , and it is further suppressed with decreasing J. The difference in bond energies ∆E also vanishes in this case in the large D limit, indicating the absence of translational symmetry breaking.
C. Plaquette phase
In Fig. 6 we present simulation results for J = 0.7, where all setups consistently predict a plaquette phase for large bond dimension. The lowest variational energy obtained is E D=10 s = −0.3881 with setup D. The difference in bond energies ∆E in Fig. 6(c) clearly remains finite in all simulation setups, and we find that the strong bonds form plaquettes as illustrated in Fig. 1 D. The dependence of ∆E on D varies from one setup to another, nevertheless, a rather large value between 0.1 and 0.15 seems to be compatible with all simulation setups.
The local magnetic moment in Fig. 6(b) is finite for small D, which would suggest coexistence of plaquette and Néel order. However, m is clearly suppressed with increasing D and it is very likely to vanish in all simulation setups in the large D limit, which shows that the SU(2) spin rotation symmetry is not broken in the plaquette phase, as expected.
Finally, in Fig. 6 (d) the plaquette order parameter as a function of J for different bond dimensions D is shown. Its magnitude tends to decrease with increasing J but remains finite in the whole plaquette phase.
D. Absence of a columnar-dimer phase
In Ref. 12 a columnar-dimer state was predicted as one of the possible candidates for an intermediate phase from series expansion calculations. With iPEPS we can also reproduce such a dimer state with setup C which is biased towards this type of order. For D = 1 a product of vertical dimers is obtained in this case, as shown in the right inset in Fig. 7 . Upon increasing D, however, this dimer order is strongly suppressed with increasing D, and plaquette order is enhanced, i.e. two parallel horizontal bonds connecting two dimers become stronger, as shown in the left inset in Fig. 7 . We define the following columnar-dimer order parameter with E bx and E by the bond energies in horizontal and vertical direction, respectively. This order parameter can be finite for small D, but even for setup C, it is seen to vanish in the infinite D limit, as shown in Fig. 7 . Thus, the dimer state can appear as a low-entanglement solution, but eventually quantum fluctuations destroy the dimer order and give rise to a plaquette order instead.
E. First order phase transition between the dimer phase and the plaquette phase
In this section we determine the transition point J c1 between the dimer phase and the plaquette phase. The transition is clearly of first order, as can be seen in the jump in the plaquette order parameter at J c1 from zero to a finite value.
To find the transition value precisely we can make use of the hysteresis effect in the vicinity of a first order phase transition: When we initialize a state in the dimer phase and tune J to a value slightly above J c1 the state will remain in the dimer phase (since the state is metastable). Similarly, a state initialized in the plaquette phase will remain in that phase when decreasing J to a value slightly below J c1 . The phase transition occurs where the energies of the two states cross. Since the energy in the dimer phase is independent of J, E s = −0.375, the transition occurs when the energy of the plaquette state crosses E s = −0.375.
In Fig. 8 , the energy of the plaquette state as a function of J is shown, obtained with setup D which yields lowest variational energies. Since with increasing D the energy of the plaquette state is decreasing, the crossing point J = 0.6730, which we take as an estimate for the lower bound, since the energy is seen to converge faster than linear in 1/D. Thus, we find for the transition value J c1 = 0.675 (2) , which is in agreement with the series expansion result 0.677(2) from Ref. 8 , and the prediction from a higher-order coupled cluster method (0.677). Locating the phase transition between plaquette phase and the Néel phase is the most challenging part of this work. We find that the transition is of (weak) first order. As discussed in the previous section the transition occurs where the energies of the two states cross. However, unlike in the transition between the dimer and plaquette phase, the energies cross at a very small angle, which makes it difficult to very accurately determine the crossing point.
In Fig. 9 we plot the energies of the two states in the vicinity of the transition as a function of 1/D obtained with setup O. For J = 0.75 the plaquette state has a lower energy than the Néel state for large bond dimensions. By increasing J the energy of the Néel state is lowered with respect to the plaquette state, so that for J = 0.76 they become essentially equal at large bond dimensions, and finally for J = 0.78 the Néel state has clearly a lower energy than the plaquette state. Since the two curves have similar slopes we do not expect another crossing of the energies at larger D.
A similar result is obtained with setup D, shown in Fig. 10 , where the two energies become similar for J = 0.77 for large D. Thus, these results suggest a first order phase transition occurring for J c2 = 0.765 (15) which is much smaller than the predicted value 0.86(1) from series expansion. 
IV. CONCLUSION
In this work we showed that the intermediate phase in the Shastry-Sutherland model is a plaquette phase, in agreement with several previous studies based on other methods. 8, 9, 11 Using state-of-the-art iPEPS simulations we have accurately determined the phase boundaries of the plaquette phase. By using different simulation setups we biased the solution towards different ground states. But despite the bias, all setups consis-tently predict an intermediate plaquette phase, and we found that the previously suggested columnar-dimer phase is unstable.
This work provides a good basis for future studies of the SSM in a finite magnetic field, a subject which is still attracting a lot of attention. Indeed, despite a considerable theoretical effort, 4, [40] [41] [42] [43] the actual sequence of plateaus of the plain SSM has not been definitely established yet, at least close to the transition to the plaquette phase, and to get reliable information on the magnetization curve in this parameter range is an important step towards the interpretation of the numerous and partially conflicting experimental results reported for SrCu 2 (BO 3 ) 2 .
2, [44] [45] [46] [47] Our study further demonstrates the usefulness of iPEPS as a tool to study strongly correlated systems in 2D. By simulating a model directly in the thermodynamic limit we can minimize possible boundary effects, which is an advantage over DMRG, where typically long cylinders with a certain width W are simulated. For small widths DMRG is clearly more accurate than PEPS, however, since the number of relevant states to be kept in DMRG scales exponentially with W , DMRG becomes less accurate than PEPS for systems exceeding a certain width. For the Heisenberg model this seems to be the case around W ∼ 10, 48 where the accuracy in the energy for W = 10 and m = 3000 states is comparable to the accuracy of an iPEPS with D = 9 for the system in the thermodynamic limit (for a PEPS with a finite width W = 10 and D = 9 the accuracy would presumably be better). Thus, the two approaches can be seen as complementary: DMRG provides very accurate results up to a certain system size, and iPEPS approaches the problem from a different limit: Instead of varying the system size the only essential parameter is D, which controls the amount of entanglement in the system. While in many cases it is understood how to perform finite size extrapolations, little is known on how to extrapolate quantities in D. Obtaining a better understanding on how quantities depend on D will be important to determine order parameters more accurately in future studies.
Finally, it is remarkable to note that in the above mentioned example for the Heisenberg model the total number of variational parameters is roughly three orders of magnitude larger in DMRG (MPS) than in iPEPS, which shows that a PEPS offers a much more compact description of a 2D wave function than an MPS. The challenge, however, remains to further improve the methods to optimize and contract an (i)PEPS, so that even larger bond dimensions and larger accuracies can be achieved. A lot of progress has been made in the last few years, however, we believe that a method which fully exploits the potential of the ansatz is yet to come.
Note added. -After completion of this work, we became aware of a new study of the SSM based on the multi-scale entanglement renormalization (MERA) ansatz in Ref. 49 , in which conclusions similar to ours have been reached for zero magnetic field. In particular, both methods locate the transition between the plaquette and the Néel phase significantly below the estimate of Ref. 8 . The critical value for the phase transition between the orthogonal dimer phase and the plaquette phase reported in that paper, J = 0.687(3), is also not far from our result, but it lies between our D = 3 and D = 4 estimates, hence definitely above the upper bound J D=10 c1 = 0.6768 provided by iPEPS. This indicates that the MERA result is closer to the mean-field solution than the iPEPS result.
with respect to the parameters of the new tensors in |Ψ .
As an example, lets consider the interactions on the triangle made of the sites A,B and C in Fig. 11(a) . The SSM has three two-body terms on this triangle, which we denote bŷ H ABC . The corresponding imaginary time evolution operator U ABC = exp(−τĤ ABC ) can be exactly represented by a matrix product operator (MPO) with a certain bond dimension κ, as shown in Fig. 11(b) , with tensors X, Y , and Z acting on sites A, B, C, respectively. By multiplying these MPO tensors to the corresponding PEPS tensors, e.g. Y to B as in Fig. 11(c) , we obtain a new PEPS tensor B with increased bond dimension κD on the lower and the right leg. The aim is now to approximate tensor B with another tensorB with all bond dimensions reduced to D. For this we make an ansatz for tensorB as shown in Fig. 11(d) , made of the original tensor B and Y , and two tensors v and p of dimension D ×κ×D. Similarly, we make an ansatz forÃ andC as shown in Figs. 11(e) and (f), respectively. 
