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A b s t r a c t
Modelling studies were performed on a fermentation system using 
S a cch a rom y ces  c e re v is ia e NCYC 754. The production of fermentation 
product and cytochrome P-450 were studied under semi-anaerobic 
condition in batch cultures. The fermentation was carried out in a 
5-litre fermenter and controlled at constant set-points which had been 
optimized by an earlier worker with respect to enzyme yield. An 
unstructured model was established to describe the biomass profile
which comprised two growth phases; however the system did not
demonstrate the classical diauxic growth as expected. Furthermore,
against the general belief that glucose is the limiting substrate of 
the system; the maximum wet biomass seemed to depend on the 
concentration of peptone and yeast extract in the fermentation broth. 
Growth kinetics indicated that a second substrate was utilized before 
glucose metabolism began in spite of the presence of high levels of 
glucose.
Luedeking and Piret type models, combined with ethanol 
inhibition, were derived to describe the profile of ethanol and
cytochrome P-450 concentration. Later, it was demonstrated that a
close correlation exists between initial glucose and cytochrome P-450
concentration.
Viable count by agar plating techniques was used to test the
proposed biomass model. The results were in line with the proposed 
model, even though the cell viability profile in the system was rather 
low.
The Taguchi method was used to seek out the noise factor in the 
system, and optimize the operating conditions for a particular 
performance statistic. Contrary to earlier findings, the stirrer
speed was found to have little effect on the yield of cytochrome
P-450.
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Chapter  1 Ma t h e m a t ic a l  Modelling
1.1 In tro d u c tio n
It is well established that the introduction of cells into
nutrient media in a suitable environment provides conditions in which
they will grow. In the case of unicellular organisms, such growth is
characterised by an increase in biomass and cell number; unless the
growth is synchronous. In the case of those organisms which produce 
mycelia, the biomass does not equate with the cell number.
Each cell culture system represents a unique set of conditions 
but basically each system has two processes which are associated with 
cell growth: -
1. the uptake of material from the media,
2. the release of metabolic end products from the cell.
The rates of these processes vary as growth occurs and for a 
particular system the complexity of the kinetic description required 
depends on the physical situation and the intended application.
1.1.1 The importance of the model
What is a model? Kossen1 described a model as a simplified 
vision of a part of reality. Manipulation of the model provides the 
information about the behaviour of that particular part of reality, at 
least those aspects which the model represents. A model must always 
be formulated in a way that it can be refuted.
In general, models can be divided into different groups:- verbal 
(qualitative) models, scale models (e.g. a model of a DNA molecule), 
mathematical (quantitative) models and e tc . In natural science,
there is a natural tendency away from verbal toward mathematical 
modelling. Verbal models always precede mathematical models and are 
usually more suitable for communication.
The use of mathematical model is by no means a necessity for all 
scientists. Generations of microbiologists lived without them at a 
time when the development of microbiology was very significant. 
Nevertheless, there is a tendency to use more mathematical models in 
every natural science. Reasons for the tendency to use mathematical
1. The construction of a mathematical model asks for a precise
f ormulation of the problem under investigation and a concise
thinking about a process or system.
2. Mathematical models open the possibility for vigorous testing of
a hypothesis with the help of statistical methods.
3. Mathematical models can lead to a more efficient experimentation.
4. Mechanistic mathematical models, when tested carefully, give the
opportunity f or quantitative prediction about the system 
performance and can be used to guide the reasoning in the design 
of experiments to isolate important parameters and elucidate the 
nature of the system or process.
However, Kossen1 stated that mathematical models have some minor
drawbacks: -
1. Figural "fetishism". People in general are more impressed by
figures than facts. Massive computer output by mathematical 
modelling, often lead to the conclusion ‘this must be true*.
2. Complexity, Complex mathematical models will usually be developed
by a small "coterie". Because they are not well explained to 
the community at large, it is hard for the outsider to use the
model.
1.2 T he nature  of m odels in ferm entations
The cell theory is the fundamental generalization of modern 
biology; i.e . life is segregated into structural and functional units 
- cells, and new cells only arise only from pre-existing cells. In
order to formulate a kinetic model, one has to look at the properties 
of the system.
Considering a growing cell population in growth medium, two 
interacting systems are involved: the biological phase (biophase)
consisting of the cell population and the environmental phase or
growth medium.
In the environment phase: factors such as reactions in solution,
models a re :-
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acid-base equilibria, rheological properties, and heterogeneity are 
important. For example, in fermentation, the cellular environment is 
often a multiphase sytem consisting of liquid with dispersed gas 
bubbles.
Turning to the important features of the biophase, we should be 
aware that each individual cell is a complicated multicomponent system 
which is frequently not spatially homogeneous even at the single cell 
level. Other important features in the biological phase include:- 
multi-reaction, internal controls, genetic drift. Clearly, it is not 
practical to include every aspect when formulating a kinetic model; it 
would be too complex to be usable.
In general, models of cell growth can be split into two broad 
categories: segregated models or distributed models. These
categories can be f urther divided into structured and unstructured 
approaches, which can also have further subdivision as shown in Figure 
1.01.
Several basic approximations or assumptions were examined to
simplify the cell population kinetics. In any complete hypothesis of 
cell population dynamics, the number of cells occupying a given region 
will be the fundamental variable. Fredickson e t  a l. defined a
distributed model, as one where the number of organisms is not 
admitted as a parameter to be described by the model, and in effect, 
the model views the population as "biomass" distributed continuously 
throughout the culture. Segregated models on the other hand view the 
cell population as "segregated" into individual cells that are 
different from one another with respect to some distinguishable
3features . The distributed model is simpler than the segregated
model, since the process of reproduction is not (and cannot be) 
treated in this model, whilst growth can be treated in both models.
Another basis for the classification of a model is provided by
the observation of the cells, and models can be either "unstructured"
or "structured". The means of distinguishing can be visual, by means
of morphology or size of the cells; or indirect, by means of mass
4measurement or chemical composition. Bailey e t  a l. used the number 
of components in the cellular representation for definition; cellular
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representations which are multicomponent are defined as structured and 
single component as unstructured.
Finally, one may classify models as either stochastic 
(probabilistic) or deterministic. Models with no room for
uncertainty are called deterministic models, i.e. a deterministic
approach allows an exact prediction of the future behaviour of a 
system to be made. A stochastic model is one that has taken 
uncertainty into account by assigning a probability factor with which
5the system will behave in a particular manner. Tsuchiya e t a l. 
suggested that a population of microbial cells is always segregated 
and structured, and its growth should and reproduction should be 
treated stochastically. They suggested that stochastic models are 
often useful for sterilization processes. The following factors will
be useful in choosing between the deterministic or stochastic 
approach: -
1. In engineering terms, deterministic models are of more practical
use than stochastic ones because of the exact nature of their 
predictions and their mathematically simplicity.
2. The (poorly defined or unquantified) nature of experimental
observations can necessitate a stochastic approach.
3. The necessity for a probabilistic description increases as the
number of cells decreases.
1.2.1 Unstructured models
2Fredickson e t  a l. stated that in an unstructured model, biomass 
concentration is the sole variable employed f or describing the 
population, and they regarded organisms as f eatureless or
structureless entities. In fact, unstructured models express the
biophase in terms of quantity and not its quality (physiological 
state).
Most established models regard the biophase as distributed. 
There are certain advantages in this against other models:-
1. It is conceptually simple.
Growth but not reproduction is treated in the model. Balanced 
growth is assumed. Unstructured models assume that the overall
1-4
properties of the individuals within the biophase, are constant 
with respect to one another.
2. It is mathematically simple.
Relatively simple linear differential equations are required.
These models are applicable in:
1. Slow growing batch cultures with little or no lag phase.
2. Chemostat theory (balanced growth).
Well known examples are: Malthus’ law, the Logisitic and the Monod
equation.
1.2.2 Structured models
1.2.2.1 Structured distributed models
As mentioned before, unstructured models can only be used when
5balanced growth has occurred. Tsuchiya e t a l. stated that when
dealing with a distributed model, the population will be "structured" 
if the composition of the population varies with the conditions of 
propagation, i.e . specification of the state (quality) of the 
biosphase is required.
1.2.2.1.1 Compartment Models
The deficiencies of an unstructured model in predicting a lag 
phase in batch growth, led Ramkrishna e t  a l.6 to develop new
models (the First Model) in which microbial cultures are endowed with 
certain degree of biochemical structure: these models are distributed
rather than segregated. The basic supposition is that the protoplasm 
is composed of two structural components, G and D, whose interaction 
with each other and the surrounding medium produces growth. The 
process of growth is assumed to be represented by the following set 
of "chemical reactions"
G + a S
D ■> 2G
s
G + a ' S -> G + D + bo T
s
G + T * N + (1+ b ')  T
G  ]
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D + T * N
D
where G may be thought of as nucleic acids and D as proteins
T represents an inhibitor produced by growth
N  and N are "dead" forms of G and D respectively
G D
a , a , bo and b ' are stoichiometric coefficients
s s
The rates of the first two growth reactions were assumed to be 
describable in terms of double Michaelis-Menten kinetics and both G 
and D must be present for growth to occur.
This model laid down the fundamentals for compartment models: -
1. Biomass is compartmentalized into a small number (usually two or
three) components.
2. Components approximate to biochemical definitions:
structural (genetic - DNA) pool and a synthetic pool (RNA and 
precursor).
3. Boundary interactions between compartment and environment.
1.2.2.1.2 Bottleneck Models
In a biological system, an induction period (lag phase) usually 
happens before the exponential growth (phase). In unstructured growth 
models, the growth rate is initially proportional to the population 
size, and the origin of time is assumed to be at the end of the lag 
phase (no lag phase is assumed). One approach to a model that 
includes the lag phase and the growth phase, is analogous to certain 
production processes in economic theory, known as bottleneck problems. 
In the bottleneck problems, there is a critical intermediate product 
and the policy that maximizes the total production starts with a lag
R
G (1.01)
where ju are maximum specific rates G are concentrations 
K are saturation constants
R
H C C C
Dm S G D
D (1.02)
1 -6
phase in which the stock of this critical product is built up; in the
5metaphor of the problem, the "bottleneck" is enlarged .
5Tsuchiya e t a l. postulated a model of a simplified biological 
system that will exhibit a natural lag phase, thus:-
An organism Z lives on two nutrients R and S, R is supposed the 
nutrient that would be depleted first, while both are required to 
maintain the viability of cell population Z; for example, R is
"nitrogen source" while S is the energy source. The growth of Z is
controlled by a critical product P (such as ATP, or a polymerase or
mRNA), R and S are also required for the formation of P .
C
The bottleneck model has the following features: -
1. The duration of the lag phase has an inverse relationship with the
concentration of nutrients.
2. This duration should also decrease with increasing level of P and
C
when the organism Z  is transferred to fresh medium, the lag phase 
will be shorter.
1.2.2.1.3 Detailed metabolic models
Structured kinetic models have been derived, which take into 
consideration some aspects of cell metabolism, e.g . the aerobic growth
7of S a cch a rom y ces  c e re v is ia e by Bijkerk and Hall . The deterministic 
approach is usually adopted, which implies that the cell population is 
treated as showing some form of average ceil behaviour. This kind of 
detailed metabolic model was later developed on a single-cell basis.
These models have the following properties:-
1. Assumptions are derived from biochemical reactions (e .g . enzyme
expression regulation)
2. Cell cycle control.
3. Internal metabolic control mechanisms (e .g . repressor/inducer
control, catabolite repression), are accounted for.
1.2.2.1.4 Comments
The compartment and bottleneck models are conceptually simple. 
These models are expressed in terms of simple non-linear differential
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equations and require only simple numerical techniques to solve.
There are some drawbacks of more detailed kinetic models: -
1. The more that we incorporate the biological detail into the model,
the more we need to know a p r io r i about the organism.
2. The models are specified for a particular system.
3. The models are usually expressed by non-linear differential or
partial differential equations which require intensive numerical 
techniques to solve.
The structured distributed models are applicable in systems having:-
1. Long lag phases
2. Stationary/decline phases
3. Expression of intracellular substances
1.2.2.2 Structured Segregated Models
The concept of structured but distributed model can be carried
3further to establish a structured and segregated model. Ramkrishna 
described how segregated models view the population as "segregated" 
into individual cells that are different from one another with respect 
to some distinguishable traits and without "structure", a cell’s 
identity is established merely by its existence and each cell cannot 
be distinguished from another.
The characteristics of structured and segregated models are:
1. Distribution of structures.
The gross metabolic rates of a culture, represent the aggregate 
behaviour of the population. The determining factor of the 
distribution can be in terms of cellular ages, cell size (mass or 
volume) or the stages in the cell cycle.
2. The descriptions of state can be continuous or discrete functions.
Probability distributions and state vectors are applied.
The structured segregated models are applicable in systems 
showing:-
1. Control o f cellular proliferation .
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2. Cell cycle related phenomena
3. Synchronised cultures.
The disadvantages of structured segregated models are that they
are both conceptually difficult, and mathematically very difficult.
The models are usually expressed in complex non-linear differential or
partial differential equations, and require intensive numerical
solution techniques.
1-9
Chapter  2  L iterature  survey  of cytochrome P -4 5 0
2.1 In tr o d u c tio n
The production of intracellular enzyme cytochrome P-450, by the 
yeast S a cch a rom y ces  c e re v is ia e was chosen to study f or various
reasons:-
1. Cytochrome P-450 is conveniently assayed, with a potential for 
continuous assay development.
2. The cytochrome P-450 production can serve as a general model 
for intracellular enzyme production. It may provide a guide to the 
kinetics of other intracellular products.
3. The genetic study of yeast is currently under intensive
investigation.
2.1.1 The Nature of Cytochrome P-450 Enzymes
Cytochrome P-450 is the general name given to a group of
endoplasmic haemoproteins which catalyze the monooxygenation of both 
endogenous and exogenous substrates. The name cytochrome P-450 
refers to the characteristic and readily detected peak at 450nm, when 
the reduced form of the enzyme binds with carbon monoxide. This 
group of haemoproteins can be found in a variety of vertebrates,
ginvertebrates and plants , and those in liver cells are of particular
9interest . The cytochrome P-450 enzymes in yeasts demonstrate 
remarkable similarity in their enzymic activities to those found in 
the mammalian cells.
The history of discovery in cytochrome P-450 enzymes has been 
reviewed by Kappeli10 who related how in the late 1940’s and 1950’s, 
the work on cytochrome P-450 enzymes system was started, but their 
function was not realized until Creaven & Williams11 showed that the 
subcellular fractions taken from human liver catalyzed the oxidation 
of biphenyl and coumarin. This was followed up by Kuntzman e t  a l.12 
who characterized the drug-oxidizing system in the human liver cells. 
The system required the presence of NADPH and was located in the 
microsomal fraction. Klingenberg13 and Garfinkel14 discovered carbon 
monoxide was capable of binding to haemoprotein when working with
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rodent liver. The structure and functions of cytochrome P-450 in 
mammalian tissue (liver cells) has been studied by Gunsalas and
Sligar15, Ishimura16.
The cytochrome P-450 enzymes are involved in various 
hydroxylation and dealkylation reactions on a number of drugs, 
xenobiotics, steroids, fatty acids and carcinogens. The enzymes 
assist the conversion of these compounds to harmless water soluble
products before excretion from the body. On the other hand, the j
effects of the cytochrome P-450 on some compounds may result in the 
creation of active carcinogens from initially non-carcinogenic 
substances.
S a cch a rom y ces  c e re v is ia e derived cytochrome P-450 enzymes are 
involved in the 14 a-demethylation of lanosterol during ergosterol 
biosynthesis. Ergosterol is a major component of the cell membrane i
17 18 iand of the endoplasmic reticulum * . Under strictly anaerobic
conditions, the yeast is unable to synthesise ergosterol which j
therefore must be supplied in the medium if growth is to occur.
Cytochrome P-450 can also catalyse the monooxygenation of some
xenobiotic compounds.
Cytochrome P-450 enzymes accumulate in yeast endoplasmic 
reticulum when cultured semi-anaerobically or under glucose
19repression . The degree of aeration of the yeast culture is crucial
to the biomass yield and cytochrome level. Recently, cytochrome
P-450 was found to be induced by small amounts of oxygen, but at high
20oxygen levels the cytochrome P-450 level is reduced . Very little
cytochrome P-450 enzyme will be formed under strictly anaerobic
growth21. Kappeli10 stated that minimum oxidative and maximum 
fermentative metabolism is required to produce high cytochrome P-450 
contents of the cells.
The potential and practical applications of these cytochrome 
P-450 enzymes have been summarized by Kappeli10: -
1. In selective hydroxylation and side chain cleavage reactions of 
organic compounds for the pharmaceutical industry. This may have 
application in production of specific chemicals using the enzymes
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to create or break down inexpensive starting compounds into useful 
intermediates or final products.
2. In the analysis of metabolic pathways of certain drugs to
investigate the carcinogenic and mutagenic properties of the
22sythnesised metabolites. This is already used in the Ames test .
3. The enzymes have been used as a test system for anti-fungal 
agents, many of which are cytochrome P-450 inhibitors, eg. 
Ketaconazole.
4. To catalyse the conversion of drugs and foreign substances into 
water soluble products, for example, in initial investigation into 
artificial kidneys or extracorporal detoxification of blood.
2.2 The mechanisms of cytochrome P-450 biosynthesis in the yeast
S a cch a rom y ces  c e re v is ia e
At present, the biosynthetic mechanisms of cytochrome P-450
enzyme in S a cch a rom y ces  c e re v is ia e are not fully understood. The
23mechanisms that have been proposed (Karenlampi e t a l. , King e t
24 v
a l. ) so far are incomplete and seem to disagree to each other.
24King e t  a l. indicated that the accumulation of the enzyme in 
batch cultures of S. c e re v is ia e requires certain conditions, all of 
which involve the repression of the biosynthesis of cytochrome a+a3 in 
the mitochondrion of the yeast. These conditions are:- high initial 
concentration of glucose (4 to 20 70(w/v)) in the growth medium, 
anaerobic conditions, addition of inhibitors (e .g . erythromycin and 
chloramphenicol), and the employment of respiratory-deficient mutants.
25 26Several research groups ’ have reported that the concentration 
of cytochrome a+&3 is directly related to the level of cyclic AMP 
(adenosine 3*:5’-cyclic monophosphate) in the yeast. Woods showed 
that the level of cyclic AMP is related to the concentration of
19glucose in the medium. King stated that the biosynthesis of 
cytochrome P-450 is regulated by a single nuclear gene and one or more 
modifying factors, and this regulatory gene may exert its influence 
through the intracellular cyclic AMP level.
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Contradictary to the findings of King e t a l. , Karenlampi e t
a l. stated that the biosynthesis of cytochrome P-450 in yeasts was
not necessarily related to the repression of mitochondrial
haemoprotein biosynthesis, cytochrome a+a3 included. They showed
that cytochrome P-450 accumulated in the yeast when the degradation of
sugars in batch fermentation proceeded simultaneously by respirative
and fermentative pathways. Similar results are shown in galactose,
mannose or maltose as f ermentation medium. The presence of
mitochondrial cytochrome a+a could be assumed since it is one of the 
28respiratory enzymes . They have shown that there is a phase in 
batch fermentations of S. c e re v is ia e which they called "the 
fermentation phase of de-repression" where the concentrations of 
respiratory enzymes, including cytochrome a+a3> begin to increase. 
This happens when the glucose concentration in the medium had fallen 
to a low-enough value that glucose repression no longer applies.
29Salihon found that cytochrome P-450 continued to be produced when 
the glucose concentration has fallen to zero, i.e. past the period of 
"the fermentation phase of de-repression". In most of my experiments,
I confirmed Salihon’s finding even though this might have been caused 
by a lapse of enzyme production. Nevertheless, this supports the
23hypothesis of Karenlampi e t a l. that the production of cytochrome 
P-450 in S a cch a rom y ces  c e re v is ia e is neccessarily linked with the 
repression of mitochondrial haemoprotein biosynthesis.
30Most recently, Morichetti e t  a l. reported that cytochrome P-450 
was induced both in the diploid wild-type D7 strain and in two 
isogenic DNA-repair-deficient strains (rad 3 and rad 5 6 ) of S. 
c e re v is ia e following UV- and X-irradiation. The induction occurred 
only in exponential phase cells and peaked 3 hours after irradiation. 
The maximum concentration of cytochrome P-450 is directly proportional 
to the radiation dosage. Under the same experimental conditions, an 
increase of catalase activity was detected, suggesting the activated 
oxygen has been stripped out from the air space and has been replaced
1 9  3 4by nitrogen or other unreactive gases ’ . Gentle agitation is
applied. The rubber stopper was filled with water so that carbon 
dioxide evolved can pass through to atmosphere while air cannot get 
in. Semi-anaerobic growth was assumed in fully-filled,
• • 31 32against oxidative damage. Several research groups ’ hypothesised
that yeast cytochrome P-450 is probably affected by ethanol during the
24
23
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logarithmic growth phase in high glucose concentration media.
19King found that switching from aerobic to semi-anaerobic conditions 
during the exponential phase of S. c e re v is ia e led to a regression of 
cytochrome P-450 formation.
With such wide range of factors which induce cytochrome P-450, it 
cannot be assumed that one set of factors covers all the possible
conditions for cytochrome P-450 formation in S a cch a rom y ces  c e rv is ia e .
2.3 The effect of aeration and agitation on the biosynthesis of
CYTOCHROME P-450 IN S a cch a rom y ces  c e re v is ia e  
It is well known that aeration is crucial to the formation and
33-35appearence of cytochrome P-450 in S a cch a rom y ces  c e re v is ia e  
However, most of the literature fails to quantify the aeration, thus 
preventing other groups from repeating the experiment. Such terms as 
"mild aeration" and "aeration rate" are commonly used in the 
literature. Therefore, this kind of information can only point out a 
general trend in the phenomenon without being able to specify where it 
starts and ends. Furthermore, the effect of aeration has often been 
assumed to be independent of the effects of other operating
parameters. This might impose limitations on the findings. Most 
biochemists studied the effect of aeration in terms of aerobic, 
semi-anaerobic and anaerobic growths. Aerobic growth is usually 
assumed in shake-flask cultures with low fractional fillings and
constant agitation, with air being able to diffuse through the cotton
19wool plugs of the flasks . Total anaerobic growth is assumed in
fully-filled flasks which are rubber-stoppered after the dissolved
oxygen has been stripped out from the air space and being filled with
19 34nitrogen or other unreactive gases ’ . Gentle agitation is
applied. The rubber stopper was filled with water so that carbon 
dioxide evolved can passed through to atmosphere while air cannot get 
in. Semi-anaerobic growth was assumed in fully-filled flasks with
34rubber-stoppered but without dissolved oxygen stripping . Gas
exchange is supposed to take place via tubing passing through the 
rubber stopper.
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2.3.1 Aerobic, semi-anaerobic and anaerobic production of endoplasmic
cytochrome P-450
33Lindenmeyer e t  a l. reported that the biosynthesis of cytochrome
is related to anaerobic growth. This finding was later supported by 
34 35Ishidate e t  a l. ’ . They showed that the cytochrome P-450 content
of S. c e re v is ia e grown anaerobically decreased suddenly when exposed
21to aerobic conditions. Rogers e t  a l. were first to introduce the 
measurement and control of the dissolved oxygen tension ("D.O.T.") in 
a cytochrome P-450 fermentation. D.O.T. was maintained at very low 
level by controlling the admission rate of air into the nitrogen gas 
stream sparging the fermenter. The basic assumption is that the 
oxygen in the gas stream is in equilibrium with the dissolved oxygen 
in the medium. They found that the maximum cytochrome P-450 
concentration was about 64 nmol, per gram dry weight when the D.O.T. 
at 0.45 pmol.l 1 oxygen (0.17mm Hg).
The cytochrome level decreased sharply on both sides of the 
optimum point. At completely anaerobic conditions (0 pmol.l 1
oxygen), the cytochrome P-450 had a value of 15 nmol per gram dry 
weight. At D.O.T. of 0.80pmol.l 1 of oxygen, the cytochrome P-450 
level was about 5 nmol per gram dry weight. And at D.O.T. of 
1.25jumol.l \ no cytochrome P-450 was found.
However, Aoyama e t a l.36 have shown that S. c e re v is ia e produced a 
low level of cytochrome P-450 when grown aerobically under 1% glucose 
solution. Although this low level of cytochrome P-450 could not be 
detected spectrometrically, it was detected by its ability to catalyse 
the 14a-demethylation of lanosterol and was also subject to inhibition 
by antibodies to purified yeast cytochrome from yeast grown under 
higher glucose concentrations.
2.3.2 The interaction between the carbon source and aeration, and its
effect on the production of cytochrome P-450
Oxygen limitation was not the sole determining f actor in the 
cytochrome P-450 production. The inter-correlation between aeration
27and the carbon source was firstly indicated by Woods . He reported 
that cytochrome P-450 was produced in S. ce re v is ia e when the following 
combinations exist:- fermentation is semi-anaerobic resulting from a
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low supply of oxygen, or the fermentation is aerobic but the glucose 
concentration in the medium is high (glucose repression).
9The work of Trinn e t  a l. contributed a great deal to explain
9this phenomenon. Trinn e t  a l. studied the yeast in continuous
culture where they could adjust the dilution rate to change the
residual glucose concentration, whilst the effects of glucose
repression or de-repression could be achieved. They used a low
dilution rate (D = 0.22hr *) so that the residual glucose
concentration was low (0.1 g/litre), and hence "glucose de-repressed
growth" existed. For aeration rates of 0.05 and 0.2 vvm (volume
air per working volume per minute), the mitochondrial cytochromes were
present in relatively high value. Under ungassed conditions, no
measureable mitochondrial cytochromes were found. About 10 pmol (mg
dry wt.) 1 cytochrome P-450 were detected. For aeration rate of 0.05
and 0.20 vvm, cytochrome P-450 appeared when the gassing of the
fermenter was halted and oxygen was introduced by medium flow only.
Using the criterion of a glucose uptake rate (3.45 mmol g-1 dry wt.
hr 1) for defining glucose repression and de-repression, the data
indicated that induction of cytochrome P-450 formation is not possible
37under oxygen limitation without glucose repression. Blatiak e t a l. 
suggested that oxygen may act as a substrate inducer of cytochrome 
P-450 in S a cch a rom y ces  ce re v is ia e .
With a higher dilution rate (D = 0.35hr *) and under glucose 
repressed conditions, the formation of cytochrome P-450 occurred in 
cells at significantly higher aeration rates as compared to glucose 
de-repression conditions. More cytochrome P-450 was formed compared 
to the corresponding aeration rates under glucose de-repressed 
conditions. A clear correlation between the glucose repression and 
mitochondrial cytochromes content was shown. An inverse relationship 
between cytochrome P-450 and mitochrodrial cytochromes was also 
indicated.
2.3.2.1 Optimal dissolved oxygen tension
9Trinn e t  a l. found that the optimal dissolved oxygen tension for 
cytochrome P-450 production was below 15% of air saturation. Pure
o —2water at 25 C and 1 atmosphere (101325 N m  ) when saturated with
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oxygen, will contain about 250 fimol. 1 1 dissolved oxygen (8 mg 1 1). 
The solubility of oxygen is decreased by dissolved ions and 
carbohydrates. When the D.O.T. was further decreased by lowering
aeration or agitation rates, a steady increase of cytochrome P-450 
resulted. This increase may be related to an enhanced formation or 
inhibited degradation of cytochrome P-450 under oxygen limitation.
35Ishidate e t  a l. showed that the content of cytochrome P-450 in 
wild-type yeast cells grown anaerobically decreased sharply on
exposure to aeration.
20Blatiak e t  a l. suggested the optimum dissolved oxygen
concentration in shake-flasks is 0.25-0.50 jumol.l \ Rogers and
21Stewart reported that when the yeast is grown on a medium with
4%(w/v) D-galactose there is an optimum dissolved oxygen concentration
of 0.45jumol.l \ This is close to other figures from the literature,
which suggests the optimal value of dissolved oxygen for cytochrome
P-450 production is around 0.25-0.50 jumol.l \ However, it has to be
borne in mind that the optimum dissolved oxygen level found is well
below the sensitivity level of most commercially available dissolved
oxygen sensors. Many research groups simply refer to semi-anaerobic
conditions without a detailed definition. For example, Ishidate e t  
34 -
al. reported that high level of cytochrome P-450 was achieved in 
yeast grown semi-anaerobically in 4%(w/v) D-glucose, while Yoshida e t
38
a l. reported 3%(w/v) D-glucose media.
19King found that switching from aerobic to semi-anaerobic
conditions during the exponential growth phase of S a cch a rom y ces
c e re v is ia e led to a repression of cytochrome P-450 synthesis. Wiseman 
& Lim (unpublished data) found that when S a cch a rom y ces  c e re v is ia e is 
grown under steady-state continuous culture the f ormation of 
cytochrome P-450 is optimal at a dissolved oxygen level between 16 to 
30% of saturation in a medium containing 20%(w/v) glucose.
In my experiments, the dissolved oxygen level dropped to very low 
levels (less than 0.5% of saturation in 14%(w/v) glucose media) within 
30 minutes of the inoculation. The dissolved oxygen concentration 
remained at this low level until the stationary phase. However, this 
might be caused by the difference in solubility of oxygen in 14%(w/v) 
glucose medium and 6%(w/v) ethanol medium. As mentioned above, one has
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to be cautious about the accuracy of such an extremely low level of 
dissolved oxygen.
2.3.2.2 Effect of switching respiratory mode in carbohydrates 
medium on the cytochrome P-450 production
19King used S a cch a rom y ces  c e re v is ia e NCYC240 to study the 
response of yeast cytochrome P-450 content, from both exponential and 
stationary phase of the fermentation, to changes in respiratory mode. 
The yeast was grown aerobically in 20%(w/v) glucose medium to the 
exponential phase (24 hours grown), on switching the culture to 
semi-anaerobic conditions, the formation of cytochrome P-450 was 
inhibited, the increase in cytochrome P-450 level between 24th and 
48th hours was less than 10% of that in aerobic control conditions.
This effect is not due to altered growth rate, as very similar growth 
rates were measured under both sets of conditions, with sufficient 
residual of glucose to ensure active yeast cells under glucose 
repression. A similar result by S. c e re v is ia e NCYC754 was reported 
by Blatiak e t  a l.20.
When yeast is grown aerobically until the stationary phase (48
hours) and then made semi-anaerobic and incubated further at 30 C,
cytochrome P-450 did not seem to be lost as quickly as for aerobic
control. At the stationary phase, the yeast cytochrome is already in
decline and thus the removal of oxygen at this time was unlikely to
affect the cytochrome P-450 biosynthesis. The slowing of cytochrome
P-450 disappearance under (semi-) anaerobic conditions was due to
39protection from degradation as described by Blatiak e t  a l. .
35 _Ishidate e t  a l. had shown that the cytochrome P-450 content of
the yeast grown anaerobically decreased sharply when subsequently
exposed to aerobic conditions.
The reason for the drop in cytochrome P-450 content on altering
gconditions is not exactly known. Trinn e t a l. suggested as a 
probable explanation that it is due to the flexibility of the yeast 
cells in adapting to different culture conditions.
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2 .3 .2 .3  E f f e c t  o f  carbohydrate  concentration  on fo rm a tion  and
degradation of cytochrome P-450
Glucose repression has long been recognised as a crucial
24 25 19condition for cytochrome P-450 biosynthesis 5 . When King grew 
the yeast, S a cch a rom y ces  c e re v is ia e NCYC240, in 0.5 %(w/v) glucose 
medium; no cytochrome P-450 is detected by spectral means at any time 
of the experiment. This is in line with the findings of Aoyoma e t  
a l.36. Blatiak e t al.40 found that a small amount of cytochrome P-450 
is detected spectrally when the glucose media was supplemented with 1 
%(v/v) ethanol.
Using the same strain of yeast in batch cultures, Wiseman e t
25
a l. showed that varying the initial glucose concentration between 10 
to 200 gram per litre did not cause the peak value of specific 
cytochrome P-450 to vary significantly. The batch cultures with 
smaller initial glucose concentrations reached their peak f or 
cytohrome P-450 earlier than those with higher initial glucose
concentrations.
However, the findings reported here are contrary to those of 
25 41 _  _Wiseman e t  a l. ’ . Using S a cch a rom y ces  c e re v is ia e NCYC754 in batch 
fermentations, with variations in operating parameters (pH,
temperature, stirrer speed) and initial glucose concentrations of 5,
14 and 20 %(w/v); it is shown here that in general the specific
cytochrome P-450 content increases with the glucose concentration.
But, it can be argued that using batch experiments to study the 
effect of glucose concentration on cytochrome P-450 formation has some 
disadvantages. In batch f ermentations, the glucose level
dramatically changes from a high level (glucose repression) to a low
level (glucose derepression) whilst the cytochrome P-450 content rises 
from a low (no) level to a peak value before dropping back. Thus it 
would have been preferable to have used either fed-batch or continuous 
culture conditions.
9Trinn e t a l. used continuous fermentations to differentiate 
between the effects of glucose repressed and de-repressed growth on 
the formation of cytochrome P-450. By adjusting the dilution rate and
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hence the residual concentrations of glucose, they found that glucose 
repression and oxygen limitation conditions are crucial to cytochrome 
P-450 biosythesis; for a fixed aeration rate, more cytochrome P-450 is 
formed at higher dilution rate (higher residual glucose 
concentrations).
This would have meant considerable effort for me in re-optimizing 
a new system. Experiments had to be carried out in batch mode, and 
it thus became impossible to study the effect of glucose concentration 
on the production rate of cytochrome P-450. What was actually being 
studied was the effect of glucose repression on the cytochrome P-450 
production.
While it is well established that a high glucose level in the
growth medium causes the biosynthesis of cytochrome P-450 in growing
yeast cells, less is known about the effect of glucose concentration
39on the cytochrome P-450 in non-growing cells. Blatiak e t  a l. 
studied this effect by incubating the yeast cells {S. c e re v is ia e NCYC 
240) after the transfer to non-growth conditions in phosphate buffer 
pH 7.0 with semi- and anaerobic conditions, and various chemicals as 
protective agents. They found that the presence of oxygen is required 
for degradation, and there is protection from degradation of 
cytochrome P-450 by anaerobiosis and by using other agents which 
repress the protein biosynthesis in yeast mitochondria. These agents 
also stop the aerobic metabolism of ethanol.
42Furthermore, Blatiak e t a l. studied this effect by incubating 
the yeast cells in non-growth conditions with different concentrations 
of glucose added. With up to l%(w/v) glucose, the cytochrome P-450 
contents were in decline. With 5 %(w/v) glucose, some accumulation of 
cytochrome P-450 occurs. With 8-20 %(w/v) glucose, the peak values of 
cytochrome P-450 do not vary significantly. They concluded that from 
8 to 12 %(w/v) glucose fermentation may result in an optimum level of 
ethanol to further induce cytochrome P-450.
2.3.2.4 Recovery from anoxia
While several research groups experienced the repression of 
cytochrome P-450 formation when switching from aerobic to
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semi-anaerobic conditions or vice-versa, Dorr had a very interesting 
finding when he studied the effect of oxygen on S. c e re v is ia e NCYC 
754. Yeast cells were kept in the stationary phase of growth, for a 
period of some 12 hours (a generation time) without air, followed by 
about 90 minutes of aeration to restore the culture to semi-anaerobic
condition. This resulted in the appearence of more cytochrome P-450
as the cells recovered from anoxia. This effect can be observed two
or three times on the same culture by alternating conditions of
aeration and anoxia. Dorr argued that it is the process of recovery 
from the conditions of anoxia which mostly leads to the formation of 
cytochrome P-450, and it was not sufficient simply to have a rising
dissolved oxygen tension but the history of the yeast culture is
crucial.
2.4 Effect of ethanol on cytochrome P-450
Ethanol is a primary metabolite in fermentative or
respiro-fermentative growth of yeast in carbohydrate containing media. 
44Fiechter e t  a l. categorizes S. c e re v is ia e as belonging to the group
of yeasts which is subject to both the "Pasteur effect" and "glucose
effect (Crabtree effect)". The Pasteur effect is the inhibition of
glycolytic pathway in the presence of oxygen, which lends to an
inhibition of ethanol production. The glucose effect is that the
high levels of sugars repress the ability of the cell to carry out
aerobic respiration, even though oxygen is available when
fermentations are carried out with aeration in a medium containing
high concentration of sugar as the carbon source. Ethanol is formed,
as under anaerobic conditions, so long as the glucose concentration is
44high enough. Fiechter e t a l. stated that it is the assimilation
rate of sugar rather than the concentration of sugar in the medium 
which causes the effect.
A possible relationship between ethanol and cytochrome P-450 may 
exist in that, under conditions of oxygen limitation and where
fermentative glucose metabolism is taking place, the increased
exposure to ethanol could cause the modification of cell membrane 
composition and hence the requirements for ergosterol.
43
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Lim studied the effect of ethanol on the content of cytochrome 
P-450 in the yeast, S a cch a rom y ces  c e re v is ia e NCYC 240. The yeast was 
grown on batch shake-flask cultures with medium containing 200g/litre 
glucose. At the beginning of experiment, ethanol was added to the 
shake-flasks so that the initial ethanol concentration in the medium 
was 5%(v/v), while no ethanol was added to the control flasks. He 
found that there was no significant difference in the measured peak 
value of cytochrome P-450 between them.
23Karenlampi e t  a l. studied the effect of ethanol on the 
pre-formed cytochrome P-450 in the yeast S. c e re v is ia e . The yeast 
was semi-anaerobically -grown in a medium with initial glucose 
concentration of 50 g/litre, up to the exponential phase; then was 
transferred to a medium containing 20 gram per litre of ethanol with 
depleted glucose. The yeast lost its pre-formed cytochrome P-450 
totally within 50 minutes. However, they suggested the disappearence 
of cytochrome P-450 was a response to the lowering of extracellular 
glucose concentration rather than the effect of ethanol addition. 
They suggested the synthesis of cytochrome P-450 in S. c e rv is ia e is 
caused by a common catabolite of the sugars, or an effector generated 
by this catabolite.
42Blatiak e t a l. showed that when the yeast showing cytochrome 
P-450 activity is suspended in a medium containing alkariol, with the 
exception of ethanol, there is a progessive reduction in the half-life 
of cytochrome P-450 as the chain length of the alkanol increased. 
They suggested that the degradative effects of alkanols on cytochrome 
P-450 can be correlated with the lipid solubility of the alcohol. 
Furthermore, they stated that ethanol induced the f ormation of 
cytochrome P-450 under aerobic conditions. This point was supported
32by the findings of Morita and Mifuchi . They showed that the 
addition of 1.5 or 3%(w/v) of ethanol to the medium could increase the 
cytochrome P-450 content in the yeast cells grown on glucose. They 
suggested that ethanol may not be able to induce cytochrome P-450 but 
may enhance the formation or inhibit the degradation of cytochrome 
P-450 in the cells grown on glucose. A similar correlation between 
the content of cytochrome P-450 in yeast cells and the extracellular 
concentration of ethanol was also established by Del Carratore e t  
a l. . This induced form of cytochrome P-450 is similar to the
45
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ethanol induced form in mammalian liver where the cytochrome P-450 
operates via a f ree-radical mediated mechanism to oxidize the
46ethanol . The toxic effect of ethanol on biomass production will 
be discussed in Chapter 4.
40 42Blatiak e t  a l. ’ studied the effect of adding ethanol on the 
cytochrome P-450 content in late exponential phase yeast cells, S. 
c e re v is ia e NCYC754. In control incubations with phosphate buffer, 
the yeast cytochrome level decreased to about 45% of its original in 7 
hours. When in the presence of ethanol (6%(v/v)), a small increase 
in the degradation rate (half-life) of cytochrome is resulted. 
However, the cytochrome P-450 declined to about 65% after 7 hours. 
This may reflect an alternation of degradation rate after 4-5 hours, 
possibly with the additional synthesis of cytochrome P-450 by 
ethanol induction.
There is a strong difference in opinion on the inhibitory effect 
of intracellular ethanol concentration on yeast and the difference 
(driving force) between the intercellular and intracellular ethanol 
concentration of the yeast cell. If the yeast cells had produced 
ethanol (intracellular origin), the effect of ethanol on yeast 
cytochrome P-450 would not be entirely comparable to the addition of 
extracellular ethanol. Assuming the ethanol to be of intracellular 
origin, the intracellular ethanol conentration in the yeast cells will 
be higher than the ethanol level in the medium; with the ethanol 
addition to the broth, the intercellular ethanol concentration would 
have been higher than inside the cell. Since the effect of ethanol 
in the endoplasmic cytochrome P-450 was presumably caused by 
intracellular ethanol concentration, the actual intracellular ethanol 
(with or without ethanol addition) would dictate the extent of the 
effect. In batch fermentations of yeast cytochrome P-450, ethanol 
toxicity might pose an acute problem because of the usage of low level 
D.O.T. to increase the cytochrome, which would favour the production 
of ethanol.
From the point of view of modelling, one can only draw 
qualitative conclusions.
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Ch a p t e r  3
MODELLING WORK ON THE SYSTEM
L it e r a t u r e  s u r v e y  o f  f e r m e n t a t io n  k in e t ic s  a n d  p r e v io u s
3.1 Intro du c t io n  to  f e r m e n t a t io n  k in e t ic s
The concepts used in models currently accepted in fermentation 
technology were developed by the microbiologists in the past two 
hundred years. Most of the published models are developed from one
or two classical models. Before looking into models, it is necessary 
to have a brief understanding of the growth-cycle in batch 
fermentation. Typically, concentration of living cells varies with 
time, as shown in Fig. 3.01. After a "lag" phase, where the cell 
numbers remain constant, a period of rapid population growth follows 
while nutrient is plentiful, during which the cell number increases 
exponentially with time. This stage of batch culture is called the
"logarithmic" or "exponential" phase. Naturally the cell numbers
cannot increase indefinitely, the population will reach a maximum 
level in the stationary phase. Eventually, the number of living cells 
declines in the "death" phase. Each phase is important in 
fermentation processes in its own right. For instance, a lag phase 
occurs when cells are inoculated into fresh medium. The length of 
this lag phase depends on the concentration of the medium, a decreased 
concentration may shorten the lag phase but gives rise to a slower
exponential rate. Multiple lag phases may occur if the medium
contain several energy sources, this phenomenon is known as diauxic
growth.
At the end of the lag phase, cells are well adapted to the 
new environment and multiply rapidly. The increase of cell 
numbers is represented by the equation:
—  = (iX (3.01)
d t
3.1.1 Monod Model
A functional relationship between the specific growth, p, and an 
essential component’s concentration, S, was proposed by Monod in 1942.
4Bailey and Ollis stated that the Monod equation is analogous to the 
Langmuir adsorption isotherm (1918) and the standard rate equation for 
enzyme-catalysed reactions with a single substrate (Henri in 1902 and 
Michalis & Menten in 1913), which states that:
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where u is the maximum growth rate achievable when S » K and the
m S
other essential components concentration are kept constant. Ks is the 
value of the limiting substrate concentration where the specific 
growth rate is half of its maximum value. The value of Ks has
significant effect on the relationship between the substrate 
concentration and specific growth rate,. when K » S, f± is strongly
(linearly) dependent on S, but this dependence diminishes as S
increases.
47Barford e t  a l. stated that the Monod model is based on
several assumptions:-
1. Balanced growth is assumed. This means the composition and
metabolic activity of the organism remains constant and hence 
the biomass can be described by a single variable.
2. The single parameter describing the amount of cell materials is
the mass of viable cells.
3. Growth is taking place in a medium with a known limiting
substrate. This means a known essential substrate will run out 
completely and hence halt growth before the other substrates are 
depleted to a level which will affect the kinetics.
4. Growth is considered as a single reaction step with all the
restrictions placed on the stoichiometry of growth and the 
overall culture dynamics. This implies that all yields are 
constant and there is no possibility of dynamic lags.
5. The biomass is not considered to form as a separate phase.
6. There is no biomass death.
The Monod model has enjoyed wide application to various
experimental situations and has proved to be a useful tool to describe
microbial growth which is consistent with its assumptions. The 
limitations of the Monod model are a result of its assumptions. 
Nevertheless, with an understanding of the assumptions and their 
drawbacks, the Monod model is still one of the most important 
contributions to modelling of the microbial growth process. The Monod 
model is used as the basis of many approaches in the development of 
mathematical models. Basically, the Monod model may be defined as a
deterministic, distributed, unstructured model. Attempts were made
4-8 49 50by Luedeking and Piret , Contois and Teissier to change the 
kinetics of the Monod model without changing the structure and 
assumptions. This improved the experimental applicability of the 
Monod model. Such models are simple and can be easily experimentally 
tested. Following this approach, many important concepts were 
introduced. For instance, diffusional effects, maintenance energy, 
cell viability, multiple substrates, oxygen effects, substrate and 
product inhibition, change in cell composition, non-growth associated 
metabolism and pH effects. Some of the phenomena are involved in our 
fermentation system.
3.1.2 Logistic Model
The equation (3.01) is generally known as the Malthus law. He 
proposed the principle that human population tends to grow in 
geometrical progression where the size will be double in a certain 
period of time and there is no death. Obviously, the hypothesis is 
only true when the resources are abundant. In reality, the population 
growth is under limiting conditions and will reach a limit.
51 • 52Velhurst in 1844 and Pearl & Reed in 1920 contributed a theory 
that included limiting factor to population growth. They assumed 
the inhibition factor is proportional to X and proposed the equation
—  = k X (1 - (3X) (3.03)
d t
where X(0) = X q. The equation can be easily integrated to give the 
logistic curve
X  e k t  0
X  = ----------------------------- (3.04)
1 - |3Xo(l - e kt)
As illustrated in Fig. 3.02, the logistic curve is sigmoidal and 
reaches a stationary population level at X  = 1/(3.m
53M ’Kendrick and Pai extended the autonomous Verhulst equation 
to describe the microbial population changes. They showed that the 
rate of multiplication of fast-growing organisms is proportional to 
the number of organisms present, and also to the concentration of the
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nutrient. They introduced the original concentration of nutrient, a, 
into equation (3.01), and the concentration at time t will be (a - X). 
The equation becomes
= juX (a - X) (3.05)
d t
If we integrate equation (3.05), from time t  = 0 to t = t
X -  ------3^ - X ------=Sat (3'06), o e  ^
1 + ~ x ------0
cf-X"When —  = 0  X  = a. Hence he concluded that the maximum additional 
d t
number of organisms being attained is dependent on the concentration 
of nutrient, and independent of the size of the inoculum.
Edwards and Wilke54 improved the flexibility of the logistic 
equation and proposed a generalised logistic f or the mathematical 
representation of batch culture kinetic data. He used a more general 
form for the exponential term, thus the logistic equation became
X
X  «  —  (3.07)
1 ♦
where j i t )  is some function of time, t =  t ~ t with t being the 
1 i  l  l  &
length of lag phase, and t > t . The function f i t  ) is usually
represented by a simple polynomial.
j i t )  = a + at + a t2+ .... + a tn (3.08)
J 0 1 2 n
Recently, the logistic model has been successfully used to
55-57describe the kinetics for several bioprocesses . Equation (3.03) 
implies that the specific growth rate is linearily correlated to the 
cell concentration and it approaches zero when biomass approaches X  .m
However, a linear correlation is a special case, and is not a
universal phenomenon for all microorganisms. The deviation of
specific growth rate from the logistic model is well illustrated by
58two yeasts, S. c e re v is ia e and S. bayanus , and the bacterium Cl.
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a c e to b u ty lic u m  , where nonlinear functions of the biomass were 
observed. Mulchandani e t  a l.60 proposed a modified logistic equation 
to describe the deviation from the exponential relationship.
dX
59
d t
Equation (3.09) is invalid as long as © is less than zero. The
parameter © has been defined as index of the inhibitory effect which
determines the deviation of growth from the exponential relationship.
In a way, the microbial density in autonomous kinetic models can be
regarded as a factor or an indicator of growth inhibition. Bailey 
4and Ollis explained that deviations from exponential growth 
eventually arise when some significant variables such as nutrient or 
toxin reach a certain level which can no longer maintain the maximum 
specific growth rate. Exhaustion of a crucial nutrient may appear 
rapidly at a given time since the cells are rapidly increasing the 
total consumption rate of nutrient A in the exponential phase. They 
proposed that the rate of nutrient A consumption is proportional to 
the mass concentration of living cells until the stationary phase is 
reached:
rf A
—  = -  k  X (3.10)
d t
If one assumes that exponential growth start from time zero and 
continues until the stationary phase is reached, then
X  = X q (3.11)
If the concentration of A at time zero is Aq, then A is completely 
consumed when
k
A (X - X  ) (3.12)
0 JU m 0
Rearranging Equation (3.12), we find the maximum population in terms 
of nutrient depletion is given by
X  = E —  + X  (3.13)m , 0
k
a
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Linear dependence of X  on initial nutrient concentration has beenm
observed experimentally in many cases, e .g . of A. a e ro g e n e s on lactose 
concentration.
If a toxin accumlates which decelerates the rate of growth from 
exponential, an equation of the form
dX
d t
= k X [1 - /(toxin concentration)] (3.14)
is found useful. If the toxin linearly decreases the growth rate,
then the specific growth rate is
_ 1 dX  
X  d t
= k (1 - bi C ) (3.15)
where C^ is the toxin conentration and bi is a constant. A plausible 
assumption is that the production rate of toxin depends only on X
dC
t  = q  X
d t
If we re-define equation (3.03) 
d X
dt
= (1 f 1 -m [
X
X
(3.16)
(3.17)
(3.18)
For equation (3.09)
(3.19)
Figure 3.03 shows the cell density profiles as a function of ©. For a
very large value of e, equation (3.09) approaches equation (3.0,1). 
For © = 1, equation (3.09) simplifies to equation (3.03). For 1 > © 
> 0, equation (3.9) describes biomass growth with a higher degree of 
inhibition than logistic pattern. For © > 1, the growth lies between 
logistic and exponential patterns.
60Mulchandani e t a l. found an interesting trend on the magnitudes 
of © in polysaccharide fermentations. The © values seemed to be
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inversely proportional to the viscosity, heat and mass transf er 
coefficients of the medium. However, the inhibition of growth is not 
only limited by physical properties of the environment.
3.2 Inhibition kinetics
A unicellular microorganism can be considered as a finely 
integrated production unit which is capable of carrying out a variety 
of chemical reactions. Unlike the other catalysts used in chemical 
processes, microorganisms represent an extremum in biology in both 
their potential susceptibility to changes in environment and their 
genetic variability. The small size, large surf ace to volume ratio 
and short diffusion path length guarantee a capacity for high 
metabolic activity but also assure that changes in composition or 
temperature of the environment will cause rapid and significant 
changes in this activity.
When microorganisms grow on concentrated carbohydrate medium, end 
products accumulate in the solution to such an extent that the 
metabolic activity is suppressed. This' phenomenon .is known as end 
product inhibition. High substrate concentrations also deter the
growth and replication of microorganism. This effect is commonly 
referred as substrate inhibition. From the engineering point of 
view, the substrate and product inhibition influence the mechanical 
design of the process. A higher tolerance of both substrate and 
product allows a greater utilization of bioreactor volume and reduces 
the capacity of processing equipment necessary for a given 
productivity. Despite many studies on inhibition, the entire 
mechanism is not well understood, hence only unstructured models have 
been developed to quantify inhibition by substrate and end product.
3.2.1 Substrate Inhibition
3.2.1.1 Mechanism of substrate inhibition
It is well known that the substrate concentration has a strong
influence on the growth kinetics and metabolic activities of
61 62microorganisms. Figure 3.04 ’ shows a typical response of the
specific growth rate of a microorganism to the variation of substrate
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concentration. At extremely low concentrations, the specific growth
rate p is very close to zero. By increasing the substrate
concentration above a threshold level, the specific growth rate will
increase proportionally due to stimulation of the metabolism of the
microorganism. Eventually a maximum growth rate is reached at which
further increments in substrate concentration do not affect the growth
rate at all. At this point, either some environmental factors or
physiological conditions of the microorganism limit the growth. A
subsequent increase in substrate concentration will utimately cause a
decrease in the specific growth rate. This behaviour is known as
substrate inhibition. This response is very much due to the
influence of thermodynamic activity63’64 of water on the specific
growth rate. Any modification of the medium’s physicochemical
properties, such as acidity, ionic strength, solvent activity, e tc .,
may alter the cell membrane permeability62. On the other hand, an
increase in substrate concentration could cause alteration in the
microorganism metabolism. The most common example is the ‘Crabtree
effect’ in yeast where high glucose concentration favours glycolysis
62and suppresses aerobic respiration. Edwards summarized the possible 
types of inhibitor action as listed in Table 3.01 and the possible 
mechanisms in Table 3.02.
3.2.1.2 Kinetic models for substrate inhibition
65Haldane in 1930, used equation (3.20) to describe substrate 
inhibition with the assumption of formation of multiple inactive 
enzyme-substrate complexes.
p = ___________ S___________________  (3.20)
K + S +  S2/ K  . 
s  Si
Boon and Laudelout66 found that equation (3.20) describes the 
inhibition of N itr o b a c te r  w in og ra d s k y i by excess nitrite substrate.
67Andrews proposed that the effect of substrate concentration on
specific growth rate could be quantitatively represented by equation
62(3.20). Later, Edwards pointed out that many enzyme kinetics could
be borrowed to fit kinetic data from the literature. He extended two
other enzyme equations describing inhibition kinetics to describe
68microbial growth. Equation (3.21) proposed by Webb , assumes the 
enzyme contains two indentical active sites where a
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substrate-enzyme-substrate complex forms. While equation (3.22)
assumed the formation of two different inactive substrate-enzyme 
complexes.
S fJL
K + S + 
s
(3.21)
(SZ/K )(1 si + S / K )
M, - 5 U  + S/K) (3.22)
K + S2+ S /K 
s  s I
Based on the idea of linear product inhibition in alcoholic
69 70 71fermentation by Hinshelwood , Tseng and Wayman ’ proposed the
following equations to describe growth data of C. u t i l i s t C.
l ip o ly t ic a , S. c e re v is ia e, A rth ro b a c te r AK19 and Pseudom ona s
m eth a n ica:
p S
p =     when S < SQ (3.23)
K + S 0s
p  S
p = m - i(S - S ) when S > S (3.24)i   0 0
K + S s
where S is the threshold substrate concentration below which the 0
microorganism does not suffer any inhibition in growth. However,
when the substrate concentration exceeds S , microbial growth rate is
decreased linear ily with respect to the concentration difference
(S - S  ). The value of i is characteristic of the species, substrate, 0
temperature and other growth conditions, but independent of substrate 
concentration. The "total inhibition" concentration where growth 
stopped altogether, is given as Equation (3.25)
p  + i[S_ - K ] + {(fi + i [S a -  K ])2 + 4i2KS V1/2 s = m 9___________ m 0_______________ 0 (3.25)
l
2 i
72Aiba e t  a l. studied the inhibitory effect of end product on 
alcoholic fermentation and proposed the following equation:
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S -P /Kp =   e pi (3.26)
1 K + Ss
62Later, Edwards borrowed the idea to correlate substrate inhibition:
S -S /Kfi = -----------  e si (3.27)
1 K + S s
I f S/K^« 1, equation (3.27) becomes equivalent to equation (3.20), 
and both equations (3.27) and (3.20) approach equation (3.28) by a 
Taylor series analysis:
M S f S N
u « ----- -------  1 ---------------------- (3.28)
K + S  ^ K '
S  Si
_  50
Teissier assumed that substrate is limited by diffusion and 
proposed the following equation to describe the specific growth rate:
-S /K
p  = p  (1 -  e S) (3.29)1 m
62Edwards combined this mechanism with a protective diffusion 
limitation of high and inhibitory concentrations, and proposed the 
following equation to correlate the growth data:
-S /K  -S/K
p = p (e  Sl -  e S) (3.30)i m
73Levenspiel proposed a generalised non-linear equation to 
describle the inhibitory effect of ethanol on the rate of alcoholic 
fermentation :
p_ S
i “  I 1 ' - ) "K + S  ^ P Js
p =  -- I I ------- — I (3.31)
74Recently, Luong assumed the same mechanisms and proposed the
following equation to correlate substrate inhibition:
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As shown in Fig. 3.05, at low substrate concentrations the specific 
growth rate increases with increasing concentration of substrate until 
a maximum value p is reached where dp /dt = 0. The value can be 
calculated from the following equation:
s* = ( [ ( 2L ± J , * ks* + 4 W * ] 1"*
- ( -  -  -) K 1 (3.33) 
n s  J
The specific growth rate p then decreases as substrate concentration 
is increased further and the power constant n will determine the type 
of relation between the specific growth rate p and the substrate 
concentration S.
For n = 1, the equation (3.33) will approximate to equation (3.28). 
The critical substrate concentration will be simplified as
s
For n > 1, a nonlinear (concavity upward) relation between S and p
occurs. A rapid initial drop in the specific growth rate followed by 
a slow decrease to zero.
For n < 1, a nonlinear (concavity downward) correlation occurs. A
slow initial decrease followed by a rapid decrease of specific growth
rate to zero is shown.
It is worth noting that those models have their own limitations.
Equations (3.20 - 3.22) were used orginally to describe enzyme
inhibition kinetics. It is rather difficult to draw a distinction 
between the three models. Edwards62 pointed out that the parameter K
had very large values, hence equations (3.21) and (3.22) could be
reduced to equation (3.20).
where p = p  K / (K + K ) m s i s  Si
K '  =  K + K and K '  =  K K /{K + 1)
S I  Si S S S Si s
When one considers the relation between the specific growth rate 
and substrate concentration, drawbacks are found in equations (3,20 - 
3.22), (3.27) and (3.30). These models imply that the cells are
capable of growing indefinitely. In reality, there is a certain
substrate concentration limit above which growth will not occur 
(complete inhibition). Unlike equations (3.20 - 3.22), (3.27) and
70 71(3.30), models by Tseng and Wayman ’ are capable to predicting the
maximum substrate concentration S where growth is completely
inhibited. However, the discontinuity (S ) of the function is a
062major drawback. Furthermore, Edwards pointed out that the
assumption of a linear relationship between S and p is not valid 
universally.
3.2.2 Product Inhibition
3.2.2.1 Mechanism of product inhibition
The inhibitory influences of fermentation end products are not 
only of interest in their biological aspects but apply to mathematical 
modelling as well. The accumulation of end products such as ethanol, 
butanol, lactic acid, e tc ., results in a gradual decline in specific 
growth rate and product formation rate; furthermore, at sufficiently 
high concentrations, all microbial metabolic activities can be 
completely turned off.
Yeasts are the most important group of microorganisms 
commerically exploited by man. S a cch a rom y ces  c e re v is ia e and related 
species, perhaps, are the most important of all due to their 
capability of converting a wide range of carbohydrates to alcohol 
rapidly and effectively. Despite centuries of experience, the
complex ethanol tolerance mechanism is not fully understood. Much of 
the interest in the study of ethanol tolerance was initiated by the
75 76work of Gray ’ . Gray found that ethanol tolerance is not confined 
to any one species of yeast and also that induced glucose tolerance 
brought about by sequential transfer into medium with higher sugar 
concentration was accompanied by gradual decrease in ethanol
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tolerance. He went on to report that yeasts became less ethanol 
tolerant at higher temperature. He subsequently reported that yeasts 
with higher ethanol tolerance store less lipid and carbohydrate than
less tolerant strains. Gray’s findings were later confirmed by
77Troyer . Troyer also reported that methanol is less toxic than
ethanol, and concluded that ethanol intolerance was not due to the
fact that ethanol is a yeast metabolite, since methanol also inhibits
the utilization of sugar in S. c e re v is ia e . The inhibitory effect of
alkanols increases with the carbon number, and secondary alkanols are
77less inhibitory than their primary isomers . Since then, this topic
did not attract much attention in research until 1974, when Hayashida
78
e t  a l. showed that sakd yeast acquired enhanced ethanol tolerance
when grown in the presence of a fungal extract containing unsaturated
79fatty-acyl residues. Thomas e t  a l. showed that the sterol and 
phospholipid fatty-acyl composition of the plasma membrane of S. 
c e rv is ia e influence the ability of the yeast to remain viable in 
buffered suspensions containing alcohol.
One of the problems in assessing the alcohol tolerance in yeast
is that there is no universally accepted technique of measurement and
definition. The most widely used method involves the suppression of
80 81cell growth in the presence of exogenous ethanol ’ . The drawback
of this method is that the medium used can influence the ethanol 
80tolerance . The second method is to measure the ratio of
fermentative rates in the absence of product inhibition with respect
82to higher ethanol concentrations . The third method equates the 
ethanol tolerance to the concentration of ethanol resulting from sugar
83 34fermentation . Kalmokoff e t a l. considered the inhibition of
fermentative ability is the best indicator of ethanol tolerance.
This is primarily because tolerance is not affected by the
85nutritional conditions or growth state of the yeast .
The inhibitory effects of ethanol can be induced either by sugar 
fermentation or external addition. It was well known that ethanol 
added extracellularly is less toxic than if it is produced internally 
by the cells86 90. Novak e t al.89 found two values of inhibition
constants from a study of the inhibitory effect of externally added 
ethanol, and concluded that extracellular ethanol is not the only 
parameter to explain product inhibition.
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Ethanol has three major inhibitory effects on yeasts. It
• u - w - 4. 11 . ,  72 ,89 ,91-93  . , . . . .  79 ,86 ,94 ,95  ,inhibits cell growth , cell viability , and
fermentation91’93’96. Different inhibition constants and kinetic
models have been derived for the inhibitary effects of ethanol on each
parameters.
97D ’Amore and Stewart tried to locate the possible target sites 
of ethanol inhibition in yeast cells in Figure 3.06. Alkanols inhibit 
the transport of sugars", ammonium salts99 and amino acids100. All 
these inhibitors are non-competitive in nature and act within the 
hydrophobic region of the plasma membrane101. The damage caused by 
ethanol to cell membrane results in changes in membrane organization 
and permeability102’103.
3.2.2.1.1 Role of plasma membrane
There is clear evidence showing that unsaturated fatty acid and
sterols in the membrane play an important role in the enhancement of
104ethanol tolerance or production in microorganisms. Dombek e t  a l.
found that E. c o l i grown with ethanol in the medium showed a number of 
changes in the membrane composition. These included an increment in
Ci8-i acic* w Rh a corresponding decrease in C , and an
105overall reduction in the phospholipid:protein ratio. Carey e t a l.
f ound that both glucose and ethanol caused a decrease in
phosphatidylethanolamine and phosphatidylgylcerol and an increase in
cardiolipin and phosphatidylcholine in Zym om ona s m o b ilis . Ethanol
also caused a dose-dependent reduction in the lipid-to-protein ratio
106of crude membranes. Beaven e t a l. have shown that growth of S.
c e re v is ia e in the presence of ethanol also led to an increase in the
proportion of mono-unsaturated f atty-acyl residues in cellular
phospholipids, and was accompanied by a decrease in poly-unsaturated
residues. These changes were also shown to dramatically alter the
ethanol tolerance in yeast, consistent with ethanol-induced changes
being adaptive79’106. Chen107 in a study of several brewers yeasts
found that the plasma membrane of highly ethanol tolerant yeasts,
constantly contained a higher percentage of unsaturated f atty acid
108than less ethanol tolerant yeasts. Uchida found that ethanol 
induced changes in the phospholipid ; composition in L a c to b a c il lu s  
h e te r o h io c h i i, where increases in the proportion of unsaturated fatty 
acid and fatty-acyl derivatives were observed. These ethanol-induced
3-14
changes will increase the fluidity of the plasma membrane which in 
turn will increase the ethanol tolerance of the yeast. Furthermore,
increased yeast extract concentration in the media shown to increase 
the length of unsaturated fatty acid in the yeast.
3.2.2.1.2 Effect of media composition
When ethanol tolerance is measured, other physiological factors
that are capable of changing a cell’s susceptibility to ethanol are
usually ignored (e.g. nutrients, substrate concentrations and pH, 
etc.)64*109. Casey e t al.85*110 recently described the factor
limiting high yields of ethanol by brewing yeasts is a nutritional 
deficiency rather than ethanol toxicity. If the appropriate
nutritional requirements are met, an improvement in the final ethanol 
concentration can be expected. Since then, several groups have
reported improvements in alcoholic f ermentation and final ethanol 
concentration by broth supplementation.
These supplements include lipids, proteins and 
vitamins85*110 113. Dombek and Ingram114 demonstrated by using a 
yeast extract-peptone based f ermentation broth, that nutritional 
deficiencies rather than accumulated ethanol are primarily responsible 
for the decline in fermentation rates during the production of low 
ethanol. The supplementation of yeast extract and peptone, after 12 
hours of growth, restored the ability of the medium to support 
vigorous growth. Subsequently, magnesium ion has been identified as
114 115an active component ’ . The addition of magnesium prolonged the
exponential growth, and as a result, increased final cell biomass and 
fermentative capacity. The beneficial effects of magnesium have also 
been shown in Z. m o b il is llb and result from the fact that magnesium is 
required by some of the glycolytic enzymes involved in alcoholic 
f ermentation.
Panchal and Stewart111 found that with a supplement of 1.5 mg/ml 
of ascorbic acid to the medium, an apparent 20% improvement in the 
final ethanol concentration to ll%(w/v) is achieved. However, the 
mechanism of this enhancement is unknown. Recently, D ’Amore e t
117 118
al. ’ demonstrated that increases in ethanol production can be 
achieved even under high osmotic pressure and at higher temperatures
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when additional nutrients are added to the medium. They used a medium 
with the following ingredients: peptone, yeast extract, KH^O^,
(NH J^SO , MgSO^ and glucose. Any increases in the amount of these 
components will result in an increase of ethanol production, as a
119 120result of increased cell growth and viability. Viegas e t  a l. ’
also demonstrated the phenomenon by supplying soy flour to a simple
medium and increased the final ethanol concentration and the
fermentation activity of S. bay anus. Similar effects are also
121observed with S. c e re v is ia e
As mentioned before, it is beneficial to have more unsaturated
fatty-acyl residues (C ) in the plasma membrane for the growth and
18:1
survival of the yeasts in alcoholic fermentation. Any improvement in 
the content of the plasma membrane will enhance ethanol tolerance of 
the yeasts. So far, much of the improvement have been achieved by 
supplementating the growth media by unsaturated f atty acid and
79sterols . In fact, supplementation is the only way for improvement
in ethanol tolerance since yeasts are not capable of synthesizing
unsaturated fatty acids in anaerobic conditions. Hence the oxygen
level in the fermentation plays an important role in ethanol tolerance
of the yeast. Oxygen is an important element for the reactions
involved in the biosynthesis of both sterols and unsaturated f atty
acids. The reactions include: the oxidative cyclization of squalene
122 123to form lanosterol ’ , oxidative demethylation and desaturation
123 124reactions in the conversion of lanosterol to ergosterol ’ , the
synthesis of unsaturated fatty acyl coenzyme-A (CoA) esters from their 
saturated counterparts125,126. Recently, several researchers31’32
found evidence that ethanol induced cytochrome P-450 in S. c e re v is ia e .  
Since P-450 is a component of the monooxygenase enzyme involved in the 
demethylation of lanosterol to ergosterol, it may be important in 
determining the ethanol tolerance of yeast.
3.2.2.1.3 Effect of osmotic pressure
The brewing industry is currently using sugars and yeast to 
produce 4-9 %(w/v) ethanol. Any increase in ethanol concentration 
during f ermentation would be desirable in terms of quality and 
financial aspects. Under these circumstances, there has been
increasing interest in high gravity brewing. The advantages of high 
gravity brewing are overwhelming. These include: reduced energy,
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increased plant efficiency, lower labour and capital costs, use of 
higher adjunct ratios, improved beer smoothness, improved flavour and 
haze and increased ethanol yields per unit of f ermentable 
extract109,110. Furthermore, increased ethanol yields are
significant in industrial ethanol production. However, as mentioned 
bef ore, high substrate concentration can inhibit yeast growth and 
fermentation activity directly as a result of high osmotic pressure
63 64 127—131and low water activity ‘ ‘ ~ , and indirectly as a results of
the higher levels of ethanol produced during fermentations. In
general, substrate inhibition of growth begins at much lower
concentration than inhibition of fermentative activity, usually from 5 
112%(w/v) of glucose . Direct substrate inhibition on fermentative 
ability becomes significant in the range of 15 to 25 %(w/v) sugars. 
The nature of the sugars is also important. At same mass
concentration, glucose exerts greater inhibitory effect than
132sucrose
133Gray demonstrated that as S a cch a rom y ces yeasts became 
acclimatized to high glucose concentration, their ethanol tolerance 
levels decreased. Yeasts grown on low substrate levels had higher
134tolerance to ethanol than those grown on high substrate levels 
These observations strongly suggested an interaction between osmotic 
pressure and ethanol tolerance.
A possible explanation did not come to light until Panchal and 
129Stewart investigated the effect of osmotic pressure and excretion
in a lager strain of S. uvarum . To ensure that the effect observed
is not because of catabolite repression, sorbitol which can not be 
metabolized is used to increase the osmotic pressure of the medium. 
Fermentations were conducted in a 10 %(w/v) sucrose and yeast-nitrogen 
base (YNB) medium, with osmotic pressure being increased from 0 to 
30%(w/v) in 5% increments by the addition of sorbitol. Over this 
range, the final ethanol concentration dropped from 4.4 to 2.6 %(w/v),
presumably due to the inhibition of nutrient uptake at high osmotic
pressure.
129Panchal and Stewart described how osmotic pressure caused this 
inhibition by causing large build-up concentration of intracellular 
ethanol in the early part of fermentation. For instance, in the 30%
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sorbitol fermentation, almost all of the ethanol produced during the
first 24 hours is located internally, compared to only 12% in the 15%
sorbitol fermentation. Regardless of the osmotic pressure, over 95% of
the ethanol are located externally by the end of the experiment. Similar
117experiments were carried out by D ’Amore e t a l. on S. c e re v is ia e  
3001. Fermentations were carried out in PYN medium, with the glucose 
concentration range from 10 to 40 %(w/v) with 10% increments. The 
experiments were repeated with the glucose concentration held constant 
at 10 %(w/v) while the osmotic pressure varied form 0 to 40 %(w/v) 
with 10% increments by the addition of sorbitol. In the 10-40 (w/v)% 
glucose fermentations, the fermentation rates decreased with 
increasing glucose concentration. The same results were observed in 
the sorbitol fermentations. In both experiments, a reduction in cell 
growth and viability and ethanol production is observed with
129increasing osmotic pressure. Panchal and Stewart described this 
loss in viability colonies as temporary. This loss was partly
reversible if the f ermentation is carried out in growth-promoting 
media (sucrose-YNB), rather than in citrate-phosphate buffer. It was 
suggested that high osmotic pressure hindered the diffusion of 
intracellular ethanol to the external medium, with subsequent negative 
effects on cell viability and fermentative activity. This implied 
that the low viability obtained from high gravity brewing may not be 
entirely due to high levels of external ethanol or depletion of
essential nutrient but rather to osmotic effects.
However, this hypothesis was later disputed by Loureiro and
135Ferrira saying that ethanol crosses the plasma membrane by passive
diffusion, and it is hard to imagine how high substrate concentrations
136can affect the process. Guijarro and Lagunas furthered this view, 
by using higher sorbitol concentrations but did not find any osmotic 
pressure-induced inhibition of ethanol transport or accumulation 
levels of high levels of intracellular ethanol.
In order to maintain cell viability and increase ethanol
production at high sugar concentrations, it would be necessary to
reduce the osmotic pressure of the medium. An effective way to
counter this problem is to alter the mode of substrate feeding during
fermentation. Previous studies indicated that increases in cell
viability and final ethanol concentration can be achieved by using
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fed-batch or infusion feeding, compared to single-batch
97 111 113fermentation ’ ’ . The improvement in ethanol production was
thought to be due to the decrease in osmotic pressure of the medium
under the altered feeding schemes. However, this may not be entirely
118the reason. Subsequently, D ’Amore e t  a l. found that nutrient 
limitation play a major role in the decreased fermentative activity at 
higher osmotic pressure fermentation. Nutrient supplementation could
137increase cell growth and viability as well. Casey and Ingledew 
reported the sequential addition of adjunct under high gravity brewing 
conditions significantly improved ethanol production. For instance, 
stepwise addition of corn syrup extract during the f ermentention 
resulted in higher ethanol concentration. The improvements were due
137to cell growth . The addition of corn syrup extract could
possibly increase the availability of nutrients.
3.2.2.1.4 Influence of temperature
The optimal temperature for alcohol production in the early stage 
of a fermentation is usually 5 to 10 °C higher than for growth with
64both temperatures dependent on the strain . However, the presence 
of ethanol has long been known to alter the relationship between 
temperature and growth and effects the fermentative properties and 
viability of yeasts. Van Uden and co-workers have investigated the 
areas of the yeast susceptible to damage, and damage mechanisms of
101 138 139alcohol and temperature of yeast ’ * . With increasing
temperature, some of the negative effects of ethanol on yeasts may
39 90become more severe . For example, high temperature could result
in premature cessation of f ermentative activity and this lead to
incomplete fermentations and hence lower final ethanol 
140fermentations . Enhanced toxic effects of ethanol on yeast
viability at higher temperatures have also been reported. Casey e t
al.85 found that as fermentation temperatures increased from 14 to
°  ♦ °  «30 C in 28 P fermentations, end yeast crop viability declined to only
O0.1%. ( P = degress Plato, expressing specific gravity)
Van Uden and co-worker suggested that thermal death in S. 
c e re v is ia e is due to the susceptibility of a macromolecular site
98 141located in the inner mitochondrial membrane ’ . The target of
ethanol induced death that predominates in low to intermediate growth
141temperatures is located in the plasma membrane . This is supported
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by the fact that manipulation of the lipid composition of the plasma
membrane affects ethanol tolerance of S. c e re v is ia e with respect to
79death at intermediate temperatures . Yeast also responds to the
physical effects of high temperatures (increased membrane fluidity) by
138 139changing the f atty acid composition ’ . With increasing
temperature, the proportion of saturated fatty acid esterified into
membrane lipids increased at the expense of unsaturated fatty acyl
chains. Associated with this was a decrease in the amount of
142membrane phospholipids . This increase of saturation helps to
maintain optimal membrane fluidity for cellular activities. In
yeast, increasing the growth temperature results in the transient
143 145synthesis of heat shock proteins * . This induction of heat
shock proteins in response to heat or ethanol has been suggested to 
play an important role in conf erring increased thermal and ethanol 
cross-tolerance in various microorganisms144. The inhibitory effects 
of ethanol on yeast growth are more pronounced at higher temperatures.
145Brown and Oliver f ound that the resistance to ethanol
inhibition on growth rate decreases as temperature increases. Van
Uden found that ethanol affects the optimum and maximum temperatures
101 139 _for growth of S. c e re v is ia e and other yeasts ’ . The relationship
between temperature and ethanol tolerance is depicted in Figure 3.07. 
The maximum temperature for growth decreased while the minimum 
temperature f or growth increased with increasing concentrations of 
added ethanol.
However, the fermentation activities are more resilent to ethanol 
at higher temperatures. Most recently efforts were made to determine 
the mechanism whereby temperature influences the ability of yeast to 
produce or tolerate ethanol. As in the case of osmotic pressure, it 
was claimed that temperature interacted with ethanol
tolerance by causing increased accumulation of intracellular ethanol 
with increasing temperatures. Therefore, the ethanol inhibition was 
claimed to be more pronounced as temperature increased90,146. This
90phenomenon was most extensively reported by Navarro and Durrand . 
With a strain of S. c e re v is ia e fermenting 12 %(w/v) sucrose at 10-30 °C 
with 10°C increments, the intracellular levels of ethanol are always 
greater than extracellular concentrations, with the difference being 
most pronounced in the early stage of the fermentation. Peak values
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of 10, 17 and 30 %(w/v) of intracellular ethanol were recorded at 10,
O20 and 30 C respectively. The peak values occurred just before the
cessation of yeast growth and prior to downturn in specific rate of
147ethanol production. Navarro concluded that the high intracellular 
ethanols were results of resistance to diffusion through the membrane 
to the outside. At higher temperture, the production rate of ethanol 
increased much faster than the rate of excretion.
3.2.2.1.5 Effect of intracellular ethanol accumulation
The addition of the concept of the role of intracellular ethanol 
introduced a new dimension into yeast ethanol inhibition and tolerance 
79,90,106,117,118,146,147_ At the same time, the effect of
intracellular ethanol accumulation on growth and fermentation has been
the topic of controversy for the past decade. One assumption has
been that with its small molecular size and solubility in membrane
lipids, ethanol would diffuse rapidly across biological membranes in
response to a concentration gradient106. However, Nagodawithana and
86Steinkraus f ound that exogenous ethanol added to S. c e re v is ia e
cultures, was less toxic than endogenous ethanol produced by the 
yeast. This finding, supported by other groups90’102’106’135, was
thought to be because the rate of ethanol production within the cell 
exceeded the excretion capability. Subsequently, several research 
groups proposed that the internal ethanol concentration can be greater 
than the extracellular concentration at certain stages of the
fermentation and under special conditions (i.e. rapid fermentation,
high temperature, high osmotic pressure)102’106’147-149.
As mentioned before, increases in temperature or osmotic pressure 
caused increases in intracellular ethanol concentration and enhanced
ethanol inhibition90’101’141"147. It is generally agreed that
ethanol accumulates in the cell during a fermentation, and this 
accumulation relative to external environment, was always greatest in 
the early stages of the fermentation86’90'106’117’148. Some of the 
literature data are listed on Table 3.03 with various growth
conditions. However, several reports suggested the intracellular
concentrations of ethanol in f ermentating suspensions of yeast are 
less than or equal to the extracellular concentrations136’150’151.
The ratio between intracellular and extracellular ethanol 
concentrations has implications in determining the mode of
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transportation in yeast. If the intracellular concentration is
greater than the external ethanol concentration, excretion of ethanol 
is down a concentration gradient by passive diffusion
90,106,135,148,152 -uu i i *  iIf the internal ethanol concentration is lower
than the extracellular concentration, then some f orm of active 
transport of ethanol probably exists in yeast89,153,154. The
confusion on this subject is most likely due to the methodologies 
employed to measure intracellular ethanol concentration, the accuracy 
of these techniques is questionable.
In general, the methodology employed by most researchers was to
harvest samples by filtration or centrifugation, possibly followed by 
a washing procedure. The sample was resuspended in a small amount of 
the supernatant (or water) to produce a concentrated cell suspension. 
The sample was then disrupted mechanically or chemically to release 
the intracellular ethanol, and the ethanol concentration was measured.
T 89,90,147,148 . . .  ,, . . . , . .In some cases , intact cells were injected directly into a
gas-liquid chromatograph. The intracellular ethanol concentration
was calculated from an assumption or correlation on cell volume or 
cell water. If the sample was resuspended in supernatant, a
correction was required for the amount of extracellular ethanol added 
in the suspension. This method has possible errors in three areas:-
1. Washing of cells prior to the measurement of intracellular 
ethanol.
2. Assumption of a constant intracellular water content throughout
the fermentation.
3. Errors arising during the initial harvesting and cell suspension
steps common to all methods (i.e. centrifugation speed, time,
.97,136,151,153 temperature) .
106Beaven e t a l. first critized the washing and the assumption of
constant volumes. They found that 96.2% of all internal ethanol in a
S. c e re v is ia e NCYC431 sediment was released by a single wash of water
and 93.9% in a single wash with phosphate buffer. The remaining
106ethanol was released within two subsequent washes . As washing 
caused rapid efflux of ethanol, it was concluded that ethanol 
excretion is a "downhill" process by diffusion in response to a 
gradient. These findings cast doubt on those results in which
90 129washing steps ’ had been used. By using tritiated water which
equilibrates with both extracellular and intracellular water, Beaven 
e t a l.106 found that the intracellular water content does not remain 
constant throughout the fermentation. The intracellular water values 
were decreased from 1.93 ml intracellular water per gram dry weight to
1.01 ml/g throughout the 64-hr fermentation of 20 %(w/v) glucose. 
This finding of the intracellular aqueous content decreased with the 
ageing of the culture was supported by other studies
117,136,150,153,155 . , . . „  , , .A change m  intracellular water volume is an 
important f actor to consider when determining the intracellular 
ethanol. Thus the assumptions of constant ratio of intracellular 
water to dry biomass89’148’154 (3-5 ml per gram dry weight), would 
underestimate the intracellular ethanol concentration, especially late 
in the fermentation. This would help to explain the apparent presence 
of an active transport system for ethanol by other researchers.
153Dasari e t a l. pointed out that the centrifugation time and 
temperature have significant effects on the ethanol concentration. 
Since yeasts continue to metabolize during centrifugation (even at low 
temperature) and the metabolites are retained in the sediment, 
overestimation of intracellular ethanol concentration could theref ore
153result. Dasari e t a l. found that if the cells were precooled in 
liquid nitrogen before centrifugation for less 2 minutes, greatly 
decreased estimates of the internal ethanol content resulted than
for tests without precooling. The estimation of intracellular
ethanol increases with increasing centrifugation times (even with 
precooling). With precooling and short centrifugation times, the 
internal concentrations of ethanol were f ound to exceed the 
extracellular concentration by no more than two-fold. These results 
further undermine the creditability of enormously high intracellular 
ethanol concentrations, reported by the other groups.
Another problem contributing to the discrepancy is the different 
experimental designs employed. It is worth mentioning the
fermentation temperature and substrate concentration used were not the 
same in all experiments. It has been shown that increasing
temperature or osmotic pressure results in an increase in the
86 90 129intracellular ethanol concentration ’ ’ In addition, the high
ethanol tolerance of some yeasts has been claimed to be due to the 
efficient excretion of ethanol to the medium which lessens the level
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of intracellular ethanol ’ . Furthermore, the sampling time
varied between the studies. It has been shown that the intracellular 
ethanol concentration is highest in the early stage of fermentation 
and begins to decrease, as the fermentation proceeds, to a level 
similar to the extracellular concentration86,90’106’148. Hence, the
sampling time is another significant factor in the determination of 
intracellular ethanol. A number of techniques have been proposed to
151overcome the above problem. Dombek and Ingram have developed a 
technique based on the exclusion of [14C]-sorbitol to estimate cell
150aqueous volume. Dasari e t a l. have proposed a method that
involved using a high-density fermentation technique where the sample 
was concentrated and quickly frozen in liquid nitrogen. The
intracellular aqueous volume was then determined with tritiated water 
and Na36Cl.
136Similarily, Guijarro and Lagunas used tritiated water to 
determine the complete aqueous volume of the cells, and used 
L-[U-14C]-glucose to estimate interstitial and periplasmic cell 
volumes. The cells were not washed before assaying, but were 
recovered on membrane filters. The intracellular ethanol was
released by perchloric acid treatment, with more than 95% recovery. 
In their study on ethanol uptake and efflux by S. c e re v is ia e ATCC42407
and ACA174, the controversy on the nature of ethanol transport system
was settled. By using [1-14C] ethanol, Guijarro and Lagunas136 showed 
that ethanol uptake was by passive diffusion and the yeasts do not 
accumlate ethanol against a concentration gradient. The following 
evidence supports the conclusion: -
1. First order kinetics occurred for the uptake and outflow of
ethanol, with an intracellular/extracellular equilibrium being 
reached within 5 seconds regardless of the osmotic pressure in
the medium. The kinetics were not inhibited by structural
analogs of ethanol (e.g. acetaldehyde, propanol) and were 
insensitive to drastic pH changes and to the presence of amino 
and thio groups. These results suggested that ethanol permeates 
the cell membrane without any carrier.
2. If the permeability constant of ethanol in plant and animal cell
were applicable to yeast cells, the outflow rate of ethanol
seemed greater than the capability of the yeasts to generate
148 149
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ethanol, and this would not allow any accumulation of
intracellular ethanol.
3. The intracellular ethanol concentrations were found to be similar 
to the extracellular concentrations in all tested conditions.
136Guijarro and Lagunas pointed out the discrepancy between their 
results and other groups89’90’106 might be due to artifacts in the 
measurements of ethanol, i.e. inadequacy of the cell sampling and of 
the chromatographic conditions. Nevertheless, Guijarro and
136Lagunas reported that as the age of the cultures increased, the
intramembranous space decreased. This confirmed the findings of
Beaven e t  a l.106, and explained the erroneous reports of active 
transport systems for ethanol in yeasts.
The variability in sampling time, fermentation temperature, 
osmotic pressure, yeast strain, media composition and methodology all 
contributed the decrepancies observed in intracellular ethanol 
concentration. Until an accurate and universally accepted methodology
in defining ethanol tolerance is adopted, the role of intracellular
ethanol in ethanol tolerance will remain in question.
3.2.2.2 Kinetic models for product inhibition
The above discussion indicates that the mechanism for inhibition 
of cell activity by the end product is very complicated and not yet 
fully understood. Due to these complexities, most of the inhibition 
models are unstructured and empirical in nature.
When the presence of end products plays no part in the growth,
the specific growth p can be expressed as a function of the limiting 
substrate concentration by the Monod equation
p  ~ p --------------------   (3.02)
m S + K
s
When the presence of products affect the behaviour of cell 
growth, equation (3.02) must be derived to include the product 
concentration P
H = /  (S,P)
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Studies have shown that the inhibitory effect of ethanol on cell
growth is noncompetitive72’101’156’157. This implies that the
specific growth rate p but not K is affected in equation (3.02).
m S'
Hence, the specific growth rate in the presence of inhibitor can be 
represented by
S (3.36)p = p  ---------------
S + K
s
In 1946, Hinshelwood69 was first to correlate between p  /p andi m
the concentration of the products. A linear equation was suggested 
to account for product inhibition on cell growth
P = P  “ k  P (3.37)1 m 1
where ki is an empirical constant.
158Holzberg e t a l. studied the kinetics of growth and
fermentation of S. c e re v is ia e var e l l ip s o id e u s  in grape juice, reported
a linear relationship between the specific growth rate and the ethanol
concentration when the alcohol level exceeded a threshold level P  .©
p  = p [1 - k  (P  - P )] when P  > P (3.38a)
i m 1 © ©
p = p when P ^ P  (3.38b)l m ©
Based on the f act that ethanol inhibition in a strain
S a cch a rom y ces  v in i was noncompetitive in nature, Egamberdiev and 
159Ierussalimsky borrowed the model of noncompetitive enzyme 
inhibition from enzyme kinetics, and proposed a hyperbolic 
relationship
p  = p K pi (3.39)
i m
K + P  
Pi
where K is a saturation constant. By arranging the equation (3.39), 
pi
the reciprocal of the specific growth rate should be a linear function 
of the ethanol concentration
—  = — - + ----    P (3.40)
p p p K
i m m p i
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Exponential relations were proposed by Nagatani et al. who 
studied the effects of alcohol on the specific growth rate in batch 
culture of a respiration deficient strains of bakers’ yeast.
-k  P (3.41)u = u e 21 m
91
where k is the exponential inhibition constant' of cell growth.
Applying semilog plot to the experimental data should result in a 
linear function
In fi = In fi -  k P  (3.42)i m 2
72 91Aiba et al. used the same yeast strain as Nagatani et al. to
study ethanol inhibition in a chemostat culture. They reported that
ethanol affected the capacity for cell growth but not the affinity for
glucose. Plotting specific growth rates and specific fermentative
rates against steady state glucose concentration, a sort of
noncompetitive inhibition was observed. However, the inhibition of
growth by ethanol followed exponential rather than hyperbolic
kinetics. They reported an equation similar to (3.41), but with a
92different magnitude on the constant. Subsequently, Aiba and Shoda 
reassessed the data and concluded the relations were hyperbolic rather 
than exponential
ju = S (3.43)
. P  K + S 1 + x - s
Pi
where the values of K for batch and chemostat cultures are 16 and 55
pi
g/litre respectively.
This rather surprising reversal indicated that for the system 
studied, the inhibition of ethanol is neither clearly exponential nor 
clearly hyperbolic. Bazua and Wilke111 used S. cerevisiae ATCC 4126 
in chemostat cultures with a complex glucose medium, where 
noncompetitive inhibition of ethanol of growth and fermentation were 
also observed. However, this inhibition was neither linear, nor 
exponential, nor hyperbolic and they proposed a fourth type equation
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k  P
p = p -      (3.44a)
1 m k - P
3 m
where k and k are empirical constants and P is the product
concentration at which cell growth is completely inhibited. This
equation was recently used by Leung and Wang160 to describe the 
inhibitory effect of butanol on C lo s tr id iu m  a ce to b u ty licu m .
157Ghose and Tyagi used S. c e re v is ia e NRRL-Y-132 to study the 
effect inhibition kinetics in rapid fermentation in batch and 
chemostat culture. Ethanol was found to inhibit growth and the 
ability of yeast to produce alcohol in a noncompetitive manner. They 
proposed a linear model, similar to the model by Hinshelwood69, to 
describe the inhibitory effect of ethanol on growth and product 
f ormation
p = p f 1 - — - ] (3.45)i
i -  L .
P  'm
(3.46)
where v is the maximum specific fermentative rate at P = 0 and P ' ism
the ethanol concentration above which f ermentation was no longer 
measurable. Significantly, P ' (114 g/1) is higher than P (87m m
g/1), this implied that fermentation activity of yeast was more 
resistant than growth. This finding was later confirmed by other
96,145,161groups
In an attempt to generalize the the product inhibition kinetics, 
73Levenspiel proposed a nonlinear kinetic model
P. = P r i - (3.47)
where the empirical coefficient ® is described as "toxic power". The 
underlying kinetics depend on the magnitude of toxic power. For ® = 
1, the specific growth rate decreases linearly with increasing product
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concentration, equation (3.47) will be analogous to equation (3.37). 
For © > 1, the specific growth rate will have a rapid fall at the 
beginning, followed by a gradual decline. The reverse happens when © 
< 1.
93Luong proposed another set of nonlinear models with a power 
factor, to describe the kinetic patterns of ethanol inhibition on S. 
c e re v is ia e ATCC 4126 under anaerobic batch conditions. He concluded 
that there was no striking difference between the response of growth 
and ethanol fermentation. The maximum allowable product concentration 
for growth P  was estimated to be 112 g/litre where the fermentative
m
capacity was completely inhibited at P 7 115 g/litre.
m
(3.48)
(3.49)
where ©^  and ©z are empirical constants.
Hoppe and Hansford used the same yeast strain (ATCC 4126) to 
study the inhibitory effects of ethanol on yeast under continuous 
anaerobic conditions, however he chosen another model similar to that 
used by Egamberdiev and lerussalimsky159.
K
p i
u = M -----------------  (3.50)
m k  + y (s - s)pi p s f
where S is the substrate concentration in the feed and Y is the
f  ps
product yield coefficient. Compared with Egamberdiev and
159 162lerussalimsky , Hoppe and Hansford had a much higher p and am
lower K value, 
pi
163When Nanba e t  a l. used S. c e re v is ia e HUT 7170 to study the 
inhibitory effect of ethanol on yeast, they found that lower culture 
temperatures caused slower growth rate and slower ethanol production 
but with higher final ethanol concentrations. To explain these
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phenomena, ' a kinetic model was proposed on the basis of enzyme 
deactivation kinetics
(k /  PQ d t)
p  = p e 5 o (3.51)I m
where k is a decay constant and o is the degree of inhibition. 
5
Toda e t  a l.9b presented a new model to express the ethanol 
inhibition when studying the inhibitory effects of ethanol on S. 
c a r ls b e rg e n s is LAM1068 under anaerobic growth. Based on their
experimental results, they concluded that the correlation is neither 
linear nor exponential. The anaerobic growth of the yeast was 
completely inhibited at the ethanol concentration of P = 9 5  g/litrem
while the minimum ethanol concentration for complete inhibition of
fermentation was P 7 = 195 g/litre. m
( (p _ PJ  )
P = P  1 ------- —  (3.52)
1 m I (P - P ) '
m ©
where Pq is the threshold concentration of ethanol below which yeast 
growth is not affected by ethanol. (Pq = 12 g/litre)
The new model described the inhibitory effect of ethanol on specific 
fermentation rate v separately between the ranges of P and P 7.
m m
For P < P
m
v / v  = k (1 - P/P ) + k (1 - P/P 7) (3.53a)
i m  6 m  7 m
For P :s P < P '
m  m
v / v  = k (1 - P/P ') (3.53b)
1 m  7 m
All the product inhibition models listed in chapter 3.2.2.2 were 
primarily developed to quantify the inhibitory effects on S. 
c e re v is ia e in various conditions. The models developed for particular 
conditions may be of limited applicability. Moreover, these models do 
have their drawbacks. For example, equation (3.39) predicts a
continuous decrease of the specific growth rate as ethanol
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concentration increases. However, this implies that the cells are
capable of growing indefinitely and that p approaches zero only when
product concentration approaches infinity. A similar drawback is
73found in equation (3.41). Equation (3.47), proposed by Levenspiel ,
is capable of describing wide variety of growth relationships. 
However, the product concentration P  must be determined
m
experimentally or by a trial and error method. The trial and error 
method requires the continuous guessing of the P values until aw ‘ m
straight line results between In (u At ) and In (1 - P / P ) plot.
i m m
73Levenspiel reported that the value of P  by the trial and errorm
method is rather different from the experimental value. It is worth 
noting that the toxic power factors, ® in equation (3.47) and ©^ in
equation (3.48) and in equation (3.49), do not have any physical
meaning, and should be handled with care.
3.3 Parameter Modelling
Carbohydrate is metabolized by yeast in two ways: With hexoses 
for example,
Anaerobically
C H O  © 2 C H 0 H  + 2 C 0  + energy6 12 6 2 5 2
energy = +2 ATP
and aerobically
C H O  + 6 0  -> 6 CO + 6 H 0  + energy 
6 12 6 2 2 2
energy = +30 ATP
The respiratory quotient is the ratio between carbon dioxide 
production rate (CPR) and the oxygen uptake (or consumption) rate 
(OUR) of a process. In hexose fermentations, the respiratory
quotient indicates the following conditions:
RQ = 0 aerobic growth with ethanol or acetaldehyde as sole 
carbon source 
RQ = 1 aerobic growth with moderate glucose 
concentration
RQ > 1 ethanol produced either due to glucose repression 
or anaerobiosis
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Theoretically, the RQ value could be infinity in anaerobic ethanol
production. In our system, the primary product of fermentation is 
ethanol and a secondary metabolite, cytochrome P-450.
3.3.1 Ethanol modelling
The inhibitory effects of ethanol on fermenting yeasts, not 
only constitute problems from an economic aspect but are also of 
fundamental biological interest.
The inhibition by ethanol not only has significant effects on the 
specific growth rate, but also the production rate itself 
(self-inhibited) since ethanol is well known as a growth associated
product.
168A linear model was proposed by Holzberg e t  a l. when he studied 
the kinetics of growth and f ermentation of S. c e re v is ia e var 
e l l ip s o id e u s in grape juices under batch conditions.
—  = B (P  -  P ) (3.54a)
d t tm
P = S/1.96 (3.54b)tm i
where B is a proportionality constant (hr-1)
P is the theoretical maximum product concentration can betm
achieved 
P is ethanol concentration 
S is the initial substrate concentrationi
91Exponential relations were encountered by Nagatani e t  a l. when 
studing the effect of ethanol on fermentative activity of a
respiration-deficient strain bakers’ yeast, in a Warburg manometer.
v = v  e (3.55)1 0
where is the specific rate of ethanol production at P = 0 
v is the specific rate of ethanol production in the 
presence of ethanol 
k , is a empirical constant
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The model was later supported by Aiba e t  a l. who studied 
ethanol inhibition on the same yeast in a chemostat. The glucose 
concentration was controlled to limit the metabolic activity of the 
yeast. By plotting specific growth rates and specific fermentative 
rates against steady state glucose concentration S, noncompetitive 
inhibition was observed.
v = v  e  ^ 2' ^  (3.56a)l o
72
v  = v (3.56b)0 m  K , + bS'
where K , is the half saturation constant for glucose
S
v is the maximal specific ethanol production rate with no m
substrate inhibition
However, with subsequent reassessment of the data, Aiba and
92a. cc 
exponential
Shoda oncluded that the relation is hyperbolic rather than
^ = v Q KPi' (3.57)
K , + Ppi
where K ^ is a saturation constant (g/litre).
The values of K , for batch and chemostat cultures are 71.5 and 12.5 pi
g/litre respectively. Comparing the K , values between the Warburgpi
manometer and the continuous cultivation, suggested that the 
inhibition of ethanol against key enzyme for the fermentation activity 
becomes more prominent in continuous operation.
157Ghose and Tyagi using S. c e re v is ia e NRL-Y-132 in rapid 
fermentation, found non-competitive inhibition of growth and
fermentation. In their case, inhibition was linear and proposed this 
equation
v -  v (3.46)
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where P ' is the ethanol concentration above which fermenation ism
completely inhibited.
When studying the effects of product inhibition on S. cerevisiae
156ATCC 4126 under continuous anaerobic conditions, Bazua and Wilke 
encountered an ethanol inhibition which is neither linear, nor 
exponential, nor hyperbolic. Instead, they proposed a type of relation
v  =  v  -i o I
V p
k P '
3 m
(3.44b)
where k^, and k , are empirical constants and have the values 119.25 
g/litre and 0.506 hr 1 and respectively.
P '  has the value of 93.1 g/litre compared with 93.84m
g/litre for P '
73Levenspiel proposed a generalized nonlinear equation f  or the
products kinetics
v i 2 (3.58)
where the empirical coefficient ®2 is described as "toxic power". The 
underlying relation between the specific ethanol production rate and 
ethanol. If ®2 = 1, the specific ethanol production rate decreases 
linearily with extracellular ethanol concentration, equation (3.56) 
will analogous to equation (3.46). For ®2 > 1, or ®2 < 1, the 
relationship is nonlinear.
93Luong studied the product inhibition on S. cerevisiae ATCC 4126 
under anaerobic batch conditions. He proposed another nonlinear
kinetic model to describe the data
When Nanba e t  a l. studied the effect of ethanol inhibition on
S. c e re v is ia e HUT 7170 in batch conditions, they found that lower 
culturing temperature caused slower growth rate and slower ethanol 
production rate but with a higher final ethanol concentration. A new 
form of kinetic model, based on enzyme deactivation kinetics, was 
proposed to describe the data
. ( - k  J1 P° dt)
v = <P H e  S '°o (3.59)
. i - k  X1 P° d t) ,0 ,where p = p  e  s o  (3.51)
i  m
<p is a growth associated constant
is a non-growth associated constant 
k  , is a decay constant 
© is the degree of inhibition
A new inhibition model was proposed by Toda e t a l,96 when studing 
ethanol inhibition on S. c a r ls b e rg e n s is LAM 1068 under anaerobic 
conditions in Warburg flask. They found that the inhibition is neither
linear nor exponential and the f ermentative activity is far more
ethanol resistant than its growth (P 7 = 195 g/litre while P = 9 5
m m
g/litre). The model has a discontinuous description of ethanol
inhibition on specific ethanol production rate.
For P < P
m
v / v  = k (1 - P/P ) + k (1 - P/P 7) (3.53a)
i 0 6 m  7 m
For P < P < P 7
m m
v / v n = k (1 - P/P 7) (3.53b)
1 0  7  m
where k is the fraction of ethanol production associated with 
growth
Jt7 is the fraction of ethanol production not associated 
with growth
k  ^ and k^ were estimated as 0.36 and 0.64 respectively for the 
inoculum harvested at post logarithmic phase. However, with the yeast
163
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culture harvested at the late logarithmic phase, and k were
determined as 0.50 and 0.50 respectively.
3.3.1.1 Substrate Inhibition
When substrate concentration is decreased to near exhaustion,
respiration and alcohol production naturally decline due to the
inavailability of substrate. On the other hand, glucose levels of 5
%(w/v) or higher cause a shift to only fermentation, ‘the Crabtree
effect’, even in the presence of air. However, high substrate
concentration can inhibit yeast growth and f ermentative activity
directly as a result of higher osmotic pressure and low water 
63 64 127-131activity ’ ’ , and indirectly as a result' of the levels of
ethanol produced during fermentations. In general, substrate
inhibition on growth begins at much lower concentration than for
inhibition on ethanol production. For ethanol production, the
substrate inhibition is less pronounced when compared with the
133inhibition by alcohol. Gray demonstrated improvement in the
resistance to glucose inhibition of yeasts by repeated transf er to 
media containing higher glucose concentrations. As the yeasts 
acclimatized to high glucose concentration, their ethanol tolerance 
levels decreased. Yeast grown on low substrate levels had higher
134tolerance to ethanol than those grown on high substrate levels
164A Monod-type relation is generally used to describe substrate 
inhibition (limitation) where inhibition is felt when the substrate is 
depleted
p  = p --    (3.02)
m K + S s
Similarily,
S
V = y --------  (3.60)
m K , + S s
However, too high initial substrate concentration in fermentation
157is also an problem. Ghose and Tyagi studied a system for ‘rapid
ethanol f ermentation’ by the yeast S. c e re v is ia e NRRL-Y-132 and
157proposed this model to describe the inhibition by excess substrate
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v = v ----------------------  (3.61)
m K , + S + (S2/K ,w) 
s '  s '
where w is a empirical constant
112When Jin e t  a l. studied the enhancement in ethanol 
productivity of the sake yeast S. c e re v is ia e var K y o k a i 1 in 
continuous fermentation, by employing a protein-phospholipid complex 
as a protecting agent, they proposed an exponential relationship 
between the ethanol production rate and substrate inhibition
- k  P - k  S
v -  v  e 8 9 (3.62)
m
where k and k are empirical constants. The calculated values8 9
are: v = 1.657 hr'1
m
k a 0.02395 l.g"1 8
k = 0.00129 l.g-1
9 &
165An attempt was made by Ciftci e t  a l. to determine the range of
substrate concentration where effects of both inhibitions can be avoided.
They exposed the yeast S. c e re v is ia e NRRL Y-11572 (sake yeast) to
glucose concentrations of 2.5-50 %(w/v). They found that the
specific ethanol productivity remained constant for 2.5 to 10 %(w/v)
glucose, above that, the substrate concentration became increasingly
inhibitory. An exponential inhibition model was proposed to describe
the kinetic patterns between 10 to 50 %(w/v) glucose. This model is
112quite different from the one proposed by Jin e t  a l.
k  S
v = v  -  k  e 11 (3.63)
m 10
where k and k are constants with calculated values of 0.006 hr-1
10 11
and 0.082 litre/% (w/v) respectively. They concluded that glucose 
concentrations should be kept below 10 %(w/v) to eliminate excess 
substrate inhibition.
3.3.2 Cytochrome P-450
With regard to modelling, the existence of the enzyme cytochrome 
P-450 in our system, was interpreted as a secondary metabolite. 
Gaden166 created the taxonomy for all microbial products based on
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Class I metabolites accumulated as a result of energy consumption
(e.g. ethanol, lactate).
Class II metabolites arosing indirectly from reactions of energy
metabolism or by side reactions from direct metabolic
processes (e.g. citrate and aconitate).
Class III metabolites which were not concerned with energy
metabolism but were independently elaborated or
accumulated by cells (e.g. penicillin and other
antibiotics).
Gaden’s classification was essential to the development of
fermentation kinetics as a key aspect of the required reorientation of
the chemical engineering aspects of the new ‘biotechnology’.
167Subsequently, Bu’Lock was first to explicitly apply the term
‘secondary metabolite’ in microbiology. In his own words, "just 
because the antibiotics are primarily defined, detected, examined and 
ultimately marketed as agents acting upon other organisms, the fact 
that they are themselves organic products has become relatively 
overshadowed." He then defined his term: "Given the generally
acceptable, view that there are basic patterns of general metabolism, 
on which the variety of organic systems imposes relatively minor 
modifications, we can define secondary metabolite as having, by 
contrast, a restricted distribution (which is almost species specific) 
and no obvious function in general metabolism."
168Borrow e t a l. stated that the production of secondary 
metabolites is frequently connected with the cessation of growth, or 
at least its slowing-down. In higher plants, this is displayed in
specific patterns of metabolite biosynthesis. While in microbial 
submerged batch fermentations, the onset of secondary metabolism is 
usually roughly correlated with the end of the growth phase (‘balanced 
growth’) and the beginning of the stationary phase. This view was
169later supported by Bu’Lock e t a l. in a study of 6-methylsalicylate 
production in P e n ic i l l iu m  u r t ic a e . They confirmed the tendency of 
batch f ermentation to display such distinct phases of growth and 
secondary metabolism. Subsequently, they generally agreed that 
secondary metabolites are defined as natural products that have a 
restricted distribution, and possess no obvious function in cell
ferm entation processes. In this classification:
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growth, and are synthesised by cells that have stopped dividing.
3.4 Previous Modelling Work on the system
Most of the modelling work on our system was contributed by 
n‘
profile
29Saliho  . A Logistic model was chosen to describe the biomass
d—  = k X  (1 - (3X) (3.03)
dt
He believed that the cytochrome P-450 production is associated with 
growth and experiences first order denaturation kinetics.
d C t = k X - k C t  + k S  + k  V (3.64)
  12 13 14 15 pH
d t
where k  k  k k are empirical constants.
12 13 14 15
S glucose concentration
V volume of acid or alkali addition 
pH
However, this equation is misleading. Is it really possible to 
have cytochrome P-450 production when no biomass exists in the 
fermenter? Perhaps, better presentations are either as:-
dCt
d t
= k X - { k + k S  + k  V ) Ct
12 13 14 15 pH
(3.64a)
or
d Ct  = k  X  -  k  , Ct (3.64b)
  12 13
d t
where k  , is f(k S + k  V ... )
13 J 14 15 pH
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3.4.1 Assumptions of previous biomass modelling work and its goodness
of fit
Although the Monod model has been shown to work well in defined 
media, Salihon believed in cultures with a complex media like this 
one, that it has an inherent limitation in that the concept of
. ■ 170limiting substrate may not hold . An advantage of the logistic 
model is its assumption that limitation of growth may be caused by 
other reasons besides substrate limitation. Thus because the Logistic 
model does not include a term for limiting substrate conditions, we 
are able to fit to this model, biomass data generated from the 
experiments.
The average evaluations of the logistic equation f or biomass on 
Salihon*s data are as follows: 
u = 0.3485 hr-1
max
X  = 8.384 dry wt. g/litre
m
error per experimental point = 0.359 g/litre
With similar experimental conditions, a Logistic biomass profile 
(Figure 3.08) was fitted with one of my experimental biomass data, and 
the results are listed as follows:- 
u =0.35 hr-1
max
X =80.0 wet wt. g/litre
m  2 2 Sum of error squares = 0.460 E+03 g /I
Relative sum of squares = 0.420
Chi-square = 0.935 E+01 g/1
N = 46
E 2 2(expected - measured) /expected
Most of the deviation arose in the later stage of the experiment.
While the model predicated the biomass would remain at the maximum 
biomass level, the measured wet biomass appeared to be in gradual
decline.
3.4.2 Modification of the Logistic Equation
A newly derived Logistic model was proposed to describe the
biomass with the following assumptions:-
1. The yeast cells do not live forever, the population consists of
viable (W v ) and dead cells (W d).
2. Only the viable cells are capable of growth.
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3. The viable cells are dying at a rate of b.
4. The dead cells lose a portion of their biomass by leaking,
shrinking, lysis or altering the CHO: lipid: protein makeup of
their membranes.
5. The viable cells consume part of their apparent biomass for
maintenance energy when energy source in the medium is depleted.
The rate of formation of new biomass is then
= p Wv
max
W t  ]
1 - ---
Wm
(3.65)
and it ceases to be viable at rate 
= b * W v (3.66)
Wd = (1 *- F  ) *  Wd
ap 1
W t =  Wv + Wd
(3.67)
(3.68)
W t =  W v + Wd
ap ap
(3.69)
After the depletion of utilizable energy source in the medium 
dW v
ap = C * Wv 
—  r ap
(3.70)
d t
W t =  Wv +  Wd 
ap ap ap
(3.68a)
where W t is the apparent (measured) mass of wet biomass
ap
W v is the apparent mass of viable biomass
ap
Wd is the apparent mass of dead biomass
ap
is the fraction of wet biomass loss arising from 
death
Assuming that the energy source in the media ran out 20 hours
after inoculation and the viable biomass had an internal consumption
rate 5E-04 hr 1 of its own wet biomass, best least squares estimates
of p and b for arbitrary chosen maximum biomass figures have been 
max
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computed; the results are listed in Table 3.04. A calculated biomass 
profile is shown in Figure 3.09.
As the maximum biomass decreased, the corresponding maximum 
specific growth rate increased and the death rate decreased. The 
maximum specific growth rate resembled to that of aerobic growth of 
yeast.
3.4.3 Fitting data by other classical models
3.4.3.1 Monod model
Assuming glucose as the limiting substrate, biomass profile by 
the original Monod model was shown on Figure 3.10.
Holding K at 6 mmol/1, which is considered a realistic figure,
p = 0.27 hr 1 gives the best fit with a residual sum of squares of
m ax
4 20.19 * 10 (g/1) . If K and p are allowed to vary in the search
S' m ax
for a best fit, values of K -  800 mmol/1 and p = 0.57 hr yield
S m ax
4 2the much lower residual sum of squares of 0.09 * 10 (g/1) .
3.4.3.2 Contois Model
A biomass profile using the Contois Model was shown on Figure 3.11 
d X  X
  = --------- H S (3.71)
d t  B X  + S maxi
where B^  is the biomass inhibition coefficient
with B = 5 mmol g-1 litre-1i &
p =0.30 hr-1
m ax
Sum of squares error = 0.950E+03
Relative sum of squares = 0.781E+00
Chi-squared = 0.239E+02 
N = 46
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The Gom pertz Model
In (P ) = In {N/N ) 
g f
In (-In P ) = a -  b t
g g g
w here N  is the c e ll concentration a t tim e t
N is the fin a l (maximum) ce ll concentrationf
a  b are  co e ffic ie n t constants 
g g
Assuming the maximum w et biomass to  be 8 0 g/litre, a G om pertz p ro file  
w as f it te d  to  the same set o f biom ass data, and w as shown on Figure 
3.12.
w ith  a = 1.527
* - i
b « 0.216 hr
g
sum o f squares e rro r = 0.475 E+03 
ch i-squared  = 0.197 E+02 
R elative sum o f squares = 1.479 
N = 46
3.4.4 Comments
None o f these models has the cap ab ility  o f p redictin g a lag
29phase. A ccording to  Salihon , the d eficiency is com pensated by the 
larg e  inoculum being employed. The L ogistic  model gave a very  
reasonable f i t  to  the m easured biomass. However, w ithout m odification, 
i t  would not p redict a declining phase. The derived L o gistic  model 
provided a b etter  f i t  to  the w et biom ass data.
None o f these models perform ed w ell in the duration o f the second 
10 hours, thus a more ap propriate kinetic model should be sought.
A likely  choice w ill be use the Monod equation to  p red ict a 
d iauxic grow th  p attern  w ith  the turning point t  w here the glucosec
concentration  is a t S .c
dWv S
  =   p (3.73a)
d t  K + S mls
3 .4 .3 .3  Gom pertz Model
(3.72b)
(3.72a)
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cand when t > t
dWv S
dt K + S m2s
The biomass will suffer a specific death rate b 
dWv
- — ■ = b * Wv
d t
(3.73b)
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Chapter 4 Experimental work and proposed models
4.1 M eth o ds  a n d  m a t e r ia l s
4.1.1 Inoculum preparation
4.1.1.1 Choice of Yeast strain
S a cch a rom y ces  c e re v is ia e N.C.Y.C. 754 was chosen because it was 
known to yield high quantities of cytochrome P-450. Since its 
discovery in 1982, most of the work on the enzyme cytochrome P-450 in 
yeast has been carried out using this strain in the University of
Surrey and a great deal of knowledge concerning its production and its
optimization was already available.
Yeast stocks were stored in the fridge as slope cultures on
Sabouraud dextrose agar.
4.1.1.2 Preparation of shake-flask cultures
To produce enough yeast to inoculate a 5-litre fermentation 
vessel, shake-flask cultures were produced.
400ml of YEP solution, with the composition listed in Table 4.01 
was distributed in 8 x 250ml flasks. 400ml of 2 %(w/v) glucose 
solution was also distributed among 8 flasks. The shake-flasks were
stoppered with a sponge and topped with aluminium foil. The 
sterilization of the shake-flasks was carried out at 15 p.s.i. for 15 
minutes. After cooling, each shake-flask containing YEP solution was 
mixed with a flask of glucose solution aseptically. Each flask was 
inoculated with yeast taken from a slope culture using a sterile 
platinum looped wire. The shake-flasks were transferred to a shaking 
water-bath of constant temperature at 1.5 Hz with a stroke length of 
40mm. The growth was at 30 °C for about 24 hours.
—2The solution was centrifuged at 6000rpm (24500ms ) and a final 
inoculum about lOg of yeast was collected to intiate the fermentation.
4.1.2 Fermentation media and fermenter preparation
The fermentation medium was prepared such that the initial 
operating volume was 4 litres. The medium was prepared in 2 flasks. 
The glucose part in 5 litre flask being separate from the non-glucose 
part in a 3 litre flask with the composition listed in Table 4.02.
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The two flasks are sterilised for an hour at 15 p.s.i. in an 
autoclave (Matburn, Portsmouth). The media was then left to cool. 
The fermenter with the dissolved oxygen probe in place, was sterilized 
at 10 p.s.i. for 15 minutes. After sterilising with 4N hydrochloric 
acid, the pH probe was connected to the cooled fermenter. The 
fermenter was then seated into the fementer rig. The cooled media 
were pumped into the f ermenter using a peristatic pump through 
silicone-rubber tubing. A few drops of sterilised antifoam PPG2000 
(polypropylene glycol) was added to prevent excessive foaming.
4.1.3 Composition of media
The detailed analysis of the yeast extract and mycological 
peptone are listed in Table 4.03-4.07.
4.2 Experimental set-up and measurements
The 5-litre f ermenter was computer controlled with constant
29set-points. The settings were optimised by Salihon . The settings 
used were:- pH 5.04, operating temperature 26.4°C, stirrer speed 250 
rpm, and air flow rate 150ml/min. The concentration of dissolved 
oxygen, effluent carbon dioxide and oxygen were monitered on-line, 
while the glucose and ethanol were measured off-line.
4.2.1 The control of gas flowrates
Air was provided by an compressor running at a constant speed and 
its flowrate was measured by a rotameter (GAP AID, England) calibrated 
at 20 ml./min. intervals from the range 0 to 600 ml./min. The air
flowrate was adjusted by a manual valve to a specific value, by
passing excess air through a by-pass valve.
4.2.2 The Temperature control system
Temperature control was effected by a Churchill thermocirculator. 
It consists of a sealed, transparent, perspex cylindrical tank with an 
electric heater, a centrifugal pump, a temperatrure indicator- 
controller and a cooling coil for circulating water. The measurement 
from the temperature-controlled water was logged into an Apple II
4-2
microprocessor controller. Its PID-controller was capable of both 
constant set-point and temperature-time profiled control. The system 
was firstly filled with water, then was isolated to a closed loop
including the heat exchange tube in the fermenter. The system 
circulated water continuously to bring the fermenter temperature to 
the desired set-point. The electric heater with PID control, provided 
the energy to take the temperature-controlled water to the set-point. 
The system has a critical temperature, upon the attainment of this
critical value, the heater cuts off. The cooling coil connected to 
the main taps was used to cool the temperature-controlled water when 
the conditions of the fermenter caused it to overshoot the set-point.
4.2.3 pH control system
The pH control system consisted of a combination of a pH 
electrode with a remote reservoir (Kent Industrial Measurements, 
Chertsey), an EIL pH meter/controller which is calibrated in pH units 
and millivolts (mV), and two peristaltic pumps for alkali and acid
additions with their respective reservoirs. The electrolyte used, was 
a potassium chloride (KC1) solution saturated with silver chloride 
(AgCl). After sterilisation with 4N hydrochloric acid, the pH probe was 
inserted through a port on the top plate. A temperature compensation 
device was installed on a side port of the fermenter. With this
automatic temperature compensation capability, it was possible for the 
electrode to monitor continuously with adequate temperature 
compensation.
Although not used here, the pH meter/controller is capable of 
carrying out an on/off type control. The on/off control would switch 
automatically to "on" when one of the two present alarm levels (which 
contained the set point in between them) was violated. This activates 
a peristaltic pump which operates long enough to pump acid/alkali to 
take the fermentation broth back to the set point.
The m V  signal from the pH meter/controller was logged into the 
microproceesor. The control was conducted by a PID-controller which 
minimised the overshoot of the set point by an addition of either pH 
control fluids.
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The volumetric reductions of the acid (4N HCI) and alkali (4N 
NaOH) in their respective reservoirs was monitored. The reservoirs 
were made from 1000ml. measuring cylinders graduated in intervals of 
10ml,
4.2.4 The impeller speed control system
The impeller speed was determined by using a stroboscope with an 
electronic detection system and a digital output was logged into the 
microprocessor. The speed control was conducted by a PID-controller, it 
was achieved by subjecting the drive motor to different power inputs. 
The PID-control variables were chosen by "tuning" the control system 
response so that with the right choice of variables, the impeller 
speed could be limited to within ± 5 rpm in the range 50 to 300 rpm.
4.2.5 The dissolved oxygen tension electrode and meter
The oxgyen electrode (Uniprobe Instruments Limited, Cardiff) 
consisted of a silver cathode and a lead anode encased in 12 mm. 
diameter glass shaft. The cathode was electrically connected to the 
anode by a lead-containing electrolyte. A gas-permeable membrane was 
placed on the tip to separate the cathode-anode assembly from the 
fermentation broth. Diffused oxygen was reduced electrochemically at 
the cathode by this reaction: -
0 + 2 H 0 + 4 e" 4 OH". (4.01)2 2
causing a flow of current proportional to the partial pressure of the 
gas mixture with which the dissolved oxygen would be in equilibrium.
4.2.6 Cytochrome P-450 assay and biomass determination
Samples of 20ml or 40ml were taken by using a heat-sterilised
pipette through a port on the top plate of the fermenter. The sample
-2  . ~was then centrifuged at 24500ms for ten minutes in a pre-weighed
centrifuging tube. The supernatant was then decanted to a test tube
for glucose and ethanol determination. The wet biomass was determined
by weighing the centrifuge tube and subtracting its empty weight. The
yeast was then diluted with distilled water to make a suspension of
O.lg wet biomass per ml.
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The yeast suspension was then mixed with small amount of sodium 
dithionite (sodium hydrosulphite NazSzO^ + specific
cytochrome is assayed by a modification of the procedure of Omura and
g
Sato . The specific cytochrome P-450 is determined by spectrometric 
means. A full description of the method is given in appendix (9.1).
4.2.7 Determination o f glucose concentration
The decanted supernatant was used to analyse glucose content by a 
, diabetes diagnosis kit (Reflolux S, Boehringer Mannheim, Germany). 
The diagnotic kit contained some glucose (impregnated) enzyme strips 
(BM Test Glycemie) which involves two enzymatic (glucose 
oxidase/peroxidase) reactions. Firstly, glucose oxidase catalyzes the 
oxidation of glucose, in the presence of water, by atmospheric oxygen 
to give S-D-gluconolactone:
~ ~ 1 glucose oxidase „ „  , ,/3-D-glucose + 02  > 6-D-gluconolactone
+ 2H 0 (4.02)2 2
In a reaction catalysed by peroxidase, the hydrogen peroxide obtained
oxidises the indicators and this produces dyes:
HO + indicator ■P^r °-Xldase > H 0 + dyes (4.03)2 2 2 J
The indicators are:
Lower area -  trimethylbenzidine 
Upper area -  apac/o-tolidine
The strip was then placed in a detector which measures the intensity 
of colour on the strip. The glucose strip has a working range from
1-44 mmol.l \
The supernatant is diluted by ten or hundred times so that the
solution has a concentration within the detectable range of the
glucose strip.
4.2.8 Determination o f ethanol concentration
Ethanol concentration was determined using a Hewlett-Packard, gas 
chromatograph. The gas chromatograph which used helium as carrier gas
with pressure at 2 bars, carries the sample from the injector through
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a packed column to the detector. The gas flowrate is indicated by a 
bubble column and is controlled to within the range of 30-60ml per
minute. The packed column separated the water and ethanol and the
respective concentrations are indicated by a integrator. A calibation 
curve with known (w/w) concentrations of ethanol in water was 
established on every experiment to indicate the corresponding ethanol
concentraton in the decanted supernatant.
4.2.9 Carbon dioxide and oxygen concentration
The effluent gas is demoisturised by a silica gel column before 
passing through the carbon dioxide and oxygen meters. The carbon 
dioxide concentration is measured by an ADC SS-100 analyser which uses 
an infra-red detector. The oxygen concentration is measured by a 
Servomex 580A analyser which using a flame-ionization detector. The 
effluent gases concentration is used to determine the effluent gas 
flowrate and carbon dioxide production rate. A full description of 
the calculation by nitrogen balance is given in appendix (Chapter
9.2).
4.2.10 Errors Estimation
An estimation of the magnitude of errors in measurement is listed 
on Table 4.08.
4.3 Results:
4.3.1 Biomass
As shown in Figure 4.01, the biomass increased rapidly in the 
first 10 to 12 hours (hereafter referred to as the "first phase") to a 
value about 40 to 50 g/litre wet weight. The yeast seemed not to
suffer any lag, because of the size of inoculum. The biomass carried
on growing with declining rate to a peak concentration of 70-80 
g/litre at around 20-24 hours. Thereafter, the biomass undergoes a 
gradual decrease.
The maximum biomass seems to be dependent on the batch of peptone
and yeast extract medium used. In Table 4.09, various experiments
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with the same operating conditions, but with different batches of YEP 
obtained a range of biomass.
4.3.2 Glucose
As shown in Fig. 4.02, the glucose concentration decreased rather 
slowly in the first phase. For this first "exponential" phase, about 
100 to 150 mmol/litre is consumed. The remaining glucose disappeared 
rapidly in the second phase.
Unfortunately, the enzymic glucose (strip) measurement kit used 
has limited reliability. The rate of success of glucose measurement 
is about 50%, and even lower with low pH supernatant.
4.3.3 Ethanol
Alcohol is first detected after 4 to 6 hours, the ethanol 
concentration goes up slowly at the beginning, then it rises more 
rapidly in the second phase. As shown in Figure 4.03, it peaks more 
or less at the same time with the biomass. A maximum ethanol 
concentration of 5.5 to 6.3 %(w/w) is being measured, compared with a 
theoretical maximum of 7.1 %(w/w). Afterward, the ethanol
concentration is in gradual decline, one reason of that is the 
dilution effect of the addition of alkali to keep pH at the set-point. 
Another possible reason is that ethanol is partly being stripped out 
of the fermenter by the sparging air.
4.3.4 Cytochrome P-450
As shown in Figure 4.04, the cytochrome P-450 firstly appeared at 
around 6-10 hours, and rose rapidly in the second exponential 
phase. The specific cytochrome P-450 generally peaked about 2-3 hours 
after the biomass.
4.3.5 Sugar consumption
In generally, anaerobic growth of yeast on glucose has a yield 
coefficient 0.10- 0.12 while the aerobic growth yield coefficient has a
29
value of 0.5. Salihon f  ound that the ratio of dry weight of 
yeast/wet biomass is about 0.172. Using this value, a comparison of 
the batches with various glucose concentration is presented in Table
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4.10. The yield coefficient Vf y f )  from those batches with initial 
glucose concentration of 14 %(w/v) are similar to those of anaerobic 
growth.
However, as shown in Figure 4.05, the yield coefficient varies 
during the experiment. The yield coefficient in the first exponential 
phase is about 0.4, whilst it is about 0.04 -  0.06 in the second 
phase.
4.3.6 Dissolved Oxygen Level
After the inoculation, the dissolved oxygen disappears rapidly, 
as shown in Figure 4.06. The dissolved oxygen remains low untill the 
end of the experiment. This indicates that a degree of oxygen uptake 
exists.
4.3.7 Yield coeffic ien t o f product to substrate
The overall yield coefficient of ethanol by glucose ranges from
0.38-0.45. This is rather close to total anaerobic growth with a 
theoretical 0.46. However, as shown in Figure 4.07, the picture is 
quite different at the few points of the beginning. This could well 
because of the sensitivity of glucose and ethanol equipment.
4.3.8 Oxygen uptake rate and carbon dioxide production rate
The calculation of oxygen uptake (OUR) and carbon dioxide 
production (CPR) rates is on the basis of nitrogen balance. (See
Appendix 9.2).
As shown in Figure 4.08, the carbon dioxide production rate 
surpasses the oxgyen uptake within 2 hours of the experiment, i.e. RQ 
> 1. The carbon dioxide concentration rises up rapidly and within 10 
hours it exceeds the measuring range of the carbon dioxide meter. 
This corresponded to a plateau in the value of carbon dioxide 
concentration in the o ff gas, as shown in Figure 4.09. While the 
carbon dioxide rises up very rapidly, the oxygen uptake increases 
gradually. At the point where the carbon dioxide concentration goes
out of the meter range, the oxygen uptake is less than 10 mmol hr \
After that, the calculated value of OUR does not represent the true
value (over estimated) since the carbon dioxide concentration is
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under-represented in the meter.
4.3.9 Respiratory Quotient
As shown in Figure 4.10, the repiratory quotient starts to climb
at the beginning and surpasses the value of 1 within 2 hours. The RQ
continues to increase until the carbon dioxide is out of the
measurable range. The RQ has a gradual decrease and then a recovery 
as the apparent oxygen level increases again. As the CPR decrease 
rapidly after the biomass peak, the RQ appears in the similar
pattern. Afterward, it settles in a value less than 1.
4.3.10 The specific growth rate
As shown in Fig. 4.11-4.12, a three straight lined pattern is
found when the natural logarithm of wet biomass concentration is
plotted against time. The slopes represent the apparent specific
growth rate. As in Figure 4.11, the first exponential phase is much 
steeper than the second one, 0.21 -  0.26 hr 1 compared with 0.05 hr \ 
This indicates that there may be a change of metabolic mechanisms,
which is similar to diauxic growth. Diauxic growth is common in yeast 
grown on carbohydrates. However, ethanol is produced rather than 
consumed, in the second growth phase of our experiments.
A specific growth rate of 0.26 hr"1 is comparable to yeast in 
aerobic growth.
4.4 Treatment of results and parameter correlation
Most the following observations are based on the two replicated 
experiments Leung67 and Leung69.
4.4.1 Correlation o f Measured variables
4.4.1.1 Wet biomass with glucose
As shown in Figures 4.05 and 4.13, the plots of biomass versus 
glucose strip reading showed a similar pattern, which can be divided 
into two linear phases. The first phase corresponds to a small 
amount of glucose uptake, about 150 mmol. I"1, with a large
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accumulation in wet biomass, about 50-60g 1 \ The second phase 
correspondes a large amount of glucose uptake, about 700 mmol.l \ for 
a relatively small formation of biomass, 20-30gl_1.
4.4.1.2 Wet biomass versus ethanol
As shown in Fig. 4.14-4.15, the wet biomass increased to around 
30-40 g.l 1 before any ethanol was detected. Afterwards, the ethanol 
concentration increased rapidly for a comparatively small increase of 
wet biomass.
4.4.1.3 Wet biomass versus specific cytochrome P-450
Figures 4.16-4.17, the plots of wet biomass against specific 
cytochrome P-450, showed two phases. The first phase, the wet biomass 
up to 40 g.l \ showed very little specific cytochrome P-450 
increment. Afterwards, the second phase showed a much higher yield 
of specific cytochrome P-450 per unit biomass formed.
4.4.1.4 Wet biomass versus total cytochrome P-450 concentration
Figures 4.18-4.19, the plots of wet biomass against total 
cytochrome P-450, showed very similar pattern to the specific 
cytochrome P-450. The two phases intercepted at around 40-50 g.l-1, 
where the second growth phase occurred.
4.4.1.5 Glucose concentration versus specific cytochrome P-450
The plots of glucose strip reading against specific cytochrome 
P-450 appeared to consist of two linear phases. The relationship is 
essentially linear, apart from the beginning of the second tenth hour 
duration. However, different pictures emerged from different
experiments. In Fig. 4.20, the specific cytochrome increased rapidly 
while the glucose strip readings decreased from 350 to 250 mmol.l \ 
In Fig. 4.21, a period of low specific cytochrome P-450 increment with 
high glucose consumption (650 to 270 mmol.l 1 glucose measurements), 
was observed.
4.4.1.6 Glucose concentration versus (total) cytochrome P-450
As shown in Figure 4.20, the plots of glucose against cytochrome 
P-450 concentration appeared to consist of two groups. The first group
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appeared in a linear relationship between the uptake of glucose and 
the total cytochrome P-450 in the system. The second group was around 
250-350 glucose strip reading, where the cytochrome concentration 
increased greatly without much uptake of glucose.
4.4.1.7 Glucose and ethanol
As shown in Figures 4.07 and 4.22, the plots of glucose against 
ethanol were rather similar to those of glucose versus specific 
cytochrome P-450. No ethanol was detectable the first 150mmol.l 1 
glucose assimilation. While a linear relationship is expected, like 
in Figure 4.23, the deviations seen may have arisen due to the error 
in glucose and ethanol measurements.
4.4.1.8 Ethanol versus specific cytochrome P-450
As shown in Figures 4.24-4.25, the plots of ethanol concentration 
against specific cytochrome P-450 showed a pattern with 4 phases.
Firstly, the specific cytochrome P-450 increased from 0 to around 
100-150 nmol/g/litre without any detectable ethanol formation. In the
next few  hours, the specific cytochrome P-450 remained stationary 
while the ethanol concentration increased to around 1 %(w/v). This 
was followed by an essentially linear phase. After the maximum ethanol 
concentration was attained, the specific cytochrome P-450 went into 
decline while the ethanol concentration remained constant or in
comparatively small reduction.
4.4.1.9 Ethanol versus cytochrome (total) P-450 concentration
As shown in Figures 4.26-4.27, the plots of ethanol against
cytochrome P-450 showed a pattern with 4 phases. The four phases 
are:-
i) small amount of cytochrome P-450 produced without measurable
ethanol (the "lag phase")
ii) linear correlation between P-450 production and ethanol
iii) as ii) but the yield of P-450 per unit of ethanol is greater
iv) P-450 declined for relatively static ethanol concentration
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4.4.2.1 Gaseous rates with oxygen uptake
The gaseous rates are calculated on the basis of nitrogen 
balance. Details are listed in the Appendix (Chapter 9.2).
4.4.2.1.1 Carbon dioxide production rate (CPR)
As shown in Figure 4.08, the carbon dioxide production rate rises 
rapidly and after 10 hours it exceeds the range of the carbon dioxide 
meter. This corresponded to a peak in the calculated value (about
0.135 mol.hr X) of carbon dioxide evolution rate. While the carbon 
dioxide rises sharply, the oxygen uptake increases gradually. Up to
this stage, the oxygen uptake is less than 10 mmol.hr"1. After that, 
the calculated value of OUR does not represent the true value (over 
estimated) since the carbon dioxide concentration is under-represented 
in the C02 meter. After the peak, the CPR is in gradual decline
corresponding to the lowering of measured oxygen concentration in the 
exhaust gas. The carbon dioxide production rate declines dramatically 
at around 24 hours when the glucose was depleted.
More evidence of the under-representation of CPR is found when 
the accumluated production of carbon dioxide is plotted against time 
(Fig. 4.28). From about 8 hours onward, the accumulated production 
of carbon dioxide increased in an essentially linear manner. An
accumulated value about 2.3 mole is calculated. Comparing the figure
with a theoretical value of 5.5 mole by anaerobic growth, this 
represents a shortfall about 60%.
4.4.2.1.2 Oxygen uptake rate (OUR)
As shown in Fig. 4.08 and 4.29, the oxygen uptake rate (OUR)
slowly increases until the carbon dioxide concentration exceeds the 
range of the meter. This causes the calculated OUR climb up to a value 
of 20-30 mmol.hr \ Before the carbon dioxide exceeds the measuring 
range, the calculated oxygen uptake rate is less than 10 mmol.hr"1.
Similar to the CPR, the OUR undergoes dramatic reduction when the 
glucose becomes depleted. Afterwards, the oxygen uptake remains around 
3-4 mmol.hr 1 level. As shown in Figure 4.28, a value of 300-400
4.4.2 Calculated variables and derivatives with time
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4.4.2.1.3 Respiratory Quotient (RQ)
As shown in Figure 4.10, the RQ rises from zero at t=0 when no 
carbon dioxide is formed. The CPR exceeds the oxygen uptake rate 
after 1-2 hours. The value of RQ continues to increase until the CO2
exceeds the range of carbon dioxide meter. It begins to decrease as 
the oxygen concentration continues to go down, but is still 
significantly higher than 1. The depletion of glucose causes a 
dramatic reduction in the value of RQ, eventually become constant 
value less than 1.
4.4.2.2 Gaseous rates with no oxygen uptake
As shown in Figure 4.28, with the assumption of oxygen uptake, 
the calculated value of carbon dioxide produced is only about 40% of 
the theoretical value. It would be worthwhile to consider the 
assumption of no oxygen uptake. The basis of calculation is listed 
in the Appendix (Chapter 9.2.1).
4.4.2.2.1 Carbon dioxide production rate (CPR)
As shown in Fig. 4.30-4.31, the carbon dioxide production rate 
increased rapidly from zero to about 0.13 mol.hr-1!-1 (0.52 mol.hr-1) 
at the 10th hour. The carbon dioxide production rate drifted slightly 
in the next 12-13 hours. It was followed by a rapid decline to a low 
value when the glucose was depleted.
4.4.2.2.2 Accumulated carbon dioxide production and ethanol
As shown in Figures 4.32-4.33, the pattern of accumulated carbon 
dioxide production profile with the assumption of no oxygen uptake, is 
similar to those with oxygen uptake but with a different magnitude. A 
value of 1.3-1.5 mole C02 per (fermenter) litre was estimated. This 
is very close the theoretical value of 1.4 mole for anaerobic growth. 
This point was later supported by the close correlation in the Fig. 
4.34-4.35 of the accumulation of carbon dioxide produced and the 
ethanol concentration. Hence, the assumption of no oxygen uptake is 
close to the reality or actual value.
mmol, o f the accumulated oxygen uptake is calculated.
A cubic spline technique was used to calculate the first 
derivative and specific rate of state parameters. The cubic spline 
employed has the ability to smooth the data by using the least sum of 
squares. The computing program is listed in the Appendix (Chapter
9.3).
4.4.2.3.1 Specific growth rates
4.4.2.3.1.1 Natural logarithm regression results
The natural logarithm of the wet weight biomass was calculated
and plotted against time (Figure 4.12). The graph showed a pattern 
of three phases, two exponential and one stationary phase. The
specific rates will be the rate of change at each point. Considering
the phases as linear, regression analysis was performed on each of the
phases and the results were tabulated in Table 4.11.
4.4.2.3.1.2 Specific growth rates by smoothed cubic spline
As shown in Figure 4.36, the specific growth rate dropped very
rapidly and then rose again to about 0.33hr-1 at 7th hour. Then, it 
declined gradually to slightly negative values.
4.4.2.3.2 Specific ethanol production rate v
As shown in Fig. 4.37, the specific ethanol productivity (v) 
decreased very rapidly at the beginning; then it rose again and
- 3  -1  -1
increased linearly to a peak rate of 9*10 %(w/v).g.(wet wt.) hr
—2 —1 -1(^ 9*10 g. g hr ) at 16th hour. Afterwards, the specific ethanol 
producivity decreased until the glucose was depleted. However, the 
pattern of increasing ethanol productivity differed in each
experiment, as seen in Fig. 4.38.
4.4.2.3.3 Specific cytochrome P-450 production rate
As shown in Figures 4.39-4.40, using the smoothed cubic spline on 
the specific cytochrome P-450 data, the specific cytochrome P-450 
production rate showed a profile with twin peaks. This may be an 
artefact of the cubic spline fitting process. The specific production 
rate of cytochrome P-450 on calculation of specific cytochrome P-450 
measurements, showed a peak about 60 nmol/g wet weight at around 16-17
4 .4 .2 .3  S p ec ific  ra te s  w ith  time
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hours after inoculation. Slightly different specific rates are 
obtained when a smoothed cubic spline is fitted to cytochrome (total) 
concentration data and divided the rates by the measured biomass data 
(Figure 4.41).
4.4.3 Derivatives with derivatives or measured variables
4.4.3.1 Specific growth rate with ethanol
As shown in Figures 4.42-4.43, the specific growth rate has high 
magnitudes when no ethanol is detected in the medium; when the ethanol 
starts to accumulate, the specific growth rate decreases. No growth 
is observed when the ethanol is around 5 %(w/v) where the glucose in 
the media is depleted.
4.4.3.2 Specific cytochrome P-450 production rate with ethanol
As shown in Figures 4,44-4.45} the specific cytochrome formation 
rate (by specific cytochrome P-450 data) displayed significant 
variations when no ethanol was detected. As ethanol was accumulated 
in the medium, the formation rate increased in a parabolic fashion. 
Eventually, the rate became negative when maximal ethanol 
concentration was achieved.
4.4.3.3 Specific ethanol production rate with ethanol
As shown in Figures 4.46-4.47, the specific ethanol production 
rate increased to a maximum, the maximum rates being maintained for a 
few hours. Eventually the rate become negative when the maximal 
ethanol concentration was reached.
4.4.3.4 Specific growth rate with specific ethanol production rate
As shown in Figures 4.48-4.49, most of the data points lay in the 
range of specific growth rate from zero to 0.1 g/g/hr. In this range, 
the specific ethanol production rate showed a maximum and eventually 
became zero as the biomass growth halted.
4.4.3.5 Specific growth rate with specific cytochrome P-450 production
rate
As shown in Figures 4.50-4.51, the specific cytochrome P-450 
formation rate increased rapidly as the specific growth rate decreased
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from 0.20hr 1 onward. The specific cytochrome P-450 formation rate 
showed a maximum at the specific growth rate of 0.05hr 1 and then it 
decreased rapidly.
4.4.3.6 Specific ethanol production rate with specific cytochrome 
P-450 production rate
As shown in Figures 4.52-4.53, the plots of specific cytochrome 
formation rate against the specific ethanol production rate displayed 
a "tick" shape. Most of the data points appeared to have a linear
correlation between the rate of specific cytochrome P-450 formation 
and the specific ethanol production rate.
4.4.4 Correlation
4,4.4.1 Yield coeffic ien t o f biomass to substrate Y  ,  x / s
It is generally believed that the total amount of cell mass
formed is proportional to the mass of substrate utilized. The yield
coefficient Y x / S is the corresponding ratio defined as
(AX)
Y = -----  (4.04)
(AS)
For chemotrophs, a single substrate (glucose) serves as both carbon 
and energy source, the total substrate utilization may be expressed as
(AS) = (AS) + (AS) +
assim ilation growth energy
(AS) (4.05)
maintainence energy
The results of linear regression on biomass and glucose is listed 
in Table 4.12. As can be seen in Figures 4.05 and 4.13, the glucose 
measurement in the first 12 hours is rather unsatisfactory, therefore 
the resulting regression analysis is suspect. An approximate
estimation of the glucose utilization is being used. The ratio of dry
29weight to wet biomass assumed is that found by Salihon . The ratio
is slightly less than published data.
4.4.4.2 Yield coeffic ien t o f biomass to end product
Considering the concentration of ethanol as an alternative
indicator of the glucose concentration. As shown in Figure 4.14, a
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large amount of wet biomass was formed in the first 12 hours with 
little ethanol formation. Most of the ethanol was formed in the second 
growth phase (12-24 hours). As shown in Table 4.13, excluding 
Experiment Leung65, the yield coefficient of wet biomass to ethanol 
(g/g) is about 0.5. Using Salihon’s dry to wet weight data, this 
would represent a yield factor of 0.086 for dry weight to ethanol; 
whilst the stoichiometric value for anaerobic growth is about 0.196 
(g. dry weight/g. ethanol formed).
4.4.4.3 Correlation between the cytochrome P-450 concentration and
ethanol concentration
As mentioned in chapter 4.4.1.9, without the consideration of lag 
time, linear patterns between ethanol concentration and (total) 
cytochrome P-450 concentration were observed. Linear regression was 
conducted on the data in the two growth phases (0-12 and 12-24 hours), 
and the results are listed in Table 4.14. There are fairly similar 
values on the yield factor j of ethanol and cytochrome P-450
f  ormation.
If we accept there is a genuine lag between cytochrome P-450 and 
ethanol formation, the difference in magnitude of yield coefficient 
became more prominent between the two growth phases, shown in Figure 
4.54.
4.4.4.4 Time fo r  peak biomass and total cytochrome P-450
A linear correlation between the peak time of wet biomass and the
cytochrome in our system, with the same experimental settings, was 
171established by Grob :
T = K * T + KP450 1 BIO 2
where Tp450 is the peak time for cytochrome P-450 (minutes) 
T is the peak time for wet biomass (minutes)BIO
Ki is a dimensionless constant with a value of 0.86
K is a time constant with a value of 330 minutes 2
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This correlation will give an approximate estimation of the time lag 
if  the production of cytochrome is assumed to be growth associated.
4.5 Discussion
4.5.1 Biomass
Biomass is measured by one of the three measurements
1. wet weight
2. cell count
3. colonies count (viable count)
In general, increase in biomass in the first ten hours of the 
growth cycle is reflected by the number of molecules of glucose
consumed in the same period. It is generally agreed that in 
fermentation about 10% of the glucose consumed appears as new biomass 
(Y / = 0.1). Contrary to this, in this study it was found that
insufficient glucose was consumed by fermentation to account for the 
observed increase in biomass in the first ten hour period. Secondly, 
the glucose consumption in the first ten hours is not entirely aerobic
(because of the number of molecules of oxygen consumed) although the
specific growth rates are greater than the widely accepted figure for 
anaerobic growth.
Alcohol is detected from 4 hours post inoculation which suggests 
that we are observing a process which is respiro-fermentative. The 
end of this period is marked by an alteration in the growth rate and a 
phase is entered characterized by high glucose consumption, slower 
growth rates and little or no oxygen consumption. This phase more 
resembles classical anaerobic fermentation.
The modelling of this observation is thus complex since the rate 
of growth varies in various stages of the fermentation. Monod kinetics 
give a poor f it  of the observations. One reason for this may have been 
substrate limitation. In fermentation conditions similiar to those 
used here, it is widely believed that glucose will be the limiting 
substrate. Here, however, there was no glucose limitation since 
Figure 4.56 and Table 4.22 indicate that there was residual glucose 
present. This prompts the suggestion that glucose may not be the
sole limiting substrate. This is in line with Winkler’ s findings 
for cultures with complex media.
Secondly, unlike the true Monod growth kinetics, the yield 
coefficient of substrate is significantly different between the
first phase and the second phase.
4.5.1.1 Yield coefficen t o f biomass to glucose utilization
Of greater interest is that the biomass yields per unit of 
glucose observed in the two exponential phases are different. The 
amount of biomass produced per litre, during the first phase is 50g 
wet wgt., from the assimilation of 20g glucose. Assuming that 
Salihon’s figure is right, 17.2% of the wet yeast is solid then this 
represents a yield of 0,43g dry yeast per g glucose. A yield as high 
as this is usually only associated with aerobic growth, [0.5g dry wgt. 
per g glucose 1 (Petrik et al.172)].
The second growth phase produces 30 g wet wgt. I-1 from the
assimilation of llOg glucose. This represents 0.04 -  0.06 g dry wgt.
(g glucose J), a figure closer to that expected for anaerobic yield
—1 172from glucose, [0.1 g. dry wgt. g glucose , (Petrik et al. )].
4.5.1.2 Classical glucose-ethanol diauxic growth
The two phases resemble diauxic growth, in which growth on one 
substrate is followed by a second growth phase, utilising a different 
substrate, once the first substrate has been depleted. However, at 
the end of the first growth phase, the amount of available glucose is 
still high, and rapid utilisation of the glucose occurs in the second 
phase. Therefore, it does not follow the classical glucose-ethanol 
diauxic that a second substrate is employed at this point in the 
culture. Furthermore, there is no evidence of significant biomass 
increment when the ethanol concentration is in decline.
4.5.1.3 The possibility o f p e t ite  mutation
Petite  mutation is an effect of unknown mechanism in which the
170
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mitochondrial genome is decimated so that only a fragment (frequently
not more than 5%) of the mitochondrial DNA survives for transmission
to daughter cells. Daughter cells are therefore respiratory defective
and cannot grow in non-f ermentable media. On an aerobic,
glucose-containing, agar medium they appear as much smaller colonies
compared to parent yeast cells with a respiratory capacity, as they
can only grow by employing a fermentative metabolism. The petite
mutation is irreversible and so is perfectly stable. It is spontaneous
-2in S. cerevisiae  and has a high frequency of 10 . However, this idea 
was dismissed when no petite  colonies were found using agar plates.
4.5.1.4 The possibility o f mixed metabolism
From the point of view of specific growth rates, the first stage 
will be similiar to those achieved by aerobic growth. That is not to 
say anaerobic growth cannot actually achieve those sorts of figures,
44 -1in fact, Fiechter et al. quoted a value of 0.34 hr for u in
max
anaerobiosis by Saccharomyces cerevisae. However, it is surprising
that ’glucose repression’ did not take place in 14 %(w/v) glucose
173medium. Recently, various researchers proposed ( Alexander et al. ,
44Fiecther et al. ) that the Crabtree Effect is not valid under high
aeration. It is believed that yeast can utilise its spare respirative 
growth capacity under oxygen limitation, that is so called 
respiro-fermentative growth.
Oxygen is utilised by yeasts for at least two separate functions:
1. as the ultimate electron acceptor in oxidative phosphorylation or
electron transport.
2. an essential nutrilite in lipid biosynthesis.
Although the former requirement is much greater in magnitude, absolute 
anaerobic growth is hard to achieve.
The oxygen uptake rate was about 10 mmol per hour before the
carbon dioxide meter went o ff the range. The maximum possible biomass
that can be f  ormed by glucose respirative growth is comparatively
small relative to the total biomass achieved. A value of 6-8 mmol of
173oxygen per gram dry weight is mentioned by Alexander et al. for 
specific rates 0.2-0.3 hr 1 for Saccharomyces cerevisiae  H1022.
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According to Salihon’s finding, the ratio of dry weight to wet weight 
is about 0.172, that means the oxygen uptake will not even cover the 
requirement for the first generation of inoculum. However, continuous 
uptake of oxgyen from the medium may indicate that some degree of 
aerobic growth occurs.
The occurrence of aerobic growth in high glucose suggests that
respiration is not repressed even though small amounts of ethanol are
being produced. This does not actually contradict the Crabtree 
173effect , defined as the inhibition of respiration by excess 
glycolytic rates, not high glucose concentrations per se. However, it 
is usual for aerated cultures of growing S. cerevisiae  to utilise 
glucose almost completely by fermentation. It was first demonstrated
174by Swanson and Clifton , that fermentative assimilation dominated 
over aerobic oxidation as long as there is an appreciable amount of 
glucose present. This is contrary to the Pasteur effect173
(fermentation decreases in the presence of oxygen), but consistent
with the Crabtree effect (inhibition of respiration by fermentation).
A possible explanation for the failure of the Pasteur effect, in
this instance, is that the Pasteur effect is feedback controlled from
the isocitrate dehydrogenase level, the activity of which is adjusted
to ATP requirement by its allosteric dependance on AMP. An increase
in the rate of oxygen supply leads to an increase in the energy
charge, resulting in a decrease in the citric acid cycle activity and
an increase in citrate levels. Increased levels of citrate
allosterically inhibit phosphof ructokinase thereby restricting 
175glycolytic activity . In growing cells however the ATP requirement 
is increasing, therefore citrate levels are unaffected by increasing 
oxygen, and glycolytic activity is unhindered. In fact several 
workers have shown the Pasteur effect to be less pronounced or even
44 176 177totally absent in growing yeast cultures ’ ’
Even assuming that respirative growth can happen in high sugar 
medium and yeast cells can perform metabolism compartmentaily, the 
amount of energy generated will not be sufficient to cover the amount 
of biomass formed here. This indicates that an alternative metabolic 
pathway exists which does not utilise a lot of oxygen.
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One of the possibilities could be the pentose-phosphate (HMP) 
pathway, which can generate more energy than the tricarboxylic cycle 
(36 ATP compared with 30 ATP per glucose molecule consumed). It is 
believed about 30% of biomass formed in aerobic growth of yeast is by 
means of the HMP pathway. However, oxygen is needed to regenerate 
NADPH in the mitochondria.
An alternative possibility is that amino acids are acting as
178substrates for respiration . Yet another alternative is that the
phosphorylated compound in the media could provide all the necessary 
energy for these processes although it is fe lt that it is difficult to 
achieve in reality.
It is believed that yeast pref ers glucose to other energy 
sources. However, some brewer’ s yeasts do prefer maltose to glucose. 
Two-carbon fragments can be another candidate. A final possibility is
179glycogen or trehalose, stored in the- yeast, affords an energy
reserve, which is used to initiate the rapid growth.
4.5.1.5 The maximum biomass
Figure 4.55, shows that there is a strong correlation between the
amount of peptone and yeast extract in the initial medium (see Tables
4.15-4.26) and the maximum wet biomass formed. These findings are
208in agreement with those published by Perez et al. . It was believed 
that in our system glucose is generally the first nutrient to run out. 
However, as shown in the data of the flasks G, H, M and N; no more 
biomass was formed when a lot of glucose is still available in the 
medium. A similar observation was made in Experiment Leung95.
What is the limiting substrate? The exact ingredients of yeast 
extract and peptone are hard to define. The final biomass seemed to 
depend on the batch of peptone and yeast extract supply (see Table
4.09). Of course, other nutrient shortages are possible: for example, 
phosphate, sulphur, vitamin and etc. However, nitrogen deficiency is 
more likely, (see Chapter 9.5)
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4.5.2.1 Wet biomass
In the method of measuring the enzyme cytochrome P-450, wet 
biomass assay is used to measure the yeast’s growth, and error arises 
from the assay. However, it is believed that the dry weight content 
of the wet biomass varies throughout the fermentation106. I f  the 
biomass is measured in terms of dry weight, a significantly different 
picture of yeast growth may emerge.
By linear regression, the standard error of the wet biomass 
measurements in the stationary phase is about 1.7 g/litre. It may not 
be justifiable to assume the same magnitude or percentage of error 
throughout the experiment. In the first growth phase the biomass 
pellet tends to be watery while in the second growth phase, the rapid 
fermentation evolves a lot of carbon dioxide and degassing is required 
to allow accurate sampling.
4.5.2.2 Ethanol measurement
There is a tendency for the chromatographic response (peak ratio) 
to drift and this introduces error in the calibration curve and thus 
the derived concentration of the samples. While a linear correlation 
between the peak ratio with ethanol concentration in %(w/w) is 
expected, we found a quadratic correlation seemed more appropiate. 
(see Figure 4.57)
The high content of glucose in the sample blocks the packing of 
the column quite easily and may produce errors. Overloading might 
contribute some errors.
4.5.2.3 Glucose measurement
4.5.2.3.1 Glucose strip
The calibration curve of the BM-Test 1-44 test strip reading is 
shown in Fig. 4.58, the scattered nature of measurements suggests that 
the samples might need to be suspended in buffer. The inaccuracy may 
be due to the mal-application of the equipment since it is designed to 
measure the sugar content in human blood.
4.5.2 Reliability of measurement
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The refractometer measures the combined refractive index of all
the ingredients. The fresh fermentation medium always has a measured
reading greater the corresponding initial glucose concentration, i.e.
the peptone and yeast extract contribute to the reading. The
end-product of fermentation, ethanol, has an refractive index as well,
a calibration curve is showed in Figures 4.59-4.60. According to 
180Glasstone , the molar ref ractivities index of the ingredients is 
additive.
Possible assumptions for determining the glucose concentration in 
the medium are
(i) Assume the refractive index contributed by the peptone and yeast
extract do not change throughout the experiment, and finding
the index by ethanol on the calibration curve, the remnant will
be the refractive index by the residuary glucose. However,
when the experiment finished (presumably all the glucose was
depleted), the figure did not match up (about 0.5%(w/v) is
unaccounted). This raises the possibility of non-metabolizable
sugar in the medium or the existence of glycerol or pyruvate.
However, no significant amount of other metabolic compounds was
181found in the supernatant using gas chromatography. (Barford : 
Yeast made glycerol under high salinity condition 0.44mol./l).
(ii) Assume the difference of the loss of refractive index, the
depletion of glucose and the formation of end product, is
comparatively constant. When the minimum value of refractive 
index of the sample is measured, the concentration of glucose 
in other samples can be calculated by linear regression.
Neither assumptions is satisfactory.
Assumption (i) is relatively complicated. The refractive index of
ethanol solution is difficult to measure by our equipment. The ethanol 
measurement by gas chromatograph is not entirely flawless. The 
assumption of constant refractive index by peptone and yeast extract 
throughout the experiment is dubious and difficult to justify.
Assumption (ii) leads to relatively simple procedures. However, it
4 .5 .2 .3 .2  R e fra c to m e te r
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would appear that the refractive index of aqueous ethanol solution is 
not quite linear with respect to ethanol concentration.
Both the glucose and ethanol measurements have a common source of 
error, as they use the same sample of supernatant. After the 
procedures mentioned in Chapter 4.2.6 had been carried out, the 
supernatant was collected and stored in a fridge at +4°C. However, if  
some yeast cells were left in the sample, the yeast cells would 
undergo fermentative metabolism with ethanol as an end-product, a 
phenomenon analogous to brewing. When carrying out the gas 
chromatograph measurement, more biomass and ethanol could be formed if 
the samples were left to stand in room temperature for too long. To 
mitigate this possibility, the sample can be frozen in freezer at
O
-20 C. Ethanol measurement can be carried out after the samples were 
def rosted.
4.5.3 Proposed Models
4.5.3.1 Biomass modelling
The proposed biomass model consists of two different metabolic 
pathways and the following assumptions are made:-
1. The yeast cells do not live forever, the population consists of
viable (Wv) and dead cells (Wd).
2. Glucose is not the sole growth limiting substrate
3. Only viable biomass is capable of replication
4. Biomass can switch from one substrate to another one in a
relatively short time
For the unknown substrate:
^—~ s i  -  Wv p —? i   — - 2 —  (4.04)
d t  S1 msl K + S K + S
S'! 1 S 2  2
S S
dWv Wv p 0 2 (4.05a) f = f ms --------------- -------------------------
d t  K + S K + S
SO 0 S 2  2
The second pathway is more traditionally, known as f  ermentative
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growth. Ethanol inhibition is common in glucose fermentation. An
ethanol inhibition term is thus introduced
dWv
dt
f = Wv Jll
f ms K + S
S O  0
K + S
S  2 2
- t ]
0f
(4.05a)
where 0f is the toxicity coefficient
F is the ethanol concentration in the media 
P is the maximum attainable level of P in a fermentationm
When the unknown substrate (S ) is depleted, the biomass will utilise 
the glucose (Sq) as energy source, i.e.
Wvsi -> Wv
However, we do not know whether this switch is sudden or gradual, i.e. 
whether yeasts can convert to utilising glucose before the unknown 
substrate runs out. i.e.
dWv ----- i
d t = C Wv f si (4.07)
If this metabolic pathway is not sequential, what determines the ratio 
of yeasts in which of the respective pathways?
The yeast death rate is not neccesarily governed by ethanol toxicity, 
but may be caused by ethanol induced thermal death or ageing and its 
ceases to be viable at a rate
= b f (P ) Wv = (4.08)
d t
The total biomass will therefore be
Wt = (Wv + Wv ) + Wd (4.09)si f
Whilst S2 is the substrate determining the maximum biomass, Wm, that 
can be achieved within the system, suppose it has a constant yield
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coefficient (Y / ) of biomass to substrate, i.e. 
2
dS dWv
—2 = y  / —  (4.io)
dt 2 d t
S =    (Wm -  Wt) (4.11)
> / S2
S (Wm -  W t)2
K + S K , + (Wm -  W t)
S  2 2 S2
,w  (Wm -  W t )dW v o
—  f =  Wv j u --------------- -----------------------------------------
d t  f ms K + S K , + (Wm -  W t)
SO 0 S 2
0 f
(4.06b)
5. The dead cells lose a portion (F )^ of their biomass by leaking, 
shrinking, lysis or altering the CHO: lipid: protein makeup of 
theirs membranes.
Wd = (1 -  F ) Wd (4.12)
ap 1
Wt (Wv + Wv ) + Wd (4.13)
ap = SI f  ap
6. After the depletion of utilizable energy source in the media, 
the viable biomass consumes part of its energy reserve for 
maintenance energy.
i.e.
dWv
 = C * Wv (4.14)
d t r ap
where Wt is the apparent (measured) mass of total wet biomass
ap
Wv is the apparent mass of viable biomass
ap
Wd is the apparent mass of dead biomass 
aP
F is the fraction  o f wet biomass loss due to death
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C is the consumption rate of yeasts own apparent biomass r
In effect, once the glucose runs out, we will see an apparent loss of 
wet biomass.
A simulation of the first phase by the model is depicted in
Figure 4.61, with the following assumptions: -
Wv = whole inoculum
Wv = Wv f si
p = 0 .2 9  hr-1msl
p = 0.06 hr 1ms
C =0.03 hr"1
f
4.5.3.2 Ethanol production
57Ethanol, is the primary product of anaerobic growth. Ollis
used the Luedeking-Piret equation to describe the production of 
ethanol. The equation consists of two components, one is 
growth-associated whilst the other is not.
dP dX
—  = a ----  + 13 X  (4.15a)
dt d t 2
the specific production rate
1 dP—  —  = a p + 13 (4.15b)
X dt
Energy is considered to be consumed in three categories, growth,
183mechanical and maintenance energy . Growth and mechanical energies 
are assumed to be growth associated and subject to ethanol inhibition. 
The maintenance energy is non-growth associated and assumed to be
constant at a particular temperature.
A derived equation is proposed with the following assumptions:-
1. Only the viable yeasts utilise glucose to produce ethanol
2. The biomass does not assimilate ethanol when glucose runs out
3. The production stops when glucose runs out
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4. Ethanol is stripped out from the fermenter by effluent gas
5. Ethanol is diluted by the addition of acid and alkali
Ethanol will be produced at a rate of
( p J 0f 1
t 1 " 7 I 1 + 13 Wv ' 2 f (4.16)m
and removed at a rate of
H P  + V P  (4.17a)
pH
When glucose is depleted in the media, the production of ethanol 
will stop. Ethanol is a possible energy source (1 mole of ethanol 
metabolised aerobically will yield 15 mole of ATP). Mitochondria are
needed to metabolise ethanol aerobically. It is the general belief
that anaerobically grown cells do not possess mitochondria, but some 
believe that the activity of mitochondria is merely suppressed under 
anaerobic conditions. It is unclear whether the cells can regenerate 
mitochondria.
If the anaerobically grown yeast cells can develop or reactivate
mitochondria, ■ ethanol can be utilized for maintenance energy at a
rate of C so that, overall 
p
dP
—  = C P  + H P  + V P  (4.17b)
dt p pH
4.5.3.3 Cytochrome P-450
A similar type equation is proposed for the production of P-450. 
Several assumptions have been made:-
1. Only viable yeast produces cytochrome P-450
2. A time lag (t ) exists for the production of the enzyme
lag
3. Cytochrome P-450 like many other enzymes, has a half-life 
Let t = t -  t
3 lag
Cytochrome P-450 produced at a rate of
dWv
= ct  f + (3 Wv
3 dt 3 r
and destroyed at a rate of
= A Ct + V Ct
pH
=> A Ct
3
while A is a /(dissolved oxygen level, ethanol, pH 
b is a /(ethanol, temperature .......)
(4.18)
(4.19)
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Chapter 5 Viability study
5.1 Wh a t  is the  m e a n in g  o f v ia b l e ?
5.1.1 Basic Definition
The most common definition of the viability of a microbial
population is that proportion which is capable of replication when 
provided with favourable conditions for growth. It is also common to 
describe viablility as being able to reduce stains or show metabolic
activity. Different definitions are the reflection of the experimental 
techniques established.
5.1.2 Methods o f viab ility test
Many methods are available for determining the viability of a 
microbial population.
1. Vital staining: -
A technique based on the assumption that death is accompanied with
an altered permeability to dyes, which has been used with yeasts by
133 184Townsend and Lindegren . Greenberg et al. established a
technique based on the belief that death is associated with inability
185to reduce a redox dye such as tetrazolium. Wade et al. developed 
a staining technique which made use of the accumulation of ribonucleic 
acid (RNA) that takes place before a viable organism divides.
2. Optical:-
186
Barer et al. suggested that the immersion refractometry should
distinguish dead from living cells since their refractive indices were
187often different. Mager et al. showed that the populations of live 
Gram-negative bacteria had a greater optical density in solutions than 
in distilled water, and suggested the potential of this optical effect
for viability determination.
3. Metabolic activity:-
188Boe and Lovrien proposed a calorimetric technique which measures
the heat production from about 1ml samples of E. c o li. Ciftci et
189
al. suggested that the differences in carbon dioxide production 
rate can be used for viability determination.
4. Agar cultures:-
190Valentine and Bradfield measured viability by incubating
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bacteria populations in 3% urea, which permitted growth but not
division, and determined the ratio of giant to ordinary cells with an
191electron microscope. Powell grew bacteria on a cellophane grid and
determined the ratio of the individual count before incubation to the
192group count after incubation. Postgate et al. developed a slide 
culture technique to measure the viabilities of populations of 
Aerobacter aero genes by short-term incubation on agar films followed 
by differential counting under the microscope.
5.2 Methods and Materials
The objective of these experiments were to provide rough 
information about the growth pattern of the yeast, S. cerevisiae  NCYC 
754, in our system. Hence, comparison and modification can be made
for the proposed model in Chapter 4.
5.2.1 reparation o f agar
62g of agar granules (LAB M) were mixed with distilled water to 
form 1 litre solution. The details of agar composition were listed 
in Table 5.12. The solution was then placed on top of a heating 
magnetic stirrer. The solution was under continuous heating and 
stirring until the agar granules were dissolved. The melted agar 
solution was transferred to several shake flasks. After being covered 
with a sponge and topped with aluminium foil, the shake flasks were 
sterilised by autoclaving at 15 p.s.i. for 15 minutes. After a short 
period of cooling, the melted agar was distributed aseptically to 
sterile Petri dishes. The Petri dishes were left at room temperature 
to solidify the agar.
5.2.2 Experiment
The same experimental preparation as procedure at Chapter 4.1 was 
used. Two experiments (Leung81 and Leung82) were conducted under 
these parameter settings: pH 5.04, stirrer speed 250 rpm, initial
glucose concentration 14.0 %(w/v) and operating temperature at 26.4°C 
(A2 B2 C2 D2). A sample of 20 ml was taken for wet biomass and 
cytochrome P-450 assay and a small sample about 4.0 ml was taken 
aseptically for cell counting, in each time interval. More viable 
count measurements were conducted in the two Graeco-Latin Squares
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experiments.
5.2.3 Total and plate count
Distilled water was used as diluent, and was sterilised by 
autoclaving at 15 p.s.i. for 15 minutes. 4.5 ml of diluent was
distributed to each sterilised test tube by sterilised pipette. 
Series of ten-fold dilutions of 0.5ml samples, were used to lower the
2 3microbial populations to the region of 10 to 10 viable cells/ml 
diluent. Prior to each transfer, the original or diluted culture was
mixed by pressing the test tube against a mechanical stirrer.
Well mixed 0.1ml aliquots of various dilutions were spread over
agar plates by a sterile glass rod. Usually, a serial of 3 successive
dilutions was plated for every sample. The agar plates were incubated 
♦
at 30 C for about 30 hours. The colonies were counted with an 
acceptable threshold of 20 counts/plate.
2 3Small amounts of diluted suspension, usually 10 or 10 dilution, 
were transferred to a hemocytonmeter. The total cell counts were made 
under microscope.
5.3 Results and discussion
5.3.1 Biomass
The biomass production showed similar pattern to that in Chapter
3.2. The wet biomass grew rapidly in the early phase of the 
experiments. As shown in Figure 5.01, the specific growth rate 
decreased until a peak biomass (about 80 g/litre) was established. 
Afterwards, the measured wet biomass started to decrease possibly due 
to endogenous catabolism and leakage, as well as due to death and the 
dilution effects of the addition of alkali or acid for pH control.
5.3.2 Viable count
The viable counts had a short lag at the beginning. Thereafter 
they followed a similar pattern to the wet biomass, i.e. an early 
quicker growth phase followed by a slower growth phase. The viable 
count eventually declined, as shown in Fig. 5.02 and 5.03.
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5.3.3 Total cell count
The total cell counts showed a similar growth pattern to the wet 
biomass. However, divergence did appear on the period after their 
peaks. In Figure 5.04, the total cell count remained constant, while 
in Fig. 5.05 it showed a gradual decline. However, when the dilution 
effects of the pH control were allowed for, as shown Figure 5.06, this 
decline seemed rather insignificant. In fact, it could be argued 
that it is an artifact of counting error.
5.3.4 Comparison o f the specific growth rates between wet biomass, 
viable count and total cell count
While the three measures did show similar growth patterns, i.e. a 
quicker growth phase at the beginning followed by a slower growth 
phase, their magnitudes were quite different, as shown in the Tables
5.01 -  5.06.
The wet biomass had the greatest growth rates in the firs t phase,
that is, the rate of increase in wet biomass surpassed the rate of
replication. In other words, biomass growth did not neccessarily mean 
cell multiplication. One possible explanation is that cell division
happened when the cell grew to above a critical size. The population 
of yeast cells had an bigger average size in the first phase. 
Secondly, yeast grown in a glucose enriched environment stores
179glycogen . That means the yeast would have a higher mass per cell.
In experiment Leung82, the specific rates of increase in total 
cell and viable count were in close agreement in the first growth
phase. However, in the first growth phase in experiment Leung81, the 
viable counts increased much faster than the total cell counts. One 
possible explanation is that in Experiment Leung81, the yeast suffered 
a longer lag. Then as the yeast cells became fully recovered, they 
contributed to more growth. Since the viable count was so low at the 
start of the experiment, a small recovery of yeast cells would result 
an significant increment of the specific rates.
The total cell counts exhibited higher specific rates than the 
viable counts in the second growth phase. One possible explanation 
that the appearance and accumulation of ethanol and the ageing of the
5-4
yeast population in the second growth phase resulted in an increase of 
the death rate, i.e. a nett reduction of the specific rates of viable 
count.
5.3.5 Viability
The viability profiles were rather different in Experiments 
Leung81 and Leung82, as listed in Tables 5.07 and 5.08. In Experiment 
Leung81, the viability increased to 30% at the end of the first growth 
phase. The viability was then in gradual decline to about 12%. In 
Leung82, the viability started with very high value and stayed until 
the end of the first growth phase. The viability decreased to around 
30% at the end of the second growth phase. This gradual decay 
continued and at the end of the experiment, the viability dropped to 
below 5%.
In general, the viabilities were rather low (20-30%) even in the 
early stages of all the experiments. It would be worthwhile to 
examine the choice of methods and materials to see if  they have an 
influence.
5.3.6 Suspension medium
193Postgate recommended that the best diluent is usually the 
growth medium, but growth should not take place in it while dilution 
is being made; cold shock and dilution shock of susceptible 
populations must be avoided.
From the point of view of our experiments, to prepare and 
distribute that amount of YEP + 14 %(w/v) glucose medium, will be very 
time consuming and costly. Distilled water was chosen as the
suspension medium because of its availability and cost effectiveness.
194Furthermore, Pringle et al. stated that suspending cells in sterile 
water would result in no loss of viability. Temperature shock was not 
a problem because the suspension temperature was reasonably close to 
the experimental temperature. However, the osmotic shock might pose 
a problem.
Comparisons between 0.9 %(w/v) salinated water and distilled
water, were conducted on selected samples in Experiments Leung203 (Al 
B2 C2 D3) and Leungl09 (A3 B3 C2 Dl). The results were fa r from
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clear, as listed in Tables 5.09 and 5.10. Viable counts of the 
samples in salinated water on average were 45% higher than in
distilled water, but with a standard deviation of 40%. However, the
viability of salinated water samples were still very low.
5.3.7 Mode o f incubation
In general, the spread plating technique is employed for the
aerobic cultures. It would be natural to ask why we culture the yeast 
in semi-anaerobic conditions and then cultivate the samples in petri 
dishes under aerobic conditions!
The question arises of whether this method will only pick up the 
aerobic fraction in the fermenter (only aerobic growth yeast has
mitochondria), or whether this anaerobically grown yeast can switch 
its mechanics and recover the ability to produce mitochondria. I f the 
method can only test for yeast with mitochondria, that means we
underestimated the viability.
An simple experiment was conducted to clarify the problems above. 
Selected samples were plated out on duplicate sets of agar plates. 
One set of plates was stored in a nitrogen chamber and the other set 
treated by usual procedures. The results are listed in Table 5.11.
The aerobic and anaerobic viable counts were within a standard 
deviation of each other. This leads to two possible explanations.
Firstly, the anaerobically grown yeast may recover and switch its
metabolic mechanism. Secondly, the population of yeasts may have 
been mixed, the aerobic fraction being more or less equal to the
anaerobic fraction.
5.3.8 Assumptions fo r  plate counting technique and its disadvantages
The basic assumptions for the plating technique are:-
1. Given suitable conditions, cells will recover and form colonies.
An organism may be called dead if  it does not multiply in those 
conditions.
2. One viable cell will form a colony.
193Postgate suggested that dying or damaged micobial populations
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may be more exacting with respect to cultural conditions than healthy, 
unharmed ones; the phenomenon of "metabolic injury" among frozen 
bacteria is a well illustrated example. Furthermore, media are 
critical and are rarely optimal for the sample selected. Moreover, 
it is difficult to find out what condition is optimal for a particular 
strain.
The second assumption is particularily vulnerable when
encountering with cells which form clump or floe, e.g. yeast cells.
Plating such populations without disrupting the clumps will cause
under-representation of the viable cells, i.e. it is not necessarily
true that only one viable cell forms a colony. It is difficult to
separate the yeast cells into isolation by dilution and shaking by
194mechanical mixer. Pringle et al. mentioned that ultrasonic 
agitation is sufficient to break up clumps in most strains and results 
in no loss in viability.
194Pringle et al. suggested that individual viable cells may vary 
greatly in the lag time they require before discernible growth and 
replication. Thus it is difficult to know how long to observe before 
defining it dead, and to keep early starting cells from obscuring, by 
extensive growth, the behaviour of late-starting (or dead) cells.
194Postgate et al. mentioned that loss of organisms (viability) due to 
lysis or overgrowth occurred most often when the average division lag 
was long. Hence media rich in nutrient supplements were desirable.
195Ciftci et al. extended the idea of taking account of the 
physiological states of the cells and proposed a new viability
criterion when they studied the viability of S. cerevisiae  NRRL
Y-11572 in alcohol fermentation. Fermentative activity was tested by
measuring the amount of carbon dioxide evolved when the sample was 
placed in a nutrient rich environment. Methylene blue was used to
test the number of live cells. Plate count was employed to check
reproductive capability of the live cells. They divided the cells in
the culture into three groups as an approximation to their 
physiological states, as presented in the Figure 5.07. The first 
group is composed of the cells capable of reproduction. The second 
group consists of the cells that can reduce methylene blue but cannot 
reproduce. The two viable groups make up all the live cells. The
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third group consists of cells which cannot reproduce nor reduce the 
dye are defined as dead.
V =MB
V =PC
total number o f l i ve  cells 
t o t a l  c e l l  count
number o f v iable  c e l l s  by plate count 
total  cel l  count
V =NR
no. o f ceils which reduced the dye but not divison
t o t a l  c e l l  count
V  = V + VMB PC NR (5.01)
The contributions of the two viable groups to metabolic activity 
are not equal. The first viable group (K ) has high metabolic
activity (Apc). The second viable group, which consists of
nonreproductive cells, has a lower metabolic activity MNR). A 
dimensionless term, the Metabolic Inactivation Index (Mil), was used 
to describe the metabolic differences between the two viable groups 
(A -  A ).PC NR
A - APC NR
Mil =
APC
This ratio is the fraction of the activity loss due to the loss 
of reproduction by the killing (inhibition) factor. It could be 
varied from each organism as well as from each condition, since the 
killing factor is a unique combination of the environmental factors. 
The metabolic activity f f C02) the culture population is defined
as:-
V = V A + V AC02 PC PC NR NR
Rearrange eq.(5.01) into eq.(5.02)
(5.02)
r v CO 2 = A + (A  -  A )NR PC NR
r v PC (5.03)
VL M B  J VL MB
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This equation represents a linear relation between the proportion 
of the percentage of reproducing cells to the percentage of the 
dye-reducing cells. The intercept gives the metabolic activity of
194the dye-reducing cells M )• Ciftci et al. found the following
values for alcohol inhibition in their experiment:- A -  0.436PC
g/g/hr, A = 0.151 g/g/hr and Mil = 0.65. However, one has to pointNR
out that those values are subject to environmental conditions 
(substrate concentration, product concentration, temperature, cell 
concentration and etc.).
It is worthwhile to point out that it is only when natural ageing 
or death is taking place, that the models mentioned above are
applicable. However, in general, death can take place during any
part of the ageing process. In the case of alcohol fermentation, 
cell death is generally caused by a combination of f  actors besides 
natural ageing. In alcohol fermentation, we are confronted with two
distinctly different phenomena. Firstly, the reversible effect of
conditions on the alcohol productivity. For example, by manipulating 
temperature or substrate concentration, alcohol productivity may be 
reversibly controlled. The second one is the irreversible effect of 
conditions where the cell viability is changed by growth or death.
If all of the cells in a culture were able to reproduce (i.e. V PC
= 1), at the standard (ideal) conditions, the ethanol (metabolic)
productivity of the culture would be:
v  -  A° = v °  (5.04)PC max
Ciftci et a i.165 taking account of the effect of changing 
environmental conditions, derived a new equation from equation 5.03:-
V + [  1 V )
[  PC I  A o J NR J
PC
* /(S, P , T, X )  (5.05)
.ov = APC
195-199
Controversal though it might be, several research groups 
claim that the technique of plate counting only records the fraction
95of the cells that are capable of replication. Jones and Greenfield 
further highlighted at plate count can reflect a loss of replicative
5-9
ability in ethanol and not neccessarily cell death. They
interpretated the observed reduction in growth rate as a mixture of
94 95true ethanol inhibition and replicative inactivation * . They
proposed that the measurements of methylene blue and plate counting 
simply reflect the extremes of a continuum of states of increasing 
cellular degradation, with the probability of reversal to a fully 
viable cell diminishing progessively along this continuum. In rapid 
batch fermentation, where the rate of ethanol production is high and 
exceeds the ability of the organism to adjust its membrane 
composition, a high rate of replicative inactivation results.
It is obvious that the viable counts recorded were low. 
Unfortunately, an alternative method was not carried out to measure 
the viable counts. Assume for the moment that the viable counts
reflect the real picture within the fermenter. Then, the viable cells 
must have extremely high rates of growth and death. It would appear 
that the death rate suddenly decreased in the stationary phase. 
These sudden and drastic changes in death rate were rather 
unpreditable and did not make the modelling of the system any easier. 
Assume as an alternative, the dual viability concept, in the second 
growth phase, the viable cells would have high growth rate and a high 
combined values of inactivation and natural death rates. This value 
would be decreased by the adaptation of yeast to the system and the 
partial recovery by the inactivated cells.
5.3.9 Conclusions
With the high inherent experimental errors, any clear cut 
conclusions will be hard to make, but there are a few that can be 
drawn:-
1. Wet biomass, viable count and total cell count have slightly
different rates of growth in various phases of the fermentation.
2. The total cell counts did not suffer any significant reduction in
number. Thus the gradual reduction in wet biomass could not be 
explained by lysis of the yeast cells. In fact, it indicated 
certain degrees of endogenous metabolism.
3. Although I could not verify the dual viability concept, it
provided a more reasonable explanation for the low viable counts 
recorded.
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Chapter 6 Param eter analysis
6.1 S t a t is t ic a l  A n a l y s is
In recent years, the application of statistical optimisation in 
Japan to reduce variability in manufacturing processes has attracted 
considerable interest in the United States and other developed 
countries. This approach has become known as the "Taguchi Method", 
although it involves well-established and relatively simple 
methodologies of sequential statistical analysis of variance.
Parameter design is an investigation to identify settings of 
process variables that minimise, or at least reduce, the variation in 
the performance of the process about a desired standard. A process may 
fu lfill its required function with many settings of its controllable 
variables. However, variation in the performance characteristic may 
vary with different settings200. Parameter design is based on 
classifying the variables that affect the performance into two 
categories: design parameters and sources of noise.
Design parameters are the process variables or the control 
factors whose nominal settings can be specified by the process 
designer. A vector of the settings of design parameters defines a 
product specification and vice-versa. The actual values of design 
parameters in an operational process may deviate from the nominal 
settings.
Sources of noise are all those variables that cause performance 
variations in an operational process201. Common examples of sources 
of noise are fluctuations in feed flow-rate and medium composition, 
and drift in operating conditions. These sources of noise may be 
identifiable and controllable, identifiable and uncontrollable, or 
unidentifiable and uncontrollable. Sources of noise can be classified 
into two categories in accordance with their controllability: external 
sources of noise and internal sources of noise. Internal sources of 
noise are the deviations between the intended and actual values of 
controllable variables. External sources of noise are uncontrollable 
factors affecting process performance, such as human error. The aim 
of the technique is to mitigate the effects of both controllable and 
uncontrollable sources of noise, by reducing the sensitivity of the 
process response to the noise.
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6.1.1 Parameter Design Experiment
As illustrated in Figure 6.01, a parameter design experiment 
composes of two parts: a design matrix and a noise matrix.
6.1.1.1 Design matrix
The columns of a design matrix represent the design parameters 
(0), while entries in the columns represent the test settings of the 
design parameters200. Each row of the design matrix, also called a 
test run, represents a product design. Since some sources of noise 
are bound to be unknown in a system, not all of them can be included 
in a parameter design experiment. The identified sources of noise 
included in the experiment are called noise factors (wj.
A crucial part of the Taguchi method is to define a performance
measure (z ) ,  an appropiate criterion for assessing the process
performance. Kacker200 defined the performance measure as a function
of design parameters (0) chosen so that the maximisation of the
perf ormance measure along with possible engineering adjustments
minimises the expected loss. The performance measure is assumed to
201be a function of controllable process variables ; however, this
function is usually unknown and so has to be estimated statistically.
The statistical estimate of the performance measure, known as the
202"signal-to-noise" (Taguchi & Wu ), the S/N-ratio (Manoranjan & 
Winkler201) or the performance statistic (Kacker200), is then used as 
the criterion to be optimised.
This function relates the performance statistic to what must be 
developed or assumed. This function must be tailored to the specific 
objective of the investigation and based on knowledge of the system. 
Typical formulae involve simple logarithmic functions of the 
coefficient of variation202, for example:
z = 10 * logiQ [ ( y  ) W ]  (6.01)
where y is the mean of performance characteristic
2
s  is the variance of the performance characteristic data
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Performance characteristic (y) is the process response, which 
provides the basic information to be computed200. The performance 
characteristic is also assumed to be a function of controllable 
process variables201, i.e. y = f ( 0,w).
6.1.1.1.1 How to construct the design matrix?
Kacker200 stated that a prototype model of the product, obtained 
from the system design, defines the initial settings of design
parameters 0 = (0^ , 0^ ............  ©k). The product designer can then
guess other possible sources of 0. The set of all possible 0 is called 
the parameter space (0). The main task of the designer is to identify 
the noise factors that cause most of the performance variation, and 
their ranges. The set of all possible levels of the noise factors is 
called the noise space.
However, it is not cost-effective to conduct a thorough search of
0 within the parameter space. Statistical design of experiment
methods is needed to select an intelligent subset of 0 called the
design matrix, which provides appropriate coverage of design parameters
and noise space. Orthogonal arrays are recommended to construct the
design matrix200’202. Orthogonal arrays are generalised Graeco-Latin
squares. Kacker200 stated that orthogonal array experiments minimize
the number of test runs while maintaining the pairwise balancing
property. Kacker200 stated that Taguchi recommended three or more
test settings for each design parameter. Depending on the nature of
the system under investigation, a thorough search of the control space
is not entirely cost-effective. Fractional replication is recommended
201by Manoranjan & Winkler when the number of test runs is the 
overriding consideration.
6.1.1.2 Noise matrix
After the appropriate control space (noise factor) is identified,
a noise matrix is constructed in similar f  ashion to the design 
matrix. The columns of a noise matrix represent noise factors. The 
rows in the matrix represent various combinations of the different
levels of the noise factors. The levels of noise factors are chosen 
so that these repeated observations (with the design matrix) are 
representatives of all possible levels of the noise factors200. Thus
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one can improve the quality of prediction of the settings of design 
parameters which minimize the variations in an operational process.
6.2 Graeco-Latin Square Experiments
Two replicate sets of Graeco-Latin Squares were conducted to 
study the effects of four chosen design parameters:-
pH (A), stirrer speed (B), initial glucose concentration (C) 
and temperature (D).
The Graeco-Latin squares were set in the manner of Figure 6.02. 
The concentration of YEPD solution is the same as listed in Table
4.02. Samples were gathered in every 2 hours for the first 40 hours 
after inoculation. Wet biomass, ethanol concentration, specific 
cytochrome P-450 and viable count were chosen to be the perf ormance 
responses.
6.2.1 Results
As no target value was expected, equation (6.01) was used to 
calculate the performance measure. The results were listed in Tables
6.01 -  6.10. This performance measure may be considered as
representing batch productivity.
6.2.1.1 Wet biomass
The wet biomass turned out to be the most consistent parameter. 
The means of wet biomass lay between 39.5 to 58.5 g/litre in the first 
Square. The z values of wet biomass in the first Square lay between
4.4 to 8.0. More variations were observed in the second Square, the 
biomass means were ranged from 23.4 to 60.2 g/litre. The z values of 
wet biomass in the second Square lay between 2.7 to 8.4.
The mean and z value of wet biomass in test run Leung203 was 
unreliable, as temperature control mal-functioned after the 24th hour.
O
The temperature went up to above 37 C and this caused considerable 
degree of thermal death.
Test run LeunglOO was replication of Leung92 with settings of (Al 
B2 C2 D3).
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6.2.1.2 Ethanol
The means of ethanol concentration lay between 1.332 and 5.073 
%(w/w) in the first Square. The z values were ranged from -0.266 to 
10.097. The means of ethanol concentration lay between 1.030 and 
4.492 %(w/w) in the second Square and the z values were between -0.251 
to 6.870. As expected, the best performers were among runs at 30°C, 
except test run Leungl07 where a lot of acid and alkali were added in 
the beginning because of mal-function of the control program.
6.2.1.3 Specific cytochrome P-450
The means of specific cytochrome P-450 concentration lay between
49.7 to 420.7 nmol/g/litre in the first Square. The z values were 
ranged from -2.608 to 4.50. The means of specific cytochrome P-450 
concentration ranged from 137 to 432 nmol/g/litre in the second Square 
whilst the z values ranged from -1.575 to 3.496.
6.2.1.4 Viable count
The means of viable count lay between 0.009E+09 and 0.037E+09 
cells/ml in the first Square. The z values ranged from 1 to 6.082.
The means of viable count lay between 0.005E+09 and 0.025E+09 in the 
second Square and the z values lay between 0.536 to 6.500. One of the 
worst performer was test run Leungl07 where a lot of acid and alkali 
were added in the beginning. The high salt content might not be 
favourable for cell growth. Indeed, by the 30-40th hours in the test 
run Leung203, most of the cells were dead.
6.2.1.5 Cytochrome P-450
The (total) cytochrome P-450 concentration was considered as an 
alternative to the specific cytochrome P-450 concentration. The means 
of cytochrome P-450 concentration lay between 3284 to 28375 nmol/litre 
in the first Square. The z values ranged from -2.604 to 4.046. The 
means of cytochrome P-450 concentration ranged from 7101 to 30373 
nmol/litre in the second Square whilst the z values ranged from -2.139 
to 2.946.
6.2.2 ANOVA o f the Graeco-Latin Squares
The analysis by Graeco-Latin patterns is well illustrated by
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Davies . Several assumptions were made in using the Latin Square. 
Apart from experimental error/effect, it is assumed that:
1. The true effect of changing from one treatment to another is the
same in every row and column.
2. The true effect of changing from one column to another is the same
in every row and treatments.
3. The true difference between one run and another is the same for
every column and treatments.
In short, rows, columns and treatments affect the result 
independently.
When our Graeco-Latin squares are considered in this way (see
Figure 6.03):
A = rows (R )
B = columns (G)
C = treatments (£, M, N )
D = treatments {U , V , W)
To measure the variation between the rows, the three row totals 
are used:
ft = + MWtS + NVC  (6.02)1 1 2  3
n  = MVC + N U S  + £W% (6.03)2 1 2  3
R  = + MU% (6.04)3 1 2  3
Similarly, the totals for the columns and treatments are calculated. 
The results were listed in Tables 6.11-6.20,
6.2.2.1 Maximum wet biomass
The maximum wet biomass in the first Square ranged from 59 to 90 
g/litre with the mean of the Square being 73.5. The maximum values of 
wet biomass in the second Square lay between 40 to 90 g/litre, and had 
a mean of 66.5 g/litre. In the first Square, the stirrer speed and 
initial glucose concentration caused most of the variations. In the 
second Square, the pH value and initial glucose concentration caused 
most of the variations. However, the low value in test run Leungl07' 
contributed a great deal of variation. In Leungl07, extraordinary
203
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large amounts of acid and alkali were added at the beginning, this 
caused a diluting effect and increased salinity of the fermentation 
medium which is unfavourable for yeast growth.
6.2.2.2 Maximum specific cytochrome P-450
In the first Square, the maximum specific cytochrome P-450 lay 
between 220 to 857 nmol/g/litre, and the mean was 600.7 nmol/g/litre. 
The initial glucose concentration caused most of the variations in the 
maximum values of specific cytochrome P-450 concentration. In the 
second Square, the maximum values ranged from 286 to 901 nmol/g/litre, 
and the mean was 620.2 nmol/g/litre. The initial glucose concentration 
and operating temperature caused almost the same extent of variation 
while the pH was not far behind.
6.2.2.3 Maximum viable count
In the first Square, the maximum viable counts lay between
2.23*107 and 7.15*107 cells/ml, and the mean was 4.80*107. The initial
glucose concentration caused most of the variation while the other
three design parameters have almost the same effect. In the second
6 7Square, the maximum viable counts ranged from 9.85*10 to 7.15*10
7cells/ml, and the mean value was 3.50*10 . The pH and stirrer speed 
caused most of the variation.
6.2.2.4 Maximum cytochrome P-450 concentration
In the first Square, the maximum cytochrome P-450 concentration
4 4lay between 1.47*10 and 5.90*10 nmol/litre, and the mean was
4
4.13*10 nmol/litre. The initial glucose concentration caused most of 
the variation in the maximum values of (total) cytochrome P-450 
concentration. In the second Square, the maximum values ranged from 
1.79*104 to 6.19*104 nmol/litre, and the mean was 3.93*104 nmol/litre. 
The initial glucose concentration and operating temperature caused 
most of the variation, while the pH and stirrer speed have almost the 
same effect.
6.2.2.5 Maximum ethanol concentration
In the first Square the maximum ethanol concentration lay between 
1.79 and 8.74 %(w/w), and the mean was 5.18 %(w/v). In the second
6-7
Sqaure, the maximum values ranged from 1.87 to 8.74 %(w/v), and the 
mean was 4.71 %(w/w). As expected from glucose fermentation, the 
initial glucose concentration caused most of the variation in the
maximum ethanol concentration in the two Graeco-Latin Squares.
6.2.2.6 Comments
Initial glucose concentration is the major cause of variation in 
the first Graeco-Latin Square. In the second Square, the other design 
parameters seemed also to have caused significant variation. However, 
the second Square has a lot of error attributable to external causes 
not present in the first Square, such as poor pH control. On the
whole, the stirrer speed caused less variation in the values of 
cytochrome P-450 than expected from Salihon’s work.
6.2.3 Significance test
The Null Hypothesis was used to test the specific growth rates in 
the first phase of the two Graeco-Latin Squares. The specific growth 
rates were calculated by linear regression. The durations of the
growth phases were related to their operating temperature:
1. At 30oC, 0-8 hours for the first growth phase, 8-18 hours for
second growth phase and after 18 hours for the third (decline) 
phase.
2. At 26.4°C, 0-12 hours for the firs t phase, 12-24 hours for the
second growth phase and after 24 hours as the third phase.
O
3. At 20 C, 0-16 hours as the first phase, 16-30 hours as the second
phase and after 30 hours as the third phase.
The regression results are listed in Tables 6.21-6.29.
The Null Hypothesis was then used to test if the specific growth 
rates in the first phase differs from the replicated test runs with 
the same operating temperatures. The details of the method are listed 
Appendix (see Chapter 9.6 one tailed test was used to the confidence 
level).
6.2.3.1 Low temperature experiments
The z value for the calculated inoculum and the specific growth 
rates are listed in Tables 6.30-6.31.
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Two groups emerged in the z values for the inoculum. Those in 
the firs t Graeco-Latin Square were significant at 95% confidence level 
of each other, whilst those of the second Square were significant at 
95% of each other. The specific growth rates for the first phase are 
all within 95% interval, except LeunglOS.
6.2.3.2 Normal temperature experiments
The z values for the calculated inoculum and the specific growth 
rate are listed in Tables 6.32-6.33.
For the z values of the inoculum, all but Leung203, were within 95%
level of their replicated test runs. In fact, most of them are 
actually or nearly within 95% level, except Leung203.
For the z values of the specific growth rate, all but Leung203, were 
within 95% level of their replicated test runs. In fact, all of them 
are within the 95% level, except Leung203.
6.2.3.3 High temperature experiments
The z values for the calculated inoculum and the specific growth 
rate are listed in Tables 6.34-6.35.
For the z values of the inoculum, all the experiments are within the
90% interval.
For the specific growth rate:
1. Those with low glucose concentration are within 90% level of each
other.
2. With 14 %(w/v) glucose, Leung92 and Leungl02 are within 90% level
of each other, while LeunglOO is on the borderline of 95% level 
agreement with Leung92 and Leungl02.
3. With high glucose, Leung97 and Leungl07 are within 95% level of
each other.
The high concentration experiments are not within 95% level of 
the others, especially Leungl07 which has the lowest specific growth 
rate for the reason mentioned above in Chapter 6.2.2.I.
On the whole, these values of specific growth rate are uniformly
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high with the minor exception of the runs with 20%(w/v) initial 
glucose.
6.3 Parameter Analysis
Even though the data f  rom the two Graeco-Latin Squares are 
incomplete and inconclusive, they do provide more information about 
the system.
6.3.1 The specific growth rate of the first phase
On the whole, the specific growth rates are fairly constant 
within each operating temperature. The best result is at 26.4°C, p
lay beween 0.215 to 0.283 g/g.hr \ At 30 °C, the specific growth rate 
ranged 0.191 to 0.395 g/g.hr 1, the high glucose concentration
experiments have the lowest specific growth rates, one of the reasons 
may be substrate (osmotic) inhibition. At 20 °C, the values of p 
ranged from 0.116 to 0.172 g/g/hr; the low figure in Leungl05 may be 
due to high glucose concentration. However, temperature control 
cannot be overlooked. The temperature measured by the fermenter’s 
micro-processor is actually the temperature of the circulating water. 
This method of control does not have the capacity for cooling down the 
circulating liquid. Consequently, the minimum operating temperature 
will be determined by room temperature. The first Graeco-Latin 
experiments were conducted in the summer, perhaps, this might have 
increased the rate.
6.3.1.1 Arrhenius Equation
If one assumes the specific growth rate is temperature dependent 
and follows the Arrhenius Equation,
-E /R T  ( .
M -  A r e  (6.05)
where Ar is the Arrhenius constant 
R is the gas constant 
T is the absolute temperature 
E  is the activation energy
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Without eliminating the experiments with suspected substrate 
inhibition, the results by linear regression are listed in Table 6.36.
With this equation, we can estimate the specific growth rate of the 
first phase at various temperatures (see Figure 6.04).
6.3.1.2 Substrate inhibition in the f i rs t  growth phase
As shown in Fig. 6.05, the specific growth rate declines as the 
initial glucose concentration increases. Even though the yeast might 
not use glucose as a substrate in the first phase, the high glucose 
concentration did inhibit the growth.
Since we have only a few points at one particular operating 
temperature, we can only correlate the data by a simple formula
A linear type of substrate inhibition equation was used by Tseng 
and Wayman70,71.
S
P = --------- p -  i (S  -  S )  (3.24)
K + S 0s
where S is the inhibition threshold of substrate concentration 
0
Using this idea, a similar correlation is established by linear
regression with glucose concentration of 50g/litre as the arbitrarily
chosen substrate inhibition threshold (S )
0
Sl
u =  p -  i (S  -  S J  (6.06)
K + S 0si l
where p  ^ is the specific growth rate in the first phase
p is the maximum specific growth rate in the first phaseml
i is the inhibition factor
S is the glucose concentration in g/litre
The regression results are listed in Table 6.37.
Alternatively, an exponential correlation can be proposed with
the assumption of threshold substrate inhibition concentration
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s1
e (6.07)l ml
where K is an inhibition constant si
Assuming an arbitrary threshold of 50 g/iitre (glucose) for
substrate inhibition, an estimation of the values of u and K was
ml s i
by linear regression, is listed in Table 6,38. The projection of the
predicted values are depicted at Figures 6.06-6.08.
The large errors associated with i and K leave it open to
insufficient evidence to distinguish between the two proposed models.
6.3.2 Specific growth rate on the second (anaerobic) phase
From 10-12 hours onwards, a slower growth phase is entered. The 
magnitude and the yield coefficient of biomass by glucose resembled 
classical anaerobic growth.
6.3.2.1 Logarithmic specif ic growth rates
By linear regression, the specific growth rates in the first 
phase are listed in Table 4.11. The specific growth rates were ranged 
from 0.028 to 0.044 hr \ The problem with linear regression is that 
it over-simplifies the model. Linearity in a batch system is prevented 
by accumulation of end product and depletion of substrate.
6.3.2.1.1 Published data
A list of published data about the magnitude of maximum specific 
growth by anaerobiosis (ju ) is shown in Table 6.46. These figures
mf
are bigger than our measured values by magnitude of ten.
6.3.2.2 Smoothed cubic spline with ethanol inhibition
As shown in Fig. 4.36 , the specific growth rate showed a maximum 
value at 7 hours after inoculation. The decline of the specific growth 
rate coincided with the accumulation of ethanol. Assuming an ethanol 
inhibition concentration 60g/litre, linear regression was used to
doubt that substrate inhibition is taking place. Certainly there is
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estimate the maximum fermentative (p ) specific growth rate and themf
value of toxicity power (0f) in the following equation
p = ---------  p [1 -  P /P  J  (4.05b)
f K + S 
s
where p had been smoothed by cubic fitting against time with five 
equally-spaced knots. Other choice of knot number and placement 
would lead to minor variations in the smoothed estimates of Pf (t) 
arising from these values.
The results are:
p = 0.172 hr-1 mf
0f = 3.30
and the specific growth rate profile is depicted in Fig. 6.09.
It is possible to have an anaerobic specific growth rate of this 
magnitude, however, it is unusual to have a brewer’s yeast which is so 
ethanol sensitive. Of course, the regression results varied with the
arbitrary choice of P  . The regression results are also affected bym
the choice of the beginning of second growth phase.
6.3.2.3 Carbon dioxide data
Consider the Luedeking-Piret type equation for ethanol production:
Of o
v = a p r 11 -P/P ]------ --------  + p (4.16)2 mf m R  + s  2
S
will be the specific maintenance energy requirement. When S »  ,
S/(K^ + S) will be very close to unity.
Assuming in the second growth phase that the biomass only 
obtained energy by the anaerobic metabolism, the specific growth rate 
( p f  will be determined by the amount of energy obtained, which is 
proportional to the evolution rate of carbon dioxide. A figure of 
0.62 mmol 02/g.dry wt. hr 1 is measured by Von Meyerberg204 as the 
maintenance requirement. This figure is equivalent to 3.10 mmol 
ATP/g. dry wt. hr \ Using Salihon’s figure of 0.172 for dry 
weight/wet weight, 3.10 mmol ATP/g. dry wt. hr-1 corresponds 0.533
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mmoi. C02/g. dry wt. (Anaerobiosis 1 mmol glucose => 2 mmol. C02 + 2 
mmol. ATP)
The rate of energy generation can be estimated by using the 
specific production rate of carbon dioxide with the assumption of no 
oxygen uptake. Substracting the requirement for maintenance energy, 
the nett amount will be considered as the energy devoted to growth. 
With the assumption of a maximum carbon dioxide production, 
stoichiometrically related to the maximum ethanol inhibition 
concentration; as shown in Figure 6.10, the specific C02 production 
rates correlated with the maximum accumulated carbon dioxide 
concentration in the Equation (4.16) by linear regression. The results 
are listed in Table 6.44.
Assuming an average maximum specific carbon dioxide production 
rate of 2.5E-03 mmol./g wet wt./hr, which is equivalent to 14.7 mmol. 
ATP/g.dry wt.hr \ a maximum specific growth rate of about 0.08 hr"1 
is estimated according to Von Meyerberg data. Considering the number 
of assumptions necessary to reach this figure, it ’ s agreement with 
that of 6.3.2.2 is very good.
6.3.2.4 Substrate inhibition in the second growth phase
Substrate inhibition is not mentioned in Equation (4.06).
165According to Ciftci et al. , substrate inhibition did not occur 
until the substrate (glucose) concentration is above 10% (w/v).
Assuming the 10% (w/v) figure is correct, the effect on yeast in 14% 
(w/v) (the base case for our Graeco-Latin Square) is relatively small. 
Depending on the inhibition term, equation (4,06) can be modified to
dWv S K
f sims
d t K + S s
P 0 f1 - (6.08)
P
m
This effect is short-lived in the second phase as glucose is rapidly 
consumed. Thus the effect is comparatively insignificant in the 
overall profile.
The specific cell death rate (b) is measured by the declining 
rate of the natural logarithm of viable count. The resulting rates 
can vary greatly even with the same experimental settings. As shown 
in Table 6.39, with the settings of (A2 B2 C2 D2), the specific death 
rates in Leung81 and Leung82 are 1.3E-03 and 8.5E-03hr-1 respectively. 
The declining rates of viable count in the two Graeco-Latin Square 
experiments are listed in Tables 6.39-6.40. It is worth mentioning 
that the death rate determined by linear regression is the combined 
rates of death and dilution by pH control. The accuracy of the death 
rates in the two Graeco-Latin Squares is not high, since only a few 
viable counts are measured in a relatively short time interval.
The (specific) cell death rate is probably dependent on various 
factors: pH, ethanol concentration, salinity, temperature, etc.
98 14-1Van Uden and co-workers ’ stated the specific death rate 
follows the theory of absolute reaction rates. In the upper range of 
growth temperatures (30 C +), ethanol affects the viablility of cells
98of S. cerevisiae  IGC 3507, by enchancing thermal death . Sa-Correia
141and Van Uden used modified Arrhenius plots to correlate the 
specific cell death rates with and without ethanol at high 
temperatures, intermediate and low temperatures. They found that at 
high growth temperatures, the relationship of b /T  and T is linear. 
While in the intermediate to low temperatures, the relationship is 
curvilinear, and the slopes of the curvilinear plots increased with 
the temperature. They suggested the specific death rates at low and 
intermediate temperatures were the sum of two specifc death rates. One 
corresponds to ethanol-enchanced thermal death, the relative weight of 
its contribution increases with increasing temperature. The other, 
they suggest, correponds to ethanol-induced death and the relative 
weight of its contribution increases with decreasing temperature.
The enthalpy of activation (AH  ) of ethanol-enhanced thermal
death in the strain S. cerevisiae  IGC 3507, was 92.1 kcal/mol and was
virtually independent of ethanol concentration. SA-Correia and Van 
141Uden indicated the magnitude of the activation enthalpy are
6.3.3 Specific cell death rate
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characteristic for proteins denaturation of proteins.
The enthalpy of activation of the second ethanol-enchanced death was 
much lower and varied with the ethanol concentration:
14.1 kcal/mol -  10 %(v/v) ethanol
21.9 kcal/mol -  14 %(v/v) ethanol
25.2 kcal/mol -  16 %(v/v) ethanol
When studying the cell death rate of S. cerevisiae  UQM 70Y at 
various ethanol concentrations, where the yeast was acclimatised to 7 
%(w/v) ethanol via growth in a chemostat at 30°C, Jones and
94 95Greenfield ’ established a correlation between specific cell 
thermal death rate with ethanol concentration, which is similar to Van 
Uden et al.
N  is the number of viable yeast cells
r
5 is the specific cell death rate
b is the specific cell death rate at the referencer
ethanol concentration
C is the ethanol concentration 
P
C . is the reference ethanol concentration, where thepi
yeast has been acclimated 
k£ is the exponential parameter related to the increase in
activation entropy
A summary of the parameters of inactivation model is extracted from 
94 _Jones and Greenfield , and is listed in Table 6.45.
A similar correlation may be applicable for our system, which will 
enable more accurate prediction of the specific cell death rate in 
relation to temperature and ethanol concentration.
(-r  ) = b * N (6.09)
r
(6.10)
(6.11)
where -r is the rate of cell death
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6.3.4 K the saturation constants
The value of Ks is small compared with the initial glucose 
concentration. A range of Ks for yeast growth by glucose is listed
in Table 6.47.
6.3.5 Ethanol production
If the hypothesis of three parts energy consumption is right, the 
specific ethanol production rate will be dependent on the specific
growth rate, i.e.
v -  a )if + ^  (4.15b)
I f the assumption is correct, the maximum specific ethanol
production rate (i> ) in the system will be approximately 2.5 mmol.EtOHm
g. *hr 1 (0.115 g./g. wet wt./hr) at 26.4°C. (c.f. Figure 6.10).
6.3.6 Cytochrome P-450 correlation with ethanol
As mentioned in Chapter 4.4.1.7, a close correlation between
ethanol and cytochrome P-450 is established. As shown in Fig. 6.11, 
this point is supported by the results in two Graeco-Latin Squares.
The validity of the hypothesis that higher yield of by growth is
dependent on the several factors, the disappearance rate of cytochrome 
and the number of source of cytochrome formation. I f  cytochrome P-450 
is involved in membrane synthesis, equation (4.18) will have to be 
modified to
dCt = a dWv + a dWv   s  — s i  3 — f
d t d t  d t
[ - f f
+ (3 Wv (6,12)
where Wv is the viable biomass by the unknown substrate si J
ols  is growth associated constant for the unknown 
substrate
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Ethanol has two effects on cytochrome P-450 decay. Firstly, as 
ethanol builds up, the specific cell death rate increases, thus the 
decay rate of cytochrome P-450 increases. Secondly, the increasing 
ethanol concentration will reduce the dissolved oxygen level and 
decrease the rate of decay. The increment in measured cytochrome P-450 
concentration will be the nett result of cytochrome P-450 formed, and 
loss by cell death, enzyme decay and dilution. The combined loss rate 
(X3) of cytochrome P-450 in normal settings and the two Graeco-Latin 
Square experiments are listed in Tables 6.41-6.43.
It seems likely that the rate of decay (A3) of cytochrome P-450 
is dependent on several parameters: dissolved oxygen, ethanol,
stirrer speed and temperature.
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Chapter 7 Conclusion and future work
7.1 F ind ings
7.1.1 Mixed metabolism
The system seems have at least two metabolic mechanisms. One 
shows a high specific growth rate with low glucose consumption, while 
the other one shows a low specific growth rate with high glucose 
consumption, which is generally anaerobic growth. However, the system 
did not demonstrate the classical diauxic growth as expected. There 
is no conclusive evidence for or against simultaneous aerobic growth 
and anaerobic growth.
7.1.2 Cytochrome P-450 and ethanol
There is a close correlation between the amount of ethanol and 
cytochrome P-450 formed. I f  we assume that cytochrome formed as an 
indirect product of anaerobic metabolism, the yield factor of 
cytochrome P-450 by ethanol is higher for growth than for maintenance 
energy (stationary phase). However, we have to bear in mind that as 
ethanol builds up, the specific cell death rate increases. The 
increment of cytochrome P-450 is the nett balance between the P-450 
newly formed and the disappearance of cytochrome P-450.
7.1.3 Viable count
Viable counts showed broadly three phases of growth; a similar 
pattern to the biomass. The low viability in the system prompted the 
question of whether the environment is hostile to the yeast. Or is 
the test we applied not the right method? More variety of tests are 
needed to evaluate the method we applied.
7.2  Co m m e n t s
The unsteady state nature of batch systems, makes it difficult to 
estimate the value for each individual parameter.
It would have been better to use more defined medium to avoid the 
problem of unknown metabolic pathway in the system. The money saved 
in using undefined media is outweighed by the time and effort in 
understanding the biochemistry in the yeast and its complex media.
The noises within the Taguchi method are considered independent: 
can we really treat the parameters in a biological system as totally 
independent noises? The Taguchi method assumes the system noise is
consistent in every run, consequently care has to be taken to mitigate
the variation in the system.
7.3 Future work
More design parameters in the Tauguchi method: the finding from
two Graeco-Latin Squares is not very conclusive. One should seek to 
identif y other sources of noise in the system which have been 
overlooked, e.g. the autoclaving time of medium, the salinity of 
medium.
In order to advance the models to a more structured one, more 
information is needed to understand the nature and biosynthesis of
cytochrome P-450, thus more basic biochemical experiment on the 
synthesis of cytochrome P-450 are required.
More experiments on the various methods on viability 
measurement, i f  right, the basis for more structural models. A serious 
attempt should be made to improve the reliability of viability 
estimates.
Batch processes are not a suitable means for gaining reliable
estimates of parameters related to specific mechanisms. Experiments 
designed a elucidate the specific processes are more appropriate.
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Plate 3 Shaking water-bath

Pl a t e  6  Colony count of Sa c c h a r o m y c e s  c e r e v is ia e
Pl a t e  7  Colony count of suspected  v a r ia n t  of S. c e r e v is ia e
Chapter  8  T ables and figures
1. Modification of chemical potential of 
substrates, intermediates, or products
2. Alternation of cell permeability
3. Changes in enzymatic activity
4. Dissociation of one or more enzyme or 
metabolic aggregates.
5. Affect enzyme synthesis by interaction with 
genome and transcription
6. Influence in functional activity of the cell
Table 3.01 Possible type of inhibitor action
1. Mono- or multi-component chemical reaction with 
the cellular content.
2. Entry of inhibitor into reaction sequence.
3. Adsorption or formation of complex with enzyme, 
coenzyme or substrate.
4. Dissociation of enzyme aggregates.
5. Modification of physicochemical variables of 
the external solution, { e . g .  pH, ionic strength 
solvent activity)
6. Complexing or other interactions with control 
function within the cell.
Table 3.02 Possible mechanisms of inhibitor
8 -1
Strain med ium 
7. (w/v )
Rat i o 
Int/Ext
Ref.
618 25% honey 2.70 86
N C Y C  431 20% glue ose 2. 45 106
AC A  174 20% g lucose 1 . 1 136
KD2-CC3 20% g lucose 0.6-1 . 1 1 14
Labatt 3001 20% g lucose 1.0-22 1 18
U N S W  706800 7% g lucose 0.7-1 . 0 150
U N S W  706800 6% gluc ose 1.0-2.0 153
UG5 5% glue ose 5.3 1 48
ATCC 42407 2% g lucose 0.7-1 . 0 136
Table 3.03 Some published figures on the ratio of
intracellular to extracellular ethanol 
concentration in yeast S a c c h a ro m y c e s  c e r e v i s i a e
8 - 2
X
m Mm a x
hr-1
b
hr" 1
sum of 
squ ares
chi - 
squares
re 1 a t i ve 
sum of 
squ a res
85 . 0 0. 328 .00253 1.04E+03 2.19E+01 6. 44E-01
84 . 0 0. 329 .00256 8. 30E+02 1.94E+01 6. 06E-01
83 . 0 0. 341 .00162 6. 56E+02 1.42E+01 4. 92E-01
82 . 0 0. 342 .00163 5. 1 5E+02 1.25E+01 4.65 E -01
8 1.0 0. 357 .00199 3. 99E+02 9.28E+00 3. 98E-01
80 . 0 0. 458 .00100 2.46 E+03 4.53E+01 2, 36E+00
Table 3.04 Computed results by dervied Logistic model with 
various maximum wet biomass and turning point 
at 20 hours
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Mater i al s Mass So 1 ution
(g) volume (ml)
P epton e 16.0
Y east 
Extra c t 8.0 400
S odium 
Chlor i de 8.0
G 1 uco s e 8.0 400
Table 4.01 The composition of inoculum media
Mater i al s Mas s So 1 ution
(g) vo 1 ume (ml)
Peptone 41.6
Yeast 
Extrac t 67. 6 1000
S odi um 
Ch 1 or i de 3. 6
G 1uco s e 562,0 3000
Table 4.02 The composition of fermentation media
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mater i a 1 supp 1 i er gr ade 
( c ode)
yeas t 
extrac t
Lab M MC  1
p epton e Lab M M C  9
sodi um BDH Ana 1yt ical
chlor i de Mer c  k Ana 1ytical
g 1ucos e S i g ma (+ )-d etroxse
sodi um 
h ydrox i de
BDH Ana 1ytical
Table 4.03 Supplier of materials
LAB M MC9 
Mycological Peptone
Total Nitrogen 
Amino Ni trogen 
Sodium Chloride 
Carbohydrates
13.0 ± 0.5% 
1.4 ± 0.5% 
2.5%
14.5%
pH 5.4 (1% solution)
Table 4.04 Analysis of composition of mycological peptone
8-5
MC 9 M y c o l o g i c a l  P ep tone
Total Nitrogen 12.6%
Amino Nitrogen 1.4%
Amino N./Total N. 11.1%
Total Amino Acid Assay (mg/g)
Lys ine 38.9
Histi d i ne 12.7
Argin i n e 55.0
Aspartic acid 69.9
Threon i ne 17.7
Serine 26 . 2
Glutami c acid 103.5
Proli ne 74.5
Glyci ne 105.9
A 1 an i n e 49.9
Cyst i n e 2.7
Valine 22.9
Methi o n i ne 7.0
I soleuc i ne 18.7
Leuci n e 32.0
Tyros i n e 12.8
Pheny 1 a 1 an i n e 20.2
T rypt o p han 1 . 9
Table 4.05 Analysis of the total amino acid assay in 
the LAB M  mycological petone
8 - 6
LAB M MC 1 Y eas t  E x t r a c t  P o w d e r
Total N i t r ogen 10.5 ± 0.5%
Ami no Nit rogen 5.3 ± 0.5%
S o d i u m  Ch 1 oride 1.8%
V i tarn in B 1 21 me g/g
V i t am in B 2 1 25mcg/g
V i t am in B 6 l 24mcg/g
V i t am in B 62 600mcg/g
P a n t o t h e n i c  acid 105mcg/g
V i t am in B 12 35mcg/g
pH 7 . 0
Table 4.06 Analysis of the composition of 
yeast extract powder
8-7
MC 1 Y e a s t  E x t r a c t  P o w d e r
Total Nitrogen 10.5%
Amino Nitrogen 5.3%
Amino N./Total N. 5 0.4%
Total Amino Acid Assay ( mg/g)
Lysine 49.0
Histi d i ne 14.0
Argin i n e 27.0
Aspartic acid 52.0
Threon i ne 33. 0
Serine 34.0
Glut ami c ac i d 73.0
Pro 1i n e 26.0
Glyci ne 25. 0
A lani ne 51.0
Cyst i n e 6.0
Valine 37. 0
Methi o n i ne 9.0
Isoleu c i ne 73.0
Leuci n e 73.0
Tyros i n e 12.0
Pheny 1 a 1 an i n e 25. 0
Trypt o p han 9.0
Table 4.07 Analysis of the compostion of total amino acid 
assay in LAB M MCI yeast extract powder
8 - 8
measur ement magni tude
oxygen met er ± 2%.
carbon dioxide meter ± 2%,
ethanol concentration ± 5%
wet biomass measurement ± 10%
g 1 u cose strip ± 15%
v i able count ± 50%.
t o t al cell count ± 50%.
Table 4.08 Error estimation analysis
Exper iment Max i m u m  
Wet B i omass 
g/1 itre
batch
number
RLH25 47 . 50 P 22612 
YE 00439/00771
RLH45 58.50 P 29112
RLH50 68.00 YE 00527/00773
Leung5 8 50 . 00 P 50996
Leung62 58.50 YE 00896/00781
Leung65 8 1.50 P 64296
Leung67 85 . 00 YE 00913/00783
Leung69 76.00
Le ung81 77.50 P 71237
Leung82 84 . 50 YE 0 1036/00787
Table 4.09 Maximum wet biomass in various batches 
of yeast extract and peptone supply
8 -9
E x p t . Ope rat ing In i t . G 1 u. Max. Wet Yi eld
Condit i on C o n e . S 0 B i oma s s Coeff.
g/1i tre g/ 1 tre Y
x / s
Leung67 A2 B2 D2 140. 5 85 . 0 0 .111
Leung69 A2 B2 D2 1 40 . 5 76 . 0 0 .099
Leung91 Al Bl D 1 50 . 3 64 . 0 0 .233
Leung92 Al B2 D3 1 40 . 5 85 . 0 0. 111
Leung93 Al B3 D2 200. 7 74 . 0 0 .068
Leung94 A2 Bl D2 140.5 75 . 0 0 .098
Leung95 A2 B2 D1 200 . 7 70 . 0 0 .064
Leung96 A2 B3 D3 50 . 3 69 . 5 0. 253
Leung97 A3 Bl D3 200 . 7 59 . 0 0. 054
Leung98 A3 B2 D2 50 . 3 75 . 0 0. 273
Leung99 A3 B3 D1 140.5 88 . 0 0, 1 15
Leungl00 Al B2 D3 140. 5 92 . 5 0, 121
LeunglOl Al Bl D1 50 . 3 70 . 5 0 .257
Leungl02 Al B2 D3 140.5 90 . 0 0 .117
Leungl03 Al B3 D2 200. 7 59 . 0 0 .054
Le ungl04 A2 Bl D2 140. 5 74 . 5 0 .097
Leungl05 A2 B2 D 1 200 . 7 64 . 0 0 .058
Leungl06 A2 B3 D3 50 . 3 72 . 0 0. 263
Leungl07 A3 Bl D3 200 . 7 40 . 0 0 .036
Leungl08 A3 B2 D2 50. 3 5 1.0 0 .186
Leungl09 A3 B3 D1 200 . 7 70 . 0 0 .064
Leung203 Al B3 D2 200 . 7 58 . 0 0 .053
Al = pH 4.5 0 A2 = pH 5.04 A3 = pH 6.0
Bl = 100 rpm B2 = 250 rpm B3 = 275 rpm
D1 = 20.0°C D2 = 26.4°C o
0ooCOII00Q
Table 4.10 The yield coefficient of biomass by substrate
in various initial glucose concentrations
Exper iment Time 
(hr ) (hr- 1 )
standard 
erro r
R - s q ,
Leung 65 0-12
12-24
24-40
0.213 
0.028 
-0.004
0.015 
0. 004 
0. 004
0. 952 
0.814 
0.115
Leung 67 0- 1 2 
12-24 
24-77
0. 252 
0. 029 
-0.001
0.016 
0. 005 
0. 001
0. 953 
0. 766 
0 . 563
Leung 69 0-1 2 
12-24 
24-68
0. 226 
0. 044 
-0.001
0. 009 
0. 004 
0. 001
0. 985 
0 . 890 
0 . 045
Leung 70 0-12
12-24
24-63
0. 228 
0. 044 
0. 000
0.015 
0. 006 
0. 001
0 . 960 
0. 825 
0. 002
Table 4.11 The specific growth rates in various stages 
by linear regression
8 - 1 1
Expt. Time
(hour)
Regress i on St andard 
Error
R-sq
Leung67 * 0-12 a = 2.50 
b = 2.50
12-24 a = 44.41 
b = 0.274
4. 46 
0. 044
0.778
Leung69 0-12 a = 7.79 
b = 1 .43
1 . 82 
0. 25
0.724
12-24 a = 40.22 
b = 0.251
2. 27 
0. 023
0.892
where * = estimation a = intercept b = gradient
Table 4.12a The linear regression on the yield coefficent 
of wet biomass to glucose (g/g)
Expt. Time Regress i on St andard R-sq
(hour) Error
Le ung67 * 0-12 a = 
b =
0. 430 
0. 430
12-24 a = 
b =
7. 638 
0. 047
0. 767 
0. 008
0.778
Leung69 0-12 a = 
b =
1 . 340 
0. 246
0.313 
0. 043
0.724
12-24 a = 
b =
6.918 
0. 043
0.390 
0. 004
0.892
Table 4.12b The linear regression on the yield coefficent of 
dry biomass (by Salihon’s data) to glucose (g/g)
8 - 1 2
Expt. Time 
(hour)
Regress i on St andard 
Error
R-sq .
Leung63 0-12 a = 6.96 1 . 44 0.955
b = 6.03 0. 39
12-24 a = 60.17 4. 07 0. 000
b = 0.006 0. 14
Leung65 0-12 a = 8.04 1 . 92 0. 926
b = 4.82 0.41
12-24 a = 52.23 1 . 76 0.921
b = 0.55 0. 048
Leung67 0-12 a = 13.23 2. 54 0. 840
b = 5.99 0. 78
12-24 a = 55.02 2. 74 0. 790
b = 0.435 0. 067
Leung69 0-12 a = 13.50 2. 76 0. 630
b = 5.95 1 . 52
12-24 a = 45.42 2. 03 0. 895
b = 0.764 0. 079
Table 4.13 The linear regression on the yield coefficent 
of wet biomass to ethanol (g/g)
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Expt. Time
(hour)
Regres s i on Standard
Error
R-sq .
Leung63 0-12 a = -345.4 
b = 1137.2
373. 2 
98. 96
0.923
12-24 a = 5201 
b = 997.4
3356 
89. 36
0.919
Leung65 0-12 a = -1007 
b = 1388.5
562. 9 
121.12
0.923
12-24 a = 825 9 
b = 942.1
2473 
68. 01
0.946
Leung67 0-12 a = 599.9 
b = 975.9
284. 3 
87. 7 6
0.920
12-24 a = 2155 
b = 853.4
3247.5 
81. 29
0.909
Leung69 0-12 a = 1500 
b = 1100.6
485. 0 
267. 10
0.650
12-24 a = 375.1 
b = 1152.2
219.22
85.24
0.940
Table 4.14 The linear regression on the yield coefficent of 
cytochrome P-450 to ethanol (nmol/g) (with the 
assumption of no lag time)
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Relative Peptone + Yeast Extract Concentration
0. 1 1. 0 2. 0
Flask
Time A B C D E F
39 . 0 
68 . 0
15.0
11.0
8.0
10.0
74 . 5 
61 . 0
57.5
57.0
86.5
82.5
93.0
87.5
Table 4.15 Wet Biomass (g/litre) in Flasks A-F with various 
relative Peptone + Yeast Extract Concentration 
versus Time with resulting pH in the range of 
4.5 - 4.9
Relative Peptone + Yeast Extract Concentration
0.5 1.0 1. 5
Flask
T i me G H I J K L
26 . 0 
40 . 0 
47 . 0
46. 0 
31.0 
31 . 0
40. 5 
39.0 
33. 0
71 . 0 
63 . 0 
59. 5
67.5
55.5
55.5
70.5
80.5
82.5
73.0
79.0
77.0
Table 4.16 Wet Biomass ( g/ i i t r e )  in Flasks G-L  with var ious
re la t i v e  Peptone + Yeas t  E x t ra c t  Concentration
versus Time
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Relative Peptone + Yeast Extract Concentration
0.2 1. 0 1.5
F 1 ask
Time M N 0 P Q R
68 . 0 
77 . 0 
96 . 0 
144 . 0
13.5
15.5
12.5 
10 . 0
12.5 
12.0
15.5
11.5
69 . 0 
63 . 0 
59 . 5
70.5
58.5
53.5
41.0 
88.5
87.0
47.0
92.5
82.5
Table 4.17 Wet Biomass (g/litre) in Flasks with various
relative Peptone + Yeast Extract concentration 
versus Time
Relative Peptone + Yeast Extract Concentration
0 5 1 0 1 5
F 1 ask
T i me G H I J K L
26 . 0 77E+06 53E+06 108E+06 155E+06 172E+06 174E+06
63E+06 52E+06 140E+06 118E+06 203E+06 161E+06
40 . 0 63E+06 73E+06 145E+06 166E+06 267E+06 250E+06
67E+06 71E+06 166E+06 145E+06 272E+06 265E+06
47 . 0 64E+06 65E+06 111E+06 117E+06 240E+06 256E+06
40E+06 80E+06 150E+06 140E+06 260E+06 229E+06
Table 4.18 Total  cel l count per ml in Flasks with
various re la t i v e  peptone + yeast  e x t r a c t
concentrat ion versus time
8-16
Relative Peptone + Yeast Extract Cone entrati on
0.2 1 . 0 1.5
F 1 ask
Time M N 0 P Q R
68 . 0 150E+05 
181E+05
25 7 E+05 
256E+05
153E+06
137E+06
130E+06
133E+06
97E+06
84E+06
80E+06
87E+06
77 . 0 248E+05 
233 E+05
244E+05 
318E+05
168E+06
125E+06
188E+06 
150E+06
230E+06
240E+06
205E+06
203E+06
96 . 0 230E+05
218E+05
307E+05
255E+05
120E+06
185E+06
146E+06 
137E+06
222E+06
219E+06
219E+06
226E+06
144 . 0 245 E + 05 
271E+05
287E+05
264E+05
250E+06
163E+06
245E+06
264E+06
Table 4.19 Total Cell Count in Flasks with various
relative peptone + yeast extract concentration 
versus time
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Relative Peptone + Yeast Extract Cone entrati on
0.5 1 . 0 1.5
Flask
T i me G H I J K L
26 . 0 53E+05
100E+05
72E+05
90E+05
126E+05
200E+05
90E+05
150E+05
152E+05
180E+05
190E+05
220E+05
40 . 0 22E+05 40E+05
60E+05
136E+05 
270E+05
103E+05
180E+05
390E+05
390E+05
308E+05
460E+05
47 . 0 4E+05 14E+05 146E+05
150E+05
80E+05 
120E+05
290E+05
370E+05
336E+05
330E+05
Table 4.20 Viable cell count per ml in Flasks with various 
relative peptone + yeast extract concentration 
versus time
Relative Peptone + Yeast Extract Concentration
0.2 1 . 0 1.5
Flask
Time M N 0 P Q R
68 . 0 337E + 04 215E+04 186E+05 169E+05 108E+05 124E+05
480E+04 380E+04 250E+05 240E+05 80E+05 200E+05
77 . 0 131E+04 117E+04 188E+05 167E+05 257E+05 235E+05
170E+04 160E+04 260E+05 360E+05 25 0E+05 380E+05
96 . 0 8E+04 60E+03 117E+05 88E+05 299E+05 208E+05
130E+05 120E+05 380E+05 300E+05
144 . 0 18E+02 30E+02 129E+05 168E+05
30E+02 50E+02 240E+05 250E+05
Table 4.21 Viable cell count in Flasks G - L with various 
relative peptone + yeast extract concentration 
versus time
8-19
Relative Peptone + Yeast Extract Concentration
0.5 1. 0 1.5
Flask
T i me G H I J K L
26 , 0 800 . 0 800. 0 520 . 0 560. 0 340 . 0 480 . 0
40 . 0 295 . 0 300. 0 360 . 0 340.0 0 . 0 0. 0
47 . 0 470. 0 470. 0 0.0 0.0 0 . 0 0 . 0
Table 4.22 Glucose strip reading in mmol/litre in
Flasks G - L with various relative peptone 
+ yeast extract concentration versus time
Relative Peptone + Yeast Extract Cone entration
0.2 1.0 1,5
F lask
Time M N 0 P Q R
68 . 0 900 940 750 660 800 740
77 . 0 890 800 410 330 320 200
96 . 0 700 750 2 0 0 0
144. 0 840 1050
Table 4.23 Glucose str ip readings in Flasks M -  N with
various r e la t i v e  peptone + yeast  e x t r a c t
concentrat ion versus time
8 - 2 0
Relative Peptone + Yeast Extract Concentration
0.1 1.0 2.0
Flask
T i me A B C D E F
39 . 0 
68 . 0
0. 453 
0 . 459
0.433
0.459
6. 005 
5. 764
6 . 031 
5 . 637
5.786 
5. 226
5. 496 
5. 369
Table 4.24 Ethanol concentration %(w/w) in Flasks A - F 
with various relative peptone + yeast extract 
concentration versus time with resulting pH 
in the range of 4.5 - 4.9
Relative Peptone + Yeast Extract Concentration
0.5 1. 0 1. 5
F lask
T i me G H I J K L
26 . 0 
40 . 0 
47 . 0
2. 127
2. 772
3. 039
2. 035
3. 1 95 
3. 502
2.362 
5. 673 
5. 921
2. 940 
5 . 774 
6. 038
2. 850 
5 . 858 
5. 643
2. 838 
5. 937 
5. 836
Table 4.25 Ethanol concentrat ion %(w/w) in Flasks G -  L
with var ious re la t i v e  peptone + yeast  e x t r a c t
concentrat ion versus time
8-21
Relative Peptone + Yeast Extract Concentration
0.2 1 . 0 1.5
FI ask
Time M N 0 P Q R
68 . 0 0. 376 0. 365 1.600 2.021 1.015 1, 252
77 . 0 0.782 0 . 793 4.346 4.946 4.214 4.771
96 . 0 0.900 0 . 876 5.723 5.856 5. 802 5. 892
144 . 0 0 . 859 0 . 731 5. 235 5. 095
Table 4.26 Ethanol concentration %(w/w) Flasks M - R
with various relative peptone + yeast extract 
concentration versus time
empirical chemical ‘m o  1 ecular ’
f ormu 1 a weight
CH N 0l .66 0.1 3 0.49 23.5
CH N 01 .75 0.1 5 0.5 23.9
CH N 0 P S1 .64 0.1 6 0.52 0.01 0.005 26.9
Table 4.27 List of empirical formula of S a c c h a r o m y c e s
c e r e v i s i a e  extract from B io c h e m ic a l  E n g in e e r i n g
205
and B i o t e c h n o l o g y  H andbook
8 -2 2
time 
(hr )
In (X ) 0 O' ft
(hr 1)
O'ft R-Sq
0 - 14 1.191 0. 528 0. 226 0.067 0. 850
14 - 28 3.668 0. 051 0. 025 0.051 0.992
28 - 240 4.3755 0. 016 -0.0016 0.0001 0.968
Table 5.01 Regression results of specific rates of wet 
biomass in Experiment Leung81
t ime 
(hr)
In (IV ) 0 O'X ft
(hr 1 )
O'
ft
R-Sq
0 - 14 16. 226 0. 234 0. 144 0. 030 0. 920
14 - 28 16.935 0. 161 0. 084 0. 007 0. 990
28 - 240 19. 295 0. 058 -0.0003 0. 0005 0. 060
Table 5,02 Regression results of specific rates of total cell 
count in Experiment Leung81
8 -2 3
t ime 
( h r )
In {VC ) 0 CTVC M-
( h r - 1 )
CTM R-Sq
0 - 14 13.327 0. 655 0.2625 0. 083 0.833
14 - 28 16.405 0. 160 0.0376 0. 007 0. 966
28 - 240 17.572 0. 054 -0.0013 0. 0005 0.623
Table 5.03 Regression results of specific rates of viable 
cell count in Experiment Leung81
t ime 
(hr)
in (XQ) O'X P
(hr 1)
cr
P
R-Sq
0 - 12 1.249 0.366 0. 257 0.050 0 . 923
12 - 24 3.777 0.241 0. 034 0.011 0 . 808
24 - 309 4.501 0.027 -0.0017 0.0002 0 . 900
Table 5.04 Regression results of specific rates of wet 
biomass (adjusted) in Experiment Leung82
8 -2 4
time 
(hr )
In (N ) 0 N ft
hr - 1
cr
ft
R-Sq
0 - 12 15.884 0. 170 0. 199 0.023 0 . 974
12 - 27 17.390 0. 388 0. 082 0.020 0. 944
27 - 309 19.570 0. 050 -0.0005 0.0003 0 . 053
Table 5.05 Regression results of specific rates of total
cell count (pH adjusted) in Experiment Leung82
t ime 
(hr)
In [V C ) 
0
O'
VC ft
(hr-1)
cr
ft
R-Sq
0 - 12 15.926 0.399 0. 174 0.054 0.837
12 - 24 17.473 0.890 0. 038 0.046 0.409
24 - 309 18.605 0. 163 -0.0085 0.0009 0.797
T able 5.06 Regression results of specific rates of viable 
cell count (pH adjusted) in Experiment Leung82
8-25
T i me 
(hr )
V i ab 1 e 
Coun t 
(per ml )
Total 
Coun t 
(per ml)
V i a b 1e 
Fract i on
0 . 0 0.770E+06 0. 009E+09 0.0833
4 . 0 0 . 700E+06 0. 019E+09 0.0366
6 . 0 0.006E+09 0. 038E+09 0. 1645
14.0 0.023E+09 0 , 072E+09 0.3181
24 . 0 0. 031E+09 0 . 179E+09 0.1730
28 . 0 0. 040E+09 0.227E+09 0.1747
38 . 0 0. 037E+09 0. 222E+09 0.1664
5 1.0 0.039E+09 0. 232E+09 0.1698
62 . 0 0. 0 4 1 E + 09 0. 235E+09 0.1732
78 . 0 0.044 E+09 0. 283E+09 0.1543
169 . 0 0 . 037 E + 09 0 . 218E+09 0.1700
240 . 0 0. 029E+09 0 . 224E+09 0.1294
Table 5.07 Viable and total cell counts and their ratio 
in Experiment Leung81 (A2 B2 C2 D2)
Time 
(hr )
Viable 
Count 
(per ml )
To ta 1 
Count 
(per ml)
Viable 
Fracti on
0. 00 0.010E+09 0.009E+09 1 . 129
3. 00 0.009E+09 0.013E+09 0. 692
8. 00 0.040E+09 0.032E + 09 1 . 254
12. 00 0.040E+09 0 . 100E+09 0. 403
20. 00 0 . 053E+09 0.160E+09 0. 331
24. 00 0. 073E+09 0.280E+09 0. 259
27. 00 0 . 1 16E+09 0.2 4 4 E + 09 0. 474
36. 00 0 . 0 9 1E+09 0.376E+09 0. 242
-p» CO o o 0 . 095E+09 0.310E + 09 0.307
60. 00 0 . 078E+09 0.251E+09 0.312
72. 00 0 . 089E+09 0.371E+09 0.24 1
84. 00 0 . 0 4 1E+09 0 . 3 19E+09 0. 129
96. 00 0 . 045E+09 0.383E+09 0.117
108.00 0.039E+09 0.283E+09 0. 138
120.00 0. 039E+09 0.262E+09 0. 147
132. 00 0.020E+09 0.226E+09 0.088
144.00 0.028E+09 0.231E+09 0. 120
156.00 0.022E+09 0.445E+09 0. 089
168.00 0.019E+09 0.234E+09 0.083
180.00 0.041E+09 0.312E + 09 0. 130
192. 00 0.017E+09 0.288E+09 0.058
204.00 0.012E+09 0.309E + 09 0.040
218.00 0. 014E+09 0.207E+09 0.067
264.00 0.009E+09 0.260E+09 0,035
276.00 0. 010E+09 0.230E+09 0. 044
288.00 0. 010E+09 0.227E+ 09 0. 043
309.00 0. 015E+09 0.304E + 09 0. 048
Table 5.08 Viable and total cell counts and the viability 
in Experiment Leung82 (A2 B2 C2 D2)
8-27
Table 5.09
T ime 
( H o u r )
Distilled
Water
S a 1 i nated 
Water
0 . 0 0 . 5 10E+06 
0. 540E+06
0.750E+06 
0.680E+06
2 . 0 0. 560E+06 0.6 00E+06
4 . 0 0. 430E+06 0.9 00E+06
6 . 0 1 . 460E+06 1.360E+06 
1.320E+06
8 . 0 3. 200E+06 
1 . 8 00E+06
2.480E+06 
2.500E+06
10.0 1 . 750E+06 
2. 5 00E+06
5.680E+06 
4.4 00E+06
12.0 5. 8 00E+06 
8. 700E+06 
0. 0 16E+09
0. 0 16E+09 
0. 0 12E+09 
0. 005E+09
14.0 0. 0 14E+09 
0. 018E+09
0 .014E+09 
0. 0 17E+09
16.0 0. 0 17E+09 
0. 026E+09
0. 0 13E+09 
0. 021E+09
18.0 0. 024E+09 
0. 0 16E+09 
0. 021E+09
0. 0 19E+09 
0. 021E+09 
0. 020E+09
20 . 0 0. 0 13E+09 
0. 0 14E+09
0. 022E+09 
0. 030E+09
22 . 0 0. 0 16E+09 
0. 026E+09
0. 031E+09 
0. 036E+09
24 . 0 0. 0 17E+09 
0.022E+09 
0.028E+09
0. 030E+09 
0. 036E+09 
0. 046E+09
26 . 0 0.023E+09 
0.025E+09
0. 024E+09 
0. 033E+09
28 . 0 0 . 0 1 1E+09 
0 . 0 1 1E+09
0. 0 18E+09 
0. 018E+09
(cont.)
8-28
30.0 3.000E+06 
2. 800E+06
6. 600E+06 
6. 900E+Q6
32. 0 3. 500E+06 5. 600E+06
34.0 3. 500E+06 5. 000E+06
36.0 3. 200E+06 
3. 600E+06
4. 000E+06 
4. 100E+06
38.0 3. 000E+06 4. 200E+06
40.0 2. 500E+06 
2. 200E+06
3. 200E+06 
3. 700E+06
Table 5.09 Camparison of viable counts by salinated and 
distilled water in Leung203 (Al B3 C3 D2)
T ime 
(Ho u r )
Distilled 
Wat er
S a 1inat ed 
Wat er
24 . 0 0.018E+09 
0.013E+09 
0.020E+09
0.022E+09 
0.019E+09 
0.010E+09
30 . 0 0.015E+09 
0.015E+09 
0.013E+09
0.026E+09 
0.019E+09 
0.027E+09
36 . 0 0.038E+09 
0.022E+09 
0.024E+09
0.026E+09 
0.030E+09 
0.061E+09
40 . 0 0.021E+09 
0.024E+09 
0.028E+09
0.037E+09 
0.038E+09 
0.047E+09
Table 5.10 Comparison of viable counts by salinated and 
distilled water in Leungl05 (A2 B2 C3 Dl)
8-29
Time (hour) Incubator Nitrogen Chamber
20.0 0.016E+09 
0.028E+09
0.008E+09 
0.010E+0 9
22.0 0.022E+09 
0.025E+09 
0.033E+09
0.026E+09 
0. 030E+09
24.0 0.026E+09 
0.021E+09 
0.033E+09
0.019E+0 9 
0.027E+09 
0.020E+09
26.0 0.027E+09 
0.014E+09
0.026E+0 9 
0.010E+09
Table 5.11 Comparison of viable cell count of incubator
and nitrogen chamber in Experiment Leungl09
8-30
LAB M LAB9
Sabourand Dextrose Agar
Compos i t i on g/ 1i tre
Dext rose 40. 0
LAB M  Balanced
Peptone No.l 10.0
LAB M  Agar No . 2 12.0
pH 5.6
Table 5.12 Analysis of composition of agar
8-31
Exper iment 
(Test run)
mean
y
(g . 1 _1)
var i ance 
2
s
(g- 1 )
2mean
var i ance 
2- , 2 y / s
z-value
Leung 9 1 43.458 0.418E+03 4.518 6.570
Leung9 2 58.500 0,616E+03 5 . 556 7.445
Leung9 3 53.214 0.606E+03 4 . 673 6.696
Leung9 4 51.024 0.619E+03 4 . 206 6.239
Leung9 5 39.524 0.523E+03 2 . 985 4.750
Leung9 6 53.119 0.45 0E+03 6 . 270 7.974
Leung9 7 40.333 0.35 2E+03 4 . 625 6.615
Leung9 8 53.095 0.464E+03 6 . 073 7.834
Leung9 9 52.262 0.986E+03 2 . 769 4.423
Leung 100 54.310 0.820E+03 3 . 600 5.562
where LeunglOO = Al B2 C2 D3
Table 6.01 The performance statistic and z value of wet 
biomass in the first Graeco-Latin Square
8 -3 2
Exper iment 
(Test run)
mean
y
(g ■ 1_1)
var i ance 
2s
(g. 1 )
2mean
var iance 
2- , 2 y / s
z-va1ue
Leung 1 01 42 . 833 0.687E+03 2 . 672 4. 268
Leung 1 02 60.214 0.524E+03 6 . 923 8. 403
Leung i 03 N/A
Leung 1 04 54 . 857 0.691E+03 4 .355 6. 390
Leung 1 05 29 . 214 0.452E+03 1 . 889 2. 763
Leung 1 06 57.929 0.530E+03 6 .332 8.015
Leung 1 07 23.452 0.164E+03 3 .359 5. 262
Leung 1 08 35 . 619 0.212E+03 5 . 987 7.772
Leung 1 09 39.452 0.704E+03 2 . 210 3. 444
Leung2 03 34.333 0.317E+03 3 . 715 5.700
where Leung203 = (Al B3 C3 D2)
Table 6.02 The performance statistic and z value of wet 
biomass in the second Graeco-Latin Square
8 -3 3
Experiment 
(Test run)
m e a n
y
% (w / w )
var i a nee 
2
s
[%(w / w  ) ] 2
2mean
var i ance 
2- . 2 y / s
z-value
Leung9 1 1.332 0. 709E+00 2.503 3. 984
Leung 9 2 4 . 5 1 9 0 . 4 6 1 E + 0 1 4 .430 6. 464
Leung 9 3 5 . 073 0 . 1 1 0E+02 2.340 3. 681
Leung9 4 3 . 0 8 2 0. 443E+00 2 . 144 3. 312
Leung9 5 2 . 03 1 0.438E+01 0.940 -0.266
Leung9 6 1.478 0. 227E+00 9 .620 9. 832
Leung9 7 4 . 2 1 9 0. 779E+01 2.285 3. 589
Leung9 8 1.500 0.2 2 0E+00 10.227 10.097
Leung 9 9 2 . 263 0. 449E+01 1 . 142 0. 577
Leung 100 2 . 6 8 6 0. 470E+01 1 .534 1 . 859
Table 6.03 The performance statistic and z value of ethanol 
concentration %(w/w) in the first Graeco-Latin 
Square
8 -3 4
Exper iment 
(Test run)
m e  an
y
% ( w / w )
var i ance 
2s
[% (w / w  ) ] 2
2mean
var i ance 
2“ / 2 y /s
z-value
Leung 101 1.030 0. 680E+00 1 . 563 1 . 938
Leung 1 02 4 . 492 0.497E+01 4 . 056 6. 085
Leung I 03 N / A
Leung 1 04 3 . 7 9 7 0. 729E+01 1 . 979 2. 964
Leung 1 05 1.463 0.227E+01 0 . 944 -0.251
Leung 1 06 1 . 670 0. 573E+00 4 . 864 6. 870
Leung 1 07 1 . 608 0. 1 68E+01 1 . 539 1 . 871
Leung 1 08 1 . 252 0 . 5 5 1E+00 2. 843 4. 537
Leung 1 09 1 . 945 0. 370E+01 1 . 023 0. 098
Leung2 03 4 . 087 0.104E+02 1 .614 2. 079
Table 6.04 The performance statistic and z value of ethanol 
concentration %(w/w) in the second Graeco-Latin 
Square
8-35
Exper iment mean v ar i ance 2mean z-va1ue
(Test run) y
nmo 1 /g/1
2s
[nmo 1 /g/1 ]2
v ar i ance 
2“ / 2 y / s
Leung 9 1 2 19.3 0 . 213E+05 2 .25 8 3.537
Leung9 2 378.9 0 , 515E+05 2.786 4.500
Leung9 3 306.4 0 . 477E+05 1 .970 2.945
Leung9 4 420.7 0 . 106E+06 1 .661 2.204
Leung9 5 294. 1 0 . 706E+05 1 .224 0.879
Leung9 6 49.7 0.45 0E+04 0.549 -2.608
Leung9 7 241.7 0 . 485E+05 1 .205 0,808
Leung9 8 1 60.6 0 . 104E+05 2.481 3.946
Leung9 9 288.9 0 . 569E+05 1 .466 1 .661
Leung 1 00 75.9 0 . 368E+04 1 .565 1 .945
Table 6.05 The performance statistic and z value of
specific cytochrome P-450 concentration in 
the first Graeco-Latin Square
8-36
Exper iment 
(Test run)
me an
y
nmo 1 /g/1
v a r i ance 
2
s
[ nmo 1 / g / 1 ]2
2mean
var iance 
2- 2 
y /s
z-value
Leung i 01 1 50.7 0 . 103E+05 2 .211 3.446
Leung 1 02 N/A
Leung 1 03 N/A
Leung 1 04 432.3 0 . 855E+05 2 . 184 3.393
Leung 1 05 280. 0 0 . 1 13E+06 0 .696 -1.575
Leung 1 06 1 37. 1 0 . 101E+05 1 .858 2.691
Leung 1 07 211.4 0 . 337E+05 1 .326 1 .227
Leung 1 08 345. 6 0 . 534E+05 2 .237 3.496
Leung 1 09 331.8 0 . 967E+05 1 . 139 0.565
Leung2 03 143.7 0 . 260E+05 0.795 -0.997
Table 6.06 The performance statistic and z value of
specific cytochrome P-450 concentration in 
the second Graeco-Latin Square
8 -3 7
Exper iment 
(Test run)
mean
y
cell/m 1
var i ance 
2s
[cell/ml ]2
2mean
var i ance 
2- , 2 y / s
z-va1ue
Leung 9 1 9. 046E + 06 0. 033E+15 2 . 473 3. 933
Leung9 2 0. 0 23E + 09 0. 234E + 15 2 . 286 3.591
Leung9 3 0.037E+09 0. 431 E + 15 3 .217 5. 075
Leung9 4 0. 026E + 09 0. 217E+15 2 . 999 4.770
Leung9 5 0. 0 22E + 09 0. 386E+15 1 . 264 1.016
Leung9 6 0. 029E + 09 0. 159E + 15 5 . 271 7.218
Leung97 0. 022E+09 0. 170E + 15 2 . 759 4. 407
Leung9 8 0. 0 18E + 09 0. 077E+15 4 . 056 6.082
Leung9 9 0. 0 23E + 09 0. 255E + 15 2. 056 3. 129
Leung 1 00 0. 0 29E + 09 0. 698E + 15 1 . 206 0.813
Table 6.07 The performance statistic and z value of viable 
counts in the first Graeco-Latin Square
8 -3 8
Exper iment 
(Test run)
mean
y
c e l l / m 1
var i ance 
2s
[cell/ml ]2
2mean
var iance 
2- , 2 y /s
z - v a 1ue
Leung 1 01 0 . 0 1 1E+09 0. 075E+15 1 . 693 2. 287
Leung 1 02 0.025E+09 0. 1 50E + 15 4 . 051 6. 076
Leung 1 03 N/A
Leung 1 04 0. 021E + 09 0. 166E+15 2 . 738 4. 375
Leung 1 05 0 . 0 13E+09 0. 1 23E + 15 1 . 355 1 . 320
Leung 1 06 0 . 0 1 6E+09 0. 056E + 15 4 . 467 6. 500
Leung 1 07 0. 005E + 09 0, 015E + 15 1 . 536 1 . 863
Leung 1 08 0. 0 10E + 09 0. 036E+15 2 . 692 4. 301
Leung 1 09 0. 0 17E + 09 0. 138E + 15 2 . 052 3. 122
Leung2 03 0.009E+09 0. 068E + 15 1 . 131 0. 536
Table 6.08 The performance statistic and z value of viable 
counts in the second Graeco-Latin Square
8 -3 9
Experiment 
(Test run)
mean
y
n m o 1/I
var iance 
2
s
[n m o 1/i ) 2
2mean
var i ance 
2~ / 2 y / s
z-value
Leung9 1 1 2371 0.097E+09 1 .567 1 . 950
Leung9 2 27202 0. 292E+09 2 . 539 4,046
Leung 9 3 20701 0. 241E+09 1 .781 2.506
Leung9 4 28375 0. 525E+09 1 .534 1 . 858
Leung95 17383 0. 312E+09 0 . 969 -0.135
Leung9 6 3284 0. 019E+09 0 . 549 -2.604
Leung97 1 2091 0. 150E+09 0 . 974 -0.115
Leung9 8 1 0135 0. 050E+09 2 . 065 3.150
Leung9 9 2 1 839 0. 432E+09 1 . 105 0. 432
Leung 1 00 5361 0.031E+09 0.915 -0.384
Table 6.09 The performance statistic and z value of
cytochrome P-450 concentration in the first 
Graeco-Latin Square
8 -4 0
Exper iment 
(Test run)
mean
y
n m o 1/1
var i ance 
2
s
[ n m o 1/1]2
2mean
var i ance 
2- / 2 y / s
z-va1ue
Leung 1 01 8973 0. 060E+09 1 . 341 1 .274
Leung 1 02 N/A
Leung 1 03 N/A
Leung 1 04 30373 0. 468E+09 1 . 970 2.946
Leung 1 05 1 4718 0. 355E+09 0.611 -2.139
Leung 1 06 9231 0. 051E+09 1 . 677 2.245
Leung 1 07 6906 0.04 4E+09 1 . 077 0.322
Leung 1 08 1 4610 0 . 1 1 9E+09 1 . 791 2.532
Leung i 09 20964 0.450E+09 0. 976 \Do»■ <01
Leung2 03 7101 0. 075E+09 0 . 673 -1.717
Table 6.10 The performance statistic and z value of 
cytochrome P-450 concentration in the 
second Graeco-Latin Square
8-41
D e s i g n  P a r a m e t e r  0
A B C D
1 223 . 0 198 . 0 209 . 5 223.0
2 214 . 5 229 . 0 250 . 0 224. 0
3 224 . 0 234 . 5 202 . 0 214.5
C.M. 48620 2
1 (v 2 1.459E+05 1.466E+ 05 1 . 472E + 05 1.459E+05
1/3 * £ (e/ 2 
- C.M.
18.2 258 . 2 444 . 5 18.2
where C.M. is the corrected mean square
Table 6.11 ANOVA of maximum wet biomass in the first 
Graeco-Latin Square
8-42
Design Parameter 0
A B C D
1 234. 5 185 . 0 193. 5 197 . 0
2 205 . 5 200. 0 232. 0 199 . 5
3 158 . 5 213.5 173. 0 202 . 0
C.M. 39800.3
1 < v 2 1.223E+05 1. 198E + 05 1 . 212E + 05 1.194E + 05
1/3 *
- C.M,
980 . 6 135 . 5 598. 1 4 . 1
where C.M. is the corrected mean square
Table 6.12 ANOVA of maximum wet biomass in the second 
Graeco-Latin Square
8 -4 3
D e s i g n  P a r a m e t e r  0
A B C D
1 1.82E+03 2.07E+03 9 . 89E+02 1.91E+03
2 1.78E+03 1.71E+03 2. 3 1E+03 1.82E+03
3 1.80E+03 1.63E+03 2 . 11E+03 1.67E+03
C.M. 3.25E+06
N
CD
Lvl 9.74E+06 9.85E+06 1.08E+07 9.77E+06
1/3 * £ (0 _)2 
- C.M.
3.21E+02 3 ,61E+04 3 . 37E+05 9.95E+03
where C.M. is the corrected mean square
Table 6,13 ANOVA of maximum specific cytochrome P-450 
in the first Graeco-Latin Square
8-44
D e s i g n  P a r a m e t e r  0
A B C D
1 1.45E+03 1.63E+03 1 . 36E+03 2. 00E+03
2 2.04E+03 2. 1 5E+03 2. 1 3E+03 2.22E+03
3 2.09E+03 1. 80E+03 2. 09E+03 1.36E+03
C.M. 3.46E+06
1 < v 2 1.06E+07 1.05E+07 1. 08E+07 1.08E+07
1/3 * £ (e^2 
- C.M.
8.45E+04 4.81E+04 1. 24E+05 1.32E+05
where C.M. is the corrected mean square
Table 6.14 ANOVA of maximum specific cytochrome P-450 
in the second Graeco-Latin Square
8-45
D e s i g n  P a r a m e t e r  0
A B C D
1 1.49E+08 1.25E+08 1. 00E+08 1.25E+08
2 1.60E+08 1.42E+08 1. 6 2E+08 1.62E+08
3 1.24E+08 1. 66E+08 1. 7 1E+08 1.46E+08
C.M. 2. 08E+16
1 ‘V a 6.30E+16 6.31E+16 6. 5 2E+16 6.30E+16
1/3 * £ ( e f  
-  C.M.
2.23E+14 2.73E+14 9. 73E+14 2.32E+14
where C.M. is the corrected mean square
Table 6.15 ANOVA of maximum viable count in the first 
Graeco-Latin Square
8-46
D e s i g n  P a r a m e t e r  0
A B C D
1 1.46E+08 0. 75E+08 0. 78E+08 0.97E+08
2 1.06E+08 1.03E+08 1 . 2 0E+08 1.29E+08
3 0.63E+08 1.36E+08 1 , 18E+08 0.8 9E+08
C.M. 1.10E+16
00CDK5 3.65E+16 3.49E+16 3. 42E+16 3.40E+16
1/3 * £ (0})2 
- C.M.
1.15E+15 6.24E+14 3. 75E+14 3.07E+14
where C.M. is the corrected mean square
Table 6.16 ANOVA of maximum viable count in the second 
Graeco-Latin Square
8-47
D e s i g n  P a r a m e t e r  0
A B C D
1 1.29E+05 1.25E+05 0. 66E+05 1.36E+05
2 1.22E+05 1.26E+05 1.72E+05 1.28E+05
3 1.21E+05 1.21E+05 1.34E+05 1.08E+05
C.M. 1 .54E+10
I  < v 2
4.62E+10 4. 61E+10 5 . 19E+10 4, 65E+1 0
1/3 * £ [ e f  
-  C.M.
1.51E+07 5.96E+06 1.92E+09 1.36E+08
where C.M. is the corrected mean square
Table 6.17 ANOVA of maximum cytochrome P-450 concentration
in the first Graeco-Latin Square
8-48
D e s i g n  P a r a m e t e r  0
A B C D
1 1.02E+05 0.97E+05 0. 77E+05 1.37E+05
2 1.45E+05 1.31E+05 1 . 50E+05 1.40E+05
3 1.08E+05 1.26E+05 1 . 27E+05 0.77E+05
C.M. 1.39E+10
1 (v2 4.29E+10 4.25E+10 4 . 46E+10 4.44E+10
1/3 * £ (e.)2 
- C.M.
3.60E+08 2.26E+08 9 . 3 1E+08 8.60E+08
where C.M. is the corrected mean square
Table 6.18 ANOVA of maximum cytochrome P-450 concentration 
in the second Graeco-Latin Square
8-49
D e s i g n  P a r a m e t e r  9
A B C D
1 17.531 15.304 5.746 14.478
2 13.819 15.083 17.693 15.921
3 15.229 16.192 23.140 16.180
C.M. 241.07
1 < v 2 730.22 723.98 881 .52 724,88
1/3 * I (9i)2
- C.M.
2.34 0. 23 52.772 0.56
where C.M. is the corrected mean square 
Table 6.19 ANOVA of maximum ethanol concentration
in the first Graeco-Latin Square
D es ign  P a r a m e t e r  0
A B C D
1 17.053 12.681 6 . 238 12.703
2 13.747 13.013 18.447 17 . 159
3 11.573 16.678 17.687 12.510
C.M. 199 487
I «V2 613. 7 608.3 692. 0 612. 3
1/3 * £ (©j)2 
-  C.M.
5. 1 3 .3 3 1 .2 4 .6
where C.M. is the corrected mean square
Table 6.20 ANOVA of maximum ethanol concentration 
in the second Graeco-Latin Square
8-51
Exper iment In X 0 crX ft crft
Adj. 
R-sq.
Leung9 2 0. 893 0.048 0.367 0.010 0. 997
Leung9 6 0.9 12 0.059 0.385 0.012 0.996
Leung 9 7 1 .055 0. 135 0.263 0. 027 0.958
Leung 1 00 1 .296 0.287 0.258 0. 059 0.821
Leung 1 02 1 .096 0.205 0.395 0. 042 0.956
Leung 106 0. 888 0.121 0.393 0. 025 0.984
Leung 1 07 0. 872 0. 189 0. 191 0. 039 0.854
Table 6.21 Linear regression results of wet biomass data
from 0-8 hours of the two Graeco-Latin Square 
with high operating temperature (D3)
Exper i me nt In X 0 crX ft crft Adj.
R-Sq.
Leung9 2 3.52 1 0.202 0.048 0.015 0.652
Leung 9 6 3.860 0.149 0.025 0.011 0.444
Leung9 7 2.318 0.369 0.094 0.027 0.681
Leung 1 00 2.746 0.539 0.068 0.040 0.270
Leung 102 3.886 0.113 0.027 0.008 0.647
Leung 106 3.853 0.167 0.026 0.012 0.391
Leung 1 07 1.436 0.237 0.096 0.018 0.852
Table 6.22 Linear reg ress ion  resul ts o f  w et  biomass data
f r o m  8-18 hours o f  the two G raeco -La t in  Square
with high operat ing tempera ture (D3)
8-52
Exper iment In X 0 CTX O 'P Ad j . 
R-Sq.
Leung9 2 4.3 13 0.045 -0.001 0. 002 -0.057
Leung9 6 4.407 0.054 -0.010 0. 002 0,718
Leung9 7 4.220 0.061 -0.007 0. 002 0. 587
Leung 1 00 4.740 0. 154 -0.011 0. 005 0. 344
Leung 102 4.353 0.055 -0.003 0. 002 0. 189
Leung 106 4.272 0.020 -0.001 0. 001 0. 040
Leung 1 07 3.479 0.293 0.002 0. 009 0. 852
Table 6.23 Linear regression results of wet biomass data
from 18-40 hours of the two Graeco-Latin Square 
with high operating temperature (D3)
Exper iment In X 0 O 'X V O 'V Adj.
R-Sq.
Leung93 1 .091 0.099 0.261 0. 014 0.984
Leung9 4 1.031 0,114 0.244 0. 016 0.975
Leung9 8 1.214 0.212 0.283 0. 029 0.938
Leung 1 03 "0, 9 24 0.978 0.236 0.011 0,988
Leung 1 04 0.886 0.230 0.271 0. 032 0.923
Leung 1 08 1 .302 0. 184 0.215 0. 026 0.921
Leung2 03 0. 787 0.093 0.221 0. 013 0.980
Table 6.24 Linear r eg ress ion  resul ts o f  wet  biomass data
f r o m  0-12 hours o f  the two Graeco -La t in  Square
with normal operat ing tempera ture (D2)
8-53
Exper iment In X 0 O'X P O'P Adj.
R-Sq.
Leung9 3 3.748 0.074 0.023 0. 004 0.837
Leung9 4 3.655 0. 1 85 0.025 0.010 0.457
Leung9 8 4.412 0.096 -0.012 0. 005 0.412
Leung 1 04 3.738 0.276 0.027 0.015 0.276
Leung 1 08 3.901 0. 155 -0.005 0. 008 -0.125
Leung 2 03 3.239 0.253 0.035 0.014 0.486
Table 6.25 Linear regression results of wet biomass data
from 12-24 hours of the two Graeco-Latin Square 
with normal operating temperature (D2)
Exper iment In X
0
O'
X P O'P Adj.
R-Sq.
Leung9 3 4. 28 1 0.051 -0.001 0. 002 -0.121
Leung9 4 4.366 0.085 -0.004 0. 003 0. 094
Leung9 8 4.080 0.057 0.002 0. 002 -0.034
Leung 1 04 4.388 0.044 -0.004 0. 001 0. 276
Leung 1 08 3.719 0.172 0.001 0. 005 -0.138
Leung2 03 4. 6 1 8 0. 140 -0.028 0. 004 0. 835
Table 6.26 Linear r eg ress ion  resul ts o f  wet  biomass data
f r o m  24-40 hours o f  the two Graeco -La t in  Square
with normal operat ing  temperature (D2)
8-54
Experiment In X 0 O'X ft O'ft Adj.
R-Sq.
Leung9 1 1.619 0.213 0. 156 0. 022 0.856
Leung9 5 1.170 0. 106 0.161 0.011 0.963
Leung9 9 1.411 0. 177 0.154 0.019 0.894
Leung 1 01 0.96 1 0. 120 0.172 0.013 0.958
Leung 1 05 0.892 0.052 0.116 0. 005 0.983
Leung 1 09 0.811 0.101 0.154 0.011 0.963
Table 6.27 Linear regression results of wet biomass data
from 0-16 hours of the two Graeco-Latin Square 
with low operating temperature (Dl)
Exper iment In X 0 crX ft crft Adj.
R-Sq.
Leung9 1 3.554 0. 163 0.020 0. 007 0.585
Leung9 5 2.995 0.069 0.038 0. 003 0.960
Leung9 9 2.997 0. 180 0.052 0. 008 0.866
Leung 101 2.879 0. 194 0.050 0. 008 0.833
Leung 1 05 1.384 0,289 0.091 0.012 0.885
Leung 1 09 2.668 0.201 0.050 0. 009 0.852
Table 6.28 Linear reg ress ion  results  o f  wet  biomass data
f r o m  16-30 hours o f  the two Graeco -La t in  Square
with low operat ing temperature (D l )
8-55
Exper i ment In X 0 O'X P O'P Adj.
R-Sq.
Leung9 1 4.020 0.292 0.003 0. 008 -0.215
Leung9 5 2. 995 0.069 0.010 0. 004 0. 521
Leung9 9 4. 696 0. 183 -0.007 0. 005 0. 171
Leung 101 4. 37 1 0.086 -0.004 0. 002 0. 264
Leung 1 05 3.323 0. 1 80 0.019 0. 005 0. 722
Leung 1 09 4.137 0.067 0.002 0. 006 0. 087
Table 6.29 Linear regression results of wet biomass data
from 30-40 hours of the two Graeco-Latin Square 
with low operating temperature (Dl)
Expt . L. 91 L. 95 L. 99 L. 101 L. 105 L. 109
L . 91 0 . 000 -1.887 -0.751 -2.691 -3.316 -3.428
L .95 1 . 887 0.000 1. 168 -1.305 -2.355 -2.452
L . 99 0.751 -1. 168 0.000 -2.104 -2.813 -2.944
L. 101 2.691 1.305 2. 104 0.000 -0.528 -0.956
L. 105 3.316 2.355 2.813 0.528 0.000 -0.713
L. 109 3 . 428 2.452 2.944 0.956 0.7 13 0.000
Table 6.30 z value for inoculum (regression) at 
low temperature experiments
8-56
Expt. L. 91 L. 95 L. 99 L. 101 L. 105 L. 109
L . 91 0. 000 -1.887 -0.751 -2.691 -3.316 -3.428
L . 95 1 . 887 0.000 1.168 -1.305 -2.355 -2.452
L . 99 0. 751 -1. 168 0.000 -2. 104 -2.813 -2.944
L. 101 2. 691 1.305 2. 104 0.000 -0.528 -0.956
L. 105 3.316 2.355 2.813 0.528 0.000 -0.713
L. 109 3 . 428 2.452 2.944 0.956 0.713 0.000
Table 6.31 z value for specific growth rates (0- 16 hrs)
at low temperature experiments
Exp t . L. 93 L. 94 L.98 L. 103 L. 104 L. 108 L. 203
L . 93 0.000 -0.800 0,683 -1.404 0.286 -1.558 -2.094
L . 94 0.800 0.000 1.178 -0.412 0.755 -0.950 -1.116
L . 98 -0.683 -1.178 0.000 -1.515 -0.278 -1.746 -1.951
L. 103 1.404 0.412 1.515 0.000 1.034 -0.744 -0.881
L. 104 -0.286 -0,755 0.278 -1.034 0.000 -1.358 -1.448
L. 108 1.558 0.950 1.746 0.744 1.358 0.000 0.206
L . 203 2.094 1.116 1 .95 1 0.881 1.448 -0.206 0.000
Table 6.32 z value for inoculum (regression) (0- 12 hours)
at normal temperature experiments
8-57
E xpt. L. 93 L. 94 L. 98 L. 103 L. 104 L. 108 L.203
L . 93 0.000 -0. 450 0.492 - 1.388 -0.85 1 0.972 -2.297
L . 94 0.450 0.000 0.760 -0.775 -0.565 1.252 -1.658
L . 98 -0.492 -0.760 0.000 - 1.284 -1.049 0.313 -1.844
L. 103 1.388 0.775 1.284 0.000 -0. 156 1.891 -1.129
L. 104 0.851 0.565 1.049 0. 156 0.000 1.412 -0.399
L . 108 -0.972 -1.252 -0.313 -1.891 -1.412 0.000 -2.498
L.203 2.297 1.658 1.844 1. 129 0.399 2.498 0.000
Table 6.33 z value for specific growth rates (0- 12 hours)
at normal temperature experiments
Expt . L.92 L. 96 L. 97 L. 100 L. 1 02 L. 106 L. 107
L.92 0.000 0.250 1.131 1.385 0.964 -0.038 -0.108
L . 96 -0.250 0.000 0.971 1.311 0.863 -0.178 -0.202
L . 97 -1,131 -0.971 0.000 0.760 0. 167 -0.921 -0.788
L. 100 -1.385 -1.311 -0.760 0.000 -0.567 -1.310 -1.234
L . 102 -0.964 -0.863 -0. 1 67 0.567 0.000 -0.874 -0.803
L. 106 0.038 0. 178 0.921 1.310 0.874 0.000 -0.071
L . 107 0. 108 0.202 0.788 1.234 0.803 0.071 0.000
Table 6.34 z value for inoculum (regression) (0-8 hours)
at high temperature experiments
8-58
Expt . L. 92 L. 96 L. 97 L.100 L. 102 L.106 L.107
L . 92 0.000 1.152 -3.612 -1.821 0.649 0.966 -4.371
L . 96 -1.152 0.000 -4. 129 -2. 109 0.229 0.288 -4.754
L . 97 3.612 4. 129 0.000 -0.077 2.644 3.533 -1.518
L. 100 1.821 2.109 0.077 0.000 1.892 2. 107 -0.947
L. 102 -0.649 -0.229 -2.644 -1.892 0.000 -0.041 -3.559
L. 106 -0.966 -0.288 -3.533 -2. 107 0.041 0.000 -4.361
L. 107 4.371 4.754 1.518 0.947 3.559 4.361 0.000
Table 6.35 z value for specific growth rates (0 -8 hours)
at high temperature experiments
Parameter Regress ion standard
va lue error
In A t 20.138 3. 103
-£/R -6455.9 927. 1
where Ar is the Arrhenius constant
E is the activation energy for growth
R is the gas constant
Table 6.36 Regression results of Arrhenius Equation
on the specific growth rate from the two 
Graeco-Latin Squares
8-59
T
m
cr
Vm
i O' . 
i
R-sq
30.0 0.405 0.038 1.200E-03 0.400E-03 0. 586
26.4 0.253 0.018 0.644E-03 1.67 4E-03 0 . 029
20.0 0.165 0.011 1.654E-03 1.136E-03 0 . 346
where T is temperature C
p is the calculated maximum specific growth rate at
m
the first growth phase without any substrate 
inhibition g/g/hr-1 
cr is the standard error in the linear regrssion of
the maximum specific growth rate g/g/hr
i is the substrate inhibition index l.g xhr 1
cr. is the standard error of the substrate inhibitioni
index l.g hr
Table 6.37 The linear regression results in the format
of Tseng & Wayman substrate inhibition model
with an arbitrary substrate inhibition
threshold (SQ) of 50g/litre o f glucose   0 ----------------------------------
8-60
T In (p )m stderro r
K
S  i °K
S  i
R-sq
30.0 -0.884 0. 135 1 .200E-03 0.400E-03 0 . 569
26.4 -1.382 0. 074 0 .220E-03 0.680E-03 0. 020
20.0 -1,797 0. 083 1 .170E-03 0.820E-03 0. 336
where T is temperature C
fi is the calculated maximum specific growth rate at
m
the first growth phase without any substrate 
inhibition g/g/hr 1
K is the substrate inhibition constant l.g Xhr 1 si
is the standard error of the substrate inhibitionASi
index l.g~1hr~1
Table 6.38 The linear regression results in exponential
substrate inhibition model with an arbitrary
threshold (S ) o f 50g/litre of glucose ---------------- u -----------------------------------
8-61
E xp t. Condition t ime reg  . s td  . R-Sq .
A B C D (h r ) va lues e r r o r
Leung81 2 2 2 2 28-240 a 17.572 0. 054 0. 623
b 0.0013 0.0005
Leung82 2 2 2 2 27-309 a 18.605 0. 163 0. 797
b 0.0085 0.0009
Leung91 1 1 1 1 30-40 a 17.512 1 . 926 0. 105
b 0.038 0. 055
Leung92 1 2  2 3 18-40 a 17.778 0. 436 0. 054
b 0.019 0.015
Leung93 1 3  3 2 24-40 a 17.258 0.317 0. 347
b -0 .019 0.010
Leung94 2 12  2 24-40 a 17.937 0.319 0. 342
b 0.019 0.010
Leung95 2 2 3 1 30-40 a 16.976 0.814 0. 120
b -0 .017 0. 023
Leung96 2 3 13 18-40 a 16.965 0, 225 0.216
b -0.013 0. 008
Leung97 3 13  3 18-40 a 16.721 0. 246 0.314
b -0.018 0. 008
Leung98 3 2 1 2 24-40 a 16.508 0. 331 0. 234
b -0.015 0.010
Leung99 3 3 2 1 30-40 a 18.092 0. 949 0. 105
b 0.019 0. 027
LeunglOO 1 2  2 3 18-40 a 16.854 0. 634 0. 097
b - 0.022 0. 021
where a = intercept b = death rate
Table 6.39 The regression o f specific cell death rate by 
viable counts from normal settings and the 
f i rs t  Graeco-Latin Square.
8-62
Table 6.40 The regression of specific cell death rate by
viable counts from the second Graeco-Latin Square
8-63
E xpt. Condtn. t ime reg. st d R-Sq.
A B C D (h r  ) values e r r o r
Leung63 2 2 2 2 27-79 a 12.138 0.092 0.981
A 0.0407 0.00233
Leung65 2 2 2 2 24-77 a 11.043 0. 043 0.652
X 0 .0060 0.0103
Leung67 2 2 2 2 24-77 a 11.043 0. 043 0.652
A 0.0060 0.0103
Leung68 2 2 2 2 24-93 .5 a 11.073 0. 072 0.550
A 0.0048 0.00143
Leung69 2 2 2 2 24-68 a 11.155 0. 063 0.889
A 0.0134 0.00163
Leung81 2 2 2 2 28-169 a 11.048 0. 109 0.944
o o i—* o CT1 0.00133
Leung82 2 2 2 2 20-264 a 10.872 0. 184 0.717
A 0.0091 0.00133
where a = intercept Ag = disappearance rate
Table 6.41 The regression o f cytochrome P-450 disappearance
rate on the normal settings experiments
Table 6.42
Expt. Condit ion 
A B C D
t ime 
(h r  )
reg .
va lues
st d 
e r r o r
R-Sq.
Leung91 1 1 1 1 30-40 a 10.423 0. 836 0. 055
A 0.0115 0. 024
3
Leung92 1 2  2 3 24-40 a 10.681 0. 121 0. 234
A 0.0055 0. 0037
3
18-40 a 10.989 0. 138 0 . 490
A 0.0143 0.0046
3
Leung93 1 3  3 2 24-40 a 10.641 0. 646 0 . 062
A 0,0136 0,0199
3
Leung94 2 12 2 24-40 a 10.532 0. 189 0. 292
A 0.0099 0.0058
3
Leung95 2 2 3 1 30-40 a 9.568 0. 288 0 .772
A -0 .0302 0. 0082
3
Leung96 2 3 13 10-24 a 9.441 0.737 0. 106
A 0.0353 0.0419
3
Leung97 3 13  3 18-40 a 5.782 0. 896 0. 631
A 0.1241 0.030
3
Leung98 3 2 12 24-40 a 10.977 0. 257 0. 905
A 0.0645 0.0079
3
(cont.)
8-65
Leung99 3 3 2 1 30-40 a 8.600 0.424 0.869
A 0.0620 0.0121
3
LeunglOO 1 2  2 3 18-40 a 8.528 0.748 0.034
A -0.015 0.025
3
24-40 a 11.190 0.708 0.542
A 0.0629 0.0218
3
where a = intercept =  disappearance rate
Table 6.42 The regression o f cytochrome P-450 disappearance 
rate the f ir s t  Graeco-Latin Square.
8 - 6 6
Exp t . Condit i on t  ime reg . s t  d R-Sq.
A B C D (h r  ) values e r r o r
Leung 101 1 1 1 1 30-40 a
A
3
10.451 
0.0182
0. 352 
0.010
0. 454
Leung 103 1 3 3 2 24- 1 44 a
A
3
10.698 
0.0184
0.341 
0. 0051
0. 622
Leung 104 2 1 2 2 24-40 a
A
3
10.717 
-0 .0038
0.194 
0. 0060
0. 054
30-40 a
A
3
11 .133 
0.0078
0. 253 
0. 0074
0. 184
Leung 105 2 2 3 1 30-40 a
A
3
8. 497 
-0 .0607
0. 679 
0.0193
0.712
50-1 19 a
A
3
11.902 
0.0167
0. 162 
0.0021
0. 954
Leung 106 2 3 1 3 18-40 a
A
3
10.982 
0.0719
0. 397 
0. 1 33
0.744
Leung 107 3 1 3 3 18-40 ci
A
3
6, 871 
-0 .080
0.371
0.0124
0. 806
Le ung108 3 2 1 2 24-40 a
A
3
11 .427 
0.0557
0. 25 1 
0. 0076
0. 900
Leung 109 3 3 2 1 30-40 a
A
3
10.562
-0.0069
0.318 
0. 0091
0. 127
Leung203 1 3 3 2 24-40 a
A
3
15.372 
0. 227
0. 836 
0.0276
0.918
where a «  in tercep t  Ag = disappearance r a t e
Table 6.43 The regression of cytochrome P-450 disappearance 
rate the second Graeco-Latin Square.
8-67
Expt t ime TC m regress ion 
values
s t d 
e r r o r
R-Sq
Leung67 2 . 00 -6.297
0.631
0. 060 
0.114
0.735
1 . 75 -6.314
0.485
0.061 
0. 094
0.709
Leung69 13-25 2 . 00 -6.151 
0.856
0. 069 
0. 127
0.806
13-25 1 . 75 -6.170 
0.671
0.067
0.101
0.801
where TC is the maximum inhibition of CO accumulationm 2
Table 6.44 Regression results of maximum inhibition o f CO^  
accumulation and the toxicity power and the 
natural logarithm of maximum specific growth 
rate in the second phase
8 - 6 8
y east 
s t r a in
temp. 
°C
va lues Ref.
S. c e r e v i s i a e 25 b 7 . 48E-04 98
IGC 3057 kb 0. 053
S . c e r e v  i s i ae 25 b 2 . 40E-03 94
UQM 70Y 2. 54E-03(a)
kb 0. 056
0.054 (a)
K . f r a g i I  i s 32 b 2. 1 3E-03(b) 141
IGC 2671 1 . 81E-04(c)
k b 0.084 (b)
0.064 (c )
(a) weighted data according to
w = l/(individual sample variance)
(b) ceils grown at 25°C in the absence of ethanol with
O
results adjusted the correspondent rate at 32 C
(c) cells grown at 32°C with 4.8%(w/v) ethanol
Table 6.45 Parameters fo r  inactivation model
8-69
Yeas t 
s t r a i n hr" 1
S0
g . l " 1
Mode Temp
O
c
R e f.
UG5 0.38 19 batch 30 154
0.27 46
UG5 0.313 20 batch 30 89
H~ i 0.44 c o n t . 30 72
ATCC 0.428 con t . 30 156
4126 0.64 20-200 cont. 30 162
NRRL- 0.4 c on t . 30 157
Y - 132
K y o k a i  1 0.453 0 c on t. 30 1 12
0.210 140 c on t. 30
248 UNSW 0.455 10 batch 30 206
703100
Table 6.46 Maximum specific growth rate o f anaerobiosis by 
various strains o f Saccharomyces c e r e v is ia e
8-70
Y ea s t
s t r a in
Ks
g . r 1
S 0
g . I " 1
Mode Temp
O
c
R e f.
Hans en 
CBS 1711
0. 1 10 batch 30 207
H - l 0.22 10-20 c on t. 30 72
ATCC 0. 238 con t. 30 156
4126 3.30 20-200 con t. 30 162
NRRL- 
Y -  132
0.476 co n t . 30 157
K y o k a i  1 0 .2 -0 .4 5: 50 c on t. 30 1 12
248 UNSW 
703100
0. 051 10 batch 30 206
Table 6.47 Values o f the saturation (Monod) constant K   £.
of anaerobiosis in glucose media by various 
strains of Saccharomyces c e r e v is ia e
8-71
Figure 1.01 A classification of mathematical models 
of microbial systems
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Figure 5.07 Pictorial presentation o f the concept o f dual
195
viability by C iftci et al.
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De s ign 
Test Parameters
Runs 0 0 0 0 No 1 se
1 2  3 4
where y  = performance characteristic 
z = performance statistic
Figure 6.01 An example o f a parameter design experiment plan
8-153
TEST
RUN
Design Param eters 
(C on tro l F a c to rs )
L91 A l Bl Cl D1
L92 A l B2 C2 D3
L93 Al B3 C3 D2
L94 A2 Bl C2 D2
L95 A2 B2 C3 D1
L96 A2 B3 Cl D3
L97 A3 Bl C3 D3
L98 A3 B2 Cl D2
L99 A3 B3 C2 D1
where A (pH) = 4.50 5.04 6.00
B (stirrer speed) = 100 250 275 rpm
C (initial glucose conc.) = 5 14 20 %(w/v)
D (temperature) = 20.0 26.4 30.0 °C
Figure 6.02 The Graeco-Latin Square experimental settings
S1 £ 2 3
ft £ U MW N Vi
ft
2 M V N U m
ft NW £ V M U3
Figure 6 .03 3*3 G raeco-L atin  Square
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Chapter  9  Appendix
9.1 C y to c h r o m e  P-450 a s s a y
Cytochrome P-450 was measured by a method derived from that of
g
Omura and Sato where yeast was suspended in a phosphate buffer (pH 
7.2), with a concentration of O.lg wet weight in 1ml. The suspension 
was then distributed into two cuvettes. A small amount of sodium 
dithionite (sodium hydrosulphite) was added to both the cuvettes to 
reduce the cytochrome P-450. After thorough mixing, the samples were 
scanned on Pye-Unicam SP1800 spectrophotometer drawing the baseline 
from 410 to 520 nm. Carbon monoxide gas was then bubbled through one 
sample cuvette f  or 30 seconds while leaving the other cuvette 
ungassed. The gassed sample was then scanned again over the same 
range. The concentration of cytochrome P-450 was calculated from the 
difference in absorbance between 450 nm and 520 nm with reference to 
the base line, assuming the same extinction coefficients as for the 
mammalian cytochrome P-450 of 91 mM Lm 1. The calculation was done 
by using a technique based on the Beer-Lambert law:
d  = & Ct L (9.01)
where 4  = absorbance
& = extinction coefficient
Ct =  concentration of cytochrome P-450 in mM 
I  = path length (= 1 cm.)
Since the extinction coefficient & is in mM Xcm \ the 
concentration of cytochrome P-450 is in mM and the path length L is in 
cm., d  becomes dimensionless. Absorbance d  is measured by the 
spectrophotometer. I f the span is set at 0,0-0.2 and the chart paper
is divided into 100 divisions as in this case, then one division on 
the chart gives 0.002 absorbance d. Absorbance d  is given by the 
difference between the cytochrome P-450 scan and the base from 450 nm. 
to 490 nm. The concentration of cytochrome P-450 of the suspension 
in mM is given by:-
d  Absorbance
Ct «  -----  =   (9.02)
L & 91*1
9 -1
(no. o f divisions) * 0.002 
91
(9.03)
To convert from mM. to nmol, per litre, we multiply by 10,6
3
(no. o f divisions) * 2 * 10
Ct = (9.04)
91
To convert the concentration of P-450 into nmol, per g. wet yeast 
(specific cytochrome P-450 concentration) given O.lg/ml, we multiply 
equation (9.03) by 104.
9 .2  Ca lc u la t io n  of carbon  dioxide production  r ate  (cpr), oxygen 
u p t a k e  RATE (OUR) AND respiratory  QUOTIENT (RQ)
The calculation is based on the mass balance of nitrogen which is 
unconsumed during the fermentation, i.e. for nitrogen
input rate = output rate
Let F be the air flowrate at the inletin
[ ] be the gas concentration
(9.05)
(9.06)
while atmospheric carbon dioxide concentration is extremely low
Fout (9.07)
Carbon dioxide production rate (CPR)
CPR = F * [CO ] (9.08)out 2 out
Oxygen uptake rate (OUR)
(9.09)
9-2
_ . _  ^ amount o f carbon d iox ide  evolvedRespiratory Quotient = -
amount o f oxygen consumed
F * [CO  1 CPR out 1 2 out
(9.10)
OUR F * [0  ] -  F *[0  3in 2 in out 2 out
Accuracy of the calculation will depend on how accurate the carbon
dioxide and oxgyen meters measurement.
9.2.1 Calculation with no oxygen consumption
Assuming there is no oxygen consumption during the period that the
oxygen meter is out of range.
OUR = 0
0 = F * [ 0 ]  -  F 7 * [ 0 ]  (9.11)in 2 In out 2 out
F. * [N j
F ' = - X ------- (9.12)
[NJ2 out
where [NJ = 1 -  [CO ] - [0 ] (9.13)2 out 2 out 2 out
The new estimated carbon dioxide production rate (CPR7)
CPR7 = F 7 * [CO 3 (9.14)
out 2 out
9.2.2 Is there enough oxygen available fo r  maintenance by aerobic 
means?
204Von Meyenberg found that 0.62 mmol of oxygen per hour would be 
sufficient to provide the maintenance energy for 1 gram dry weight of 
Saccharomyces cerevisiae.
Using the same figure for our system, it would be interesting to 
know whether the system can provide sufficient oxygen to generate the 
maintenance energy.
9-3
Air flowrate to system is 150ml/min 
9000 ml/hour 
=* 0.375 mol/hr
Oxygen provided 
= 0.375 * 0.21 
= 78.75 mmol./hour
This amount of oxygen would be enough for 
= 78.75/0.62 
= 127 gram dry weight
Convert to wet biomass 
=> 127/0.172
=* 738 gram of wet biomass
It would appear that the air supply is capable o 
oxygen requirement for maintenance energy. However, the 
was always much lower than the theoretical requirement.
meeting the 
oxygen uptake
9-4
9 .3  S m o o t h e d  c u b ic  s p l in e  p r o g r a m
C SPLINE FIT OF V(X)
DOUBLE PRECISION X(100),Y(100),YCAL(100)
DOUBLE PRECISION TIME(50), BI0(50), SPR(50), DYCAL, DDYCAL 
DOUBLE PRECISION XC, YC, XXX, YYY 
CHARACTER ANS
INTEGERS I, NM1, NM2, NPTS, IN, MINT, MINT1, IE, INI 
COMMON NK
CHARACTERS PNAME, ONAME, RNAME, BNAME 
WRITE (*,11)
11 FORMAT ( ’ INPUT THE DATA FILE NAME’ )
READ (*,12) PNAME
12 FORMAT (AlO)
WRITE (*,13)
13 FORMAT ( ’ INPUT THE OUTPUT FILE NAME’ )
READ (*,12) ONAME
OPEN (UNIT=16, FILE= ONAME, STATUS = ’UNKNOWN’ )
WRITE (*, 14)
14 FORMAT ( ’ INPUT THE NAME OF THE REGRESSION FILE’ )
READ (*,12) RNAME
OPEN (UNIT= 18, FILE = RNAME, STATUS = ’UNKNOWN’ )
WRITE (*,16)
16 FORMAT ( ’ INPUT THE BIOMASS FILE NAME’ )
READ (*,12) BNAME
OPEN (UNIT=17, FILE = BNAME, STATUS = ’OLD’ )
IN = 1
17 READ (17, *, END = 500) TIME(IN), BIO(IN)
IN = IN + 1
GOTO 17 
500 CONTINUE
INI = IN -  1
WRITE(*,*) ’Success on reading data from channel 17’ 
WRITE(*,*) ’ IN = ’ ,IN1
1 OPEN (UNIT= 15, FILE = PNAME, STATUS = ’OLD’ )
READ (15, *) NM2 
NM1=NM2+1
NPTS=NM2+2
READ(15, *) (X(I),Y(I),I=2, NPTS)
C 222 F0RMAT(2E12.5)
C READ(15,*)(Y(I),1=1,NPTS)
X(1)=0.
C X(NPTS)=1.
Y(1)=0.
C Y(NPTS)=0.
C
C WRITE (*,99)(X(I),1=1,NPTS)
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c WRITE (*,99)(Y(I),1=1,NPTS)
CLOSE (15)
TINT = 0.5
MINT = NINT(X(NPTS)/0.5)
MINT1 = MINT + 1
WRITE (*,95) (X(I), Y (I), I=1,NPTS) 
95 FORMAT (D12.5, IX, D12.5)
CALL SPLINE(NPTS,X,Y, AVDEV)
WRITE (18,55) NK
DO 100 I=1,NPTS 
XC = X(I)
CALL SPLCAL(XC, YC,DYCAL,DDYCAL)
YCAL(I) = YC 
SPR(I) = DYCAL/BIO(I)
100 WRITE(18,99) X(I),Y(I),YCAL(I),DYCAL,DDYCAL
99 F0RMAT(5(2X,1PE11.4))
WRITE (18, 23)
WRITE (18, 999) (TIME(IE), SPR(IE), IE = 1, NPTS) 
WRITE (18, 23)
WRITE(16,999)(X(I),Y(I),1=1,NPTS)
WRITE (16,23)
23 FORMAT ( ’ -999’ , 2X, ’ -999’ )
WRITE (16,55) NK 
55 FORMAT ( ’NUMBER OF KNOTS = ’ , 12)
DO 110 I = 1,MINT1 
XXX = (1-1)* TINT 
CALL SPLCAL( XXX, YYY, DYCAL, DDYCAL) 
WRITE(16,999)XXX,YYY 
WRITE (*,997) XXX, YYY, DYCAL 
997 FORMAT (3(1X, D14.6))
110 CONTINUE
999 FORMAT(2(2X, E14.6))
WRITE(* *) ’quit?’
READ(*,’ (a )’ ) ANS 
IF(ANS.EQ.’y ’ .OR.ANS.EQ.’Y ’ ) STOP
GOTO 1
STOP
END
c ■A* *1/ M/ J /  Me Me M^ Me M^ Me Me 'A- .Me sV 'k  ,*A,I "A* lit. A  ^  i i  A . ^  iii.^  ^  ^  ^  ^  ^  ^  ^  ■V ^  ^  ^  ^  ^  A  *  ^  ^  ^  ^  ^  ^  ^  ^  ^  ^  ^  ^  V  ^  iT> Jf! V  ^  ^
c * *
c * SPLCAL: Th is  subroutine evaluates and d i f f e r e n t ia t e s *
c * the least-squares sp l ine  f i t t e d  by SPLINE to  obtain *
c * est imates  o f  the drop diameter and evaporation rate at *
c * any intermediate time between the experimentally *
c * measured values. *
c * *
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c * The c o e f f i c i e n t s o f  the s p l in e  (w h ich  must have been *
c * c a l c u l a t e d  by a previous c a l l  to SPLINE) are stored in *
c * COMMON block /INTERP/. XKNOT ho lds  th e  posit ions of *
c * the knots ,  holds the c o e f f i c i e n t s  o f  th e  splines,  and *
c * NINTP7 is  the number of i n t e r v a l s  in th e  spline plus *
c * s e v e n . *
c * *
c * Arguments  are - *
c * *
c * XTRY The value o f  the independent v a r i a b l e  time at *
c * which the values o f  dependent v a r i a b l e s *
c * *
c * YCAL The value o f  Y ca lcu la ted  from  t h e  spline f i t *
c * *
c * DYCAL The f i r s t d e r i v a t i v e  of  Y at  XTRY *
c * *
c * DDYCAL The second d e r i v a t i v e  of Y at XTRY *
c * *
c
c
 ^^  ^   ^  ^  ^  ^ ^ ^ ^  ^  ^  ^  ^   ^^  ^  ^  ^  ^  ^   ^^   ^^  ^  ^   ^^  ^ ^ ^  ^ ? | C  )j( )j(
SUBROUTINE SPLCAL(XTRY, YCAL, DYCAL, DDYCAL)
INTEGER*4 IF AIL, NINTP7, LEFT
DOUBLE PRECISION XTRY, YCAL, DYCAL, DDYCAL
DOUBLE PRECISION XKNOT, C, FIT(4), DXTRY
COMMON /INTERP/ XKN0T(30), C(30), NINTP7 
DATA LEFT/1/
IFAIL=0
C
C THE SPLINE IS EVALUATED AND DIFFERENTIATED USING NAG LIBRARY 
C ROUTINE E02BCF WHICH REQUIRES DOUBLE PRECISION ARGUMENTS.
C
DXTRY=XTRY
CALL E02BCF(NINTP7,XKNOT, C, DXTRY,LEFT, FIT,IFAIL)
IF(IFAIL.NE.O) WRITE(2,10)IFAIL 
10 FORMAT!’ FAILURE OCCURED DURING CALL TO E02BCF: IFAIL=’ ,I3)
YCAL = FIT(l)
DYCAL= FIT(2)
DD Y CAL=FIT( 3)
RETURN
END
C * * * * * * * * *  * * * * * * * * * * * * * * * * * * * * * *  * * * * * * * * * * * * *  * * * * * * * * * * * * * * * * *
C * *
c * SPLINE: Th is  subroutine computes a 1 ea s t - s q u a re s *
c * m a t ion  to the set o f  data p o in ts  (T ( I ) ,DSQ ( I ), 1 = 1 ,NPTS). *
c * f i t t i n g  fu n c t io n  is  a cubic sp l ine  w ith  kno ts  p rescr ibed *
c * by the  user. *
c * *
c * The s p l in e  c o e f f i c i e n t s  are ca lcu la ted  by c a l l i n g  the *
c * NAG l i b r a r y  rout ine  E02BAF. They are passed to  the *
c * i n t e r p o l a t i n g  subroutine DSQFIT v i a  COMMON b lock *
c * /INTERP/. XKNOT holds the p o s i t i o n s  of th e  knots, *
c * C h o ld s  the c o e f f i c i e n t s  o f  the s p l in e s ,  and NINTP7 is *
c * th e  number o f  in t e rva ls  in the  sp l in e  p l us  seven. *
c * *
c * The subrout ine  prompts the user  fo r  a new se t  o f  knots *
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c * unt i 1 the root mean square deviation of the experimental *
c * p o in t s  about th e  l i n e  is acceptable. *
c * *
c * Arguments are - *
c * *
c * NPTS The number o f  experimental data pairs. *
c * *
c * X A vector  of size  100 holding the independent *
c * vari ab 1 e *
c * *
c * YEXP A vector  of size 100 holding the experimental *
c * values *
c * *
c * AVDEV The r o o t  mean square deviation of the *
c * experimental points about the f i t t e d  l in e . *
c * *
c
c
SUBROUTINE SPLINE(NPTS,X,YEXP, AVDEV)
INTEGER*4 NPTS, IFAIL, NINTP7, OK, I, NK 
DOUBLE PRECISION X, YEXP, AVDEV
DOUBLE PRECISION XX, Y, W, XKNOT, WORK1, WORK2, C, SS 
DIMENSION X(IOO), YEXP(IOO), XX(IOO), Y(IOO), W(IOO), WORKl(lOO), 
1 WORK2(4,30)
COMMON /INTERP/ XKN0T(30), C(30), NINTP7 
COMMON NK
C
C MOVE DATA INTO DOUBLE PRECISION ARRAYS (E02BAF REQUIRES 
C DOUBLE PRECISION ARGUMENTS).
C
DO 10 1=1, NPTS 
XX(I)=X(I)
Y(I)=YEXP(I)
W(I)=1.0D0 
10 CONTINUE
W(l) = l.ODO 
W(NPTS) = l.ODO
C
C ENTER POSITIONS OF INTERNAL KNOTS 
C
20 WRITE(*, *) ’ INPUT NO. OF KNOTS’
READ(*,*)NK
DO 40 1= 1,NK
WRITE(*,30)I
30 FORMAT(’ENTER X COORDINATE OF KNOT’ , 13)
READ(*,*)XKN0T(I+4)
IF(XKNOT(1+4). LT. 0. OD0)GOTO 50
40 CONTINUE
WRITE (*,45) I 
45 FORMAT ( ’NUMBER OF INTERVAL = ’ , 12)
50 NINTP7 = 1+7
C
C FIT SPLINE 
C
IFAIL=0
CALL E02BAF(NPTS,NINTP7,XX,Y,W,XKNOT,W0RK1,W0RK2,C,SS,IFAIL)
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IF (IF AIL. NE, 0)WRITE(2,60)IFAIL 
60 FORMAT!’ FAILURE OCCURED DURING CALL TO E02BAF: IFAIL=’ ,I3)
C
C CHECK THAT FIT IS SUFFICIENTLY ACCURATE 
C
AVDEV=SQRT(SS/FLOAT(NPTS))
WRITE(*,70)AVDEV
70 FORM ATE AVERAGE DEV=\D12.4//TS THIS FIT SATISFACTORY (Y/N) ?’ )
READ(*,80)0K 
80 FORMAT(Al)
IF(OK.NE.’Y ’ )GOTO 20
RETURN
END
9 .4  Wet bio m ass  es tim a tio n  in term s  of t o t a l  c ell  count
Assume that the yeast cells are spherical have an average diameter
205abount 10pm , and they consist of mostly water (over 80% of wet 
biomass is water).
Volume of the cell = 4/3 n R 3
c
R = D/2 = 5 pm
C
V = (5 * 10“6)3 * 71 * 4/3
V *  523.56 * 10"18 m3 
^ 523.56 * 10-12 cm3
1 gram wet weight equivalent to 
lcm3 = 1/(523.56 * 10-12) cells 
= 1.91 * 109 cells
If we want to have 1 gram wet weight in a 20ml sample, the cell 
concentration has to be 
1.91 * 109/20 
= 0.955 * 108 cells/ml
N.B. A 10% reduction in the diameter of a yeast cell will result a 
27.1% reduction in cell mass.
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9.5 The p o ss ib ility  o f  n itro gen  being the lim iting s u b s t r a t e
Assuming the empirical formula of Saccharomyces cerevisiae  NCYC 754 is 
CH N 0 (see Table 4.27).
1.75 0.15 0.50
Composition of nitrogen percentage by weight = 8.8%
Assuming the maximum measured wet biomass is about 80g/litre implies 
320 gram of wet biomass in the 4 litres fermentation medium
Using Salihon’s figure of 0.172 for dry biomass/wet biomass gives
0.172 * 320 
= 55.05 grams dry weight
Nitrogen content in the dry weight (CH N 0 )
& 1.75 0.15 0.50
= 55.05 * 0.088 gram 
= 4.844 gram
Amino nitrogen is the preferred choice of nitrogen source for 
biomass building.
The amount of amino nitrogen in a typical 67.6g charge of yeast 
extract (Table 4.02) is 3.6 gram (see Tables 4.06-4.07)
The amount of amino nitrogen in 41.6g of peptone is 0.6 gram, (see 
Table 4.04-4.05)
So the total amino nitrogen in a batch of growth medium is 4.2 gram.
The total amount of nitrogen in a batch of growth medium is 
= 67.6 * 0.105 + 41.6 * 0.13 
= 7.098 + 5.408 gram 
= 12.506 gram
On this basis, the system does not suffer a deficiency in total 
nitrogen; however, there is a possible shortage of amino nitrogen.
9-10
9.6 S t a t is t ic s
9.6.1 The Null Hypothesis
The null hypothesis was used to test whether measures x^  ^ and xz , 
deduced from experiments 1 and 2 are significantly different.
H : u = u 0 1 2
H i  ■ " i *  "a
I f  there are n^  observations in the first experimentand n2 in the 
second and the standard deviations of the respective measures were o'
XI
and <r , the statistic used to compare the two measures, z, is
expressed by
z = O'
X 1 -X 2
(9.15)
where
O'
X 1-X 2
O'
X I
O'
X 2
( n - 1) ( n - 1)1 2
(9.16)
Since n^  and n2 is small, one-tailed test will be employed to test the 
significance of the z value.
9.6.1.1 Percentage points o f Student’ s t-distribution
The table below gives the probability, a » that there is no 
difference between the two experimental results for various values of 
z and various degree of freedom, i> , from 8 to 16, for a one-sided 
distribution
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at .10 .05
V t
8 1.397 1.860
12 1.356 1.782
16 1.337 1.746
To illustrate, for z = 1.397 and 8 degrees of freedom, there is a 10% 
chance the experiments do not really differ; there is a 90% chance 
they are genuinely giving different results.
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