Abstract. The purpose of this paper is to show that there are Hom-Lie algebra structures on sl 2 (F) ⊕ FD, where D is a special type of generalized derivation of sl 2 (F), and F is an algebraically closed field of characteristic zero. We study the representation theory of Hom-Lie algebras within the approriate category and prove that any finite dimensional representation of a Hom-Lie algebra of the form sl 2 (F) ⊕ FD, is completely reducible, in analogy to the well known Theorem of Weyl from the classical Lie theory. It turns out that the generalized derivations D of sl 2 (F) that we study in this work, satisfy the Hom-Lie Jacobi identity for the Lie bracket of sl 2 (F). It is a known result that sl 2 (F) is the only simple Lie algebra admitting non-trivial Hom-Lie structures. An intrinsic proof of this fact using root space decomposition techniques is given.
Introduction
Extensions of Lie algebras can be regarded as mechanisms to enlarge Lie algebras under certain prescriptions. Some of the most studied and best understood extensions are the semidirect products obtained from a given Lie algebra g and a given derivation D : g → g of it. At the end one obtains a new Lie algebra g[D] := g⊕FD, where FD stands for the one-dimensional subspace of g[D] generated by D. Then g becomes a Lie subalgebra of g [D] -an ideal, actually-and the Lie bracket [D, x] in g [D] , is equal to D(x), for any x ∈ g. A generalized notion of derivation was introduced in [1] and some special types of it were considered in [3] and [4] . See §2 below for a review. We address the question of studying extensions g [D] of the Lie algebra g = sl 2 (F), over an algebraically closed field F of characteristic zero, by some of these special types of generalized derivations of the Lie product [ · , · ] g of g. We shall keep denoting such generalized derivations by D : g → g. It turns out that the resulting extensions g [D] can be equipped with well defined skew-symmetric, bilinear products that satisfy a kind of generalized Jacobi identity. The algebraic structures thus obtained have appeared in the literature as examples of what are now called Hom-Lie algebras. Hom-Lie algebras were apparently introduced in [6] by considering deformations of Lie algebras, and they are now being studied for general skew-symmetric, bilinear, non-associative products (see, for example [1] , [5] , [12] , etc). Our aim is to classify, up to isomorphism, within the category of HomLie algebras, all the extensions sl 2 [D] = sl 2 (F) ⊕ FD, over an algebraically closed field F of characteristic zero, by the special generalized derivations D specified in §2 below. As a matter of fact, each of these D's satisfy the Hom-Lie Jacobi identity for the Lie product of sl 2 (F). It is proved in §4 below that the vector subspace of End can be decomposed in terms of two irreducible sl 2 (F)-modules, one of which is just the scalar multiples of the identity map that obviously satisfy the ordinary Jacobi identity. The other irreducible submodule is 5-dimensional and consists exactly of the generalized derivations of the specified type. Then, by making explicit use of the appropriate canonical forms for the linear maps D satisfying (HLJ) obtained in Proposition 3.5, we determine the isomorphism classes of the HomLie algebras sl 2 [D] in Theorem 3.6.
Once this classification is settled down, we may address the question of determining the irreducible Hom-Lie modules for the Hom-Lie algebras sl 2 [D] . It turns out that these can be studied and characterized by using the representation theory of sl 2 (F). We prove in Theorem 3.9 that any finite dimensional representation of a Hom-Lie algebra of the form sl 2 (F) ⊕ FD, is completely reducible, thus extending to the Hom-Lie category the well known Theorem of Weyl from classical Lie theory.
It was interesting for us to realize that any generalized derivation of sl 2 (F) of the type described in §2 below, satisfies (HLJ). It is then natural to try to understand if something similar occurs in more general cases; namely, if there are linear maps D : g → g, not necessarily generalized derivations, that satisfy (HLJ) for a simple Lie algebra g. We found that this problem was already solved in the literature. As a matter of fact, it is proved in [12] that the only linear maps g → g that satisfy (HLJ) for a simple Lie algebra g defined over an algebraically closed field of characteristic zero are the scalar mutiples of the identity map as soon as the rank of g gets strictly bigger than 1 (see Theorem 3.3 in [12] ). The proof provided in [12] , however, is an exhaustive case-by-case trial with the aid of the computer package GAP (see https://www.gap-system.org). Searching for a deeper understanding of the problem, we found that the Hom-Lie problem for a simple Lie algebra g was also addressed in [10] . They consider, however, linear maps g → g that satisfy (HLJ) and preserve the Lie product [ · , · ] g (see Proposition 2.2 in [10] ). Using only root space decomposition techniques, we prove in §4 below, that for any linear map g → g -not necessarily one that preserves the Lie product in gthe Hom-Lie Jacobi identity is only satisfied for scalar multiples of the identity map whenever the rank of the simple Lie algebra is greater than 1. Therefore, it is only sl 2 (F) the simple Lie algebra that can be equipped with linear maps sl 2 (F) → sl 2 (F), other than multiples of the identity map, that turn sl 2 (F) into a Hom-Lie algebra.
Basic definitions and generalized derivations
Definition 2.1. A Lie algebra over a field F, is a vector space g over F, equipped with a skew-symmetric bilinear map
satisfying the Jacobi identity:
The element [x, y] ∈ g is referred to as the Lie bracket (or the Lie product) of x and y in g.
Definition 2.2. Let g be a Lie algebra over F and let a, b, c
We shall denote by Der (a,b,c) (g) the vector subspace of End F (g) consisting of all generalized derivations of type (a, b, c).
Note: A derivation D of a given Lie algebra g, in its usual sense, is just a (1, 1, 1)-derivation.
The following result reduces the study of generalized derivations to a few special cases (for more details see 
Extensions by a generalized derivation
) be a Lie algebra over F and let D ∈ Der(g) be a derivation. The vector space g[D] = g ⊕ FD, admits a Lie algebra structure, where the Lie bracket
, is defined by:
) is the semi-direct product of (g, [ · , · ] g ) and F D. It is natural to ask what kind of algebraic structure does the vector space g ⊕ FD have, when D is an (a, 1, 1)-derivation. Let D ∈ End F g be a non-zero (a, 1, 1)-derivation and let T : g ⊕ FD → g ⊕ FD, be the linear map defined by:
If a = 1, then the map T cannot be the identity on g [D] . It takes a straightforward computation to verify that,
. Thus, the vector space
, defined on it, is not a Lie algebra if a = 1, but a Hom-Lie algebra in the sense of the following:
Definition 3.1. Let g be a vector space over F. Let T ∈ End F (g) be a linear map and let [ · , · ] : g × g → g be a skew-symmetric bilinear map satisfying:
is a Hom-Lie algebra over F.
3.1.
Extensions of sl 2 (F) by a (−1, 1, 1)-derivation. Observe that the above Hom-Lie algebra extension makes sense for any Lie algebra admitting a non-zero (a, 1, 1)-derivation. Let g be a simple Lie algebra.
As we have already observed, if a = 1, the obtained extension is none other than the usual semi-direct product of g by an inner derivation D of g. In order to obtain something new, consider a = 1. Since g is simple, Theorem 2.4 restricts the possibilities of a to be either 0, −1 or 2. For a = 2 we have Der (2,1,1) (g) = F Id g (see Theorem 2). It remains to understand the cases a = 0 and a = −1. It is proved in Lemma 6.1 of [11] , that for a simple Lie algebra g, Der (0,1,1) (g) = {0}. Thus, the case a = 0 is trivial. This leaves us with the case a = −1. Now, the proof of the following result can be found in [3] (see Theorem 5.12):
, Theorem 5.12). Let g be a simple Lie algebra of rank at least two. Then Der (−1,1,1) (g) = 0.
Therefore, the only possibility for a simple Lie algebra g to admit non-zero (−1, 1, 1)-derivations is that g = sl 2 (F). Let {H, E, F } be the standard basis for sl 2 (F), so that,
It is shown in [3] that Der (−1,1,1) (sl 2 (F)) is the 5-dimensional vector subspace of End(sl 2 ) generated by the linear transformations whose 3 × 3 matrices in the basis {H, E, F } are given by: 
From now on, we write D = (ζ, η, σ, λ, µ) for such a (−1, 1, 1)-derivation D of sl 2 (F). In order to classify the Hom-Lie algebras of the form sl 2 ⊕ FD, we take into account the following general definition (see [6] , page 331):
In particular, for the family of Hom-Lie algebras sl 2 (F) ⊕ FD, obtained through non-trivial (a, 1, 1)-derivations D, we have the following:
are isomorphic if and only if there is an automorphism g ∈ Aut(sl 2 (F)) and a non-zero scalar ξ ∈ F \ {0}, such that
Proof. LetD and D ′ be two (−1, 1, 1)-derivations of sl 2 (F) and let ψ :
, it follows that ϕ = 0 and g ∈ Aut(sl 2 (F)).
On the other hand, Definition 3.
The converse statement is obvious.
Remark 2. The proof of this Proposition makes us realize that there is a group action behind the isomorphism between two extensions of sl 2 by (−1, 1, 1)-derivations. Namely, let G = F \ {0} × Aut(sl 2 (F)), and consider the right G-action on Der (−1,1,1) (sl 2 (F)) given by, 
Remark 3. For the sake of making this exposition self contained, and for the benefit of the reader, we are hereby including in 4.1.1 and 4.1.2 below the constructions used in [5] .
3.1.1. The automorphism group of sl 2 (F). It is known from [7] (see exercise 7, chapter IV, page 88) that Aut(sl 2 (F)) = Inn(sl 2 (F)), where Inn(sl 2 (F)) is the subgroup of inner automorphisms of sl 2 (F); this in turn is determined by those elements x ∈ sl 2 (F) for which ad | sl 2 (F) (x) is nilpotent; these are known as ad| sl 2 (F) -nilpotent elements, or adnilpotent for short within our context. It is easy to see that x ∈ sl 2 (F) is ad-nilpotent if and only if,
Thus, Aut(sl 2 (F)) is generated by the following automorphisms of sl 2 ,
, and
which can be computed in terms of Ad(exp| sl 2 (F) (aE)), Ad(exp| sl 2 (F) (aF )), and Ad(exp| sl 2 (F) (aH + acE − ac −1 F )), respectively, where Ad(g)(x) = g x g −1 . The matrices of g a , h a and f a,c in the standard basis {H, E, F }, are:
) can be written for the generators of Aut(sl 2 (F)) as,
a,c = f −a,c , for all a, c ∈ F \ {0}. Now, using the identification of Der (−1,1,1) (sl 2 (F)) with F 5 , the images of a given D = (ζ, η, σ, λ, µ), under K a , L a and J a,c , are respectively given by,
In order to obtain a classification for those Hom-Lie algebras of the form sl 2 (F) ⊕ FD, we shall first obtain the canonical forms for the (
. Therefore, with no loss of generality, we may always assume µ = 0 and start with D of the form D = (ζ, η, σ, λ, 0). We want to prove that any
there is nothing to prove. Thus, assume,
Choose a ′ ∈ F \ {0}, so as to satisfy the following conditions:
The following components of L a (D ′ ):
are polynomials in a. Define the quadratic polynomials,
Then,
. These polynomials are relatively prime, since 2
If any zero of p 3 were a zero of p 2 , that zero would be −3ζ
Therefore, there exists a ∈ F \ {0} such that p 2 (a) = 0 and p 3 (a) = 0. If p 1 (a) = 0, we are done, because p 1 (a) = ζ ′′ = 0 and D becomes equivalent to (0, η
In summary, we have proved that any D ∈ Der (−1,1,1) (sl 2 (F)), of the form D = (ζ, 0, σ, λ, 0) with ζ = 0 and either σ = 0 or λ = 0, is equivalent to
where
By the above argument, we may again deduce that
Therefore, from now on, we consider any generalized derivation D as
Theorem 3.6. Let F be an algebraically closed field of characteristic zero. Let D ∈ Der (−1,1,1) (sl 2 (F)) be a generalized derivation and let
, for all x, y ∈ sl 2 (F) and for all λ, µ ∈ F.
Proof. Let {H, E, F } be the standard basis of sl 2 . From Proposition 3.5 above, we may assume that any given D ∈ Der (−1,1,1) (sl 2 (F)) is already expressed in its canonical form in this basis; namely,
Let v 1 , v 2 and v 3 be the vector columns of the matrix of D: 
One may then prove the following result which basically states that a Hom-Lie algebra representation ρ : g → gl(V ) with respect to L : V → V is equivalent to the existence of a Hom-Lie algebra structure on g ⊕ V , where the product
and S = T ⊕ L satisfies the Hom-Lie Jacobi identity. In this way, g becomes a Hom-Lie subalgebra and V a HomLie ideal. Now, see [2] for the proof of the following:
be a Hom-Lie algebra and let V be a vector space. Let ρ : g → gl(V ) be a representation of this Hom-Lie algebra with respect to L ∈ gl(V ) in the sense of Definition 3.7. Let S ∈ End F (g ⊕ V ), be the linear map defined by S(
for all x, y ∈ g and for all u, v ∈ V . Then (g ⊕ V, [ · , · ] g⊕V , S) is a Hom-Lie algebra.
We shall now address one of the main goals of this work. In the following result we characterize the Hom-Lie modules of the Hom-Lie algebras of the form sl 2 (F) ⊕ FD, with D ∈ Der (−1,1,1) (sl 2 (F) ).
Theorem 3.9. Let sl 2 (F) = Span F {H, E, F } be the rank-one simple Lie algebra over an algebraically closed field F of characteristic zero and let D = (ζ, η, σ, λ, µ) ∈ Der (−1,1,1) (sl 2 (F)) be a generalized derivation. Let T ∈ End F (sl 2 (F)) be the linear map defined by T (x + ξD) = x − ξD, for all x ∈ sl 2 (F) and for all ξ ∈ F. Let (sl 2 (F) ⊕ FD, [ · , · ] sl 2 (F)⊕FD , T ) be the Hom-Lie algebra equipped with the product [x + ξD, y + νD] sl 2 (F)⊕FD = [x, y] sl 2 (F) + ξD(y) − νD(x), for all x, y ∈ sl 2 (F) and for all ξ, ν ∈ F. Let V be a finite dimensional vector space over F and let ρ : sl 2 (F) ⊕ FD → gl(V ) be a Hom-Lie algebra representation with respect to the identity map Id V . Then,
is an irreducible representation of the Lie algebra sl 2 (F). 
Proof.
(1) Let ρ : sl 2 (F) ⊕ FD → gl(V ) be as in the statement. Then,
In particular, ρ(D(x)) = −ρ(D)ρ(x) − ρ(x)ρ(D), for all x ∈ sl 2 (F). Note that ρ| sl 2 (F) is a representation of the Lie algebra sl 2 (F) in V . Let U be an sl 2 (F) ⊕ FD-submodule of V . Since ρ| sl 2 (F) is completely reducible, there exists an sl 2 (F)-submodule W ⊂ V , such that V = U ⊕ W . We claim that ρ(D)(W ) ⊂ W .
There are linear maps T ∈ Hom F (W, U) and S ∈ End F (W ), such that ρ(D)(w) = T (w) + S(w), for all w ∈ W . Let x ∈ sl 2 (F) and w ∈ W . Then,
It follows that ρ(x)(T (w)) = −T (ρ(x)(w)), for all w ∈ W and all x ∈ sl 2 (F). Then T ∈ Hom F (W, U) is a linear map satisfying ρ(x)•T = −T • ρ(x), for all x ∈ sl 2 (F). This also implies that Ker T and Im T are sl 2 (F)-submodules of W and U, respectively. Thus, there are sl 2 
With no loss of generality, we may assume that
is an irreducible sl 2 (F)-submodule of U. Assume that both W and U are irreducible sl 2 (F)-modules. We write W = Span F {w 0 , w 1 , . . . , w m } (resp. U = Span F {u 0 , u 1 , . . . , u m }), where:
(see [7] , Lemma 7.2) for all 0 ≤ k ≤ m, with the convention, w −1 = w m+ℓ = 0, for ℓ ≥ 1. Analogous expressions are satisfied in U for the u k 's. Now,
This means that the weight of
And from
Since m − k − 1 = m − k + 1, we conclude that u m−k−1 and u m−k+1 are linearly independent. Thus,
Whence ξ k = 0, for all k and therefore, T = 0. This also shows that ρ(D)(W ) ⊂ W and therefore W is a sl 2 (F) ⊕ FD-module complementary to U in V . This argument shows that ρ is completely reducible.
(2) Now, let ρ : sl 2 (F) ⊕ FD → gl(V ) be irreducible as a representation of the given Hom-Lie algebra sl 2 (F) ⊕ FD in V . In particular, V is an
We then obtain linear maps S ′ ∈ End F (U) and
, for all x ∈ sl 2 (F), where T ′ : U → W . Using the same argument as in (1) above, one concludes that T ′ = 0 and ρ(D)(U) ⊂ U. From the beginning, we made the assumption that V is an irreducible sl 2 (F) ⊕ FD-module, therefore V = U and W = {0}. We shall now determine the (m+1)×(m+1) matrix A ∈ Mat m+1×m+1 (F), whose i, j entry is a i,j . Let D = (ζ, η, σ, λ, µ) be a (−1, 1, 1)-derivation of sl 2 (F). Then, D(H) = 2ζH + 2σE + 2ηF,
We deduce the following: (8), we obtain,
and therefore,
Now observe that (9) yields, a j−1,j−1 = a j+1,j+1 , for all j. If in (5) we make the changes j → j − 1 and j → j + 1, we get,
By subtracting these two expressions, we get a j−1,j−1 = −ζ, and therefore (9) implies a j,j = 2ζ. This also proves that a j+1,j+1 = a j−1,j−1 = −ζ, if and only if a j,j = 2ζ, for 1 ≤ j ≤ m. On the other hand, if m is odd, it follows from (5) that, a j,j = −ζ for all j, which implies ζ = 0. Thus, let us assume that m = 2ℓ, with ℓ ∈ N. From (5), we know that (m − 2j)a j,j = −(m − 2j)ζ, for all j. Whence, a j,j = −ζ for all j = ℓ, and thus a ℓ,ℓ = 2ζ. If ℓ − 2 ≥ 0 then 2ζ = a ℓ,ℓ = a ℓ−2,ℓ−2 = −ζ, so, ζ = 0. This proves that if m = 2, then ζ = 0.
In addition, for j = m in (8) , it follows that a m,m−1 = m η. On the other hand, applying (6) with j = m − 1, we get (m − 1)a m,m−1 = m η. Therefore, (m − 2)η = 0.
Taking j = 0, we get a 0,1 + m σ = 0. Combining this with (7) and j = 1, we get (m − 2) σ = 0.
Let us assume m = 2, then ζ = η = σ = 0. Then, both (8) and (12), respectively, take the form:
for all j. Since m = 2, from (13), it follows that for j = 1 we obtain (13) and (14), we obtain,
Letting j → j + 1 in (15) and j → j − 1 in (16), respectively, we get:
On the other hand, since ζ = η = σ = 0, it follows from (4) that,
Then, a i,j = 0, for all i, j satisfying i + j = m. Let k and ℓ be such that k +ℓ = m. Then, (k +1)+(ℓ+1) = m and (k −1)+(ℓ−1) = m, so that a k+1,ℓ+1 = a k−1,ℓ−1 = 0. We have already proved that a 0,m = a m,0 = 0. Thus, assume k = 0 and k = m. If k = ℓ ± 2, it follows from (17) and (18) that (m − ℓ)a k,ℓ = ℓa k,ℓ = 0. Thus, a k,ℓ = 0. If k = ℓ + 2, then k = ℓ − 2 and m = k + ℓ = 2ℓ + 2. Since m = 2, then ℓ = 0. It follows from (18) that a k,ℓ = 0. If k = ℓ − 2, then k = ℓ + 2; thus, we conclude from (17) that, 0 = (m − ℓ)a k,ℓ = ka k,ℓ . But we have assumed k = 0. Then, a k,ℓ = 0. Therefore, a i,j = 0 for all i and j. We have proved that if m = 2 then ρ(D) = 0. If m = 2, by (9), (10) and (11), we have a 0,0 = a 2,2 = −ζ and a 1,1 = 2ζ, From (6) we obtain, a 1,0 = −η and a 2,1 = 2η. Similarly, it follows from (7) that a 0,1 = −2σ and a 1,2 = σ. On the other hand, taking j = 1 in (8), we get, a 2,0 = −µ. Finally, taking j = 1 in (12), we obtain a 0,2 = −λ. We therefore conclude that the matrix of ρ(D) in the basis {v 0 , v 1 , v 2 }, with entries a i,j ∈ F, 0 ≤ i, j ≤ 2, is as claimed in the statement. 
Hom-Lie algebras structures on simple Lie algebras
Let g be a simple Lie algebra. The conditions for a linear map T ∈ End F (g) to satisfy,
was a question addressed and solved in [12] . We quote the result: Theorem 4.1 (Theorem 3.3 in [12] ). Let g be a finite-dimensional simple Lie algebra over an algebraically closed field F. Let T ∈ End F (g) be a linear map satisfying:
T ∈ Span F {e 12 , e 21 , e 33 , e 11 + e 22 , 2e 13 + e 32 , 2e 23 + e 31 }, where e ij : sl 2 (F) → sl 2 (F) is the linear map defined by e ij (e k ) = δ jk e i on the standard basis {e 1 = H, e 2 = E, e 3 = F } of sl 2 . Its corresponding 3 × 3 matrix has a 1 in its (i, j)-entry and 0 elsewhere.
(ii) If g = sl 2 (F), then T is a scalar multiple of the identity.
Remark 5. The proof provided in [12] of this result, made use of the well known program GAP (https://www.gap-system.org). We shall present in this section a proof from first principles of this theorem and with no assistance of any computer program at all.
We shall prove the following: Theorem 4.2. Let g be a finite dimensional Lie algebra over an algebraically closed field F of characteristic zero. Let HL(g) be the vector subspace of End F (g) defined by,
(1) If g is a simple Lie algebra of rank bigger than 1, then
, for all x ∈ sl 2 (F) and T ∈ gl(sl 2 (F)). In fact,
and Der (−1,1,1) (sl 2 (F)) is the 5-dimensional irreducible sl 2 (F)-module corresponding to the highest weight 4.
(1) Let g = H ⊕ α∈Φ g α be a simple Lie algebra, where H is a toral subalgebra and g α = Fx α , is the root subspace corresponding to α ∈ Φ and Φ is a root system corresponding to H. Let π H : g → H and π α : g → g α , be the projections onto H and g α , respectively. Let us consider the compositions,
We can write,
consider,
for any α and β in Φ. Then
Let h, h ′ ∈ H and α ∈ Φ. Then,
Observe that [N β (h), x α ] ∈ g β+α , for all α, β ∈ Φ. Since α + β = α, for all β ∈ Φ, we get from the above the following:
The terms involving summations over β ∈ Φ can be rewritten as follows:
From this, it follows that:
Since β([x β , x −β ]) = 0, we may substitute (21) in (20), to obtain,
This simplifies to,
for all h, h ′ ∈ H and for all α, β ∈ Φ.
We shall make a parenthesis here to prove the following standard result where we use the hypothesis that the rank of g is bigger than 1.
Proposition 4.3. Let g be a semi-simple Lie algebra of rank bigger than 1. Fix a toral subalgebra H ⊂ g and let Φ be its corresponding root system. Then, for each β ∈ Φ, there exists a root α ∈ Φ, such that β + α ∈ Φ or β − α ∈ Φ.
Proof. Let ( · , · ) be the inner product defined in the R-vector space generated by the roots in Φ. If β + α / ∈ Φ and β − α / ∈ Φ for all α ∈ Φ, then, (β, α) ≥ 0 and (β, α) ≤ 0 for all α ∈ Φ (see [7] , Lemma 9.4). Thus, (β, α) = 0 for all α ∈ Φ, which is a contradiction.
Remark 6. We shall use this result as follows. If α, β ∈ Φ are such that β + α ∈ Φ, by putting α ′ = −α ∈ Φ, we conclude that β − α ′ ∈ Φ. So, we may always assume that for any given β ∈ Φ, there are α, α ′ ∈ Φ, with α = α ′ , such that β + α ∈ Φ and β − α ′ ∈ Φ.
From now on, we shall assume that g has rank bigger than 1. Take α and β in Φ so that α + β ∈ Φ. It follows from (22) that,
α. This means that β is a root which is also a scalar multiple of the root α, thus implying that β = ±α. This however, contradicts the fact that α + β ∈ Φ. So, β(f −β (x −β )) = 0 for all β ∈ Φ. It then follows from (21) that N α = 0, for all α, which in turn implies that T (H) ⊆ H. Now, consider α, β ∈ Φ, β = ±α, and h ∈ H. Then,
In this equation we may separate the terms belonging to H in order to conclude that,
Therefore, the last expression simplifies to,
We now claim that λ The last expression implies that α(h)λ
and [x −β , x β ] are both different form 0, we conclude that ν = 0. This implies that β is a non-zero saclar multiple of α. Therefore, β = ±α, which is a contradiction. It follows that if β = ±α, then g β −α (x β ) = 0. Using this fact in (23), we obtain,
We may now separate the different terms of this expression that belong to the different subspaces given by the root decomposition to conclude that, On the other hand, (26) implies that β(f α (x α )) = α(f β (x β )) = 0 for all β = ±α. But we had previously showed that β(f −β (x −β )) = 0 for all β ∈ Φ. And substituting β by −β, we also get β(f β (x β )) = 0. Therefore, β(f α (x α )) = 0 for all α, β ∈ Φ, which implies f α = 0 for all α ∈ Φ. Thus, so far we know that,
Using the fact that ad(x α ) acts as a (1, 1, 1 
Taking γ = −α and using the fact that λ α = λ −α for all α ∈ Φ, this expression implies that (λ β − λ α )β([x α , x −α ])x β = 0, for all α, β ∈ Φ. Following [7] , write h α = [x α , x −α ] for all α ∈ Φ. Let K g : g × g → F be the Cartan-Killing form on g. According to the Corollary in §8.2 of [7] , for each φ ∈ H * there is a unique element t φ ∈ H satisfying, φ(h) = K g (t φ , h), for all h ∈ H. Moreover, the relationship between h α and t α is h α = 2 t α /K g (t α , t α ). On the other hand, the inner product ( · , · ) defined in the R-vector space generated by the roots is given by (β, α) = K g (t β , t α ), for all α, β. Therefore, β(h α ) = 2(β, α)/(α, α), for all α, β ∈ Φ. So, from (λ β − λ α )β(h α ) = 0, we get (λ β − λ α )(β, α) = 0. This implies that λ α = λ β , whenever (β, α) = 0. Now, from Lemmas A and D in §10.4 of [7] one knows that there is a unique maximal root β ′ , such that, (β ′ , β ′ ) ≥ (β ′ , α) ≥ (α, α) for all α ∈ Φ. If α satisfies (β ′ , α) = 0, then (α, α) = 0, which contradicts the fact that ( · , · ) is positive definite. Therefore, (β ′ , α) = 0, for all α ∈ Φ. It follows that λ β ′ = λ α for all α ∈ Φ. Thus, we may write λ = λ α = λ β ′ ; and since the scalar does not depend on the roots we have, T (x α ) = λ x α for all α ∈ Φ. Let α ∈ Φ. It follows from (19) that, α • M = α. Let α, β ∈ Φ be such that α + β ∈ Φ. From (24) we get, (α + β)M = λα + λβ. Since, γ • M = c γ γ for all γ ∈ Φ, we get (λ − c α )α = (λ − c β )β. Thus, α + β ∈ Φ implies that c α = λ = c β . Since α is arbitrary, we conclude that α • M = λ α, for any α ∈ Φ. That is, M * (α) = λ α for any root. Since the roots span H * and M = π H • (T | H ) : H → H, it follows that M = λ α. Consequently, T = λ Id g .
(2) Let T ∈ HL(sl 2 (F)). Then, the matrix of T in the basis {H, E, F }, has the form, Since Tr(x.T ) = 0, for all x ∈ sl 2 (F) and T ∈ HL(sl 2 (F)), it follows that, Der (−1,1,1) (sl 2 (F)) is an sl 2 (F)-submodule of HL(sl 2 (F)) such that x. HL(sl 2 (F)) ⊂ Der (−1,1,1) (sl 2 (F)), for all x ∈ sl 2 (F). On the other hand, H. . In fact, HL(sl 2 (F)) 4 = F S, HL(sl 2 (F)) 2 = F R, HL(sl 2 (F)) 0 = F P ⊕F Id 3×3 , HL(sl 2 (F)) −2 = F Q, HL(sl 2 (F)) −4 = F T. From the above, it is clear that SHL(sl 2 (F)) is an irreducible sl 2 (F)-submodule, because SHL(sl 2 (F)) 0 is one dimensional.
Remark 7. It is only natural to ask what difference would it make if the hypotheses are relaxed so as to let g be a semisimple Lie algebra. In the course of the last proof above we were faced at some point with the fact that (λ β − λ α )(β, α) = 0, implied that λ β = λ α , whenever (β, α) = 0. This conclusion is no longer true if g is semisimple because there may be several independent simple components on which α and β lie, and still have (β, α) = 0.
