























The cohomology ring of a tree braid group as an exterior face ring
Jesús González and Teresa Hoekstra-Mendoza
Abstract
For a tree T and a positive integer n, let BnT denote the n-strand braid group on T . We use
discrete Morse theory techniques to show that H∗(BnT ) is the exterior face ring determined by
an explicit simplicial complex that measures n-local interactions among essential vertices of T .
In this first version of the paper we work out proof details in the case of a binary tree.
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1 Main result
For a finite graph Γ and a positive integer n, let Confn Γ denote the configuration space of n ordered
points on Γ.
Confn Γ := {(x1, . . . , xn) ∈ Γ
n : xi 6= xj for i 6= j}.
The usual right action of the n-symmetric group Σn on Confn Γ is given by (x1, . . . , xn) · σ =
(xσ(1), . . . , xσ(n)), and UConfn Γ stands for the corresponding orbit space, the configuration space of
n unlabelled points on Γ. Both Confn Γ and UConfn Γ are known to be aspherical ([1, 10]); their
corresponding fundamental groups are denoted by PnΓ (the pure n-braid group on Γ) and BnΓ (the
full n-braid group or, simply, the n-braid group on Γ). We focus on the case of a tree Γ = T .
Besides its central role in geometric group theory, graph braid groups have promising applica-
tions in areas outside pure mathematics such as robotics, topological quantum computing and data
science. Yet, there is a relatively limited knowledge of the algebraic topology of graph braid groups,
particularly concerning its cohomology ring structure.
Using discrete Morse theory techniques on Abrams’ cubical model UDnT for UConfn T (reviewed
below), D. Farley gave in [4] an efficient description of the additive structure of the cohomology of
BnT . Later, and in order to get at the multiplicative structure, the Morse theoretic methods were
replaced in [5] by the use of a Salvetti complex S obtained by identifying opposite faces in UDnT .
Being a union of tori, S has a well understood cohomology ring. Yet more importantly, the projection
map q : UDnT → S induces a surjection in cohomology. Farley’s main result in [5] is a description
of a set of generators for Ker(q∗), which yields a presentation for the cohomology ring of BnT .
Although [5] includes an algorithm for performing computations mod Ker(q∗), the price of not
working at the Morse theoretic level is that Farley’s presentation includes many non-essential gen-
erators. As a result, calculations are hard to work with, both in concrete examples, as well as in
theoretical developments (cf. Remark 1.7 below). In particular, Farley’s conjecture that H∗(BnT ) is
an exterior face ring, suggested on the basis of extensive concrete calculations, was left open.
We combine Farley’s original Morse theoretic approach with Forman’s Morse-theoretic description
of cup products to prove Farley’s conjecture:
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Theorem 1.1. Let T be a tree. For a commutative ring R with 1, the cohomology ring H∗(BnT ; R)
is the exterior face ring ΛR(KnT ) determined by a simplicial complex KnT . Explicitly, H
∗(BnT ; R)
is the quotient Λ/I, where Λ is the exterior graded R-algebra generated by the vertex set of KnT ,
and I is the ideal generated by monomials corresponding to non-faces of KnT .
We refer to KnT as the n-interaction complex of T . As noted in [7, p. 68], its isomorphism type
is well determined. A more explicit statement of Theorem 1.1 is given in Theorem 3.3 below.
Theorem 1.1 dismisses an apparent belief that the cohomology of BnT has a complicated and
delicate product structure. It is indeed a combinatorially rich algebraic object, yet calculations
are fully accesible because the complex KnT is described in very concrete terms (see below). For
instance, we can easily deduce a right-angled Artin group presentation for BnT when T is a linear
tree (Example 1.6 below). This complements the inductive method in [3] proving that linearity is a
sufficient1 condition for a tree to have right-angled Artin braid groups.
Remark 1.2. Ghrist’s pioneering work led to conjecture that any pure braid group on a graph would
be a right-angled Artin group. In the case of full braid groups, there is a satisfactory combinatorial
characterization of the right-angled-Artin condition: In short, the cohomology ring should be the
exterior face ring of a flag complex. Theorem 1.1 asserts that, in the full braid group setting (and
for trees), Ghrist’s conjecture is true after removal of the flag condition.
In addition to potential applications of Theorem 1.1, we believe that the techniques developed
in this work (discrete Morse theoretic approach to cup products) will find additional uses in other
discrete models, such as those for non-particle configuration spaces, as well as those for generalized
(e.g., no-k-equal) configuration spaces.
This initial version of the paper is devoted to the case of binary trees, i.e., trees all whose vertices
have degree at most three, assumption that will be in force from now on. The case of an arbitrary
tree is essentially no harder and is treated in version two of this paper. The value of this initial
version of our work is that a reader might find illuminating reading the binary case first.
0
x
x-direction 0 x-direction 1
x-direction 2
Figure 1: The three x-directions from an essential vertex x
A description of the complex KnT requires some preparatory constructions. Fix once and for all
a planar embedding together with a root (a vertex of degree 1) for T . Order the vertices of T as
they are first encountered through the walk along the tree that (a) starts at the root vertex, which
is assigned the ordinal 0, and that (b) takes the left-most branch at each intersection given by an
essential vertex (turning around when reaching a vertex of degree 1). Vertices of T will be denoted
by the assigned non-negative integer. An edge of T , say with endpoints r and s, will be denoted
by the ordered pair (r, s), where r < s. Furthermore, the ordering of vertices will be transferred to
edges by declaring that the ordinal of (r, s) is s. The resulting ordering of vertices and edges will
be referred as the T -order. There are three ‘directions’ at each essential vertex x of T : the one that
leads to the root is defined to be the x-direction 0; x-directions 1 and 2 are then chosen following
the positive orientation coming from the planar embedding. See Figure 1. For instance, the vertex
1The condition is known to be necessary and sufficient.
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incident to x in x-direction 0 is x − 1, while x + 1 is the vertex incident to x in x-direction 1. The
vertex incident to x in x-direction 2 will be denoted by x.
Fix essential vertices x1 < · · · < xm of T. The complement in T of {x1, . . . , xm} breaks into
2m + 1 components Ci,ε (i ∈ {0, 1, . . . , m} and ε ∈ {1, 2}, with ε = 1 if i = 0), the closure of each
of which is a subtree of T . C0,1 is the component containing the root 0, while Ci,ε (i ∈ {1, . . . , m}
and ε ∈ {1, 2}) is the component whose closure has xi and is located on the xi-direction ε. The
set B(Ci,ε) of “bounding” vertices of a component Ci,ε is the intersection of the closure of Ci,ε with
{x1, . . . , xm}.
Definition 1.3 (The n-interaction complex of T ). Consider the simplicial complex KnT whose
vertices are the 4-tuples 〈r, x, p1, p2〉, where x is an essential vertex of T , and r, p1, p2 are non-
negative integer numbers satisfying r + p1 + p2 = n − 1 and p1 > 0, and where a set of m different
vertices {〈r1, x1, p1,1, p1,2〉, . . . , 〈rm, xm, pm,1, pm,2〉} forms a simplex of KnT provided xi 6= xj for












with a strict inequality for i > 0 and ε = 1. Here we set
ℓCi,ε
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pj,ε, if i = j;
rj , if i 6= j and xj lies in the closure of Ci,ε;
0, otherwise.
(2)
Definition 1.3 is dictated by discrete Morse theoretic considerations —reviewed in latter sections
of the paper. Our choice for using angle brackets instead of parenthesis for tuples will be clarified
later in the paper (Remark 3.4). For now, let us explain the role of KnT for measuring interactions





Figure 2: The local information given by a vertex 〈r, x, p1, p2〉 of KnT
We refer to a vertex 〈r, x, p1, p2〉 of KnT as a “local information” around the essential vertex x.
Indeed, r is the local information in x-direction 0, while pε is the local information in x-direction ε.
See Figure 2. For instance, (2) gives a way to spell out the information ingredients on a given local
information. In these terms, (1) means that the local informations around m different essential
vertices xi of T have a ‘simplex interaction’, i.e., they form a simplex of the n-interaction complex
KnT , provided the sum of the local informations of vertices bounding each component is suitably
large (depending on the number of bounding vertices for each component.) Thus, Theorem 1.1
asserts that cup squares vanish in H∗(BnT ; R), that a basis for H
1(BnT ; R) is given by the set
of local informations 〈r, x, p1, p2〉, and that products 〈r, x1, p1,1, p1,2〉 · · · 〈rm, xm, pm,1, pm,2〉 that are
ordered (i.e., with x1 < · · · < xm) satisfy the following properties:
(i) An ordered cup product of local informations is non-zero if and only if the factors have a simplex
interaction (this requires that the relevant essential vertices be pairwise different).
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(ii) Two non-zero ordered cup products of local informations agree if any only if they have the same
set of factors.
(iii) Non-zero ordered cup products of local informations give a graded basis of H∗(BnT ; R).
In particular, linear combinations of non-zero cup products of local informations are formal sums,
which makes it as easy as possible to work with them. See Remark 1.7 below.
Remark 1.4. It is a simple arithmetic exercise to check that KnT is a simplicial complex. At any
rate, such a fact is contained in Theorem 1.1, in view of item (ii) above.
Example 1.5. Figure 3 shows three aspects of the smallest possible non-linear tree T0. The
four essential vertices are labelled in the central picture. The non-triviality of the 4-fold product
〈0, x1, 1, 7〉〈2, x2 , 4, 2〉〈6, x3 , 1, 1〉〈7, x4, 1, 0〉 ∈ H
4(B9T0; R) follows by inspecting the three non-trivial
interactions in the picture on the right. Likewise, interaction analysis in the picture on the left
exhibits the well known fact that K4T0 is not flag (B4T is not a right-angled Artin group): the basis
elements 〈0, x1, 1, 2〉, 〈2, x3 , 1, 0〉, 〈2, x4 , 1, 0〉 ∈ H
1(B4T0; R) have pairwise non-trivial products, but




























Figure 3: Three different aspects of the mininal non-linear tree T0
Example 1.6. Let T be a linear binary tree. Choosing the planar embedding shown in Figure 4, we
see that BnT has a right-angled Artin group presentation with generators 〈r, v, p1, p2〉, where v is an
essential vertex of T , r, p1, p2 are non-negative integer numbers with p1 > 0, r + p1 + p2 = n − 1, and
with a commutativity relation 〈r, v, p1, p2〉〈r
′, v′, p′1, p
′
2〉 = 〈r
′, v′, p′1, p
′
2〉〈r, v, p1, p2〉 whenever v < v
′
and p2 + r ≤ n.
· · ·
root
Figure 4: A planar embedding of a linear binary tree
Remark 1.7. The exterior face ring description allows us to recover and generalize in a simple way
Scheirer’s main technical tool [14, Lemma 3.6] for studying Farber’s topological complexity of BnT .
Extensions of Scheirer’s results will be the topic of a future publication.




We start by collecting the ingredients and facts we need: cup-products in the cubical setting ([11, 12]),
Forman’s discrete Morse theory ([8, 9]), and Farley-Sabalka’s gradient field on Abrams’ discrete model
for (ordered and unordered) graph configuration spaces ([1, 2, 6, 13]). We also set the notation we
use in the rest of the paper.
2.1 Cup products in cubical sets
An elementary cube in Rk is a cartesian product c = I1 × · · · × Ik of intervals Ii = [mi, mi + ǫi],
where mi ∈ Z and ǫi ∈ {0, 1}. For simplicity, we write [m] := [m, m] for a degenerate interval.
The standard product orientation of c is determined by (a) the orientation (from smaller to larger
endpoints) of the non-degenerate intervals Ii1 , . . . , Iiℓ of c, and (b) the order i1 < · · · < iℓ, i.e., the
order of factors in the cartesian product. Under these conditions, and for 1 ≤ r ≤ ℓ, set
δ2r(c) = I1 × · · · × Iir−1 × [mir + 1] × Iir+1 × · · · × Ik,
δ2r−1(c) = I1 × · · · × Iir−1 × [mir ] × Iir+1 × · · · × Ik.
(3)
Then, for a cubical set X ⊂ Rk, i.e., a union of elementary cubes in Rk, the boundary map in the









+ [0, 1] × [0]
+ [1] × [0, 1]
− [0, 1] × [1]
− [0] × [0, 1]
(0, 0)
(0, 1) (1, 1)
(1, 0)
Figure 5: Oriented boundary of the square [0, 1] × [0, 1]
Cup products in cubical cohomology are fairly similar to their classic simplicial counterparts. At
the oriented cubical cochain level, there is a cup product graded map C∗(X)×C∗(X) → C∗(X) that
is associative, R-bilinear and is described on basis elements as follows. Firstly, for intervals [a, b] and
[a′, b′], let
[a, b] · [a′, b′] :=
{
[a, b′], if b = a′ and either a = b or a′ = b′ (or both);
0, otherwise.
Then, for elementary cubes c = I1 × · · · × Ik and d = J1 × · · · × Jk in X, the cubical cup product c · d
of the corresponding basis elements2 c, d ∈ C∗(X) vanishes if either Ii · Ji = 0 for some i ∈ {1, . . . , k}
or, else, if (I1 · J1) × · · · × (Ik · Jk) is not a cube in X; otherwise c · d is, up to a sign ǫc,d, the dual
2We shall omit the use of an asterisk for dual elements. The intended meaning will be clear from the context.
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Particularly agreeable is the fact that a finite cartesian product of cubical sets comes equipped
for free with the obvious structure of a cubical set. For instance, let T be a tree whose vertices
and edges have been ordered as described in the previous section. Orient the edges of T from the
smaller to the larger endpoint, and fix an orientation-preserving embedding T ⊂ Rt of cubical sets,
where cubes in Rt have product orientation. For instance, an oriented edge in T corresponds in Rt
to an oriented elementary cube I1 × · · · × It where all but one of the intervals are degenerate. Then,
the cartesian power T n is a (product-oriented) cubical set in Rtn. In this setting, an oriented cube
c = c1 × . . . × cn in T
n (where each ci is either a vertex or an edge of T ) corresponds in R
tn to an
oriented cube (I1,1 × · · · × I1,t) × · · · × (In,1 × · · · × In,t) where, for each i = 1, . . . , n, at most one of
the intervals Ii,1, . . . , Ii,t is non-degenerate. These considerations, coupled with the fact that cubes
of a single factor T are at most one-dimensional, yield an explicit description of cubical cup-products
associated to T and T n.
Proposition 2.1. The cup product in C∗(T ) of the duals of a pair of (oriented) cubes c and d in T
is given by the dual of




(x, y), if c = (x, y), an edge of T , and d = y, a vertex of T ;
(x, y), if c = x, a vertex of T , and d = (x, y), an edge of T ;
x, if c = d = x, a vertex of T ;
0, otherwise.
More generally, let D be a (product-oriented) cubical subset of T n. The cup product in C∗(D)
of the duals of a pair of cubes c = c1 × · · · × cn and d = d1 × · · · × dn in D vanishes provided
ci · di = 0 for some i ∈ {1, . . . , n} or, else, provided the cube c · d := (c1 · d1) × · · · × (cn · dn) is










2.2 Discrete Morse theory
Let X denote a finite regular cell complex with face poset (F , ⊂), i.e., F is the set of (closed) cells
of X partially ordered by inclusion. For a cell a ∈ F , we sometimes write a(p) to indicate that a is
p-dimensional. We think of the Hasse diagram HF of F as a directed graph: it has vertex set F ,
while directed edges (called also “arrows”) are given by the family of ordered pairs (a(p+1), b(p)) with
b ⊂ a. Such an arrow will also be denoted as a(p+1) ց b(p). Let W be a partial matching on HF ,
i.e., a directed subgraph of HF whose vertices have degree at most 1. The modified Hasse diagram
HF(W ) is the directed graph obtained from HF by reversing all arrows of W . A reversed edge is
denoted as b(p) ր a(p+1), in which case a is said to be W -collapsible and b is said to be W -redundant.
Discrete Morse theory focuses on gradient paths, i.e., directed paths in HF(W ) given by an
alternate chain of up-going and down-going arrows. Gradient paths of the form
a0 ր b1 ց a1 ր · · · ր bk ց ak and c0 ց d1 ր c1 ց · · · ց dk ր ck (5)
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are called upper and lower paths, respectively, and the gradient path is called elementary when
k = 1, or constant when k = 0. The sets of upper and lower paths that start on a p-cell a and end
on a p-cell b are denoted by Γ(a, b) and Γ(a, b), respectively. Concatenation of upper/lower paths
Γ(a, b) × Γ(b, c) → Γ(a, c) and Γ(a, b) × Γ(b, c) → Γ(a, c) is defined in the obvious way; for instance,
any upper/lower path is a concatenation of corresponding elementary paths. An upper/lower path
is called a cycle if a0 = ak in the upper case of (5), or c0 = ck in the lower case. (By construction,
the cycle condition can only hold with k > 1.) The matching W is said to be a gradient field on X
if HF (W ) has no cycles. In such a case, cells of X that are neither W -redundant nor W -collapsible
are said to be W -critical or, simply, critical when W is clear from the context. We follow Forman’s
convention to use capital letters to denote critical cells.
It is well known that a gradient field on X carries all the homotopy information of X. For our
purposes, we only need to recall the way that gradient paths recover (co)homological information.
In the rest of the section we assume W is a gradient field on X.
Start by fixing an orientation on each cell of X and, for cells a(p) ⊂ b(p+1), consider the incidence
number ιa,b of a and b, i.e., the coefficient (±1, since X is regular) of a in the expression of ∂(b). Here
∂ is the boundary operator in the cellular chain complex C∗(X). The Morse cochain complex M
∗(X)
is then defined to be the graded R-free3 module generated in dimension p ≥ 0 by the duals4 of the
oriented critical cells A(p) of X. The definition of the Morse coboundary map in M∗(X) requires
the concept of multiplicity of upper/lower paths. In the elementary case, multiplicity is given by
µ(a0 ր b1 ց a1) = −ιa0,b1 · ιa1,b1 and µ(c0 ց d1 ր c1) = −ιd1,c0 · ιd1,c1, (6)
and, in the general case, it is defined to be a multiplicative function with respect to concatenation
















 · B. (7)
In other words, the Morse theoretic incidence number of A and B is given by the number of upper
paths, taking into account multiplicity, from oriented faces of B to A.
Gradient paths give, in addition, a bridge between M∗(X) and the usual cellular cochain complex




















define (on generators) cochain maps Φ: M∗(X) → C∗(X) and Φ: C∗(X) → M∗(X) inducing coho-
mology isomorphisms Φ
∗
and Φ∗ with (Φ∗)−1 = Φ
∗
.
2.3 Abrams discrete model and Farley-Sabalka’s gradient field
Abrams discrete model for Confn T is the largest cubical subset DnT of T
n inside Confn T . In other
words, DnT is obtained by removing open cubes from T
n whose closure intersect the fat diagonal. As
usual, the symmetric group Σn acts on the right of DnT by permuting factors. The action permutes
in fact cubes, and the quotient complex is denoted by UDnT . Following Farley-Sabalka’s lead, from
3Cochain coefficients are taken in ring R since we are interested in cup-products.
4Recall we omit the use of an asterisk for dual elements.
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now on we use the notation (a1, . . . , an), and even (a), for a cube a1 × · · · × an in T
n (so each
ai is either a vertex or an open edge of T ), and the notation {a1, . . . , an}, and even {a}, for the
corresponding Σn-orbit. Beware not to confuse the parenthesis notation with a point of T
n, or the
braces notation with a set of elements of T —even if all the ai’s are vertices. The coordinates ai in
a cube (a) of DnT , or in its Σn-orbit {a}, are referred to as the ingredients of the cube. Closures of
ingredients are therefore pairwise disjoint.
DnT is a Σn-equivariant strong deformation retract of Confn T provided the following two con-
ditions hold:
1. Each path in T between distinct vertices of degree not equal to 2 passes through at least n − 1
edges.
2. Each vertex-based loop in T whose only repeated vertices are the initial and final ones passes
through at least n + 1 edges.
A tree satisfying these conditions is said to be n-sufficiently subdivided, condition that we assume
throughout the paper. This is not a real restriction as T can be subdivided as needed without altering
the homeomorphism type of its configuration spaces. The Σn-equivariance of the strong deformation
retraction above implies that UDnT is a strong deformation retract of UConfn T . Consequently, we
will switch attention from Confn T and UConfn T to their homotopy equivalent discrete models DnT
and UDnT .
For a vertex x of T different from the root 0, let ex be the unique edge of T of the form (y, x)
—recall this requires y < x. A vertex-ingredient x of a cube c (either in DnT or UDnT ) is said to be
blocked in c if x = 0 or, else, if replacing in c the ingredient x by the edge ex fails to render a cube in
the corresponding discrete model; x is said to be unblocked in c otherwise. An edge-ingredient e of a
cube c is said to be order-disrespectful in c provided e is of the form (x, x) and x+1 is an ingredient of
c; e is said to be order-respecting in c otherwise. Blocked vertex-ingredients and order-disrespectful
edge ingredients in c are say to be critical. Farley-Sabalka’s gradient field (on DnT and UDnT ) then
works as follows. Order the ingredients of a cube c by the T -ordering (as described in Section 1),
and look for non-critical ingredients:
(i) If the first such ingredient is an unblocked vertex y in c, then c is redundant, and one sets c ր c′,
where c′ is the cube obtained from c by replacing y by ey. We say that the pairing c ր c
′
creates the edge ey. In this case ey is an order-respecting edge of c
′, and all ingredients of c′
smaller than ey are critical.
(ii) If the first such ingredient is an order-respecting edge (w, z), then c is collapsible, and one sets
c′′ ր c, where c′′ is the cube obtained from c by replacing (w, z) by z. Again, we say that the
edge (w, z) is created by the pairing c′′ ր c. In this case z is an unblocked vertex of c′′, and
all ingredients of c′′ smaller than ez are critical.
(iii) If all ingredients of c are critical, then c is critical.
The ingredients of a critical m-dimensional cube are, therefore, given by:
(a) m edges (xi, xi), i = 1, . . . , m,
(b) a (possibly empty) stack of r vertices 0, 1, . . ., and
(c) for each i ∈ {1, . . . , m}, two stacks of vertices xi +1, . . . , xi +pi,1 and xi +1, . . . , xi +pi,2, where











Figure 6: Ingredients in the critical 3-cell {3 |x1, 1, 0 |x2, 2, 0 |x3, 1, 1} for the tree shown
The critical cube c of the unordered discrete model UDnT determined by the above information will
be denoted as
c = {r |x1, p1,1, p1,2 | · · · |xm, pm,1, pm,2}. (9)
Vertical bars are meant to stress the fact that each pair of parameters pi,1 and pi,2 are ordered
and attached to xi. Other than that, c is indeed a set formed by the triples (xi, pi,1, pi,2) and the
singleton r. Figure 6 illustrates a tipical critical cube.
Remark 2.2. In any arrow c ր d of Farley-Sabalka’s modified Hasse diagram, c is an even face of
d, i.e., in the notation of (3), c = δ2r(d) for some r ∈ {1, 2, . . . , dim(d)}.
Remark 2.3. By construction, Farley-Sabalka’s gradient field in DnT is Σn-equivariant and, by
passing to the quotient, it yields the corresponding gradient field in UDnT . Consequently, gradient
paths can equivalently be analyzed in either the order or unordered settings. Indeed, a gradient
path in UDnT corresponds to a “Σn-orbit” of gradient paths in DnT . We find it more convenient to
perform the gradient path analysis in DnT .
3 Gradient-path dynamics
Recall that the product orientation of a p-dimensional cube (c1, . . . , cn) in DnT depends on (the
orientation of edges in T and on) the order ci1 , . . . , cip , i1 < · · · < ip, of the edge-ingredients. In
particular, the quotient cube {c1, . . . , cn} in UDnT inherits no well defined orientation. The following
definition avoids the problem and is well suited for the analysis of gradient paths in DnT .
Definition 3.1 (Gradient orientation). We say that the edge-ingredients of a cube c(p) in DnT
or UDnT are listed in gradient order (x1, y1), . . . , (xp, yp) if x1 < · · · < xp, where the latter is
the T -ordering discussed in Section 1. The gradient orientation of c is defined just as the product
orientation, except that the gradient order of the edge-ingredients is used.
In what follows, and unless explicitly noted otherwise, we use gradient orientations. In doing so,
the definitions of the cubes δ2r(c) and δ2r−1(c) in (3) require a corresponding adjustment. Namely, if
the edge-ingredients of a p-cube c are listed in gradient order as (x1, y1), . . . , (xp, yp), then replacing
the edge (xr, yr) by the vertex yr or xr yields δ2r(c) or δ2r−1(c), respectively. Remark 2.2 and
the expression in (4) for cubical boundaries then remain unaltered. A first advantage of gradient
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orientations is that the map induced at the cochain level by the canonical projection π : DnT →




(c) · σ. (10)
(Recall we omit asterisks from element duals.) Remark 2.3 then yields:
Lemma 3.2. The following diagram is commutative:
M∗(DnT ) //
Φ














The Morse differential in UDnT is known to be trivial (see [4] or Remark 3.12 below). Therefore,
for each m ≥ 0, a graded basis of Hm(UDnT ) is given by the cohomology classes of the Φ-images of
the duals of the critical cubes (9). By abuse of notation5, the π∗-image of the cohomology class so
determined will also be denoted by the corresponding expression (9). There is no loss of information
because vertical maps in the previous diagram are injective and, more importantly, they induce
injections in cohomology (the latter assertion follows from a standard transfer argument and the
torsion-freeness of H∗(UDnT )). Therefore, Theorem 1.1 is equivalent
6 to the more precise statement:
Theorem 3.3. The image Im(π∗) of the ring monomorphism π∗ : H∗(UDnT ) →֒ H
∗(DnT ) is the
exterior face ring ΛR(KnT ), where the local-information vertices in Section 1 are given by the 1-
dimensional cohomology classes
〈r, x, p1, p2〉 :=
r∑
i=0
{r − i |x, p1 + i, p2} ∈ Im(π
∗). (11)
Remark 3.4. We use an angle-bracket notation in (11) since we have reserved the parenthesis
notation for cubes in DnT (as tuples of their ingredients). Additionally, the angle-bracket notation is
intended to stress the change of basis in (11), together with the local-information nature of vertices
in KnT discussed in Section 1.
It is transparent that the elements (11) yield a basis of H1(UDnT ); the crux of the matter in
Theorem 3.3 is the assertion about the graded basis of face-ring type for H∗(UDnT ). As a first
step, we need an explicit description of a cocycle in C∗(DnT ) that represents a given cohomology
class {r |x, p1, p2} ∈ Im(π
∗) (Proposition 3.11 below). This requires the following discussion of the
dynamics of upper-paths to critical cubes.
Definition 3.5. An edge-ingredient (x, y) of a cube c of DnT is said to be
• edge order-respecting in c, written as “(x, y) is eor(c)”, if there are no edge-ingredients (a, b)
in c with x < a < b < y.
• strongly order-respecting in c, written as “(x, y) is sor(c)”, if (x, y) is eor(c) and there is no
vertex-ingredient v in c with x < v < y.
5The context clarifies the meaning.
6We prefer to compute products in the ordered setting in view of the explicit descriptions in Subsection 2.1.
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Examples 3.6. Any edge-ingredient (x, x + 1) of c is sor(c). On the other hand, an edge-ingredient
(x, x) of c (with x an essential vertex) is sor(c) if and only if c has no ingredient (neither vertex
nor edge) in the component of T \ {x} that lies in x-direction 1. Furthermore, if (x, y) is an edge-
ingredient of a face δj(c) of some cube c of DnT , then (x, y) is sor(δj(c)) if and only if (x, y) is sor(c).
The latter observation is freely used in the proof of:
Proposition 3.7. 1. If an arrow δ2i(c) ր c in the modified Hasse diagram for DnT creates an
edge-ingredient that is eor(c) then, for any k > 2i, δk(c) is collapsible.
2. Let (x1, y1), . . . , (xp, yp) be the gradient-order listing of the edge-ingredients of a p-cube c in
DnT . If the edge (xi, yi) is sor(c), then there is no upper path starting at a face δj(c) with
j < 2i − 1 and ending on a critical cube.
Proof. 1. Say δ2i(c) ր c creates the edge-ingredient (x, y) that is eor(c). Since ingredients of δ2i(c)
smaller than y are critical, (x, y) is in fact sor(c). Thus, for k 6= 2i, 2i − 1, (x, y) is sor(δk(x)) and,
therefore, order-respecting in δk(x). On the other hand, for k > 2i, δk(c) and c have the same
ingredients smaller than y, so that all ingredients in δk(c) smaller than (x, y) are critical. Thus, by
definition, δk(x) is collapsible for k > 2i.
2. Under the stated hypothesis, assume (for a contradiction) there is a gradient path
c ց δj(c) =: c0 ր d1 ց c1 ր · · · ր dm ց cm (12)
with j < 2i − 1, m ≥ 0 and cm critical. Then (xi, yi) is sor(c0) and, in particular, (xi, yi) is order-
respecting in c0, which forces m > 0. Recursively, if (xi, yi) is an edge-ingredient of both cℓ−1 and cℓ
(and so of dℓ), and (xi, yi) is sor(cℓ−1), then (xi, yi) is forced to be (sor(dℓ) and, thus,) sor(cℓ). It is
not possible that (xi, yi) is an edge-ingredient of all the cℓ’s, for then (xi, yi) would be sor(cm), which
is impossible as cm is critical. Let k be the first integer (1 ≤ k ≤ m) for which (xi, yi) is not an
ingredient of ck —so that (xi, yi) is sor(cℓ) for 0 ≤ ℓ < k. In particular, (xi, yi) is order-respecting in
ck−1 and, thus, the vertex-ingredient v of ck−1 responsible for the pairing ck−1 ր dk in (12) satisfies
v < yi and, in fact, v < xi, since (xi, yi) is sor(ck−1). On the other hand, since the edge (u, v) created
by ck−1 ր dk is order-respecting in dk, and since ck is obtained from dk by replacing the edge (xi, yi)
by either xi or yi, the inequalities u < v < xi < yi yield that
(u, v) is order-respecting in ck too. (13)
In particular, ck is not critical, so k < m. Let w be the vertex-ingredient of ck responsable for the
pairing ck ր dk+1. By (13), we get the first inequality in w < v < xi < yi, so
• (w is an ingredient of ck) ⇒ (w is an ingredient of dk and, therefore, of ck−1);
• (w is unblocked in ck) ⇒ (w is unblocked in dk and, therefore, in ck−1).
But, by definition, v is the minimal unblocked vertex in ck−1, so v ≤ w, a contradiction.
Definition 3.8. A Farley-Sabalka pairing δ2i(c) ր c that creates an edge-ingredient that is sor(c)
is said to be of sor type; otherwise, it is said to be of branch type. An elementary path e =(
δ2i(c) ր c ց δj(c)
)
is said to be
• of falling-vertex type, if j = 2i − 1;
• of sor type, if δ2i(c) ր c is of sor type;
11
• of branch type, if δ2i(c) ր c is of branch type.
Note that, if y is the vertex-ingredient in δ2i(c) that is responsible for a pairing δ2i(c) ր c, say
creating the edge-ingredient (x, y) of c, then δ2i−1(c) is obtained from δ2i(c) by replacing the vertex
y by x. In other words, in the falling-vertex type path δ2i(c) ր c ց δ2i−1(c), the vertex-ingredient
y falls to its predecesor x. Note that elementary paths of falling-vertex type have multiplicity 1.
Proposition 3.7 implies that upper paths ending at critical cubes have a forced behavior most of
the time:
Corollary 3.9. Let γ be an upper path in DnT that ends at a critical cube. Any elementary factor
of γ of sor type is of falling-vertex type.
Example 3.10. We describe the dynamics of an upper path γ : c0 ր d1 ց c1 ր · · · ց cm that
starts at a 1-cube c0 and ends at a critical 1-cube cm. By the Σn-equivariance of the gradient field,
we can assume c0 = (u1, . . . , ui, v1, . . . , vj , (y, z), w1, . . . , wk) with
u1 < · · · < ui < y < v1 < · · · < vj < z < w1 < · · · < wk,
i.e., c0 is the representative of its Σn-orbit whose ingredients appear in the T -ordering. Note that
there is an integer ℓ ∈ {0, 1, . . . , k} such that the simple path in T from the root 0 to wi passes
through z if and only if i ≤ ℓ. By Corollary 3.9, the start of γ is forced to consist of falling-vertex
elementary paths. First, the vertices u1, . . . , ui fall, each at a time, to form a pile blocked by the
root. At this point, we see that j must be positive, for otherwise the path would have reached a
collapsible cube (in particular y must be an essential vertex and z = y). Then it is the turn of the
vertices v1, . . . , vj to fall, each at a time, to form a pile blocked by y. At this point γ arrives at a
1-cell having (y, y) as a critical edge-ingredient. So, then, it is the turn of the vertices w1, . . . , wℓ to
fall, each at a time, to form a pile blocked by y. At this point, γ reaches the 1-cube
(0, 1, . . . , i − 1, y + 1, . . . , y + j, (y, y), y + 1, . . . , y + ℓ, wℓ+1, . . . , wk), (14)
and branching can hold from this point on. The explicit options are discussed next.







• • • •
Figure 7: Cube di+1 in the branch-type pairing in Example 3.10 that creates the edge (x, x)
If ℓ = k, then (14) is already the critical ending cube of γ. Otherwise, wℓ+1 is forced to fall until γ
reaches, via some branch type pairing ci ր di+1, the 2-cube di+1 depicted in Figure 7. At this point
there are two options for di+1 ց ci+1. In the first option, ci+1 is obtained from di+1 by replacing the
recently created edge (x, x) by x, i.e., ci ր di+1 ց ci+1 is of falling-vertex type. In such a case, γ is
forced to continue with the vertex x falling until it is added to the stack of vertices blocked by the
root 0. This leaves us at a situation similar to the one at the start of this paragraph. In the second
option, ci+1 is obtained from di+1 by replacing the edge (y, y) by either of its end points. In such a
case, γ is forced to continue:
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1. with the falling of the vertices that are now unblocked in the neighborhood of y (see Figure 7),
until they form a pile of vertices blocked by x —thus making a critical situation around x—
and, then,
2. with the falling of the vertices (if any) in the x-direction 2, which form a (possibly empty) pile
of vertices blocked by x.
Again, this leaves us at a situation similar to the one at the start of this paragraph, now with the
edge (x, x) playing the role of the edge (y, y). The branching process in this paragraph then repeats
(necessarily a finite number of times) until all the vertices wℓ+1, . . . , wk have been considered.
Proposition 3.11. A cocycle in C∗(DnT ) representing the cohomology class {r, x, p1, p2} ∈ Im(π
∗)
is given by ∑
(u1, . . . , ur, v1, . . . , vp1 , (x, x), w1, . . . , wp2) · σ, (15)
where the summation runs over
• all permutations σ ∈ Σn,
• all possible vertices u1 < · · · < ur in the component of T \ {x} in x-direction 0,
• all possible vertices v1 < · · · < vp1 in the component of T \ {x} in x-direction 1,
• all possible vertices w1 < · · · < wp2 in the component of T \ {x} in x-direction 2.
Proof. By construction, the representing cocycle z we need is obtained by chasing, on the left hand-
side square of the diagram in Lemma 3.2, the dual of the (unordered) critical cube whose ordered
representative is c := (0, 1, . . . , r − 1, x + 1, . . . , x + p1, (x, x), x + 1, . . . , x + p2). By (8) and (10),
z = Φ ◦ π∗(z) =
∑
γ∈G
µ(γ) · Sγ , (16)
where G is the set of upper paths γ that start at a 1-cube Sγ and finish at a 1-cube of the form c · σ
with σ ∈ Σn. Let G
′ be the set of paths γ ∈ G all whose elementary factors are of falling-vertex type.
Since µ(γ) = 1 for γ ∈ G′, the analysis in Example 3.10 shows that the summands in (15) arise from
the summands in (16) with γ ∈ G′. It thus suffices to show
∑
γ∈G\G′
µ(γ) · Sγ = 0, (17)
which will be done by constructing an involution ι : G \ G′ → G \ G′ such that every pair of paths γ
and ι(γ) have the same origen but opposite multiplicities, i.e.,
Sι(γ) = Sγ and µ(ι(γ)) = −µ(γ) (18)
—thus their contributions to (17) cancel each other out. For a path γ ∈ G \G′, let γlast = (c ր d ց e)
denote the last elementary factor of γ that is not of falling-vertex type. In the notation of Example
3.10, e is obtained from d by replacing an edge (y, y) by either y of y, and both options are possible.
Then ι(γ) is defined so to start with the same factorization of γ into elementary paths, except for
the elementary factor γlast, for which the other end-point of (y, y) is taken, and after which the rest
of the elementary factors are of falling-vertex type —just like for γ. Note that the ending 1-cubes of
γ and ι(γ) lie in the same Σn-orbit, so ι(γ) ∈ G \ G
′. The required properties (18) follow from (the
construction and) the fact that elementary paths of falling-vertex type have multiplicity 1.
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Remark 3.12. The cancelation phenomenon in the previous proof allows us to give an easy gradient-
path explanation of the main result in [4]: the vanishing of the Morse differential in UDnT . A variant
of the cancellation phenomenon will also play an important role in our evaluation of cup products
(Proposition 5.1). Thus, in preparation for that argument, we spell out the gradient proof of:
Proposition 3.13. The Morse differential in UDnT vanishes.
Proof. By Remark 2.3, we can do the gradient path analysis directly at the level of UDnT . For a
pair of critical cubes c(k) and d(k−1), let Γ(c, d) be the set of gradient paths c ց • ր • ց · · · ց d.
By (7), we only need to construct an involution ι : Γ(c, d) → Γ(c, d) so that, for every γ ∈ Γ(c, d),
µ(ι(γ)) = −µ(γ). (Here, the multiplicity of γ ∈ Γ(c, d) is the incidence number for c ց • multiplied
by the multiplicity of the the remaining upper path • ր • ց · · · ց d.) Let Γ(c, d)fall consist of the
paths in Γ(c, d) all whose elementary factors are of falling-vertex type. The definition of the restricted
ιfall : Γ(c, d)fall → Γ(c, d)fall uses the two forms of replacing by a vertex the edge-ingredient at the
start of the path. Likewise, for Γ(c, d)branch := Γ(c, d) − Γ(c, d)fall, the definition of the restricted
ιbranch : Γ(c, d)branch → Γ(c, d)branch uses the two forms of replacing by a vertex the edge ingredient
at the last upper elementary factor that is not of falling-vertex type.
4 Cup products
Propositions 2.1 and 3.11 immediately yield:
Corollary 4.1. The product of two basis elements {r, x, p1, p2}, {r




provided x = x′. In particular, squares of 1-dimensional elements in Im(π∗) are trivial.
In order to analyze general products of 1-dimensional elements in Im(π∗), we start by tuning up
the components Ci,ε determined by essential vertices x1 < · · · < xm (Section 1). Set T0,1 := C0,1
and, for 1 ≤ i ≤ m, Ti,1 := Ci,1 ∪ {xi} and Ti,2 := Ci,2 \ Int(xi, xi), where Int(xi, xi) stands for the
interior of the edge (xi, xi). We think of Ti,ε as a possibly pruned tree. Namely, in the notation of
Section 1, the set of pruned leaves of Ti,ε is
Li,ε := B(Ci,ε) \ {xi}, (19)
and the root of Ti,1 is xi (setting x0 := 0) while, for i > 0, the root of Ti,2 is xi. Note that the trees
Ti,ε give a partition of T \
⋃m
i=1 Int(xi, xi), and that the sets of pruned leaves Li,ε give a partition of
{x1, . . . , xm}. Besides, each vertex of T , as well as each semi-open edge (x, y) \ {y} of T , belongs to
a unique tree Ti,ε.
Next we adapt the expression in (15) for usage with the Ti,ε-notation. Consider a product
{r1 |x1, p1,1, p1,2} · · · {rm |xm, pm,1, pm,2} (20)
in Im(π∗). We can assume x1 < · · · < xm (in view of Corollary 4.1), so we consider the corresponding
trees Ti,ε too. In each of the cocycle representatives
∑ (
u1. . . . , uri , v1, . . . , vpi,1 , (xi, xi), w1, . . . , wpi,2
)
· σ (21)
(1 ≤ i ≤ m), we change each of the T -ordered Σn-representatives
(u1, . . . , uri , v1, . . . , vpi,1 , (xi, xi), w1, . . . , wpi,2) (22)
by one written in the form (Bi0, . . . , B
i
m), where each B
i
j stands for the block collecting the ingredients
of (22) in the trees Tj,1 and Tj,2 (the latter only if j > 0). In detail:
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(a) Bi0 = B
i
0,1 is the tuple of vertices of (22) in T0,1 written in T -order;






i,ε is the tuple of vertices of (22) in Ti,ε written in T -order;






j,ε is the tuple of vertices of (22) in Tj,ε written in
T -order.
A cocycle representative for (20) is then given by the corresponding product expression
· · ·
(∑
(. . . , Bii , . . . , B
i




(. . . , Bji , . . . , B
j
j , . . .) · σj
)
· · · , (23)
where we have written down explicitly two generic factors, the i-th and the j-th ones, with i < j.
Note that xi is not an ingredient of any B
i
i,1, just as xi is not an ingredient of any B
i
i,2. However,
Proposition 2.1 and the fact that (xℓ, xℓ) is an ingredient of each B
ℓ
ℓ imply that, in order to have
a non-trivial product, xj must be an ingredient of every B
i
j,1, and that xi must be an ingredient of
every Bji,2. Likewise, xj cannot be an ingredient of any B
i
j,2, and xi cannot be an ingredient of any
Bji,1. We thus replace the notation in (c) by the following one, which is more in the spirit of (b):











j,2), if j < i,
where Bij,ε is the tuple of vertices of (22) in Tj,ε written in T -order, and none of which has xj or xj as























where vertical bars are used interchangeably by commas, and are intended to make reading easier.































0,1 =: B0,1 and
Bir,ε = B
j




B0,1 | (x1, x1), B1,1, B1,2 | · · · | (xm, xm), Bm,1, Bm,2
)
· σ,
where all cubes are product-oriented and σ̃ is the permutation determined by the sequence σ−1(2),
σ−1(5), σ−1(8), . . . , σ−1(3m − 1), i.e., the sequence of positions of the edges (x1, x1), . . . , (xm, xm) in




B0,1 | (x1, x1), B1,1, B1,2 | · · · | (xm, xm), Bm,1, Bm,2
)
· σ
agrees with the gradient-oriented cube
(
B0,1 | (x1, x1), B1,1, B1,2 | · · · | (xm, xm), Bm,1, Bm,2
)
· σ,
since x1 < · · · < xm. We have thus proved:
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Proposition 4.2. For essential vertices x1 < · · · < xm, the product (20) is represented in C
∗(DnT )
by the (gradient-oriented) cocycle
∑ (
B0,1 | (x1, x1), B1,1, B1,2 | · · · | (xm, xm), Bm,1, Bm,2
)
· σ, (24)
where the summation runs over all permutations σ ∈ Σn and all possible tuples Bj,ε of vertices
written in T -order that can be taken from the corresponding trees Tj,ε.
Proposition 4.4 below asserts that, for fixed subindices i and ε, the number of ingredients in each
block Bi,ε appearing in (24) is fixed, so that Proposition 4.2 fully generalizes Proposition 3.11. We
need:
Definition 4.3. Given 1-dimensional classes {r1 |x1, p1,1, p1,2}, . . . , {rm |xm, pm,1, pm,2} ∈ Im(π
∗)
with x1 < · · · < xm, consider the interaction parameters
7
R0 = R0(x1, . . . , xm) := n +
∑
xj∈L0,1
(rj − n), and
Pi,ε = Pi,ε(x1, . . . , xm) := pi,ε +
∑
xj∈Li,ε
(rj − n), for i ∈ {1, . . . , m} and ε ∈ {1, 2}.
For instance, in terms of the notation in Section 1, the m local informations 〈ri, xi, pi,1, pi,2〉
(1 ≤ i ≤ m) have a simplex interaction if and only if all the interaction parameters in Definition 4.3
are non-negative and all Pi,1 are positive.
Proposition 4.4. Blocks appearing in (24) have a well-determined number of ingredients: any block
B0,1 has R0 ingredients, while any block Bi,ε has Pi,ε ingredients. In particular, the product (20)
vanishes provided any of the interaction parameters is negative (in which case we say that the factors
of (20) do not interact).
Note that R0 +
∑
i,ε Pi,ε = n − m in Definition 4.3. Together with Proposition 4.4, this is
compatible with the fact that cubes in (24) have n ingredients. See also Corollary 4.5.





∣∣∣ · · ·










where x1 < · · · < xm < xm+1, where the number of ingredients of the blocks Bi,ε is as specified
in the proposition, and where the blocks U and Vε have rm+1 and pm+1,ε ingredients, respectively
(assuming, of course, rm+1 + pm+1,1 + pm+1,2 = n − 1). Signs and orientations have been carefully
considered in the previous discussion and, therefore, are ignored in what follows —we focus only on
block sizes. In particular we can safely assume both permutations σ and σ′ in (25) are the identity.
Let Ti,ε and Li,ε be the trees and corresponding pruned leaves determined by the vertices




i,ε be the corresponding objects determined by the vertices
x1, . . . , xm, xm+1. There are three cases, depending on whether the edge (xm+1, xm+1) belongs to
T0,1, Tj,1, or Tj,2 (j > 0), and the argument is virtually identical in each. We consider only the
situation depicted in Figure 8, where (xm+1, xm+1) belongs to Tj,1 with j > 0, in which case:
• Tℓ,2 = T
′
ℓ,2 and Lℓ,2 = L
′
ℓ,2, for ℓ ∈ {1, . . . , m};
7Our notation does not reflect the fact that the interaction parameters depend on the numbers ri and pi,ε too.
16
• Tℓ,1 = T
′
ℓ,1 and Lℓ,1 = L
′
ℓ,1, for ℓ ∈ {0, 1, . . . , m} \ {j};







• L′j,1 = Lj,1 ∪ {xm+1} and L
′





Figure 8: (xm+1, xm+1) belongs to Tj,1
By Proposition 2.1, (25) vanishes unless







 ⊔ Bj,2 ⊆ U, {xm+1} ⊔ V1 ⊔ V2 ⊆ Bj,1, and
U \










 = Bj,1 \
(
{xm+1} ⊔ V1 ⊔ V2
)
, (26)




∣∣∣(x1, x1), B1,1, B1,2
∣∣∣ · · ·
∣∣∣(xj , xj), B′j,1, Bj,2
∣∣∣ · · ·
∣∣∣(xm, xm), Bm,1, Bm,2
∣∣∣(xm+1, xm+1), V1, V2
)
where B′j,1 stands for the set in (26). The induction is complete since
|B′j,1 | = |Bj,1 | − (1 + pm+1,1 + pm+1,2) = pj,1 +
∑
xℓ∈Lj,1






shows that B′j,1 has the prescribed cardinality.
Corollary 4.5. For essential vertices x1 < · · · < xm, the product
{r1 |x1, p1,1, p1,2} · · · {rm |xm, pm,1, pm,2} = {R0 |x1, P1,1, P1,2 | · · · |xm, Pm,1, Pm,2}
holds in Im(π∗) provided the interaction parameters R0 and Pi,2 (1 ≤ i ≤ m) determined by
x1, . . . , xm are non-negative and the interaction parameters Pi,1 (1 ≤ i ≤ m) are positive (in which
case we say that the factors {ri |xi, pi,1, pi,2}, 1 ≤ i ≤ m, interact strongly).
Proof. Since the Morse differential in DnT is trivial, the product under consideration is read off
directly from the image of (24) under Φ. The hypothesis that all parameters Pi,1 are positive gives
that the only summands in (24) that are not redundant (and, therefore, that can potentially be
the target of a lower —perhaps constant— gradient path originating at a critical cube) are already
critical. The conclusion then follows from (8) and (10).
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Lemma 4.6. For essential vertices x1 < · · · < xm, non-negative integer numbers R0, P1,2, . . . , Pm,2
and positive integer numbers P1,1, . . . , Pm,1 satisfying n = R0 +
∑m









(rj − n) = Pi,ε, (i = 1, . . . , m, ε = 1, 2)
has a unique solution of non-negative integer numbers r1, p1,1, p1,2, . . . , rm, pm,1, pm,2 satisfying
n = ri + pi,1 + pi,2 + 1 and pi,1 > 0 for 1 ≤ i ≤ m.
Proof. The two equations with i = m reduce to pm,ε = Pm,ε (ε = 1, 2), which determine the value
rm = n − Pm,1 − Pm,2 − 1 since
n − Pm,1 − Pm,2 − 1 = R0 +
m−1∑
j=1
(Pj,1 + Pj,2 + 1) ≥ 0.




(rj − n) = R
′
0 := R0 −
{







(rj − n) = P
′
i,ε := Pi,ε −
{
n − rm, if xm ∈ Li,ε
0, otherwise
}





(P ′i,1 + P
′
i,2 + 1) = R0 +
m−1∑
i=1
(Pi,1 + Pi,2 + 1) + n − rm = R0 +
m∑
i=1
(Pi,1 + Pi,2 + 1) = n.
The result then follows by induction.
In view of Corollary 4.5 and Lemma 4.6, there is a one-to-one correspondence between the graded
basis of Im(π∗) consisting of elements {R0 |x1, P1,1, P1,2 | · · · |xm, Pm,1, Pm,2} and the set of tuples
({r1 |x1, p1,1, p1,2}, . . . , {rm |xm, pm,1, pm,2}) whose ingredients are ordered (meaning x1 < · · · < xm)
and interact strongly. In particular:
Corollary 4.7. The cohomology ring H∗(UDnT ) is generated by 1-dimensional classes and has
vanishing squares (by Corollary 4.1).
It is not true that a product in Im(π∗) vanishes when its factors do interact, but non-strongly.
The description of such products relies on the dynamics of lower gradient paths.
5 Lower gradient paths
Proposition 5.1. Let {r |x, px,1, px,2} and {ri |xi, pi,1, pi,2}, 1 ≤ i ≤ m, be 1-dimensional basis




















Figure 9: The four possible configurations with x < x1
Π2 := {r |x, px,1, px,2} · Π1. Assume that the factors of Π1 interact strongly and that the factors of












where R0 = R0(x, x1, . . . , xm), Px,2 = P1,2(x, x1, . . . , xm), and Pi,ε = Pi,ε(x1, . . . , xm) for ε = 1, 2
and i = 1, . . . , m.
Note that all summands on the right of (27) are basis elements. Therefore Proposition 5.1 and
the results in the previous section give an algorithmic way to asses products in Im(π∗).
Proof. Start by observing that the condition x < x1 forces one of the four configurations in Figure 9.
In any case, vertices xi with i > 1 lie either on the component of T \ {x1} in x1-direction 1 or 2 or,
else, “below” the horizontal segment joining the root and x1. This gives
Pi,ε = Pi,ε(x1, . . . , xm) = Pi+1,ε(x, x1, . . . , xm), for i = 1, . . . , m and ε = 1, 2. (28)
The configuration on the bottom left of Figure 9 is impossible given the definition of x. On the other
hand, in the two configurations on the right of Figure 9 we have P1,1(x, x1, . . . , xm) = p1, which is
incompatible with (28) and the hypothesis that the factors of Π1 and Π2 interact, strongly in the
former case. Thus, the only possible configuration is the one on the top left of Figure 9.
Complementing (28), note again by hypothesis that, in addition to having R0 ≥ 0 ≤ Px,2 and
Pi,1 > 0 ≤ Pi,2 for i = 1, . . . , m and ε = 1, 2, we also have Px,1 := P1,1(x, x1, . . . , xm) = 0. Proposi-
tions 4.2 and 4.4 then give that Π2 is represented in C




∣∣∣(x1, x1), B1,1, B1,2
∣∣∣ · · ·
∣∣∣(xm, xm), Bm,1, Bm,2
)
· σ, (29)
where the summation runs over all permutations σ ∈ Σn and over all possible blocks B∗,∗ of vertices
written in T -order and taken from the corresponding tress T∗,∗ determined by the essential vertices
x < x1 < · · · < xm. Furthermore:
(i) Each B0,1 has R0 ingredients, each Bx,2 has Px,2 ingredients, and each Bi,ε has Pi,ε ingredients.
(ii) Ingredients of each B0,1 smaller than x form a stack of vertices blocked by the root of T .
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(iii) For any xi smaller than x, all ingredients of each Bi,ε are blocked (this uses that Pi,1 > 0), so
each triple ((xi, xi), Bi,1, Bi,2) assembles a critical situation around xi.
The last two conditions hold since, as in the proof of Corollary 4.5, we can ignore redundant sum-
mands in (29) —keep in mind the configuration in the upper left of Figure 9. It follows that each












Using (8), we then see that Π2 is given in M
∗(DnT ) by the sum
∑
γ∈G
µ(γ) · Sγ , (31)
where G is the set of lower paths γ that start at an (m + 1)-critical cube Sγ and that finish at a
summand c · σ of (29) via a pairing (30). Note that each such summand c · σ supports a gradient
path λ : c · σ ց • ր · · · ց • that ends at a critical m-cube. For instance, replace the edge (x1, x1)
in c · σ by x1, and let the rest of the path consist of falling-vertex elementary factors. It follows
that the concatenation of γ and λ, and therefore γ itself , obey the rule in Corollary 3.9: any upper
elementary factor of sor type is of falling-vertex type. Such a fact is used next to analyze of (31),
mimicking the cancellation phenomenon in the proof of Proposition 3.11. Actually, as in the proof of
Proposition 3.13, it suffices to do the analysis at the level of C∗(UDnT ), which means that summands
c · σ can be replaced by orbits {c}.
As in the proof of Proposition 3.11, we start by describing the set L ⊂ G of paths whose con-
tribution in (31) gives (27). Roughly, paths in L have a single “lock” dynamics. Explicitly, for




∣∣∣ . . .
∣∣∣xm, Pm,1, Pm,2}
(recall (9)) replacing the edge (x, x) by x —this opens the lock. Then γℓ (ineluctably) continues
with the falling of the ℓ vertices blocked by x, after which γℓ ends (again ineluctably) with the
pairing that closes the lock by creating the edge (x, x) as in (30). Since the lock opening and closing
are associated to the same face (the gradient-orientated δ2-face), and since falling-vertex elementary
paths have multiplicity 1, we see from (6) that µ(γℓ) = −1. All together, we get (27).
The set of paths L is contained in a slightly larger subset L− ⊂ G. Namely, paths in L− start by
taking the face δ2 (lock opening) of a critical (m + 1)-cube of the form
{R0 − a − b
∣∣∣x, a, Px,2 + b
∣∣∣x1, P1,1, P1,2
∣∣∣ . . .
∣∣∣xm, Pm,1, Pm,2}
with a > 0 ≤ b and a + b ≤ R0, then (ineluctably) the a vertices x + 1, . . . , x + a that were blocked
by x fall, followed by the (ineluctable) falling of the b vertices x, x+1, . . . , x+b−1, to finish with the
(ineluctabe) falling of the vertex x + b until it creates the required branch-type pairing (30) —which
closes the lock. As in the case of L, paths in L− have multiplicity −1. Likewise, there is the family
L+ ⊂ G consisting of the paths that start by taking the face δ1 (inverse lock opening) of a critical
(m + 1)-cube of the form
{R0 − a − b
∣∣∣x, a − 1, Px,2 + b + 1
∣∣∣x1, P1,1, P1,2
∣∣∣ . . .
∣∣∣xm, Pm,1, Pm,2}
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with a−1 > 0 ≤ b and a+b ≤ R0, then (ineluctably) the a vertices x, x+1, . . . , x+a−1 fall, followed
by the (ineluctable) falling of the b vertices x + 1, . . . , x + b, to finish with the (ineluctabe) falling of
the vertex x + b + 1 until it creates the required branch-type pairing (30) —which closes the lock.
Note that paths in L+ have multiplicity +1. What is important to note is that, for a
′, b′ > 0 with
a′ + b′ ≤ R0, the path γa′,b′ in L− with parameters a = a
′ and b = b′ and the path γa′+1,b′−1 in L+
with parameters a = a′ + 1 and b = b′ − 1 share origen, Sγa′,b′ = Sγa′+1,b′−1 , so their contributions in
(31) cancel each other out. The only paths that remain unmatched are those in L− having parameter
b = 0, i.e., the paths in L, whose contribution to (31) has been analyzed in the previous paragraph.
Therefore, the proof will be complete once we construct an involution ι : G\(L−∪L+) → G\(L−∪L+)
such that each pair of paths γ and ι(γ) share origin and have opposite multiplicity.
By construction, L− ∪ L+ are the paths in G that
(I) start from a critical (m + 1)-cube having edge ingredients (x, x), (x1, x1), . . . , (xm, xm),
(II) take the face δ1 or δ2 of that initial cube, and
(III) before reaching the ending branch-type pairing (30), evolve by falling-vertex elementary paths.
But condition (II) is forced by conditions (I) and (III): in any gradient path e ց e′ ր · · · , all whose
upper elementary factors are of falling-vertex type, the edge ingredients of e′ are present in all further
steps of the path. Therefore G \ (L− ∪ L+) is partitioned into two sets, Gfall and Gbranch, where the
former set consists of the paths in G that satisfy (III) without satisfying (I), and the latter set consists
of the paths in G that do not satisfy (III). We actually construct involutions ιfall : Gfall → Gfall and
ιbranch : Gbranch → Gbranch with the required properties.
As noted above, for a path a0 ց b1 ր a1 ց · · · ց bk ր ak in Gfall, all edges (xi, xi), 1 ≤ i ≤ m,
must be ingredients of all the cubes aℓ and bℓ. So the path must start from a0 by replacing some
edge8 (y, y) different9 from (x, x) by either y or y. As in the proof of Proposition 3.13, the definition
of ιfall is based on the two replacing options. Likewise, the definition of ιbranch is based on the two
forms of replacing by a vertex the edge ingredient at the last upper elementary factor that is not of
falling-vertex type.
We have carefully distinguished between Im(π∗) and H∗(UDnT ) in order to describe proof argu-
ments as clear as possible. Having got a full description of these isomorphic rings, we now transfer
the notation and descriptions back to H∗(UDnT ).
6 Exterior face basis
Recall the basis of H1(UDnT ) given by the elements 〈r, x, p1, p2〉 in (11). In this section we analyze
the relationship between products
〈r1, x1, p1,1, p1,2〉 · · · 〈rm, xm, pm,1, pm,2〉 and {r1 |x1, p1,1, p1,2} · · · {rm |xm, pm,1, pm,2} (32)
when they are ordered in the sense that x1 < · · · < xm, assumption that will be in force from
now on. We say that a product in (32) is a strong interaction product if the corresponding braces
elements {r1, x1, p1,1, p1,2}, . . . , {rm, xm, pm,1, pm,2} interact strongly. The proof of our main result,
Theorem 3.3, is completed by Theorem 6.1 below, whose proof is this section’s goal.
8The asserted form of this edge comes from the fact that a0 is a critical cube.
9Actually, (y, y) must lie in the component of T \ {x} in x-direction 2.
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Theorem 6.1. An ordered product 〈r1, x1, p1,1, p1,2〉 · · · 〈rm, xm, pm,1, pm,2〉 is non-zero if and only if
it is a strong interaction product. Two strong interaction products agree if and only if they have the
same factors. A graded basis of H∗(UDnT ) is given by the strong interaction products.
Remark 6.2. Corollary 4.5 and Propositions 4.4 and 5.1 show that both products in (32) are linear
combinations of basis elements { |x1, ,  | · · · |xm, , }. Such a linear combination will be written
simply as
∑
{ |x1, ,  | · · · |xm, , }, i.e., omitting the use of coefficients. Here and below, the symbol
‘’ stands for an unspecified non-negative integer number, which should actually be positive if it
appears right after an essential vertex.
The crux of the matter in the proof of Theorem 6.1 is getting at a precise description of the
conditions that have to be satisfied by some of the unspecified integer numbers in
〈r1, x1, p1,1, p1,2〉 · · · 〈rm, xm, pm,1, pm,2〉 =
∑
{ |x1, ,  | · · · |xm, , }. (33)
With this in mind, the product in (33) is denoted by ̟ and, in connection to it, we let
R0 = R0(x1, . . . , xm) and Pi,ε = Pi,ε(x1, . . . , xm)
denote the corresponding interaction parameters. Furthermore, we set
Bi := (xi, Pi,1, Pi,2) and

Bi := (xi, , ), (34)
where the latter expression is used to represent any tuple with unspecified integer coordinates.
Additionally, the i-th factor on the left hand-side of (33) is denoted by φi. Lastly, for a non-negative
integer k, the notation k stands for a generic non-negative integer strictly smaller than k (if any).
For example, φi = {ri |xi, pi,1, pi,2}+
∑
{ri |xi, , pi,2}, whereas the second product in (32) agrees with
{R0 |B1 | . . . |Bm} under the strong-interaction condition.
The following results make use of the description of products in H∗(UDnT ) obtained in Sections 4
and 5.









B1 | · · · |

Bm}, if R0 ≥ 0;
0, otherwise.
Proof. This follows by direct inspection of the expression
(
{r1 |x1, p1,1, p1,2} +
∑




{rm |xm, pm,1, pm,2} +
∑
{rm |xm, , }
)
,
noticing that interactions occur only in the tree T0,1 (so that Pi,ε = pi,ε).





{R0 |B1 | · · · |Bm} +
∑
{R0 |x1, P1,1, P1,2 |







B1 | · · · |

Bm}, if P1,2 ≥ 0;
0, otherwise.
Proof. Interactions occur only in T1,2, so R0 = r1, P1,1 = p1,1 and Pi,ε = pi,ε for i ≥ 2. Lemma 6.3
(applied to the product φ2 · · · φm) then gives
̟ = φ1 · (φ2 · · · φm)
=
(
{R0 |x1, P1,1, p1,2} +
∑
{R0 |x1, , p1,2}
) (









where R′0 = R0(x2, . . . , xm) (so P1,2 = p1,2+R
′
0−n). The result follows again by direct inspection.
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Lemma 6.5. Assume L1,1 = {x2, x3, . . . , xm}. Then the product of 〈r1, x1, p1,1, p1,2〉 with any coho-
mology class {R |x2, p2,1, p2,2 | · · · |xm, pm,1, pm,2} vanishes provided R + p1,1 ≤ n.
Proof. We proceed by induction on R + p1,1 − n ≤ 0. For R + p1,1 = n, Lemma 4.6 and the
hypothesis show that R and the various pi,ε (1 ≤ i ≤ m) determine unique non-negative integer
numbers s2, . . . , sm giving a strong interaction product
{R |x2, p2,1, p2,2 | · · · |xm, pm,1, pm,2} = {s2 |x2, p2,1, p2,2} · · · {sm |xm, pm,1, pm,2} (35)
(so R = n +
∑m
i=2(si − n)). Proposition 5.1 then gives
{r1 |x1, p1,1, p1,2}·
(










{r1 − ℓ |x1, p1,1 + ℓ, p1,2}
(
{s2 |x2, p2,1, p2,2} · · · {sm |xm, pm,1, pm,2}
)
,
where the last equality comes from strong interaction products. This and (35) ground the inductive
argument. For R + p1,1 < n,
〈r1, x1, p1,1, p1,2〉 · {R |x2, p2,1, p2,2 | · · · |xm, pm,1, pm,2}
=
(
{r1 |x1, p1,1, p1,2} + 〈r1 − 1, x1, p1,1 + 1, p1,2〉
)
· {R |x2, p2,1, p2,2 | · · · |xm, pm,1, pm,2}
= 0 + 0,
where the former zero comes from Proposition 4.4, and the latter zero (which holds only if r1 > 0)
comes from the inductive hypothesis.
Corollary 6.6. If ̟ is not a strong interaction product, then it vanishes.
Proof. By isolating the factors φi that are involved in a faulty interaction parameter, it suffices to
consider three cases: L0,1 = {x1, . . . , xm}, L1,2 = {x2, . . . , xm} and L1,1 = {x2, . . . , xm}. The first
two cases are covered by Lemmas 6.3 and 6.4. Likewise, the case L1,1 = {x2, . . . , xm} is covered by
Proposition 4.4 if P1,1 < 0. It only remains to consider the case L1,1 = {x2, . . . , xm} with P1,1 = 0,
in which case Lemma 6.3 gives
̟ = 〈r1, x1, p1,1, p1,2〉 ·
(









where R′0 = R0(x2, . . . , xm) (so 0 = P1,1 = p1,1 + R
′
0 − n and, in particular, R
′
0 > 0). The triviality
of ̟ then follows from Lemma 6.5.
The following is an x1-direction-1 analog of Lemma 6.4:





{R0 |B1 | · · · |Bm} +
∑
{R0 |x1, P1,1, P1,2 |







B1 | · · · |

Bm}, if P1,1 > 0;
0, otherwise.
23
Proof. The case P1,1 ≤ 0 has just been discussed, so we assume P1,1 > 0. Interactions occur only in
T1,1, so R0 = r1, P1,2 = p1,2 and Pi,ε = pi,ε for i ≥ 2. Lemma 6.3 then gives
̟ = φ1 · (φ2 · · · φm)
=
(
{R0 |x1, p1,1, P1,2} +
∑
{R0 |x1, , P1,2}
) (









where R′0 = R0(x2, . . . , xm) (so P1,1 = p1,1 + R
′
0 − n). As in the proof of Lemma 6.4, the result
follows by direct inspection, though this time Proposition 5.1 needs to be used.
Lemmas 6.4 and 6.7 are particular cases of:
Proposition 6.8. Assume L1,1 = {x2, x3, . . . , xℓ} and L1,2 = {xℓ+1, xℓ+2, . . . , xm} with 1 ≤ ℓ ≤ m.
If P1,1 > 0 ≤ P1,2, then
̟ = {R0 |B1 | · · · |Bm} +
∑
{R0 |x1, P1,1, P1,2 |







B1 | · · · |

Bm},
where each expression P1,1, P1,2 stands for a pair of unspecified integer numbers q1, q2 such that
q1 > 0 ≤ q2 and, in the product ordering, (q1, q2) < (P1,1, P1,2), i.e., q1 ≤ P1,1 and q2 ≤ P1,2, without
both being equalities.
Proof. By Lemmas 6.4 and 6.7, we can assume 1 < ℓ < m. Then using Lemmas 6.3 and 6.7, we can
evaluate ̟ = (φ1 · · · φℓ) · (φℓ+1 · · · φm) as the product of
{R0 |x1, P1,1, p1,2 |B2 | . . . |Bℓ} +
∑
{R0 |x1, P1,1, p1,2 |

















Bℓ+1 | . . . |

Bm},
where R′0 = R0(xℓ+1, . . . , xm) (so P1,2 = p1,2 + R
′
0 − n). The result follows by direct inspection.
We are now ready to set up the strategy for completing the proof of Theorem 6.1. By Lemma 4.6,
Remark 6.2 and Corollary 6.6, the goal reduces to describing a partial ordering on the basis elements
{s0 |x1, q1,1, q1,2 | · · · |xm, qm,1, qm,2} of H
m(UDnT ) (recall the essential vertices x1 < · · · < xm are
fixed) such that (33) can be expressed by a congruence
〈r1, x1, p1,1, p1,2〉 · · · 〈rm, xm, pm,1, pm,2〉 ≡ {R0 |B1 | · · · |Bm} (36)
modulo basis elements that are smaller than {R0 |B1 | · · · |Bm}. The partial ordering we need be-
comes apparent by writing the conclusion in Proposition 6.8 as










B1 | · · · |

Bm}. (37)
Definition 6.9. The ℓ-th level of pruned leaves Lℓ of the essential vertices x1 < · · · < xm is
Lℓ :=
{
L0,1, if ℓ = 1;⋃
xi∈Lℓ−1
(Li,1 ∪ Li,2) , if ℓ > 1.
The interaction level of the vertices x1 < · · · < xm is the largest ℓ such that Lℓ 6= ∅. Extending
the notation in (34), let B(ℓ) denote the collection of blocks Bi with xi ∈ Lℓ, and let

B(ℓ) stand for
any collection of blocks

Bi with xi ∈ Lℓ. On the other hand, B
(ℓ) stands for any collection of blocks
(xi, qi,1, qi,2) with i ∈ Lℓ satisfying qi,ε ≤ Pi,ε for all xi ∈ Lℓ and all ε ∈ {1, 2}, and with at least one
of these inequalities being strict.
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The definition of B(ℓ) is slightly less restrictive than actually requiring B(ℓ) to be a collection of
blocks Bi with xi ∈ Lℓ. As in Proposition 6.8, the condition we want for B
(ℓ) is based on a strict
product-order inequality. The reason for this will become apparent in the proof of Proposition 6.11
below.





B(1)} in interaction level 1 (under a
strong condition hypothesis). Likewise, (37) becomes













in interaction level 2 (with L1 = {x1}, so B
(1) = B1). In full generality:
Proposition 6.11. Let x1 < · · · < xm be essential vertices of interaction level ℓ. If ̟ is a strong
interaction product, then
̟ = {R0 |B
(1) | · · · |B(ℓ)} +
∑
{R0 |B
(1) | · · · |B(ℓ−2) |B(ℓ−1) |

B(ℓ)}















Proof. The argument is by direct computation, as in the proofs of Lemma 6.3 and Proposition 6.8,
except that we can now proceed in a straightforward way since we already have Corollary 6.6. We
provide details for completeness.
The case ℓ = 1 has been observed in Example 6.10. Assume ℓ ≥ 2 with the result valid for
interaction levels smaller than ℓ. We check first the situation when L1 = {x1} (so R0 = r1), i.e.,
the generalization of (38). Let t ∈ {1, . . . , m} be such that x2, . . . , xt lie in x1-direction 1, while
xt+1, . . . , xm lie in x1-direction 2. Start with the product φ1 · (φ2 · · · φt) which, by induction, is
obtained by multiplying {R0 |x1, p1,1, p1,2} +
∑












































In the latter expression:
• R′0 = R0(x2, . . . , xt) (so that P1,1 = p1,1 + R
′
0 − n),
• the subindex ‘[1]’ in a collection of blocks means that we are only taking blocks in x1-direction 1,
• level numbering for x2 < · · · < xt starts at 2, i.e., it is compatible with that for x1 < · · · < xm,
• first summation is a sum (over j) of summations as those in (39); similar situations hold below.
Note that the interaction level in the x1-direction-1 branch might be smaller than ℓ, in which case
the corresponding collections of blocks are empty. By direct inspection (using Proposition 5.1), the














































































































where R′′0 = R0(xt+1, · · · , xm) (so P1,2 = p1,2 + R
′′
0 − n), yields (39) by direct inspection (this time
Proposition 5.1 is not needed). This completes the proof when L1 is a singleton.
In general, L1 consists of, say, vertices x1 = xi1 < · · · < xik , and we evaluate (39) as the length-k
product (φ1 · · · φi2−1)(φi2 · · · φi3−1) · · · (φik · · · φm). We have just seen that the w-th factor in such a




















































Biw and, more generally, a subindex ‘[w]’ in a collection of blocks now
indicates that only blocks in xiw -directions 1 and 2 are to be taken. The required form (39) for the
product of all these expressions follows again from direct inspection.
The partial ordering that completes the proof of Theorem 6.1 is now self-evident: Basis elements
{s0 |x1, q1,1, q1,2 | · · · |xm, qm,1, qm,2} are ordered through a level-wise lexicographical comparison (as
in Definition 6.9) of their integer ingredients. In this terms, (39) yields the required expression (36),
and completes the proof of Theorem 6.1.
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Centro de Investigación y de Estudios Avanzados del I.P.N.
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