The point feature is widely used in feature-based visual simultaneous localization and mapping (V-SLAM) or visual odometry (VO) systems, whereas the line feature is rarely explored even though it is more robust and contains more structural information than the point featue. In this paper, we propose a method of 3-D line reconstruction for stereo visual odometry with point and line features. By modeling the uncertainty of a line feature with its structural properties, the proposed line reconstruction method could refine the spatial positions of highly-uncertain lines from different stereo camera frames. The novel refinement process makes it possible to leverage a coarser but faster line detecting algorithm without loss of accuracy for the system. In the back-end optimization, the proposed method parameterizes a spatial line in a compact and decoupled way and applys a unified cost function for both point and line measurements. Extensive experiments have been conducted on different datasets and the results demonstrate that the proposed method can reconstruct a more accurate map of environments and achieve a higher speed as well as an accurate camera trajectory.
I. INTRODUCTION
Visual odometry (VO) is the technology that estimates the camera trajectory in sequential images and is the building block of visual simultaneous localization and mapping (V-SLAM). Applications of VO or V-SLAM include augmented reality, autonomous systems such as self-driving cars, unmanned-aerial-vehicles and mobile robots. Traditional VO or V-SLAM systems rely on point features to estimate the egomotion due to their simplicity in detection, description and geometric representation. However, in lowtextured or man-made environments where the extracted point features are not well-distributed or sufficient, the performance of these point-based solutions degrades dramatically and occasionally these systems even fail to work. On the contrary, line features are usually abundant in these environments and could be a prefect alternate to point features. Besides, line features are less sensitive to lighting variation and motion blur, which makes the tracking process more robust. It is claimed that the combination of point and line features could provide more geometric constraints about the structure of The associate editor coordinating the review of this manuscript and approving it for publication was Heng Wang .
the environments than either one [1] - [3] , thus leading to a more robust and stable system in a wider variety of scenarios. Considering all these issues, a point and line-based VO would outperform methods relying on either points or lines.
Incorporating line features into point-based VO or V-SLAM frameworks is challenging due to the difficulty of extracting and describing line features, which is also one of the main reasons why the solutions using line features are far less than point-based ones. This problem has been solved since the popular Line Segment Detector (LSD) [4] and Line Band Descriptor (LBD) [5] algorithms emerged. Since then, more solutions using line features have been proposed, achieving impressive performance. For example, [6] - [8] use LSD to extract line segments, [1] , [2] , [9] use LSD to detect line segments and use LBD to compute line descriptors. However, extracting sub-pixel line segments using LSD is time-consuming, preventing real-time applications. For realtime performance, a faster line extraction algorithm should be applied.
Another hindrance that prevents the line feature from being widely used is its complicated parameterization. A spatial line can be represented by its two endpoints, but extracting and tracking these endpoints accurately and reliably from consecutive frames is difficult due to occlusions or viewpoint changes. Even worse, this kind of representation may lead to ambiguity in line position optimization. The Plücker coordinates representing a line segment as an infinite line are convenient for 3-D line transformation and projection. However, most state-of-the-art systems such as [10] - [13] adopt optimization-based method which requires a minimal parameterization of variables to solve estimation problem because of its superior accuracy per unit of computing time compared to filtering-based methods [14] . Obviously the Plücker coordinates are not suitable for optimization because it has six parameters whereas a spatial line has only four degrees of freedom. The overparameterization of spatial lines will induce gauge freedoms and/or internal consistency constraints [15] . To apply unconstrained optimization, the orthonormal representation of lines with minimum four parameters is proposed and works well in optimization [15] . Unfortunately, being a representation that is not parameterized in 3-D Euclidean space, it is difficult for the orthonormal representation to make transformation or projection. In addition, [16] leverages the structural regularity of lines in man-made building environments to estimate the camera trajectory, achieving remarkably better performance than other point and/or line-based methods. In [16] , structure lines are represented in three dominant directions under the Manhattan world assumption, but this kind of parameterization would fail to work in the environments where line features are not regularly distributed. In a nutshell, no parameterization has been proposed to perfectly represent a spatial line throughout a visual simultaneous localization and mapping or visual odometry system, a combination of some kinds of representations should be adopted. According to [15] , the combination of the Plücker line coordinates and the orthonormal representation is, possibly, a superior way to parameterize a spatial line in a SLAM system.
In conclusion, how to reduce the time of extracting line features and how to parameterize a line feature so that it can be employed in different environments still remain to be settled. When talking about the two challenges, it seems that none of the works where line features are employed solves the two problems well at the same time. [1] , [2] , [6] - [9] employ LSD to detect sub-pixel line segments for the purpose of getting high-quality line features, but actually the main source of position error for a spatial line comes from its structural properties like the direction in images instead of the coordinates of its two endpoints in images, that means the cost of time using LSD doesn't compensate for position inaccuracy at all. Besides, some stereo systems like [2] , [6] neglect the uncertainty analysis of line position, as a result, the reconstructed lines with wrong positions can not be readily identified and may degrade the performance of a system. Although [1] proposed a probabilistic model for line features, it is only used for weighting reprojection errors of lines and [1] only uses two endpoints to represent a spatial line, which is not suitable for unconstrained optimization.
In this paper, we manage to solve the two problems in a stereo system. First, LSD is replaced by a coarser but faster line detecting algorithm. To make the reconstructed spatial lines more accurate, an uncertainty matrix that describes how accurate a spatial line is is used to form a line position refining module. For the representation of lines, we adopt the proposal from [15] as [2] , [3] , [17] do. Finally, a cost function that combines point and line measurements is minimized to estimate the pose of camera and optimize the spatial positions of point and line features. In summary, the contributions of this paper are as follows.
• A comprehensive uncertainty model for stereo line features and an implementation of a line position refining module. By combining a new line detecting algorithm with the proposed module, our system is able to run in a higher speed and reconstruct a more accurate line map.
• An integration of the line reconstruction method and the different line representations. The resulting stereo visual odometry system is more robust and accurate than a point-only system.
II. GEOMETRIC PROPERTIES OF LINE
In this text, the matrices and vectors are denoted as bold whereas scalars are denoted as plain letters. Column vectors are used by default. The ''[·] × '' denotes the skew-symmetric matrix of a vector in R 3 .
A. PLÜCKER LINE COORDINATES
As shown in Fig. 1 , a spatial line in Plücker coordinates can be represented as a 6-dimensional vector L = (n T , v T ) T , where v ∈ R 3 is the direction vector of the line and n ∈ R 3 is the normal vector of the plane determined by the line and the coordinate origin. Given two different points of a spatial line, with their homogeneous coordinates represented asX 1 = (x 1 , y 1 , z 1 , m) T andX 2 = (x 2 , y 2 , z 2 , n) T , the Plücker line coordinates can be constructed as follows:
where X 1 and X 2 are corresponding Cartesian representations ofX 1 andX 2 . Another way to construct the Plücker line coordinates is triangulating it from two different camera views as shown in Fig. 2 . Assuming all 3-D elements are expressed in the coordinate system of camera c 1 , the plane π 1 = (π x , π y , π z , π w ) T determined by the three points s 1 , e 1 , and c 1 can be represented as
where   π x π y π z   = s 1 × e 1 , π w = π x π y π z c 1 (3) The other plane π 2 can be determined by s 2 , e 2 , and c 2 in the same way. With the two planes known, a dual Plücker matrix L * can be computed by equation (4) and the Plücker line coordinates can be easily obtained from L * .
Represented by Plücker coordinates, a spatial line can be conveniently transformed in three dimensional Euclidean space. It is known that the rigid body transformation which consists of a rotation matrix R ij ∈ SO(3) and a translation vector t ij ∈ R 3 can be represented as
the transformation matrix of a spatial line can be deduced from T ij as
where the subscribe · ij denotes the transformation from coordinate reference system j to i. Then a spatial line can be transformed between different coordinate systems by
For projecting a spatial line to a 2D line in image, one can simply apply the following transformation
where K is the projection matrix of a line, f x , f y , c x , c y are intrinsic parameters of a calibrated camera system, and n c is the normal vector of Plücker line coordinates expressed in camera coordinate reference system.
B. ORTHONORMAL REPRESENTATION
The orthonormal representation is a minimal parameterization of a spatial line because it uses only four parameters to represent a line. Being a compact and decoupled representation, the orthonormal representation is more suitable than any other representations to be employed in the unconstrained optimization problem. The orthonormal representation (U, W ) ∈ SO(3) × SO(2) can be obtained from the Plücker line coordinates as
where U and W are represented as
Since U and W are three and two dimensional rotation matrices respectively, they can be parameterized as a threedimensional rotation vector ϕ ∈ R 3 and a scalar θ. Therefore, the representation of a spatial line with minimum four parameters can be defined as a four-dimensional vector δ l = (ϕ T , θ) T ∈ R 4 . For a more detailed geometric interpretation of the minimum four parameters, the reader is referred to [15] .
When using the minimum four parameters for a spatial line in the back-end optimization, the orthonormal representation of a spatial line can be updated as U ← exp(δ ϕ)U and W ← W R(δθ), where δϕ, δθ are small increments on ϕ, θ respectively, the hat operator( ·) forms a 3 × 3 skewsymmetric matrix of a vector in R 3 , and exp(·) is the exponential map of a matrix. Once the orthonormal representation is updated, the new Plücker line coordinates can be acquired by
where u i is i th column of U . 
III. LINE FEATURE RECONSTRUCTION
In this section we will first introduce how to reduce the compution time of line detecting and matching. After that, the process of modeling the uncertainty of a stereo line feature will be explained in detail. Finally, how to refine the spatial position of a line by using its uncertainty is introduced.
A. LINE FEATURE DETECTING AND MATCHING
To reduce the computation time of line feature detecting, the Fast Line Detector (FLD) algotirhm [18] instead of the Line Segment Detector (LSD) [4] is employed to extract line features from images. It is claimed that FLD works faster than LSD at expense of a poorer performance in detecting meaningful lines, but the experiments from [19] show that there is no apparent performance degradation between the two detecting algorithms, which motivates us to adopt FLD for detecting line segments. As shown in Fig. 3 , the performance of line detecting using FLD and LSD is validated on three different scences. The left three figures show the line features detected by FLD whereas the right three figures show the line features detected by LSD. Obviously, both the two line detecting algorithms are able to detect the line features that correspond to real straight lines in environments, but FLD is more likely to detect the curves that are near to straight lines. The detected curves may degrade the performance of a system, however, these curves usually possess bad spatial positions and thus can be easily recognized from different camera views. In a nutshell, it is possible to employ FLD to detect line features without corrupting the systems by leveraging some line refining strategies.
For the line feature matching, first the LBD descriptors [5] are computed for all detected line features, then these line features are matched in a stereo frame. In a stereo frame, matches in the right image will be found for the line features in the left image and vice verse. Two line features are regarded as a match only if they are mutually best matches. Besides, to maintain high-quality matches for the system, two lines are regarded as a mismatch if the length of one line is more than twice longer than the other no matter how small their descriptor distance is. As for the line matching between two consecutive stereo frames, the same strategies are adopted except one that two lines are not a match if the distance of their midpoints on image plane is larger than a given threshold.
B. UNCERTAINTY CALCULATION OF SPATIAL LINE
A spatial line in a stereo frame can be reconstructed by its two endpoints in the left image. As shown in Fig. 4a , assuming a line segment l left in the left image has been matched with a line segment l right in the right image, the line l right = (l a , l b , l c ) T can be obtained from the homogenous coordinates of its two endpoints. In a rectified stereo frame, a point in the left image and its correspondence in the right image share the same y coordinate, as a result, the corresponding point in the right image can be obtained by intersecting l right and the line l y=y , where y is the y coordinate of the left point.
With the two endpoints of l left represented as p s = (x s , y s ) T , p e = (x e , y e ) T respectively, the x coordinates of their corresponding points in the right image can be acquired as
then the disparities of p s , p e are represented as disp s = x s −x s , disp e = x e − x e , and the depths of p s , p e are obtained by
where b is the baseline of the stereo configuration.
With d s known, the endpoint p s can be back-projected to its 3-D point P s by
Compared with 3-D points, the spatial lines reconstructed from a stereo frame are less stable especially for the horizontal lines in images. For point features in a stereo frame, the larger their disparities are, the smaller their spatial position error is, whereas it is not true for line features because the position error of a nearly horizontal line is usually larger than that of a vertical line even though the nearly horizontal line is much closer to camera than the vertical line. This can be explained by Fig. 4a . Typically the true line segment l right is disturbed by sensor noise and/or error of line detecting algorithm, thus its measurement l right would differ from l right . The noisy l right causes error of x s and x e . For a close-by horizontal line, only small disturbance could bring large error of x s and x e . Consequently, close-by horizontal lines suffer larger position error than close-by vertical lines. As shown in Fig. 4b , the red lines have smaller angles than blue lines, and their positions are less accurate than these of bule lines as shown in Fig. 4c and Fig. 4d . To correctly model the uncertainty of a spatial line reconstructed from a stereo frame, the structural properties of a stereo line should be taken into account.
Considering the equation of P s with respect to p s is known, the Jacobian J P s can be derived out, and the uncertainty matrix of P s can be calculated out by the method of propagation of covariance, which is represented as
where cov(p s ) is the uncertainty matrix of p s and is modeled as bi-dimensional Gaussians with standard deviations σ x = σ y = 1 pixel in the image plane. To make the uncertainty matrix more intuitive, we further transfer it into a scalar called entropy following (17) in [20] . As for the other endpoint P e , its entropy σ e can be acquired in the same way. For a spatial line reconstructed from a stereo frame, it could be regarded as an accurate line if both its σ s and σ e are small enough.
C. IMPROVING ACCURACY OF SPATIAL LINE
A spatial line is initialized as an unstable landmark in its first keyframe, but if both the entropies σ s and σ e from its two endpoints are below a given threshold σ th , it is directly initialized as a stable landmark. For the unstable line landmarks, a line position refining process will be employed to refine these line landmarks by making use of the information from the coming stereo frames as shown in Fig. 5 . Everytime a new stereo frame comes, if an unstable line landmark has a match with a line feature in the new frame, the spatial position of this line landmark will be updated by a module called line position updating and if the updated position is accurate enough, the line landmark will become stable and be added to landmark map. The core of the line position refining process lies on the module of line position updating. Algotithm 1 depicts the process of line position updating module. For an unstable line landmark l i , it is updated as: if both σ s and σ e of its matched line feature in current frame are smaller than σ th , which means the position reconstructed from this frame is accurate enough, the position of l i will be replaced by the position from current frame and l i will be accepted as a stable landmark (line 3 -5). Otherwise, the position of l i should be updated by choosing the more accurate one between its original position and the position from current frame. To update l i , the average reprojection error of its original position to current frame and its covisible keyframes is caculated, which is represented as e i . Besides, the average reprojection error of the position from current frame is also calculated and is represented as e j . Then the position with smaller reprojection error will be used to update l i (line 7 -9). Finally, for an unstable line landmark that is observed by at least three keyframes, it can become stable when its least average reprojection error is below a given threshold e th (line 13), otherwise the unstable line landmark will become stable after being assigned a new position that is triangulated from current frame and covisible keyframes (line 15 -16) .
Algorithm 1 Line Position Updating
Input: Unstable landmark l i , stereo frame F j , keyframes i Output: l i with improved position 1 F j is current frame, i are covisible keyframes of l i ; 2 /* Begin to update line position */ 3 if σ s < σ th and σ e < σ th then 4 update l i with the position from F j ; 
IV. EXPERIMENTS A. SYSTEM IMPLEMENTATION
To verify the performance of the proposed line refinement method, we have integrated our method into a stateof-the-art point-based SLAM system, ORB-SLAM2 [11] . ORB-SLAM2 is a complete and versatile SLAM system that contains loop closing, it supports for monocular, stereo and RGB-D cameras. In this paper, we aim at demonstrating the effectiveness of our line refinement method for stereo visual odometry, so we disable the loop closing function and modify the stereo ORB-SLAM2 system to realize our point and linebased visual odometry -sPLVO.
As shown in Fig. 6 , the pipeline of sPLVO highly resembles that of ORB-SLAM2 in tracking thread and local mapping thread. For making our pipeline more clear, we next briefly review the differences between sPLVO and ORB-SLAM2 in tracking and local mapping thread.
1) TRACKING
In tracking thread, a line feature detecting and matching submodule is added to form a feature detecting and matching module with the original point feature detecting and matching module. To reduce the computation time of feature detecting and matching, four threads are launched to extract point and line features in parallel and then two threads are launched to match point and line fuatures in a stereo frame as well as between two stereo frames. In the pose optimization module, line features are also leveraged to estimate the pose of current frame. A line position refining module introduced in Section III is inserted between the pose optimization module and the keyframe decision module. After the pose optimization, the refined pose of current frame will be used by the line position refining module in finding and optimizing many line features to the extent limited by the pose accuracy. As for the keyframe decision module, we keep the same strategies as in ORB-SLAM2 except the one that new keyframe should be created when the number of tracked line features in current frame from map is less than half of the total detected line segments in current frame.
2) LOCAL MAPPING
In local mapping thread, a submodule called mapline culling is inserted into the feature process module. When a new keyframe is generated, some maplines observed by this new keyframe may have large reprojection error on this keyframe and the mapline culling module will find out and cull these maplines. Considering the fact that the number of culled maplines from a keyframe is usually small, it takes a little time(no more than 1 milisecond in our experiments) to perform mapline culling process, so no parallel trick is adopted and the mapline culling module is executed when the mappoint culling and creating module is finished. The original local bundle adjustment (BA) module in ORB-SLAM2 optimizes the variables including camera poses and point landmarks in a covisibility graph by minimizing a cost function about the reprojection error of point features. The optimization process will become more complicated when line features are incorporated. First, a proper residual function about a line feature should be defined, here we directly adopt the commonly-used error model of point-to-line distances, which is defined as the distances between the two homogenous endpointsx s andx e of a line segment on image plane to the reprojected line l. By stacking the two distances into a two dimensional vector, the residual function of a line is represented as ρ l (e T l k,j Σ −1 l k,j e l k,j ), (19) where the left part of f is the residual functions about point features and the right part is the residual functions about line features. ρ p , ρ l are robust Huber cost functions, and Σ −1 p , Σ −1 l are the inverse covariance matrices of points and lines respectively.
By minimizing the cost function f , the camera poses, point landmarks as well as line landmarks can get their optimal values. In this paper, optimization-based method is leveraged to solve the estimation problem. It is known that Jacobians play an important role in iteratively solving problem, as a result, the Jacobians about camera poses, point landmarks and line landmarks should be deduced. The Jacobians of e p with respect to the camera pose and the point landmark are already derived in ORB-SLAM2, only the Jacobians of e l with respect to camera pose and line landmark should be deduced. For representaions of the Jacobians about e l , readers can refer to Appendix for more details. Once all the Jacobians about the cost function are known, the optimization of camera poses, point and line landmarks can be implemented by using the open source graph-optimization-based framework [21] .
B. EXPERIMENT RESULTS
We evaluate the performance of our method on EuRoC micro aerial vehicle (MAV) datasets [22] and it3f dataset [17] . EuRoC datasets were collected by an MAV in two indoor scenes where irregularly distributed lines are abundant, the datasets contain stereo images from a global shutter camera at 20Hz. Each dataset provides a ground truth trajectory given by the VICON motion capture system. All the extrinsic and intrinsic parameters are also provided in the datasets. It3f dataset contains a stereo image sequence taken from an indoor corridor. In this sequence, the camera traveled the corridor loop twice but no ground truth trajectory is provided, about half of the data containing one loop is used. In experiments, the number of point features from one image is set to 800 and the maximum number of line features is set to 100. Inspired by the method of close points decision in [11] , the entropy σ th is decided as follows. First the reference entropy threshold is calculated from an imaginary 3D point lying on a line. The point projects to the center of the left image, and its depth is preset as 35 times of the stereo baseline, and the projected line on the right image has a slope of 45 degrees. After that, the σ th is adjusted according to experimental results. One can reduce σ th to keep more accurate spatial lines. In our experiments, σ th is set to −9.56. All the experiments are run on an Intel Core i7-6700HQ CPU @ 2.6GHz and 16GB RAM.
1) ACCURACY OF MAP
The first experiment is designed to qualitatively validate the performance of the proposed sPLVO system in map building. We compare our approach with PL-SLAM [23] by employing its open source implementation, which is a complete point and line-based stereo SLAM system that has a loop closing module. Although our sPLVO system is only a visual odometry, which means it usually suffers larger trajecory drift than those SLAM systems with loop closing, we still use the PL-SLAM to generate map without disabling its loop closing function and compare its point-and-line map with our map.
As shown in Fig. 7 , the structual information of a room from the V1-01-easy sequence is depicted by Fig. 7a and Fig. 7b . The sequence is rich of line features and is extremely suitable for testing algorithms of line reconstruction. To build maps of the room, our sPLVO system and PL-SLAM are run on this sequence respectively. Fig. 7c shows the reconstructed map from our sPLVO system and Fig. 7d shows the map from PL-SLAM. Apparently, the line segments in our map clearly depict the structural information of the room, the details of the map shown in Fig. 7e and Fig. 7f prove that our map is accurate enough, whereas the line map from PL-SLAM contains too many outliers as well as repetitive lines. The poor performance of line reconstruction in PL-SLAM shows that a line refining process is necessary and important for a line-based or point and line-based system. Further, we have also compared our sPLVO system with PL-SLAM on other sequences and all the results indicate that the proposed line position refinement method can help build a more accurate line map than PL-SLAM.
2) TRAJECTORY ACCURACY
To quantitatively evaluate the accuracy of the trajectory estimated by our sPLVO system and prove that the systems using line detecting algorithm (FLD) work as well as ones TABLE 1. The root mean square error(RMSE) of the absolute pose error(APE) about the translation error and rotation error. The proposed system is compared with ORB-SLAM2 whose loop closing is disabled.
using LSD in accuracy, two experiments are conducted on EuRoC datasets respectively. First our sPLVO system is compared with ORB-SLAM2 for evaluating the accuracy of the estimated trajectory. Although some stereo visual systems based on point and line features such as [2] , [6] , [23] have been proposed, there are no available open source implementations of [2] , [6] and the two algorithms do not test their algorithms on EuRoC datasets. As for [23] , its opence source implementation is available, but [23] does not claim to obtain more accuracy than ORB-SLAM2 in EuRoC datasets at all. Instead, the system of [23] performs similarly with ORB-SLAM2. In the circumstances, ORB-SLAM2 is chosen as our benchmark. For fairly comparison, the loop closing function of ORB-SLAM2 is disabled. To demonstrate that there is no accuracy degradation for the systems using FLD, the line detecting method in our sPLVO systems, which is FLD, is replaced with the LSD method and the modified system is called sPLVO-LSD. Our sPLVO will be compared with sPLVO-LSD on trajectory accuracy. Both sPLVO and sPLVO-LSD detect ORB [24] point features.
In experiments, the absolute pose error (APE) is chosen as the evaluation metric, which directly compares the trajectory error between the estimation and the ground truth. Fortunately, the open source package evo [25] provides an easyto-use interface to caculate APE for odometry and SLAM systems, so we employ this tool to make comparisons. Table 1 shows the root mean square error (RMSE) of translation and rotation in comparing our system with ORB-SLAM2. For translation error, our sPLVO system works better in five sequences especially in V1-03-difficult and V2-02-medium sequences, which are two most challenging sequences among the eight tested sequences because of fast device motion and abrupt lighting change. For example, as shown in Fig. 8 , the environment in V1-03-difficult suffers from lighting change and motion blur, but line features are still detected and matched robustly. The matched lines provide more constraints for pose optimization. As a result, the translation error of our system on V1-03-difficult sequence is reduced by at least 3 centimeters compared with ORB-SLAM2. In contrast, when tested on V1-02-medium, MH-01-easy and MH-02-easy sequences, there is no significant improvement for our point and line-based system compared with point-based ORB-SLAM2. The reason for this is VOLUME 7, 2019 that neither illumination change nor motion blur is presented in the three sequences, thus only point features can lead to an accurate trajectory. Besides, although ORB-SLAM2 achieves better performance in two sequences, the difference between ORB-SLAM2 and sPLVO is too small to make sense. For rotation error, our sPLVO system seems to perform worse than ORB-SLAM2 in most sequences, but the order of the difference for rotation error between two systems is minus three, which means our system performs similarly with ORB-SLAM2 in rotation error. From these experiments we can draw the conclusion that our point and line-based system achieves more accurate and robust performance than pointbased ORB-SLAM2 system whose loop closing is disabled especially in light-varying and/or motion-blur scenarios. Table 2 shows the RMSE of translation and rotation when comparing our system with sPLVO-LSD. The results show that our sPLVO system achieves almost the same accuracy in terms of translation error on the listed sequences except the V1-03-difficult sequence where the translation error of our system is apparently smaller than that of sPLVO-LSD. For the rotation error, our sPLVO system performs worse than sPLVO-LSD again, but the difference of rotation error on each sequence is still too small to prove the accuracy degradation of our method. Summarily, the experimental results demonstrate that the LSD method can be replaced by FLD without loss of accuracy if employing a line refining process for the system.
To further evaluate the performance of our system in manmade environments, we also run sPLVO on it3f dataset and qualitatively compare sPLVO with ORB-SLAM2 on trajectory accuracy as no ground truth trajectory is provided. Compared with the start pisition, if the end position of a trajectory suffers less drift especially in the y direction than another trajectory, then the trajectory with less drift is regarded as a more accurate one. Fig. 9 shows some images from it3f dataset, the three images show that the corridor is lowtextured. Fig. 10 shows the trajectories estimated by sPLVO and ORB-SLAM2. Fig. 10a is the top view of the estimated trajectories and Fig. 10b is the side view of the trajectories. The point with zero coordinates is the start point and the other FIGURE 10. Trajectory comparison between our algorithom and ORB-SLAM2 [11] . The start and end position is drawn with a green rectangle and red crosses, respectively. (a) is the top view of the estimated trajectories, the scene corresponding to the red circle is shown in the Fig. 11. (b) shows the side view of the two trajectories. is the end point. The results show that our sPLVO outperforms ORB-SLAM2, which demonstrates the benefit of including line features in low-textured and man-made environments. One reason accounting for this is that points detected from such scenarios are small and not evenly distributed, which would degrade the performance of system, but line features are abundant and could provide more constrains for system. For example, sPLVO has less drift in y direction than ORB-SLAM2, the main reason is that the addition of line features provides more information on corners of the corridor. As shown in Fig. 11a and Fig. 11b , the second corner has low illumination and low texture, the points reconstructed from this corner (shown in Fig. 11c ) are small and not accurate enough due to fewer observations and larger scene scale compared with other scenes in corridor. However, line features from this corner are able to provide more constraints and thus help reduce trajectory drift. Note that although our sPLVO has less drift than ORB-SLAM2, there is still large drift(about 1.2 meters in y direction), a possible solution to further reduce the drift may be applying more constraints from lines like [16] .
3) RUNTIME
The average computation time of sPLVO, sPLVO-LSD and ORB-SLAM2 is also compared in this part. As shown in Table 3 , the proposed sPLVO system has a much higher speed of processing one frame than sPLVO-LSD system, which is because that the FLD algorithm can detect line features at a higher speed than LSD. What's more, our sPLVO system can keep a relatively stable speed among different sequences, whereas the speed of sPLVO-LSD system on different sequences changes dramatically even though all the sequences have the same resolution of images. The reason for this is that FLD extracts lines from Canny edges [26] , whereas LSD extracts lines from pixels around lines. As a result, it will take much more time for LSD to detect meaningful lines if there are too many edges in image. Compared with ORB-SLAM2, our sPLVO system works at a lower speed in four sequences but a higher speed in the other four sequences. Generally, the ORB-SLAM2 should run faster than our system on every sequence, but it seems that there is some conditions to speed up our system when incorporating line features, which remains to be explained as our work progresses. In conclusion, the results in this part demonstrate that our sPLVO system can work faster than the systems using LSD and run in real time.
V. CONCLUSION
In this paper, we have proposed a novel method of 3-D line reconstruction for point and line-based stereo visual odometry system and implemented a sPLVO system based on ORB-SLAM2. By leveraging a faster line feature detecting algorithm (FLD) instead of the widely used LSD and introducing a line position refinement process that considers the uncertainty of a spatial line, the proposed system is able to work in real time without loss of accuracy and produce an accurate line map. Our approach was tested on EuRoC MAV datasets and it3f dataset. The experimental results show that our proposal can build a more accurate map than PL-SLAM and outperform ORB-SLAM2 whose loop closing is disabled in terms of accuracy and robustness in challenging environments.
For future work, we plan to strength our system with a loop closing module so as to build a globally consistent map of landmarks. Besides, the information of IMU could also be integrated to make a more robust point and line feature-based visual-inertial system.
