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Abstract
Unmanned Aircraft, which are often referred as Remote Piloted Aircraft (RPA), Unmanned Aerial
Vehicle (UAV) or Unmanned Aerial System (UAS), are a crucial technology in the future growth of
industry. The seamless integration will depend on many technological advancements, and Sense and Avoid
is considered the pinnacle of these. This paper presents an overview of the most significant developments
in Sense and Avoid conducted at Queensland University of Technology, Australian Research Centre for
Aerospace Automation in recent years. Our motivation has been the development of an electro-optical
approach suitable for small to medium unmanned aircraft having challenging size, power and weight
constraints. As such, we have created a system consisting of two main functional elements including a
detection module and a decision and control module. A number of functionalities within each module are
demonstrated in simulations and real-world flight test using fixed-wing as well as rotary wing platforms.
We provide a brief description of the outcomes of each of the development phases of this program.
Keywords: Unmanned Aerial Vehicle, Unmanned Aircraft System, Sense and Avoid, See and Avoid,
Hidden Markov Models, Image-based Visual Servoing
I. INTRODUCTION
The requirement for a collision avoidance or Sense and Avoid (SAA) capability onboard unmanned
aircraft has been identified by leading government, industry and regulatory bodies as one of the most
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Fig. 1. SAA system development timeline (a) Automated detection components including flight trials involving Unmanned
Aircraft System (UAS) and General Aviation (GA) Aircraft (b) Automated decision and control components.
significant challenges facing the routine operation of unmanned aerial systems (UAS) in the national
airspace [1]. Organisations such as the International Civil Aviation Organisation (ICAO), Federal Aviation
Administration (FAA), Radio Technical Commission for Aeronautics (RTCA) and EUROCONTROL have
all recognised the critical need for a SAA capability onboard unmanned aircraft. The full potential of
UAS are unlikely to be realised unless SAA issues are adequately addressed. Several SAA solutions have
been prototyped and demonstrated in recent years [2]. Some of these solutions use cooperative approaches
whereas others adopt non-cooperative approaches that exploit passive sensors (e.g. electro-optical cameras)
and/or active sensors (e.g. radar). SAA solutions have also been shaped by the challenging size, weight
and power (SWaP) limitations of unmanned aircraft platforms.
Within the most notable existing solutions to this problem [3, 4, 5, 6, 7, 8, 9], our research has the
distinctive attribute of being the only work addressing the vision-based SAA providing an end-to-end
solution. We address the detection as well as the avoidance part of the SAA. Our work places particular
emphasis on validation though real world flight tests, using small to medium unmanned aircraft as well as
general aviation aircraft (Cessna 172). Performance metrics and onboard data have been made available
to the research community for benchmarking opportunities. Complementary to our research, there has
been a recent work in which detection and avoidance are used together in a framework that focus on
cluttered environments [10].
Our work currently being conducted at the Australian Research Centre for Aerospace Automation
(ARCAA) is developing a cost-effective vision based SAA system for small to medium sized fixed wing
UAS collision avoidance. Due to the relatively low cost and SWaP advantages of vision sensors over
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3alternatives such as TCAS and radar, our program has focused on a machine vision based SAA solution.
The key challenges associated with the use of machine vision include: 1) the need to properly account for
unpredictable lighting and atmospheric conditions in an airborne environment; 2) compensating effectively
for image jitter and sensor ego-motion; 3) processing high resolution image data onboard the aerial
platform in real-time; and 4) extracting appropriate situational awareness and determining appropriate
collision avoidance strategies. Challenges 1) and 2) have been partially addressed through innovative
new algorithms which exploit the power of hidden Markov models, relative entropy rate concepts, and
morphological filtering techniques [11] (for sky-region aspects). Challenge 3) has been addressed by
harnessing the parallel processing capabilities of graphic processing units (GPUs) [12]. Challenge 4)
has been partially addressed through proposal of bearing only collision avoidance strategies, but there is
ongoing work on developing more sophisticated situational awareness from vision information.
An overview of the technology development timelines for both the detection and decision and control
components is shown in Fig. 1. The increasing capability of the detection component as we moved from
initial feasibility evaluation on desktop machines to real-time in-flight visual aircraft detection is shown
in (a). Key algorithm developments for the decision and control component are shown in (b). Each
development highlighted in this figure is described in more detail in the following sections.
II. DETECTION APPROACH
A. Automated Detection
Early studies [13, 14, 15] on the basis of ground based and synthetic data sets, illustrated the basic
feasibility of vision based aircraft detection using a two stage processing approach involving a spatial
filtering stage emphasising small point sized aircraft, and a temporal filtering stage emphasising objects
that persisted in the image at some location over multiple image frames. However, this initial work
identified several challenges that needed to be resolved. These challenges included the unsuitability
of synthetic vision data for high quality characterization of detection algorithm performance [14, 15],
the difficulty in achieving safe collection of sufficiently extensive mid-air collision airborne data sets
to allow detailed performance characterization [11], and the difficulty in achieving high probability of
detection with low false alarm rates, e.g. the 3 false alarm per engagement reported in [16] would not be
operationally acceptable. The structure of the vision based detection approach that emerged from these
initial studies is shown in Fig. 2.
Following the demonstration of basic feasibility, there was extensive investigation of various system
components. In particular, we conducted extensive investigation of morphological based approaches in
the spatial filtering stage, including: closed-minus open (CMO) [14], preserved-sign[14], bottom-hat [17],
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Fig. 2. System diagram showing the two main processing stages. Within each, there are a number of modules working primarily
in a pipeline.
adaptive contour morphological filtering [17], morphological reinforcement [17], and various structuring
element designs.
These studies illustrated a moderate performance sensitivity to the choice of morphological filtering
approach (with CMO and bottom-hat emerging as the best reasonable choices) and structuring element
(which was dependent on the expected aircraft pixel size at detection). However, variation in detection
performance was less significant than design choices in the other stages of the filtering approach. These
studies also illustrated that the choice of morphological approach was not decoupled from design of the
temporal filtering stage [17] (that is, you should not tune the morphological filter without evaluating the
whole end-to-end performance of the detection system).
We also conducted an extensive investigation of two competing temporal filtering approaches including
hidden markov model (HMM) filter and dynamic programming [11, 14, 18]. These studies established that
both approaches achieve similar detection ranges, with the HMM filtering approach providing superior
false alarm performance. We therefore selected HMM filtering approaches for further investigation and
refinement.
The key characteristic of a HMM temporal filter is encoded in its internal probabilistic model of inter-
frame aircraft motion. This can be thought as a patch of relative motion that an observed aircraft can
take between frames [11, 18]. For example, an aircraft might be expected to move less than 1 pixel in
any direction, as shown in Figure 3 (a). Our next development step was to investigate how to best design
HMM filters so that they are able to handle the range of possible aircraft motions. This lead to the idea
of using HMM filter banks [14, 19]. Rather than use a single filter that allows 1 pixel of motion in any
direction, we investigated using a bank of filters where each filter has been specially designed for a subset
of possible motions (e.g. each filter might look for motion in one of the following directions, South East
(SE), North East (NE), etc. see Figure 3 (b)) [11, 18]. Then, a detection alert would be declared if any
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Fig. 3. HMM filter describes the expected aircraft motion between consecutive images through a set of possible transitions
which we term a patch. Hence, a single HMM filter might use a single patch to allow motion in any direction as shown in
sub-figure (a), or a bank of HMM filters might be used where each filter is specifically designed for a sub-set of directions as
shown in sub-figure (b).
of these individual filters detected an aircraft. Our studies established that such a collection of filters
could be designed for better detection performance, and lower false alarm rate, than a single filter whose
design allows motion in all directions.
To support these new HMM filter bank structures, and to justify filter design choices, we developed
HMM filter analysis design techniques based on relative entropy and other information theoretic concepts
[19, 20, 21]. This investigation of temporal filtering established robust designs of these HMM based
temporal filters, and illustrated that detection performance would only be moderately sensitive to internal
filter parameter choices (thus do not require extensive parametric tuning to work, which is important
from a practical implementation perspective).
B. Image stabilization
Inter-frame stabilisation is a key stage in the processing pipeline. It aims at removing unwanted pixel
motion (pixel jitter) caused by camera vibrations or aircraft motion. This process facilitates tracking
the target by ensuring that pixel motion is primarily caused by target displacement in the image and
not by external factors such as mechanical vibrations. During the course of this research we have
implemented two types of stabilisation approaches and conducted studies on the impact of these techniques
on the detection performance [11, 18, 47]. The first technique stabilises the image using the attitude
angles provided by an inertial navigation system (GPS/INS). This approach, whilst it is reliable and
straightforward, depends on the quality of the GPS/INS, SWaP and cost associated with it. The second
stabilisation technique uses pixel values derived from intensity changes between frames or caused by
salient features. Tracking these changes over time allows the estimation of image motion (and camera)
that can be used to compensate for this motion. An overview of the hardware and stabilisation techniques
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6can be found in [11, 18].
Adopting a given stabilisation approach requires aircraft’s size consideration, thus budgets (power,
weight, size, etc) and design tradeoffs play a key role to achieve the required performance accuracy
while remaining within budget. For instance, image based approaches require additional computational
effort but are relatively inexpensive, light weight and do not require significant onboard power, therefore
are well suited in small to medium unmanned aircraft. Conversely, stabilisation using GPS/INS depends
on good accuracy that it is often found in expensive, complex and sometimes bigger hardware, but offer
certainty of stabilisation performance regardless of signal environment. As GPUs and CPUs become more
efficient, we envisage image based approaches to become the preferred solution.
In terms of performance characterisation due to image jitter, in [18] we studied the impact of self-
motion in the airborne imaging environment on algorithm performance. We found that unless the inter-
frame motion after stabilised was less than the HMM patch size, then the filter bank would fail to issue
an alert. In fact, system performance was much more sensitive to inter-frame image stabilisation than
any of the other design parameters. This is an area of current investigation.
C. Flight trials
Collecting suitable data to evaluate the algorithm’s ability to detect mid-air collision encounters is
challenging. In [18] we reported a procedure to conduct encounters between two medium size fixed-wing
UAS, as collecting sufficient volumes of data was challenging using UAS. Following, we then developed
flight test procedures for the capture of suitable data using two manned general aviation (GA) aircraft as
surrogate data collection platforms on near collision course encounters [11]. This allowed us to collect
larger data sets (including data to evaluate false alarm performance of algorithms). Figure 4 shows some
of the aircraft used in this research, for additional details on the sensor configuration and hardware details
see [18, 23, 24].
D. Automated Situational Awareness
More recently, we have been working on expanding our capability (which we term an automated
situational awareness capability) to develop more refined information about any potential mid-air collision
aircraft so that better collision avoidance actions can be undertaken. Refined information might include,
aircraft heading, aircraft range, location, velocity, and the provision of alerts in the event of aircraft
maneuvers.
Initial progress has been made on using HMM filter output in novel ways with track-before-detect
estimation of image-plane heading information using relative entropy. As a result, information theoretic
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7(a) UAVs and Mobile operations centre [23]. (b) Multirotor used during indoor
decision and control experiments [24].
(c) Details of the camera used onboard (d) Manned aircraft used during flight testing
the ARCAA’s Cessna. ARCAA’s Cessna (right) with camera and target aircraft (left) [11, 18].
Fig. 4. Pictures show several manned and unmanned aircraft used during the development of the research program.
distances have been experimentally estimated and illustrated in [25, 26]. Furthermore, these concepts
have been combined with quickest change detection techniques to provide capability of aircraft maneuver
alerts [27, 28]. Finally, outputs of the HMM filters have also been used to passively estimate some range
information [29].
At this early stage, the quality of information provided by these prototype automated situational
awareness techniques is not high enough to incorporate into automated collision avoidance decisions.
III. DECISION & CONTROL APPROACH
After an aircraft has been visually detected, the remaining pilot’s See and Avoid functions involve
decision making and control actions in response to the situation. Specifically, this includes determining
if the aircraft poses a collision threat (conflict detection), deciding what (if any) avoidance action to
take (avoidance decision or strategy), applying that action (avoidance command), and then determining
when to cease the avoidance behaviour (avoidance termination). Importantly, these functions rely not
only on the pilot’s observations, skill, knowledge and physical state, but recollection of relevant rules,
regulations and guidelines. The latter consideration is because the airspace is shared, so the behaviour
of each aircraft should also be predictable. An unmanned aircraft intended to be integrated into such an
environment must then consider these issues in its SAA system design.
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leveraging the information available from the detection stage. Using a single camera for detection
severely limits the type of information that can be easily acquired for an arbitrary encounter. Well
known observability issues make the accurate and reliable estimation of the full state, range or time to
collision (or closest point of approach) of the intruder aircraft particularly challenging [30]. This is true
for solutions relying on advanced filtering strategies, passive ranging [31] or looming [29, 32]. Conversely,
obtaining accurate relative angular estimates has shown to be more practical [25, 33].
Research has been focused on finding decision and control solutions using only relative angular
estimates, derived from the object location in the image. The projection of the intruder onto the imaging
surface was approximated as a single point feature that did not vary in shape, size, intensity or color. The
reason for this is twofold. First, this assumes the worst case scenario so is the most restrictive yet realistic
problem constraint. Second, it can be argued that it is better to base a collision avoidance strategy on
information that can be obtained reliable and accurately, than on perhaps more useful information that
can only be ensured in some cases/encounter geometries/scenarios.
One way to consider collision avoidance is then to determine how to move the point feature in the image
throughout an encounter. Following a similar framework to pilot See and Avoid, this means determining
where to reposition the point feature on the imaging surface to ensure avoidance, how to move the point
feature to the reference position using visual feedback, and then determining when to stop the avoidance
by disregarding the image feature behaviour. Developments in each of these areas is detailed in the
following sections.
A. Avoidance Strategy
Our avoidance strategy involves determining where to reposition the point feature on the imaging
surface to ensure avoidance. Assuming a fixed forward velocity and unbounded camera field of view1,
the resulting trajectory by holding an object at a fixed angular position in the image depends on the
relative velocity between the object and the aircraft. The same applies to traditional cameras, fixing the
object at a given angular position in the image ensures the target does not leave the camera field of view.
However, this isn’t always guaranteed due to unforseen environmental effects that might cause rapid
aircraft translation.
Static Objects: For static objects, fixing an object at a constant angular position results in a conical spiral
trajectory as observed in nocturnal insect navigation [34]. Therefore, the task translates into determining
1Omnidirectional and spherical camera’s can provide almost 4pi steradians field of view, so the focus of the work is retained
on the avoidance strategy and not practical implementation issues regarding camera field of view.
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Fig. 5. Example converging (-), diverging (-) and circular (-) trajectories are shown as a result of fixating a static object (+) in
the image plan at azimuth angles less than 90, greater than 90 and at 90 degrees respectively.
what type of spiral (convergent, circular or divergent) to attempt to follow and the direction along that
spiral. Intuitively, the ideal reference position should be directly to the side of the aircraft at ±90 degrees
forcing a circular type trajectory. The direction of motion, corresponding to the sign of the reference
position, can be found by solving an optimal bang-bang control problem [35]. The result is again intuitive,
suggesting that any object initially seen on the right of the image centreline should be repositioned further
to the right (+90) to achieve lateral separation. A similar argument can be made for the vertical separation.
This approach was successfully trialled on numerous platforms in a scaled environment using only
lateral avoidance [36] before including the vertical dimension [37]. The reference position was chosen
to be at (or near) the image borders associated to the quadrant of the image the object was first detected
in. For example, if the aircraft initially appeared to the right of the image centreline, the reference image
position was selected to be in the right edge of the entire imaging surface. As the field of view was
limited, this forced a convergent spiral. However, the initial aircraft motion was away from the object
and then stopped at an appropriate instant (see avoidance termination) to ensure the aircraft did not spiral
back toward the object.
Dynamic Objects: For dynamic objects, attempting to fix an object at a constant angular position
to enforce circular or divergent spiral motion results in two types of trajectory. If the aircraft is faster
than the object, a spiral-like trajectory will be observed as the aircraft continually overtakes the moving
object. If the aircraft is slower than the object, a spiral trajectory cannot be maintained. Instead, the
aircraft is eventually forced to follow a straight trajectory whereby the relative range increases. In any
case, collision avoidance can be achieved but it is not clear what avoidance direction should be adopted.
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Attempting to solve an optimal bang-bang control problem as in the static case is difficult due to the
unknown object heading [35]. One way to deal with this limitation is by designing reactive avoidance
maneuvers in which the aircraft will be forced to leave the field of view (image plane) through the
same quadrant it was first detected. This control approach will create a repelling motion effect that it is
only valid for certain encounter geometries (head-on, tail-chase). This approach was trialled in a realistic
environment using only lateral avoidance [23]. Objects were forced to leave the image plane by selecting
the reference position to be at the same edge of the entire image quadrant where the object was first
detected. Although initial results demonstrated the effectiveness of this technique, this avoidance command
is not geometrically optimal and cannot guarantee collision avoidance for an arbitrary encounter.
Mixed Objects: Ideally, the avoidance decision strategy should account for both static and dynamic
objects. The strategy also better aligns to accepted practices in aviation and therefore incorporate the
right-of-way rules where possible to ensure predictable behaviour within shared airspace. These two
requirements, combined with the lessons learned from previous developments, motivated the derivation
of a more comprehensive avoidance strategy.
The most recent avoidance strategy encapsulates the right-of-way rules [38] and employs them using
a single tunable threshold [39, 40]. The image feature convergence to the image centre is first evaluated.
A metric derived from the expected uncertainty (variance) on the image feature measurements is then
used as a threshold. The convergence measure is then evaluated against this threshold value such that
the comparison helps qualitatively distinguish between the actual object behaviour and that induced by
noise. As the avoidance threshold is used to denote the confidence in the visual observations, it represents
a single parameter that can be tuned based on the desired conservativeness. If large, the implication is
that the camera is perhaps of lower quality or the ambient conditions are causing difficulties in object
detection and tracking. If small, the opposite might be implied. Alternatively, the threshold value may
be set based on the camera’s measured performance during calibration, or updated during flight.
Once the object motion has been assessed using the avoidance threshold, an appropriate reference
image feature position is then selected to be at ±90 in azimuth and non zero in colatitude from the
image centre. The direction (sign) of the avoidance manuever is then determined using the right-of-way
rules. To help describe how this is done, an example imaging surface and some example cases are shown
in Fig. 6. For case 1 and 2, the objects appear behind the aircraft and is not a collision object regardless
of its behaviour. For case 3, the object is diverging in the right half plane. It is likely a non-crossing,
non-collision object (either static or dynamic). The object is then allowed to pass to the right of the
aircraft. For case 4, 5 and 6, the objects are relatively stationary in the right half plane. It is likely
a head-on (static or dynamic) object or crossing collision object (dynamic), and right-of-way must be
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given. The object is then allowed to pass in front. Lastly, for case 7 and 8 the objects are converging or
diverging in the left half plane but applying the right-of-way rules means the object is required to pass
behind the aircraft. The aircraft has right-of-way in these cases. A detailed discussion of other cases,
along with the avoidance strategy in the vertical dimension is provided in [40].
By encoding the right-of-way rules in an autonomous decision strategy, it was then possible to assess
the effectiveness of the right-of-way rules themselves in a non pilot-centric manner. This was important as
previous studies had focused on evaluating a pilot’s performance in employing the rules [41], and not the
effectiveness of the rules themselves. Results showed that head-on encounters are managed well (> 99%),
whilst crossing encounter caused difficulties. This was especially true for dynamic objects approaching
almost perpendicular to the aircraft flight path [40]. However, by using an automated right-of-way based
avoidance decision strategy the avoidance behavior becomes more predictable from a pilots perspective
and can be regarded as promising approach when considering future certification issues.
B. Avoidance Command
Our avoidance command involves determining how to move the point feature using only visual
feedback. A natural framework to do this is by using an image-based visual servoing approach [42].
It provides a low-cost reactive structure that closely aligns to pilot See and Avoid behaviour. One of the
difficulties when using image-based visual servoing (IBVS) resides on how to account for the unknown
range parameter2, and how to manage control, platform and visibility constraints.
The initial work focused on re-structuring the classical spherical image-based visual servoing (S-IBVS)
framework to account for the fact that only a single point feature was used. Using just a single point
allows control of only 2 degrees of freedom. The structure of the spherical image Jacobian [43] was
2This is part of the image Jacobian or interaction matrix
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Fig. 7. Example avoidance trajectories and image feature errors using image-based visual servoing controllers with underesti-
mated (dashed) and overestimated (thin) range parameter. Results using an overestimated range parameter with integral control
are also shown (thick). The examples shown were taken in a scaled environment (100:1) under nominal conditions.
thus exploited to ensure visual control about the aircraft’s vertical axis, such that heading and altitude
(or associated rates) could be regulated using a low-level autopilot. The remaining degrees of freedom
were then controlled separately using a series of Proportional-Integral-Derivative and/or Linear Quadratic
Regulator controllers, resulting in a partitioned control approach. Control constraints in each dimension
were then managed through appropriate choice of gain value or using saturation. A number of simple
controllers were designed in the above manner for only lateral [23, 36] and both lateral and vertical
[44] avoidance. Perhaps counter intuitively, it was also shown that grossly overestimating a fixed range
parameter in the image Jacobian complimented the avoidance action [37]. Adding additional integral
control then improved the tracking performance for both static and dynamic objects, whilst retaining the
benefits of overestimating the range parameter [35]. This suggests that accurate range estimation is not
required when using an image-based control framework. Some example results are shown in Fig. 7.
In an attempt to improve the avoidance controller, the most recent developments involved extending
classical image-based visual servoing frameworks using nonlinear model predictive control approaches
[24]. The resulting Visual Predictive Control (VPC) approach offered greater flexibility than classical
methods, allowing the explicit consideration of platform dynamics and associated control and visibility
constraints, whilst remaining aligned to anticipatory human navigation models [45]. Using a cost function
in the controller, also allowed for some unique opportunities to better couple the avoidance command
with the resolution instance (see avoidance termination). Extensions to this work then focused on ensuring
global stability of the controller when tracking an arbitrary conical spiral path [46].
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C. Avoidance Termination
Our avoidance maneuver termination decision involves determining when to stop the avoidance ma-
neuver by disregarding the image feature behaviour. This part of the collision avoidance system is often
overlooked or not required if considering an alerting system similar to TCAS. For an autonomous vision-
based system, and similar to the avoidance decision components, the difficulty resides in using only
angular measurements to accomplish the task.
As the platform avoids the object using a spiral-like path, it inadvertently attempts to return to its
original heading upon initial avoidance action. Ceasing spiral motion when the initial heading is reached
stops the avoidance behaviour before the point of minimum separation, leaving the aircraft re-tracking
its initial heading but displaced from its original path. The amount of time before the point of minimum
separation depends on the maneuvering required to establish the reference angular position [35]. For large
closing velocities, this time is small as the object motion reinforces the aircraft’s attempt to establish the
spiral. The opposite is true for small closing velocities. So for a given relative velocity, the larger the
difference between the reference angular position and relative heading, the closer the stopping time is to
the point of minimum separation. This means that an effective termination decision strategy can then be
designed using only the platform heading.
The initial approach taken was to simply monitor the aircraft heading and stop the avoidance actions
when the initial heading upon detection was obtained. The problem is that this requires perfect knowledge
of the heading and ground track, therefore fails in the presence of noise [36, 37]. If significant turbulence is
present, or the sensor quality is poor, avoidance was stopped prematurely causing a potentially dangerous
situation.
A better approach was conceived by coupling the avoidance command to the termination decision
[40, 46]. In this approach, the avoidance action was maintained until the reference image features were
tracked and the reference heading was obtained. This required a way to measure the degree to which each
of these competing objectives were being accomplished. A cost function external to the visual control was
then derived such that thresholding its minimum value acted as a proxy to continuously assessing how
well both objectives were satisfied. The approach was more robust to environmental conditions (wind)
than simply monitoring the heading value, whilst allowing an up to date assessment of the collision
status.
D. Summary
In recent years the avoidance strategies have become progressively more complex, yet better aligned to
pilot See and Avoid behaviour. Significant advances have also allowed the system to be characterised by
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TABLE I
DECISION & CONTROL STRATEGY SUMMARY
Year Object Avoidance Strategy Avoidance Command Avoidance Termination Environment Platform
2011 Static Crossing Not Allowed IBVS (1D) Uncoupled Scaled3 Rotary
2010 Dynamic Crossing Allowed IBVS (1D) Uncoupled Real Fixed
2012 Static Crossing Not Allowed IBVS (2D) Uncoupled Scaled Rotary
2013 Mixed Right-of-way VPC (2D) Coupled Scaled Rotary
two mutual exclusive thresholds, one for making avoidance decisions and the other for determining when
to stop avoidance behaviour. The importance of this is that existing performance evaluation techniques,
used to asses systems such as TCAS, can be leveraged to simultaneously optimise system parameters,
determine performance limits and visualise design trade-offs. The evaluation framework also follows on
naturally from the techniques utilising receiver operating curves used to asses the detection performance
using similar techniques.
Using such a framework for our most advanced avoidance strategy, shown in the last row of table I,
indicated some promising initial results. Using simulated encounters, the complete avoidance strategy
with perfect detection was over 95% effective at avoiding collisions with less than 4% failure rate using
well-tuned system parameters. Conducting similar performance assessments is an important step toward
system development and subsequent certification, and remains part of ongoing research.
IV. CONCLUSION
Since 2005, the Australian Research Centre for Aerospace Automation at the Queensland University
of Technology (QUT) has been undertaking research and development on vision based sense and avoid
technology that is suitable for small to medium size Unmanned Aerial System facing challenging size,
weight and power constraints. Real-time, high detection probability, low-false alarm vision based collision
warning algorithms have been extensively demonstrated on near-collision encounters data sets. Automated
collision avoidance strategies using limited state information have also been developed, and are continually
progressing toward approaches that are both effective and suitable for use in a mixed traffic environment.
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