Perhaps the earliest codification of this approach is contained in Wallach's construction of the analytic continuation of the holomorphic discrete series ( [W] ), and in the intervening years a number of authors have elaborated and extended his ideas in many different directions. Most recently Knapp has undertaken a study of this technique, updated by the advances in the algebraic theory of the last twenty years. We refer the reader to [K2] - [K3] . Those references also contain a careful history of this circle of ideas, and we direct the reader to that discussion, particularly the introduction to [K2] . The current paper is devoted to completing the analysis of the representations defined in [K3] . Roughly speaking these are analytic continuations of the smallest representations in the (nonhomomorphic) discrete series for the indefinite orthogonal group.
We specialize to the context of of [K3] , and begin by following the introduction of that paper closely. Fix This paper was written while the author was an NSF Postdoctoral Fellow at Harvard University. and that these representations are unitary (though possibly reducible); see [KV, Theorem 0.53] . In fact the conclusion of the previous sentence also follows from [EPWW] , and that analysis extends to show that ¥ 8 ¥ is unitary as well. [K3] . Theorem 1.1(3) provides an especially tight relationship between the representation and the orbit, and this relationship is of course consonant with the predictions of the orbit method. We also remark that we compute the maximal ideal
explicitly in terms of the tableau classification of the primitive spectrum in the course of the proof of Lemma 4.7; see also Example 4.8.
While we have stated all of our results for the even indefinite orthogonal groups, there is an entirely parallel (and in fact easier) set of results for the odd orthogonal groups. This is sketched briefly in Section 5, especially Theorem 5.1.
According to a result of BorhoBrylinski [BB] ,
is the closure of a single nilpotent coadjoint orbit in .) The associated variety of a Harish-Chandra module Ê is an equidimensional union of irreducible components of
; see Section 6 of [V4] for more details. In particular,
may be taken to be the adjoint group of 6 if is connected.
The following result is well-known, but we set is aside as we have frequent occasion to refer to it below. 
Next we recall the definition of a special unipotent primitive ideal (Definition 12.10 of [V3] , for example). Such primitive ideals are parameterized by nilpotent orbits 
. An irreducible Harish-Chandra module whose annihilator is a special unipotent primitive ideal is also called special unipotent.
We recall that an irreducible Harish-Chandra module According to [BV3, Lemma 5.7] , a special unipotent primitive ideal is weakly unipotent. See Chapter 12 of [V3] as well as Chapter 12 of [KV] for more details on these definitions.
Finally we recall the duality map of Spaltenstein as treated in the appendix of [BV3] 
. The Jordan normal form is a complete invariant for orbits of
. Such orbits are parametrized by partitions of " in which each even part occurs with even multiplicity. Each orbit is a single orbit under
) unless the orbit is parametrized by a "very even" partition (one in which all parts are even, and each occurs with even multiplicity); in this case they split into two and are parametrized by attaching an additional numeral (1 or 2) to the very even partition.
In terms of this parametrization, the duality map of Section 2.2 (which in this case map nilpotent orbit for 
is special if the partition parametrizing it is special in the sense of Section 2.3. (The condition that an orbit is special is equivalent to the condition that it be in the image of . This is a general fact.)
and are a little delicate to parametrize explicitly. The orbits of`G
is meant to stand for "extended.") It follows from the first line of the proof of Theorem 9.3.4 in [CMc] 
is injective, but not surjective usually. Recall that there is a notion of a special Weyl group representation (for instance, [Ca, Section 11.4] ). An orbit is called special if
is. This condition is made explicit for
in the previous section. (We also again remark that the set of special orbits is precisely the image of the duality map of Section 2.2.) Let be any subgroup of¨generated by reflections. Recall the operation of truncated induction X e e ¥ f from irreducible representations of¨ to those of¨(for example, [Ca, Section 11.3] 
Again we refer to [Ca, Section 11.4 ] for these facts. .
We make these details more explicit for 
is parametrized by the set of standard domino ¤ y -tableau whose underlying shape is special.
Suppose
÷ is a primitive ideal parametrized by such a tableau. The shape of the tableau almost parametrizes a special nilpotent
The modifier "almost" is required because in case the shape is very even, we need also supply a numeral. To do this, we count the number of vertical dominos. The hypothesis that the shape is very even implies that this number is even, so is either congruent to 
SOME EXPLICIT DETAILS
For completeness, we make some of the quantities appearing in Theorem 1.1 a little more explicit. We also prove some elementary results that will be needed later. We maintain the notation of the introduction.
We first recall the structure of r G . In that case the orbit splits into two for r G
. Although slightly misleading, we still write
for the union of these two orbits. On the other hand, set
is a single`G orbit, save for the one exception mentioned above;
is always a single orbit. In terms of the parametrization of Section 2.4, we leave it to the reader to verify that . We need to make the action of`G explicit. Since the orbits of this action do not depend on the isogeny class of`G , there is no harm in instead considering the action of`G will arise for us, and we find it convenient to specialize our notation further. Define
above is a single r G orbit and since
is a single`G orbit. With this notation, it is useful to reformulate the main results of [K3] discussed in the introduction in light of Proposition 3.2. This is Theorem 1.1(3).
In the notation of Section 2.4, set
We find it convenient to record the explicit tableau parameters as follows. , then the conclusion must be slightly modified. According to Theorem 9.3.4 of [CMc] , the`G . Then with an appropriate labeling scheme,
.
here we also note that
. Equations (3.3) and (3.4) are special cases of the main conjecture of [DLS] whose proof has been announced in general [D] . In our setting, the conclusion of Equations (3.3) and (3.4) are relatively straightforward. We omit the details.
The following lemma will be used below. It follows from the discussion of the previous paragraph. We now collect some facts about the relevant complex orbits. In terms of the partition classification, we of course have 
Since | is the identity on special orbits,
is not special, so there is no orbit
is defined only up to the action of the Weyl group. Nonetheless we often find it convenient to pick a particular representative in which all coordinates are positive, 
If is odd, there is no nilpotent orbit
Proof. The first assertion follows easily from the tableau parameters for ¥ ¡ r ¦ ( " © given above, the explicit computation of the semisimple element of the Jacobsen-Morozov triple given, for instance, in [CMc, Section 5 
is not special unipotent.
Proof. This follows from the definitions.
q
To conclude this section, we record some very specific truncated induction calculations that we will need below. 
is the partition whose columns (when viewed as a Young diagram) are precisely the union of the columns of in terms of the pairs-of-partition classification, we can easily make the computation of the lemma. This computation is due to Lusztig (with some elaboration by McGovern) and is given, for instance, on page 80 of [Mc2] . The proposition follows.
We isolate the exact statement that we will need below. [KV, Theorem 8.29 ] for a precise statement.) Such a formula of course involves cancellation of positive and negative terms, and thus is very different from the one given in [K3] .
Proof of Theorem 1.1(2).
Proof. The second assertion follows from the first by (2.4), and so we may concentrate only on the first. We begin by assuming i ¼ { Thus the current lemma is reduced to establishing the inclusion . The associated variety is not affected by tensoring with finite dimensionals (see [BB, Lemma 4 .1] for instance) and it is additive with respect to subquotients (see (2.1)). Since we have already proved that
. So the lemma follows. (that is, in the weakly fair range) Theorem 1.1(4) follows from the (relatively elementary) asymptotic localization argument given in Proposition 6.3 of [PT] . But this argument cannot be adapted to the range of between 0 and . Instead we give a uniform proof that works for all H ¤ n , but which is based on the (relatively difficult) main results of [K3] in the guise of Corollary 3.3. The main idea of this section, Proposition 4.6, was suggested by David Vogan.
We are going to use Proposition 2.1 to compute the multiplicity in Theorem 1.1(4). The first point is that in many cases the "edges" of the sums in (2.3) do not affect the limit. 
Remark 4.5. It seems likely that the existence of satisfying the condition in (4.1) is guaranteed under very mild conditions. In any event, for the orbits ¥°¦ ( ) © appearing in Theorem 1.1, the explicit computation of [K3, Theorem 9.4(c) ] shows that such an does indeed exist. In a little more detail, in the usual coordinates, write a dominant weight for`G 
In these coordinates, take 
On the other hand, we may extend the string in 
whenever the terms in the numerator and denominator are nonzero.
Now consider the limit appearing in the proposition. Using (4.7), and breaking each sum into pieces according to the partition § ò 8
ò ê x ò , we may write the limit in the proposition as
An easy application of Lemma 4.4 shows that the first sum in the numerator and the first sum in the denominator become insignificant as gets very large. Thus (4.8) implies that for sufficiently large, the expression in (4.9) is arbitrarily close to Now turn to the proof of Theorem 1.1(4), and adopt the notation used there and the coordinates used in Remark 4.5. Let § t denote the highest weight of the lowest`-type of
, and in coordinates 
We now write down a standard domino ½ C t We leave it the reader to verify the following simple combinatorial statements.
As in the even case, these assertion prove the lemma in the case that is odd. (Here one must use the conclusion of (2.8).) 
the former inclusion follow from (2.1) while the latter equality is Theorem 1.1(2). By (2.4), we thus conclude , so the purported proper inclusion contradicts Lemma 4.7. Thus the inclusion is indeed equality, proving (4.14). The final assertion of the corollary is clear. 
