Artificial Intelligence (AI) or Intelligence

Augmentation (IA): What Is the Future? by Hassani, H. et al.
Title Artificial In t ellige nc e  (AI) o r  In t ellige nc e  Aug m e n t a tion  
(IA): Wh a t  Is  t h e  F u t u r e?
Type Article
URL h t t p s://ual r e s e a r c ho nline. a r t s . ac.uk/id/e p rin t/163 1 4/
Dat e 2 0 2 0
Cit a tion H a s s a ni, H.  a n d  Silva,  E.S. a n d  U n g er, S. a n d  TajMazin a ni, 
M. a n d  M a c  Fe ely, S. (202 0) Artificial In t ellige nc e  (AI) o r  
In t ellige nc e  Aug m e n t a tion  (IA): Wh a t  Is  t h e  F u t u r e?  AI, 1 .  
p p.  1 4 3-1 5 5.  ISS N  2 6 7 3-2 6 8 8  
Cr e a to r s H a s s a ni, H.  a n d  Silva,  E.S. a n d  U n g er, S. a n d  TajMazin a ni, 
M. a n d  M a c  Fe ely, S.
U s a g e  Gui d e l i n e s
Ple a s e  r ef e r  to  u s a g e  g uid elines  a t  
h t t p://u al r e s e a r c ho nline. a r t s . ac.uk/policies.h t ml  o r  al t e r n a tively con t a c t  
u al r e s e a r c honline@ a r t s. ac.uk .
Lice ns e:  Cr e a tive  Co m m o ns  Att rib u tion  N o n-co m m e rcial No  De riva tives
U nless  o t h e r wise  s t a t e d,  copyrig h t  ow n e d  by t h e  a u t ho r
Article
Artificial Intelligence (AI) or Intelligence
Augmentation (IA): What Is the Future?
Hossein Hassani 1,* , Emmanuel Sirimal Silva 2 , Stephane Unger 3, Maedeh TajMazinani 4
and Stephen Mac Feely 5
1 Research Institute of Energy Management and Planning (RIEMP), University of Tehran,
Tehran 1417466191, Iran
2 Centre for Fashion Business & Innovation Research, Fashion Business School, London College of Fashion,
University of the Arts London, London WC1V 7EY, UK; e.silva@fashion.arts.ac.uk
3 Department of Economics and Business, Saint Anselm College, Manchester, NH 03102, USA;
sunger@anselm.edu
4 Department of Computer Science, University of Tehran, Tehran 1417466191, Iran; maedetaj@ut.ac.ir
5 United Nations Conference on Trade and Development, Palais des Nations, Ch-1211 Geneva, Switzerland;
steve.macfeely@un.org
* Correspondence: hassani.stat@gmail.com
Received: 23 February 2020; Accepted: 3 April 2020; Published: 12 April 2020


Abstract: Artificial intelligence (AI) is a rapidly growing technological phenomenon that all industries
wish to exploit to benefit from efficiency gains and cost reductions. At the macrolevel, AI appears
to be capable of replacing humans by undertaking intelligent tasks that were once limited to the
human mind. However, another school of thought suggests that instead of being a replacement for
the human mind, AI can be used for intelligence augmentation (IA). Accordingly, our research seeks
to address these different views, their implications, and potential risks in an age of increased artificial
awareness. We show that the ultimate goal of humankind is to achieve IA through the exploitation of
AI. Moreover, we articulate the urgent need for ethical frameworks that define how AI should be
used to trigger the next level of IA.
Keywords: AI; IA; Artificial Intellegent; Intellegence Augmentation; Big Data; Machine Learning
1. Introduction
The term ‘intelligence’ has no standard definition and, therefore, Legg and Hutter present
70 definitions covering a broad range of views [1]. Jensen subscribed to Carl Bereiter’s definition
of intelligence [2]; “what you use when you don’t know what to do” whilst Colom et al. relied on
Snyderman and Rothman’s understanding of crucial factors for intelligence defining it as “a general
mental ability for reasoning, problem-solving, and learning” [3,4]. In his definition of intelligence,
Gottfredson touched upon several factors including the importance of learning quickly and learning
from experience [5]. These definitions indicate that the skills involved and used by humans comprise a
broader set of abilities than general definitions of intelligence capture. One consequence of this broader
range of usable skills is that it lies in the nature of human beings striving and testing the limits of their
abilities. It is the application of these broad set of abilities that define human intelligence.
Given the highly complex nature of the modern world, humans seek to adapt to new situations,
which requires quicker and more efficient workflows, flexibility and out-of-the-box solutions. However,
as work by Kahneman and Thaler has demonstrated, human decision making is not always rational
and often leads to suboptimal choices [6,7]. The ability to handle abstract concepts helps humans to
reduce the underlying complexity through the usage of models. Empirical tests can either help to
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verify the validity of the application of these models or even help in the understanding required to set
up models. The use of knowledge to manipulate the environment is the logical consequence of the
ability to learn, adapt to new situations and handle abstract concepts. The selection of knowledge
(data) is critical—too often choices or selections have been biased or simply unwise, resulting in poor
or unanticipated outcomes [8]. By knowing how to sensibly manipulate the environment, humans can
improve situations, relations or conditions to their advantage.
The existence of human intelligence enabled us to envisage the concept of artificial intelligence
(AI), back in the 1950s, as the possibility of programming a computer to behave intelligently [9,10].
From the ability to learn, humans improved the effectiveness and efficiency of automatized work
processes. Whilst technological innovations, resulting from the third industrial revolution (computing
and internet), gave AI the required foundation to begin its rapid development, Big Data and its
corresponding analytics have enabled humans to extend their intelligence levels further. Today, AI is
regarded as one of the main inventions of the fourth industrial revolution [11]. Those interested in a
brief history of AI are referred to Buchanan [10]. As Buchanan notes, AI is not limited to robots—instead,
it captures the ability of programming computers and other technology-enabled devices to understand
the nature of intelligent thought and action [10]. Dean et al. defined AI as “the design and study of
computer programs that behave intelligently”, whilst Winston defined AI as “the study of ideas that
enable computers to be intelligent” [12,13]. More recently, AI was defined as “a broad discipline with
the goal of creating intelligent machines, as opposed to the natural intelligence that is demonstrated by
humans and animals” [14].
The technological developments of the last two decades build on the work of previous decades,
where mankind has achieved technological progress, creating the foundation for future development
of machines and algorithms which might for the first time in human history be able to create their
own consciousness. In the new era of technology, petabytes of new information are produced by
people every second and the emergence of Big Data has created unique opportunities and challenges
for humanity [15]. Scientists try to extract useful information from huge growing amounts of data.
Thinkers such as Peter Drucker [16] and Alvin Toffler [17] have described our current era as the
information age or knowledge economy. It was Douglas Engelbert who first discovered the importance
of computer technologies in bootstrapping human creativity and capabilities [18].
Another concept that emerged alongside the evolution of AI is the concept of intelligence
augmentation (IA) [19,20], which is a term that was coined by Engelbart [18]. The concept of IA suggests
a solution that lies “halfway between the entirely human and entirely automated capabilities” [21],
thereby taking the form of tools that can help improve the efficiency of human intelligence [22]. In
this regard, the two primary approaches of AI and IA compete with each other, as the focus shifts
between them following important developments. Furthermore, these two approaches can be vague to
non-technologically literate individuals and it is not surprising that most are unlikely to have heard
about IA as a result of the popularity of AI.
It is worth mentioning that both AI and IA guide us into a research area known as computationally
based intelligence. As noted above, definitions of intelligence typically focus on the ability to
comprehend, to understand and profit from experience, to interpret intelligence, and to have the
capacity for thought and reason. Other keywords that describe aspects of intelligence include creativity,
skill, consciousness, emotion, and intuition. Computational intelligence is the study of adaptive
mechanisms to enable or facilitate intelligent behavior in a complex and changing environment [23].
Both AI and IA are likely to play an important role in the future. However, there is a need to
educate the general public about the concept of intelligence augmentation so that debate shifts from
focusing on AI alone to a more balanced focus on both AI and IA. Accordingly, this research aims to
investigate the role that AI and IA might play in the future, not only in terms of technology but also
humankind. To achieve this goal, we first introduce AI and IA in detail. Then the core ideas underlying
AI and IA are discussed to clarify their fundamental similarities and differences. Through this paper,
we contribute to academic research by discussing both AI and IA simultaneously, investigating their
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applications in detail, and evaluating their transformative contributions to future developments in AI
and IA.
2. AI and IA
2.1. AI
2.1.1. AI—General Background
Artificial intelligence was mentioned in 1956 at a computing conference. John McCarthy of
Dartmouth University brought together leading mathematicians and scientists for an extended
brainstorming session on artificial intelligence [24,25]. They concluded with a suggestion: “We propose
that a 2-month, 10-man study of artificial intelligence be carried out during the summer of 1956 at
Dartmouth College . . . the study is to proceed on the basis of the conjecture that every aspect of
learning or any other feature of intelligence can in principle be so precisely described that a machine
can be made to simulate it.” At the time, preliminary algorithms enabled computers to solve algebraic
equations and speak English. Today, artificial intelligence has evolved from being an academic field
to a key player within social and economic mainstream technologies including speech recognition,
medical diagnosis, and most recently, autonomous vehicles and voice-activated assistance [26]. AI is
essentially a computer system that reproduces human cognition using data which is accessed from a
variety of different sources/systems to take decisions and learn from the resulting patterns.
AI is also considered as a computer’s ability to recognize patterns and take actions based on
available data and statistical models. Artificial intelligence has shown superior performance in
abundant fields, including voice (e.g., Amazon’s Alexa, Apple’s Siri and Google Assistant) and
pattern recognition algorithms [27], monitoring processes in industries [28–30], fault detection [31,32],
forecasting [33,34] and especially in the health care sector to improve treatment process [35–37].
It is worth mentioning that one of the main computing trends shaping AI is the Internet
of Things (IoT). Cisco estimates that there will be approximately 50 billion connected devices by
2020 [38]. These connected devices constitute the IoT, and will produce a huge amount of data. IoT
enables the collection of exabytes of text, voice, image and other forms of training data, feeding into
machine learning (ML) and Deep Learning (DL) models, and increasing the accuracy and precision of
these models.
2.1.2. AI Classification
There are several classifications for AI but one can consider two distinctive categories. In the
following, both classifications and their subclassifications are briefly explained.
(1) First Classification:
The first classification is according to AI and AI-enabled machines, their similarity to the human
mind, and their ability to “think” and even “feel” as humans. There are four subclassifications for
these AI or AI-based systems: (a) reactive machines, (b) limited-memory machines, (c) theory of mind,
and (d) self-aware AI. These are explained briefly:
(a) Reactive machines:
A popular example of a reactive AI machine is IBM’s Deep Blue, the machine that famously
beat chess Grandmaster Garry Kasparov in 1997. Such machines can only be used for automatically
responding to a limited set or combination of inputs. They do not involve memory-based operations
and were the first AI-based system machines, and thus have very limited capability. As such, previous
experiences cannot be used as inputs to inform the machine’s future actions, i.e., these machines cannot
“learn”.
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(b) Limited-memory machines:
Limited-memory machines are machines that, in addition to having the capabilities of purely
reactive machines, are also capable of learning from historical data to inform subsequent decisions.
Almost all current applications of AI—from chatbots and virtual assistants to self-driving vehicles—fall
in to this category of AI.
(c) Theory of mind:
Theory of mind AI is the next level of AI systems and, unlike the previous two types of AI, the
theory of mind AI is currently considered either as a concept or a work in progress. Theory of mind AI
systems can better understand entities with which theyinteract by discerning their needs, emotions,
beliefs, and thought processes.
(d) Self-aware AI:
This is the final stage of AI development, which currently exists only hypothetically, and is the
ultimate ambition of all AI research. Self-aware AI involves AI systems that have evolved to the point
where they are comparable to the human brain in that they have developed self-awareness.
(2) Second Classification:
The second classification is a technology-oriented approach, where there are three subclassifications:
(a) Artificial Narrow Intelligence (ANI), (b) Artificial General Intelligence (AGI), and (c) Artificial
Superintelligence (ASI).
(a) Artificial Narrow Intelligence (ANI):
This type of artificial intelligence represents all existing AI. The functionality of these machines
is based exactly on what they are programmed to do. Accordingly, they have a narrow range of
capabilities. These systems correspond to the reactive and limited-memory AI subclassifications
discussed in the first AI classification. According to Jalal, ANI is what we experience in the world
today, and is also known as ‘Weak’ AI [39].
(b) Artificial General Intelligence (AGI):
Artificial General Intelligence is the ability of an AI agent to learn, perceive, understand, and
function completely like a human being. Whilst AGI is the ability of a machine to perform general
intelligent actions, ANI is about specific problem solving [40]. AGI is used to refer to machines that
exhibit human intelligence and is therefore known as ‘strong’ AI [39].
(c) Artificial Superintelligence (ASI):
The development of Artificial Superintelligence is the peak of AI research. The development of
AGI, if achieved, will change our way of life. The main objective of ASI is to develop a machine with
higher cognitive function than a human. Arnold Schwarzenegger’s Terminator is a good example
of ASI.
2.1.3. Main Question
Today’s AI is, at best, the clever use and design of algorithms to analyze large amounts of data
and follow a pre-programmed set of rules and patterns [41], prompting the question, whether we can
legitimately label today’s technology as AI?Perhaps algorithmic or automated intelligence would be a
better description than artificial intelligence? According to Andrew Ng, one of the world’s foremost AI
executives and educators, “99% of the value created by AI today is through one type of AI, which is
learning A→B, or input to output mappings. For example, AI is getting good at inputting a picture,
and outputting, ‘Is it you?’ Zero, One” [40]. But when the objectives are not clear or there is insufficient
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information then intelligence augmentation becomes relevant. Human intelligence can be enhanced
through this approach.
2.2. IA
Intelligence augmentation is designed to work with people and focus on building systems that
augment and support human cognition. This concept seeks to demonstrate how AI and humans can
complement each other and co-exist in a mutually beneficial fashion [42]. IA addresses the effective use
of information technology in augmenting human capabilities [43]. IA leaves the human at the heart of
the human-computer interaction [44]. IA can be considered as a GPS in which you should make the
decision and take the action—in other words, evidence-informed decision making. This navigation
system lets you focus on your driving instead of worrying about what route to choose. It has to
recommend the best route but leaves the ultimate decision or action to you [45].
In terms of technology, IA technologies help amplify human potential by surging work labor
productivity, easing humdrum routine work and enhancing comfort in our lives. For instance, academic
authors can benefit from IA through the services offered by the writing correction software ‘Grammarly,’
which not only corrects grammar but also suggests better ways of phrasing sentences by using
algorithms. In what follows, several technologies in different fields that can change our lives through
IA are noted. These can be broadly classified as an enterprise, autonomous vehicles, robots/industrial
IoT, and drones.
In terms of enterprise-related IA innovations, Augmented Reality (AR) glasses, sometimes known
as smart glasses, are used in a wide variety of industries, including, oil, mining, healthcare, and
automotive. They are wearable computer glasses that allow the wearer to see additional information
alongside what they would usually see. Some examples include: Lenovo New Vision, which makes coal
mining smarter and safer [46]; ORLenz™, is used by surgeons treating patients suffering from macular
degeneration [47]; Fieldbit’s AR technology, is used by British Petroleum to bring offsite expertise
to help onsite technicians [48]; BMW and Porsche also use AR glasses to assist with repairs [49,50].
Virtual automated assistants are another example of IA in practice. A few applications can be found in
Zhu and Owen [51] and Ozeki et al. [52].
Autonomous vehicles enable automated driving on highways and within other access-controlled
situations. However, humans are needed to control the overall system and handle exceptions.
For example, Tesla has floated the idea of fully self-driving cars, but a human driver is still required
behind the wheel [53]. Muller asserts that autonomous vehicles will continue to require human
input—even from a distance, if not at the steering wheel itself [54]. Nevertheless, more recent research
conducted at MIT hopes to bring human-like reasoning to driverless car navigation [55]. Such R&D can
result in meaningful IA that could transform the lives of people suffering from illnesses or disabilities
by enabling them to be more independent [56].
Robots/industrial IoT is also enabling IA by working alongside humans and taking on risky,
unsafe or simply repetitive tasks. As Rastogi asserts, collaborative, intelligent robots can help humans
to increase their productivity [57]. Recently, Mruthyunjaya and Jankowski presented a system
design framework for a human-robot interaction system called human-augmented robotic intelligence
(HARI) [58]. Nissim discusses how pairing robots with humans can help improve health conditions.
Another key aspect of IA occurs within the streams of intelligent asset monitoring using IoT [59].
Finally, drones are also a sound example of AI enabling IA. Intelligent but human-piloted drones
are now used for inspections of cellular towers, building roofs, power cables and remote areas [57].
3. AI vs. IA
The AI camp believes in autonomous systems that can imitate or replace human cognitive functions,
whereas the IA camp is more interested in exploiting IT for supplementing or supporting human
cognition whilst leaving the human at the center of human-computer interaction [60]. For example,
AI-based solutions require structured environments where all relevant information can be considered
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and where the goals of the system are clearly defined for data or algorithm-driven decision making to
work perfectly [60]. Rui discusses some interesting insights whilst considering the progress of AI and
its potential to augment human intelligence [61]. Zheng et al. assert that the long-term goal of AI is
to enable machines to think like humans. Therefore, the question remains, can any computer truly
replace the function of the human mind [62]?
Computer design goals can be classified into three sections: the creation of an artificial mind
(artificial intelligence), the creation of a mind tool (intelligence augmentation) and control and
communications [63]. Ideas, efforts, and research have drifted from one stream to another. Boundaries
between these streams sometimes become blurred but they always exist. The different understandings
of the relationship between humans, their environment, and the computer move the needle between
these streams.
According to Rold [42], thought-controlled prosthetic limbs [64] are one of the most prominent
applications of AI in recent years. But many AI-branded technologies that are available for businesses
should be identified as IA [44]. These two approaches can be positioned on a spectrum, along with,
another term - assisted intelligence. A continuum of human-machine intelligence interaction exists that
is ranging from situations where machines are repeating many of the tasks humans are already doing
(assisted) to enabling humans to do more than they are currently capable of doing (augmented) to fully
accomplishing tasks on their own without human intervention (autonomous). In assisted intelligence
approaches, machines might undertake the action, but humans are making the decisions. In augmented
intelligence methods, machines are taking actions and making decisions in collaboration with humans
i.e., there is collaborative human-machine decision making; and in autonomous systems, machines are
both doing the actions and making the decisions unassisted by humans. Assisted intelligence improves
what people and organizations are already doing, augmented intelligence enables organizations and
people to do things they could not otherwise do, and autonomous intelligence systems act on their
own [65].
Some scholars define IA as a new form of AI, as they often use the same technology [40]. In both,
there is a relationship between humans and machines. Both work on the mind—one is human, and the
other is silicon. Both enable a company to scale its digital transformation. However, the differences
between these two closely related concepts is more interesting. Although the underlying technologies
of both AI and IA are the same, their goals and applications are fundamentally different. IA places
humans at the core of the system and decision making, whereas AI places technology at the core [66].
Thus, what human beings are looking for is the extension, or augmentation, of their human intelligence.
Moreover, IA systems can overcome the limitations imposed by system boundaries on AI systems [40].
In general, AI wants to internalize artificial consciousness in a machine, while IA wants to
externalize human consciousness in a machine. AI focuses on the detached mind, yet IA focuses on the
mind/body in a context. Most importantly, AI wants to produce an independent machine, while IA
wants to produce a dependent machine [63]. Furthermore, AI is not suited for situations where end
goals and inputs are not well defined, thereby prompting IA to play a crucial role [60]. This is further
explored by Zheng et al. [62], who argue that owing to high levels of uncertainties and vulnerabilities
in human life, machines are unable to completely replace humans. Interestingly, They propose the
concept of human-in-the-loop augmented intelligence through human-computer collaboration. Table 1
represents a possible classification of some contemporary and anticipated technologies expected to
transform our everyday lives and professions [57].
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Table 1. Artificial Intellegent (AI) vs Intellegence Augmentation (IA).
Artificial Intelligent (AI) Intelligence Augmentation (IA)
Enterprise
ArtificialGeneral Intelligence:
Machines can perform any task a
human can- and better + faster
• Special-purpose learning technologies that
automate many mundane tasks at work.
• Virtual automated assistants.




• Networks of fully
autonomous vehicles;




• Fully autonomous drones,
and redefine logistics
• Automated driving on highways, campuses
and in other access controlled situations;
• Human needed to handle exceptions and
tougher driving conditions,
coordinate/operate the overall system
Robots/Industrials
IoT
• Fully automated factories.
• Robots and fully automated
systems replace all humans
on the factory floor
• Collaborative Robots that work alongside







Fully autonomous drones that
don’t require human supervision,
intervention or processing
• Intelligent (but human piloted or limited
scope) drones for inspections of cellular
tower, building roofs, power cables,
remote areas;
• Enabling many new tasks that are unsafe or
impossible for humans
4. Information Techniques for AI and IA
As data velocity and volume increase, moving Big Data from IoT devices to the cloud might not be
efficient, or may not even be feasible in some cases, due to bandwidth constraints [67]. Fog computing
has been proposed by both industry and academia [68] to address this challenge. Fog computing
bridges the gap between the cloud and IoT devices by enabling computing, storage, networking,
and data management on the network nodes within close vicinity of IoT devices. Edge computing
is another emerging paradigm for increasing computing and networking demands from end and
smart devices. Edge computing allows the computation to be offloaded from the cloud data centers to
the network edge and edge nodes for lower latency, security, and privacy preservation. In an edge
computing environment, both devices and servers are usually heterogeneous in terms of hardware
capabilities, architectural and programming interoperability, operating system, and service stacks.
It can be argued that edge computing offers a means through which communities could more
effectively access smart services and would alleviate problems such as internet access [69].
Fog computing is hierarchical and provides computing, networking, storage, control, and
acceleration anywhere from cloud to things, whereas edge computing tends to be limited to computing
at the edge [67]. Fog computing tends to focus on the infrastructure dimension, whereas edge
computing tends to focus on the device dimension. Fog computing views the world through a cloud
lens, whereas edge computing is often perceived from a networking perspective [70]. Mist computing
is yet another computing paradigm that describes dispersed computing at the extreme edge (the
IoT devices themselves) and has been proposed with future self-aware and autonomic systems in
mind [71].
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5. AI or IA—Which One Is the Future?
According to Doraiswamy, IA which seeks to exploit machine learning techniques to assist
(rather than replace) humans could be the real revolution [72]. Augmented intelligence is a substitute
formulation of artificial intelligence that focuses on AI’s role in aiding and promoting human capabilities.
Intelligence augmentation reflects the proceeding effect of AI in expanding human creativity. General
intelligence is unlikely to surpass human intelligence in the next 60 years [25]. However, it can be said
that IA can mix the results of AI algorithms and lead humans to enhance their performance [42]. Both
of them play a crucial role in organizations, such as, financial institutes where analysts can predict
using data rather than just describing them.
Several scholars use both terms together as augmented artificial intelligence to describe the
technology. For instance, Grammarly is focused on helping the author excel and providing a degree of
editorial expertise rather than replacing the need for an author [73]. Another application that blends
AI and IA is Photoshop [73]. Here, the important factor is the time cost. By applying augmented AI,
one can save time and focus on more necessary things. Bromage discusses how AI can be useful for
human resources from an IA perspective [74]. As Cha asserts, humans who are subject matters experts
will continue to be required to complement AI-based systems as these require applications of context
and intuition to problems [40].
Cha is of the view that IA will be superior where applications use only limited structured
data—and where tasks will require empathy, understanding of causality, system boundaries, and
regulated environments [40]. IA is also used in creative industries. For example, the fashion industry is
currently making use of AI to design, manufacture and sell goods [75]. However, the need for human
insights into the process is still required to maintain a truly creative element. This was also evident
when H&M relied on AI-based machine learning algorithms to determine what to produce and ended
up producing reindeer sweaters in January based on increasing sales in the run-up to Christmas [76].
Cost is also an important factor. At first glance, it may seem that augmented AI will replace humans
but, in fact, to date it has not significantly reduced the cost of labour, nor has it significantly added
value. But AI can help save time by helping you to accomplish work in minutes instead of hours.
Over time, AI combines your historical data from different apps, detects your preferences and makes
recommendations that match your style [73]. The interaction between augmented AI and humans is
what makes AI noteworthy. However, a downside of augmented AI is that it leads to less diversity as
it tends to use the same informational sources all the time i.e., information bias. The random element
is excluded.
Avoiding subjectivity in the construction and modeling of IA is practically impossible. Every model
and algorithm comprises theimplicit and intrinsic prejudices and biased views of reality of the modeler.
Furthermore, any new technology, such as, competitive modeling is exposed to the free market, and
those market forces may shape or influence IA implementation in a way that may further reduce
objectivity. The borders of human self-awareness are challenged by ongoing technological progress.
While the distinction between objective reality and an artificially constructed reality seems clear for the
human mind at this stage, but differentiation will become more and more difficult.
The question that intelligence augmentation raises is whether it is self-sufficient. By self-sufficiency,
we mean, the ability of a machime to re-create its environment without any external input. If we apply
artificial intelligence to the human mind, it is reasonable to posit that a self-learning algorithm might,
in combination with a human brain, be able to create a feedback loop. This raises questions to what
extent or how long the human brain will be in charge of its own decisions and perceptions? The danger
lies in the possibility of an extreme situation, where the human brain loses its ability to determine what
is real and what is just a projection of the intelligence augmenting tool into the human brain.
As for the future, Lavenda [60] and Cagle [73] are of the view that humans will remain in the
driving seat for years to come and that AI will have to play the role of assisting IA in humans by
providing capabilities to handle structured and unstructured Big Data more efficiently. Whilst AI is a
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threat to humanity in some respects, humans have always succeeded in adapting to new technology
and will continue to adapt to the disruptions brought about by AI [42].
6. Human in the Loop
Human-in-the-loop (HITL) artificial intelligence is interpreted as a model that entails human
interaction [77]. The human-in-the-loop concept blends exceptional human intelligence with the most
reliable machine intelligence. Machines are great at making smart decisions due to the availability of
enormous datasets, whilst humans are much better at making decisions with less information. Thus,
the combination works very well. This concept leverages both human and machine intelligence to
create machine learning models. Humans are directly engaged in training, tuning and testing data
for a particular AI algorithm such as machine learning. A combination of AI and human intelligence
provides a remarkably high level of accuracy and intelligence.
Zanzotto proposes human-in-the-loop artificial intelligence as a fairer paradigm for AI systems.
The proposed idea was straightforward: “giving the right value to the knowledge producers” [78].
It worth mentioning that HITL artificial intelligence fuses two popular ML variants—supervised
and unsupervised learning. In supervised learning, labeled datasets are used by ML experts to train
algorithms by tuning parameters to make accurate predictions for incoming data. In unsupervised
learning, the approach involves running many datasets using an algorithm to unveil some kind
of structure.
7. Conclusions
There is no doubt that AI is a powerful driver of social and economic change [79]. However, a
significant challenge will be education. It will be critical for educators to understand the importance
of human creativity in the development of artificial intelligence and intelligence augmentation [79].
The nature of work is changing and education strategies should aim to pair creativity and technology
to train workforces who apply technology in the context of developing their talents and skills.
The risk is shiny object syndrome. The focus should be on data and data quality; identifying
where data analyses or AI can improve human decision making or enhance creativity [66]. From the
self-extinction perspective of humans, IA is the safer route, rather than trying to replace or replicate
human behavior or thinking. Attempting to replicate the human brain limits the potential of AI to
the creation of an artificial, self-reinforcing learning brain. The problem with the creation of such
a brain, is that, like any living organism its fundamental instinct will be to preserve its existence.
It will logically therefore strive for independent agency. In other words, once an artificial brain
becomes aware of its own consciousness, it will logically strive for independence from any potentially
“independence-threatening” entity i.e., humans.
Setting rules, such as, the golden rule to always preserve human life might not suffice, once a
self-aware artificial brain encounters ethicaldilemmas. The artificial brain might be confronted with
ethical problems, such as: is it ethically correct to save my own life if I can save two lives with 100%
certainty, but two others die with 100% certainty? Is it ethically correct to sacrifice my own life with
only a 50% chance of rescuing all four lives?
The current development of IA targets the merging of human capabilities with self-learning
artificial intelligence. At some point, this development will hit moral and ethical limits earlier than
technological limits. Therefore, an ethical framework must be established to set out how AI should be
used to prepare for the next-generation of IA. Fairness is dynamic and a social construct and cannot be
trusted to automation [80]. By analyzing the characteristics of AI and IA, we have determined that the
goal of the human species is IA by making use of AI. At the same time, we must not make the mistake of
replacing human capabilities by attempting to simply imitate the human brain. Separation from human
self-awareness will become more and more problematic with the creation of artificial self-awareness.
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In conclusion, AI is here to stay, evolve and develop further as a result of the capabilities of the
human mind. AI was created by humans and it is now up to humans to determine how to exploit the
many opportunities of AI whilst minimizing the threats to our existence.
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