Abdominal organ segmentation with clinically acquired computed tomography (CT) is drawing increasing interest in the medical imaging community. Gaussian mixture models (GMM) have been extensively used through medical segmentation, most notably in the brain for cerebrospinal fluid / gray matter / white matter differentiation. Because abdominal CT exhibit strong localized intensity characteristics, GMM have recently been incorporated in multi-stage abdominal segmentation algorithms. In the context of variable abdominal anatomy and rich algorithms, it is difficult to assess the marginal contribution of GMM. Herein, we characterize the efficacy of an a posteriori framework that integrates GMM of organ-wise intensity likelihood with spatial priors from multiple target-specific registered labels. In our study, we first manually labeled 100 CT images. Then, we assigned 40 images to use as training data for constructing target-specific spatial priors and intensity likelihoods. The remaining 60 images were evaluated as test targets for segmenting 12 abdominal organs. The overlap between the true and the automatic segmentations was measured by Dice similarity coefficient (DSC). A median improvement of 145% was achieved by integrating the GMM intensity likelihood against the specific spatial prior. The proposed framework opens the opportunities for abdominal organ segmentation by efficiently using both the spatial and appearance information from the atlases, and creates a benchmark for large-scale automatic abdominal segmentation.
INTRODUCTION
Automated segmentation of the abdominal organs holds great promise for development of biomarkers, identification of abnormalities, and, eventually, patient care. Techniques for automatic abdominal segmentation vary greatly in their approaches to adapting a spatial model of organ location to a target subject's body. Gao et al. [1] used a 3D organ model that could be deformed through interaction with surface points on target organs. Later studies employed the use of manually placed or automatically extracted control points or landmarks as references to localize organs [2] [3] [4] or used a hierarchical method of probabilistic atlases to define inter-organ relationships [5] . Liu et al. [6] took advantage of both probabilistic atlas (PA) and intensity-based segmentation by incorporating the two methods into a maximum likelihood estimation (MLE) framework. They tackled the variation among patients by registering the PA to individual targets prior to segmentation. Gaussian mixture models (GMM) have been extensively used through medical segmentation, most notably in the brain for cerebrospinal fluid / gray matter / white matter differentiation [7] . GMM have recently been incorporated in multi-stage abdominal segmentation algorithms [8] . In the context of variable abdominal anatomy and rich algorithms, it is difficult to assess the marginal contribution of GMM.
The primary goal of this research is to characterize abdomen segmentation using two indicators of organ classificationa spatial atlas from the target-specific registered labels and a Gaussian mixed model (GMM) of organ-wise intensity likelihood. 
METHODS

Data
Under institutional review board approval, we acquired anonymized abdominal CT images for 75 metastatic liver cancer patients and 25 ventral hernia patients on clinically acquired CT. We manually labeled 12 organs (spleen, right and left kidneys, gallbladder, esophagus, liver, stomach, aorta, inferior vena cava, splenic and portal vein, pancreas, and adrenal glands) on 100 CT images with the verification of a radiologist using the MIPAV software (NIH, Bethesda, MD [9] ). The complete set was randomly partitioned into 60 test images and 40 training images. From the training data, we extracted the intensities of the voxels that belong to each organ class and background ( Figure 1 ).
Gaussian Mixture Model (GMM)
Consider as a group of voxels belonging to an organ, where is the image intensity at voxel for , with N being the number of voxels in . The voxel intensities in can be characterized using GMM with components of Gaussian distributions. Here, we specify as 3. Let indicate the component of the GMM, where . Each component is modeled by the parameters of a Gaussian distribution (mean and standard deviation), i.e., .
The voxel-wise posterior probability of the Gaussian mixture can be represented as the conditional probability given the underlying intensity and its specific parameters of Gaussian distributions, i.e., . The goal of contructing a GMM with a specified number of components is to estimate the posterior probability of each component, as well as the parameters (i.e., the mean, standard deviation, and the mixture weight) for each Gaussian mixture, where the mixture weight, i.e., , is the unconditional prior of component . This type of problems is typically solved using Expectation-Maximization (EM) algorithm [7] .
First, in the E-step, with a reasonable initialization of the paramters for each component, we estimate the posterior probability of assigning component to a target voxel given the voxel's intensity.
(1)
where represents the Gaussian distribution of the component.
Next, in the M-step, the estimation of the parameters for each component is obtained by maximizing the expected value of the conditional log likelihood function found in Eq.1. Here we omits the derivation for brevity. The mean, standard deviation, and the mixture weight are represented as the function of the posterior probability, specifically,
Then the E-step and M-step are alternatively updated until convergence.
Here we construct GMMs based on the intensity of abdominal organs. Given the existing labels in the training datasets, we extracted the intensities for 13 class types (12 organs of interest plus an additional class for "unlabeled"), and build a GMM with three components for each class.
Maximum Likelihood Estimation (MLE) of Organ Labels
Consider a target image , where is the image intensity at voxel for N, with being the number of voxels in . Let be the organ class, and be the index of classes. The voxel-wise probability of class given the intensity is represented as the posterior probability, i.e., . 
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Following a Bayesian framework (Figure 2 ), we measure the posterior probability of assigning each organ classification to a target voxel given its intensity
here is the generative intensity model for class , and we consider it as represented by a GMM of intensity distribution in section 2.2. Specific likelihoods are inferred given the target intensities.
In Eq.5, is a spatially varying prior for class . We construct target-specific probabilistic atlas as the spatial prior. For each target image to segment, all atlas images were aligned to the target with a multi-stage registration, in the order of rigid, affine and a multi-level non-rigid registration using free-form deformations with B-spline control point spacing of 20, 10, and 5mm [10] . We averaged the multiple registered atlases together to create the target's probabilistic atlas. Note that the probabilistic atlas assigns each voxel of the target with a 13x1 vector, with each element holding the unconditional probability of a specific class (organs or "unlabeled"). Figure 3 . The flowchart illustrates the construction of a target-specific spatial prior and a GMM of intensity distribution from the training data. The constructed spatial and intensity models are combined using a Bayesian framework, yielding the posterior probability of each class (organ) type. The final segmentation, on the voxel basis, can be considered as the class type with the maximum posterior probability. Figure 2 . The columns show each of the 12 organs (A~L corresponding to spleen~adrenal glands). Row I shows the true manual segmentation for one target subject. Row II shows the spatial prior with color intensity proportional to likelihood, while Row III shows the intensity probability. Note that Rows II and III are considered in Figure 4 . Row IV shows the a posteriori likelihood, and Row V shows the hard segmentation based on the complete GMM model in Row IV.
Following Equation 5
, we combined the target-specific probabilistic atlas with the GMM for organ classification using Bayes' rule. The final segmentation was obtained by classifying the voxels as the class type with the highest posterior probability.
RESULTS AND DISCUSSIONS
The proposed method was applied to the 60 testing images based on the GMM models and target-specific spatial priors constructed from the 40 training images (Figure 2 ). Three intermediate results of the proposed framework were considered as putative outcomes: (1) spatial prior only, (2) the intensity probability only, and (3) the combined a posteriori result. In all cases, a binary voxelwise mask was constructed by selecting the voxel-wise maximum likelihood value so that the resulting label volumes had precisely one label (either 1 of 12 class or "unlabeled") at each point ( Figure  4) .
In all cases, the complete framework resulted in higher DSC than either of the component probabilities. Except for the very small structures (gallbladder, splenic and portal vein, and adrenal glands), the spatial prior was substantively more accurate than the intensity model. Qualitatively, image registration was worse for the small structures, which likely resulted in less use prior probabilities. Interestingly, the absolutely values of DSC across the larger organs (0.7~0.9 DSC) is near that of the modern fusion methods (e.g., ~0.9 [11] ), so a substantial proportion of the information can be captured through registration of priors.
Here, we have followed a direct application of the original GMM approach [7] . Despite the relative simplicity, the results are encouraging and could be effectively used to initialize other algorithms (priors for multi-atlas labeling -i.e., in non-local context [12] ), identify seed regions for graph cuts or semi-automated processing, or quickly/ robustly identify organs for semi-automated navigation. 
