Introduction
Our aim is to use suitable Lyapunov functionals and arrive at necessary and sufficient conditions for the stability of the zero solution of the scalar Volterra integro-dynamic system on time scales (1) x ∆ = A(t)x + t 0
C(t, s)x(s)∆s ,
where A(t) is continuous on t ∈ [0, ∞) T and C(t, s) is continuous on t ∈ [0, ∞) T and rd-continuous with respect the second variable on s ∈ [0, ∞) T . Our results unify and extend some continuous results and their corresponding discrete analogues. For the sake of stating general definitions of stability, we consider the functional dynamical system (2) x ∆ (
t) = G(t, x(s); 0 ≤ s ≤ t) := G(t, x(·))
on a time scale T that is unbounded above with 0 ∈ T, where x ∈ R and G : [0, ∞) T × R → R is a is rd-continuous function in t and x with G(t, 0) = 0. Throughout this paper, for each continuous function φ : [0, t 0 ] T → R there exists at least one continuous function x(t) = x(t, t 0 , φ) on an interval [t 0 , a] T such that it satisfies (2) for t ∈ [t 0 , a] T and x(t, t 0 , φ) = φ(t) for t ∈ [0, t 0 ] T . For the existence and extendibility of solutions of (2) we refer the reader to [6] and to [14] for Volterra integral equations on time scales. When T = R, we refer the reader to [19] , and [18] for results concerning boundedness of solutions of functional differential equations.
In the paper [15] , the authors used the notion of the resolvent equation and obtained results concerning boundedness and the exponential decay of solutions of Volterra integro-dynamic system on time scales, with forcing term. At the end of the paper, we make an attempt to compare the results of this paper with those obtained in [15] . For each t 0 ∈ T and for a given rd-continuous initial function ψ : [0, t 0 ] T → R, we say that x(t) := x(t; t 0 , ψ) is the solution of (2) if x(t) = ψ(t) on [0, t 0 ] T and satisfies (2) for all t ∈ [t 0 , ∞) T .
Set up of Lyapunov functionals
We say V :
where each V i : R → R and U i : [0, ∞) T → R are continuously and ∆-differentiable. Next, we extend the definition of the derivative of a type I Lyapunov function to type I Lyapunov functionals. If V is a type I Lyapunov functional and x is a solution of equation (2), then we have
where ∇ = (∂/∂x 1 , . . . , ∂/∂x n ) is the gradient operator. This motivates us to definė
Continuing in the spirit of [17] , we havė
We also use a continuous strictly increasing function
For more on Lyapunov functions/functionals on time scales we refer the reader to [6] , [16] and [17] .
When the time scale is the set of reals the theory of Lyapunov functionals have been fully developed. However, there are few papers that deal with the concept of Lyapunov functionals on general time scales. In this paper, we attempt to close the gap and we declare that all the results of this paper are new even for the discrete case. In the continuous case, Burton, devoted all his book [11] to the development and applications of fixed point theory to study existence of solutions, existence of periodic solutions and stability of various types of functional differential equations.
The reason behind his book was to alleviate some of the difficulties that usually arise from the use of Lyapunov functionals. As we shall see later, Lyapunov functions allow us to establish the stability or instability of the system. The advantage of this method is the fact that no information need to be known on the actual solution x(t). On the other hand, one of the most disturbing disadvantage is the fact that there is no general method of constructing such Lyapunov functions. In the particular case of homogeneous autonomous systems with constant coefficients, the Lyapunov function can be found as a quadratic form.
In the paper of [5] , Adivar and Raffoul, developed the resolvent equations for system (1) and modified them to serve as Lyapunov functionals and obtained necessary and sufficient conditions for the uniform stability of the zero solution of (1). However, this paper offers more relaxed conditions for the stability only. Also, in the paper of [1] the author used the notion of fixed point theory and obtain functional bounds on solutions of Volterra integro-dynamic equations of convolution type. In addition, we shall compare our results to both [5] , [12] and [15] . With respect to oscillation, the authors of [13] initiated the study of oscillation theory for integro-dynamic equations on time-scales. They presented sufficient conditions guaranteeing that the oscillatory character of the forcing term is inherited by the solutions. We will end this paper by applying our results to Volterra q-difference equations, or quantum calculus.
Calculus on time scales with preliminary results
An introduction with applications and advances in dynamic equations are given in [7, 8] . In this section, we only mention necessary basic results on time scales. We have two jump operators, namely the forward jump operator and the backward jump operator σ(t) := inf{s > t : s ∈ T} , ρ(t) := sup{s < t : s ∈ T} for all t ∈ T, respectively. Therefore, there might be four types of points in a time scale, i.e., σ(t) > t (right-scattered point t), ρ(t) < t (left-scattered point t), σ(t) = t (right-dense point t), and ρ(t) = t (left-dense point t). Also µ : T → [0, ∞) defined by µ(t) := σ(t) − t gives the distance between two points in a time scale.
Assume x : T → R n . Then we define x ∆ (t) to be the vector (provided it exists) with the property that given any > 0, there is a neighborhood U of t such that
for all s ∈ U and for each i = 1, 2, . . . n. We call x ∆ (t) the delta derivative of x(t) at t, and it turns out that x
, then the Cauchy integral is defined by
It can be shown that for each continuous function f :
and if the limit exists
The product and quotient rules are given by
For differentiable functions f , g : T → R n at t ∈ T. We also have the following simple useful formula
We say f : T → R is rd-continuous provided f is continuous at each right-dense point t ∈ T and whenever t ∈ T is left-dense lim s→t − f (s) exists as a finite number.
The following chain rule is due to Poetzsche.
holds.
We use the following result [7, Theorem 1.117 ] to calculate the derivative of the Lyapunov function in further sections. If T has a left-scattered maximum m, then
where k ∆ denotes the derivative of k with respect to the first variable. Then
t) .
We apply the following Cauchy-Schwarz inequality in [7, Theorem 6.15 ] to prove Theorem 4.1.
We make use of the above expression in our examples. Following lemma is mentioned in [6] .
Lemma 3.1. Assume φ(t, s) is right-dense continuous (rd-continuous) with respect to the second variable and is delta-differentiable with respect to the first variable, and let
If x is a solution of (2), then we have by using (4) and Theorem 3.2 thaṫ
where φ ∆ (t, s) denotes the derivative of φ with respect to the first variable.
Definition 3.1. We say that a Type I Lyapunov functional
n , V (t, x) = 0 for x = 0 and along the solutions of (2) we haveV (t, x) ≤ 0. If the conditionV (t, x) ≤ 0 does not hold for all (t, x) ∈ T × R n , then the Lyapunov functional is said to be non-negative definite.
Stability
We begin this section by stating general stability definitions and then, we use Lyapunov functionals to obtain results concerning the stability of the zero solution of (1).
We define 
Definition 4.2.
The zero solution of (2) is uniformly stable (US) if it is stable and δ is independent of t 0 .
Definition 4.3. The zero solution of (2) is asymptotically stable (AS) if it is stable and if for each t
implies that any solution of (2) |x(t, t 0 , φ)| → 0 as t → ∞.
We begin our main results by stating and proving necessary and sufficient conditions for the stability of the zero solution of (2). 
Theorem 4.1. Suppose C(t, s) is rd-continuous with respect to the second variable. Let
∞ σ(t)
|C(u, t)|∆u be continuous for t ∈ [0, ∞) T . Suppose A is a continuous
1 + µ(t)|A(t)| t 0 |C(t, s)|∆s + µ(t)A 2 (t) + ν ∞ σ(t) |C(u, t)|∆u − 2|A(t)| ≤ −α (6) and (7) µ(t) |A(t)| + t 0 |C(t, s)|∆s − (ν − 1) ≤ −β .
Then the zero solution of (1) is stable if and only if A(t) < 0 for all
Assume A(t) < 0 for all t ∈ [0, ∞) T . Using Theorem 3.2 and Lemma 3.1, we have along the solutions of (1) thaṫ
C(t, s)x(s)∆s + µ(t) A(t)x(t) +
t 0
C(t, s)x(s)∆s
Using the fact that ab ≤ a 2 /2 + b 2 /2 for any real numbers a and b, we have
Also, using Theorem 3.3 one obtains t 0
|C(t, s)|x(s)∆s
A substitution of the above two inequalities into (9) yieldṡ
Let ε > 0 be given. We will find a δ > 0 so that for any bounded initial function φ : E t0 → R with φ < δ, we have |x(t, t 0 , φ)| < ε. Due to (10) , V is decreasing and hence for t ∈ [0, ∞) T . We have that
To prove the other part, we assume A(t) > 0 for some t ∈ [0, ∞) T . Define the functional
Then along the solutions of (1), we have by a similar argument as for V thaṫ
Given any t 0 ≥ 0 and any δ > 0, we can find a continuous function φ : E t0 → R with φ < δ with φ < δ, and W (t 0 , φ) > 0 so that if we have x(t) = x(t, t 0 , φ) is a solution of (1), then we have
As t → ∞, |x(t)| → ∞, which is a contradiction. 
|C(t, s)|ds
For more on this we refer the reader to [10] . We have the following corollary. 
then the zero solution of (1) is (US).
Proof. The proof is an immediate consequence of (11) by taking
As a consequence of Theorem 4.1 we are able to state and easily prove the next corollary.
Corollary 4.2. Assume (6) and (7) hold with A(t) < 0 and A(t) is bounded for all
is bounded, and d) the zero solution of (1) is (AS).
Proof. The proof of a) is an immediate consequence of (11) . To prove b) we make use of (10). Since V is positive and decreasing we have that
from which we obtain that
For the proof of c) use (1) and the fact that A(t) is bounded, condition (6) and the fact x(t) is bounded. For part d) we have stability by Theorem 4.1. Left to show |x(t, t 0 , φ)| → 0, as t → ∞. We will prove this by contradiction. Suppose |x(t, t 0 , φ)| 0, then there exists a large T ∈ [0, ∞) T and small but positive ρ such that |x(t, t 0 , φ)| > ρ for all t ≥ T . Next we integrate (10) from T to t and get
which is a contradiction. This completes the proves of (AS).
In the next theorem, we provide a kind of an algorithm for constructing a suitable Lyapunov functional that decreases along the solutions. Let us begin by integrating (1) from 0 to t.
Interchanging the order of integrations yields to
Define the functional
Finally, take the norms in the above expression and define the functional
Note that the functional V defined by (14) may serve, under appropriate conditions, as a Lyapunov functional. In order to ∆-differentiate V we need to use the identity
Its proof can be found in [9] .
Theorem 4.2. Consider (1) with
Then the zero solution of (1) 
and if both t 0
C(t, s)∆s and A(t) are bounded, then x = 0 is (AS).
Proof. Let
Then an application of Theorem 3.2 gives
|C(t, s)||x(s)|∆s
as expected. Now that we have showed V is decreasing, we let ε > 0 be given. We will find a δ > 0 so that for any bounded initial function φ : E t0 → R with φ < δ, we have |x(t, t 0 , φ)| < ε. Due to (16) , V is decreasing and hence for t ∈ [0, ∞) T , we have that
If t 2 and α exist, thenV ≤ 0, which implies that
C(t, s)∆s and A(t)
are bounded, equation (1) gives that x ∆ (t) is bounded and hence x(t) → 0, as t → ∞. This completes the proof.
We end this paper by applying our results to Volterra integro-dynamic q-difference equations.
Applications
Let T = q N = {q n : n ∈ N and q > 1}. On this time scale (1) takes the form ( 
18) D q x(t) = A(t)x(t) +
s∈ [1,t) All the conditions of Theorem 4.2 are satisfied with t 2 = 1, which implies that the zero solution of (18) 
is (AS).
After many failed attempts to construct an example as an application for Theorem 4.1, this author concluded that it might be very difficult, or if not impossible to apply the theorem to q-difference equations, due to condition (7) since µ q (t) := (q − 1)t.
Comparison
In this section we compare our results to those obtained in [5] and [12] . Unlike the obtained results of [5] and [12] , the results of this paper only imply stability and not uniform stability.
