Significant progress has been made within the last decade in motor cortical decoding that predicts movement behaviors from population neuronal activity in the motor cortex. A majority of these decoding methods have focused on estimating a subject's hand trajectory in a continuous movement. We recently proposed a time identification decoding approach and showed that if a stereotyped movement is well represented by a sequence of targets (or landmarks), then the main structure of the movement can be reconstructed by detecting the reaching times at those targets. Both trajectory decoding and landmark-time decoding have their particular advantages, whereas a coupling of these two different strategies has not been examined. In this article we propose a synergy that comes from combining these two approaches for a stereotyped movement under a linear state-space framework. We develop a new decoding procedure based on a forward-backward propagation where the target is used in the initial stage in the backward step. Experimental results show that the new method significantly improves decoding accuracy over the non-target-included models. Furthermore, the coupling based on the new target-included method effectively combines the time decoding and trajectory decoding and further improves the decoding accuracy.
Introduction
Researchers have made significant contributions in the development of neural decoding methods in motor cortex over the last decade. These methods aim to reconstruct continuous arm movements of human or non-human primates using measurements of observed neural activity. Commonly used decoding methods include various linear Gaussian models [19, 24, 34, 12] and GLM (generalized linear model)-based models [22, 33, 21, 31] . Other approaches include neural networks [25, 13] , nonparametric models [32] , general-purpose filters [29] , common-input (or hidden-state) models [16, 4, 36, 18] , and approximate methods for state-space models [8, 15, 23] .
These methods have largely focused on the decoding of the arm trajectory using neural activity, whereas they often lack an appropriate representation on the intended motor behaviors. For example, in many state-space frameworks, the hand movement is modeled as a first order autoregressive (i.e. AR(1)) model [5, 33] . However, arm movements are, in general, directed to a target that is in close proximity of the subject. This knowledge will (consequently) restrict the set of possible states that lead up to the target. Since the arm movements are essentially goal-directed, the inclusion of this prior information could be useful in the decoding process. Such information may be formulated in different ways. For example, we may know that the movement will stop when the target is reached (i.e. zero velocity at the endpoint), or the target position is at a fixed point (i.e. position is known at the end-point).
Several recent studies have investigated the inclusion of the target information in the decoding framework. Kemere et al. [10] proposed a maximum likelihood approach to decode stereotyped reaching movements. This decoding is conducted in two steps: (1) decode the target or goal of the movement using neural activity in plan period; (2) decode the time evolution of the trajectory. The same research group also included the target in feed-forward-controlled linear systems [11] , where the target was used in the measurement model. Yu et al. [37] described the movement to each target individually in a center-out reaching movement and combined all these simple trajectory paths in a probabilistic mixture of trajectory models. In a decoding study in posterior parietal cortex by Mulliken et al. [20] , the static target position is incorporated into the hand kinematics. The neural activity and hand state are then modeled by a standard Kalman filter. The idea of incorporating target information in discrete locations was also examined by Cunningham et al. [7] where they investigated the optimal placement for targets to achieve maximum decoding accuracy.
Srinivasan et al. [30] recently developed a new type of targetincluded model where the target is characterized as the endpoint of the movement with a specified linear Gaussian equation. The hand kinematics are still modeled as a traditional linear Gaussian AR(1) model. The target representation in this model does not assume any stereotyped or canonical form on the movement and minimally constrains the kinematic state equation. Conditioned on the target, they showed that the kinematic terms are still linear Gaussian, yet with a drift term which characterizes the target information. The new target-included kinematic prior model can be directly used in the Bayesian decoding process with any likelihood representation on the neural activity. Their work has been extended to a more general case where the target position can be dynamic during the movement behavior [28] . More recently, Kulkarni and Paninski [17] derived a more efficient estimation procedure based on a continuous state transition using a first-order linear stochastic differential equation (SDE). This approach can directly obtain the target-included estimate for any time without a recursion (which is necessary in [30] ).
In this article, we propose a new computational approach to conduct decoding in a target-included model. We adopt the same mathematical models on the hand state transition and target representation as that in [30] ; that is, the hand state is an AR(1) model and the target is a linear Gaussian model to the endpoint of the hand state. However, in contrast to a new targetincluded kinematic transition, we estimate the hand state using a forward-backward propagation [17] . We will show that this new computational approach can greatly accelerate the decoding process. This efficiency is also comparable to that with continuous SDE on kinematics [17] . In addition, the new method has no constraint on the model parameters, which is often required in the SDE method for an efficient estimation. Furthermore, conditioned on the target information, the framework can be easily adapted for both filtering estimation (by past and current neural activity) and smoothing estimation (by past, current, and future neural activity).
We note that the new target-included algorithm, as well as that in [30, 17] , is based on an important assumption that the arrival time at the target is known beforehand. In practical neural decoding situations, such information is often not known which may limit the application of these methods. However, this assumption may not be necessary if the hand movement is stereotyped with certain landmarks. Our recent work indicates if the experimental paradigm involves movement to a sequence of fixed target positions, then the time of arrival to the targets can be directly estimated based on the same neural activity [6] . We referred to this method as timing decoding to differentiate from the common trajectory decoding. When the time to each landmark is detected, the main structure of the movement can be reconstructed by linearly connecting these landmark points. Note that the movement is continuous and the time decoding is different from the state estimator in an instructed-delay movement [27, 1] . A similar decoding strategy has been explored in [2] where a cepstrum method is used to detect the time of occurrence of an eye saccade movement.
Trajectory decoding and time decoding provide reasonable and complementary reconstructions. The time decoding lacks the details between landmarks. In contrast, the trajectory decoding cannot identify the main structure of trajectory. To fully utilize the benefits from both decoding strategies, we examine an approach to couple them based on the proposed target-included decoding in the context of a landmark-defined movement. To achieve this goal, we plan to proceed in two steps: (1) detect the time to each landmark (target) by the recently developed timewarping method [6] ; and then (2) include the detected times to the new target-included decoding process. Note that here the time to the target provides essential information as the target positions are always known (the hand movement is stereotyped). We will show that this new method better addresses the characteristics of the stereotyped movement and significantly improves the decoding accuracy.
Methods

Experimental methods
Electrophysiological recording: The neural data used here were previously recorded and have been described elsewhere [6, 35] . Briefly, silicon microelectrode arrays containing 100 platinizedtipped electrodes were implanted in the arm area of primary motor cortex (MI) in three juvenile male macaque monkeys (Macaca mulatta). Signals were filtered, amplified (gain, 5000) and recorded digitally (14-bit) at 30 kHz per channel using a Cerebus acquisition system (Blackrock Microsystems Inc.). Single units were manually extracted by the Contours and Templates methods using Offline Sorter (Plexon Inc.). Each monkey's arm rested on cushioned arm troughs secured to links of a two-joint exoskeletal arm (KINARM system, see [26] ) underneath the projection surface. The shoulder joint was abducted 901 such that shoulder and elbow flexion and extension movements were made in the horizontal plane. The monkeys were trained to perform behavioral tasks by moving a cursor to targets via contralateral arm movements.
Random Target Pursuit (RTP) task-Monkeys 1 and 2: At any one time, a single target appeared at a random location in the workspace, and a monkey was required to reach it within 2 s. As soon as the cursor reached the target, the target disappeared and a new target appeared in a new, pseudo-random location (Fig. 1A) . The size of the target was 1 cm Â 1 cm. After reaching the seventh target, the monkey was rewarded with a drop of water or juice. A new set of seven random targets was presented on each trial. The majority of trials were 4-5 s in duration. One dataset was collected and analyzed for each of two monkeys where the first monkey successfully completed 550 trials with 124 distinct units simultaneously recorded and the second one completed 400 trials with 125 units recorded. The firing rates of these cells were computed by counting the number of spikes within the previous 50 ms time window. To match time scales, the hand positions were also sampled every 50 ms. We computed hand velocity using simple differencing on position. We also recorded the time instant when each target was reached.
Squared-Path (SP) task-Monkey 3: In contrast to the RTP task, the targets in the SP task were all fixed at the four corners of a square and the movement was stereotyped (Fig. 1B) . In this experiment, a landmark event was defined as the cursor reaching any of the corners of the square. This event also corresponded to the time at which the next target appeared. The size of the target is 1 cm Â 1 cm. A movement sequence started at the time when the first corner was reached. A trial could start at any time after the end of the previous one. At the start of a trial, the target appeared at the upper right corner of the square and the monkey had to move the cursor to it. Once reached, the target jumped counterclockwise to the next corner and the monkey had to move the cursor again, and so on. A trial was registered as successful only if the monkey reached the target at all of the four corners within 5 s. In the data we collected, there were 240 successful trials. A total of 49 MI single units were recorded simultaneously. To use the time identification method in [6] , the bin size was chosen to be 10 ms for both firing rates and hand kinematics.
Statistical methods
The statistical methods include two parts: (1) develop a targetincluded decoding framework by assuming target information is known during the hand movement. This investigation will be for both RTP and SP tasks. (2) Identify the time when the target is reached for a stereotyped movement, and then couple the time decoding and trajectory decoding by incorporating the detected landmarks in the target-included decoding. This investigation will be for the SP task.
Basic setup
In recent state-space models, the hand kinematics are often represented as an AR(1) process; that is,
where x t ¼ ½x,y,v x ,v y T t represents x-position, y-position, x-velocity, and y-velocity at time t (i.e. the t-th time bin ½ðtÀ1ÞD,tD where D is the bin size), t ¼1,2,y,T. A A R 4Â4 is the linear coefficient matrix. The noise term w t is assumed zero mean and normally distributed, i.e. w t $ Nð0,WÞ,W A S 4 þ (a 4 Â 4 symmetric, positive semidefinite matrix. The notation is taken from [3] ). Eq. (1) is a simple yet effective model, which basically provides a continuous constraint on the monkey's hand movement.
Note that the subject's hand movement was not freely moving in the plane, but was always directed by a target on the projection surface. In the target-directed model we assume some target information y T is known at time T. For example, we may know that at time T the hand will reach some pre-specified location, or the hand velocity will be zero. A simple model with noise is
where G A R rÂ4 is the transition matrix between kinematics at time T and target. The noise term v is assumed zero mean and normally distributed, i.e. v $ Nð0,VÞ,V A S r þ . For the datasets in both RTP and SP movements, the target position is around the end point of hand position (within the target size). Therefore, r ¼2 and
We let V be an identity matrix as the size of the target is 1 cm Â 1 cm. The target-included model is graphically summarized in Fig. 2 . Two methods have been recently proposed to incorporate the target information to the kinematic model [30, 17] . We refer the first method [30] as Target-Included Method A (TIM-A), and the second method [17] as Target-Included Method B (TIM-B).
(i) TIM-A: Here the authors proposed to incorporate the target y T to Eq. (1) if y T is known in the decoding process. The transition probability for the kinematics at time t is
Therefore, the hand state at time t can be written in the following form:
where u t ¼ Eðw t 9x tÀ1 ,y T Þ, and e t $ Nð0,W t Þ,W t ¼ Covðw t 9x tÀ1 ,y T Þ. u t andW t can be computed via standard multivariate statistics formulae (see detailed procedure in [30] ).
Based on Eq. (4), u t has the form
where the matrix M t is a function of G,A,W, and V. Therefore,
Eq. (5) is the new system equation with the target included. It can be combined with any measurement equation (relation between neural activity and kinematics) to form a state-space model. It will be used (instead of Eq. (1)) in the decoding process which exploits the information from the target. (ii) TIM-B: In this method the decoding is looked as a forward and backward process, and the target is only used in the backward part. Assuming the neural observation up to time t is z 0:t , the estimate at time t is
where x 0 is the initial and Z is a normalizing constant.
To get a direct computation without recursion, the authors used a continuous version of the system equation (Eq. (1)); that is,
where R A R 4Â4 corresponds to a transition matrix and rAR 4 denotes a drift term. Using the general solution to this linear stochastic differential equation (SDE) 
Based on this result, we can compute pðy T 9x t Þ ¼ R pðy T 9x T Þ pðx T 9x t Þ dx T . This provides the backward probability on x t when y T is known. Combining this with the forward probability pðx t 9z 0:t ,x 0 Þ, the final estimate on x t can be obtained. TIM-B provides a direct way to estimate the state at any time t. However, for an efficient computation of the covariance Covðx T 9x t Þ, the matrix R is assumed to be diagonalizable. That is, if there exists an invertible matrix B and a diagonal matrix 
where the subscript ij indicates the (i,j)-th entry of the matrix. Note that if D is not diagonal, the computation of the covariance cannot be simplified to the efficient form in Eq. (9). This is true even for any Jordan block matrices; nonzero offdiagonal terms could make the matrix exponential terms difficult to compute and significantly complicate the integration process. Another (relatively minor) issue is that in addition to being diagonalizable, all the eigenvalues in R are desired to be real. This is because complex values will introduce extra computational burden in the process. We will show this result in one of the datasets in Section 3.
Target-included method using discrete system equation with forward-backward procedure
Focusing on an efficient estimation, we adopt the same discrete system equation as in TIM-A, but use the forwardbackward procedure as in TIM-B for the decoding computation. This new method is referred to as TIM-C. That is, the kinematic transition and target information in TIM-C are described by Eqs. (1) and (2), respectively. In this case, the covariance matrix Covðx T 9x t Þ is recursively computed during the backward propagation, which does not change the computational order of the process. In contrast to TIM-B, there is no restriction on the linear transition A.
In addition to the system equation that describes the transition of state over time, a state-space model also includes a measurement equation which describes the relation between neural activity and kinematic state. To focus on kinematic representation with the target information, we adopt a Kalman filter, the most classical state-space model which assumes a linear Gaussian relationship between firing rates and hand motion (see Fig. 2 ). That is, the measurement is described using the following equation:
where z t A R C represents a C Â 1 vector containing the firing rates at time t k for C observed neurons. HA R CÂ4 is the linear coefficient matrix. The noise term q t is assumed zero mean and normally distributed, i.e. q t $ Nð0,Q Þ,Q A S C þ . The measurement in Eq. (10) and the system in Eq. (1) constitute a Kalman filter model. All parameters A,W,H,Q in the model can be identified with closedform solutions [34] .
Filtering decoding in TIM-C: With parameters identified, the hand kinematics can be inferred from neural activity using a backward-forward procedure. Without the derivations in SDE, the target probability, pðy T 9x t Þ, can be recursively computed.
Based on Eqs. (1) and (2), we have
Therefore,
For any forward filtering estimation such as Kalman filtering, we can combine it with Eq. (11) and obtain the final estimate of x t . As both the filtering distribution and target distribution are normal, the combination pðx t 9x 0 ,y T ,z 0:t Þppðx t 9z 0:t ,x 0 Þpðy T 9x t Þ has a closedform which preserves the normality of the state x t .
Smoothing decoding in TIM-C: Eq. (11) separates target information from filtering estimation and provides an efficient combination. This is because z 0:t and y T are independent when conditioned on the knowledge that x t is known. However, for a smoothing estimation, the overall firing rates, z 0:T , and the target position, y T , are not conditionally independent given x t . In this case, the goal is to estimate the state at time t with neural observations up to time T; that is, we are interested in the distribution pðx t 9x 0 ,y T ,z 0:T Þ.
As the measurement model is linear Gaussian, the target model at time T can be combined in the measurement
Here the new measurement is the same as the non-target case, except that at time T the observation also includes the target. The smoothing probability can be estimated as
where Z denotes a constant. The forward probability pðx t 9z 0:t ,x 0 Þ can be obtained using a standard Kalman filtering procedure. pðy T ,z t þ 1:T 9x t Þ denotes the target-included backward probability.
The computations for the smoother follow the same procedure as a standard Kalman smoother except that the backward propagation starts at the target-included distribution
Assume the forward probability at time T, pðx T 9z 0:T ,x 0 Þ, is normally distributed with mean x f T and covariance P f T . Using Eq. (2), pðx T 9z 0:T ,x 0 ,y T Þ is also normally distributed with variance
and mean
The detailed smoothing steps can be found in [9] . Note that the target information is only used in the initial step for the backward propagation. Therefore, the recursive computation based on Eq. (11) (in the filtering estimation) would not be needed in the smoothing procedure. In practice, we have found that for the same target-included model, the computation in the smoothing estimation is actually more efficient than that in the filtering estimation. Multiple Target Decoding: We have introduced a new approach to include the target information in the neural decoding process. One important extension of this study is the decoding of a sequence of targets during the movement (e.g. the RTP and SP tasks). Assume the times to a sequence of K targets are T 1 , . . . ,T K , respectively. For the filtering estimation, we compute the posterior
This problem has been well addressed in [17] where a recursive estimation is performed based on the normal assumption at each target. We further simplified the estimation by assuming that given the current target, the hand movement at each time t does not depend on any other targets. Therefore, the estimation of the filtering posterior in Eq. (14) can be represented in the following form:
wherex T kÀ1 in the second case is the estimate when t ¼ T kÀ1 . It is used as the initial condition for the time period ðT kÀ1 ,T k . Similarly, the smoothing estimate pðx t 9z 0:T ,x 0 ,fy T k gÞ can be simplified in the following form:
Coupling the time decoding and trajectory decoding
For a target-directed movement, we have proposed a new approach, TIM-C, to include the target in the decoding process. The inclusion is based on the assumption that the arrival time at the target is known before the decoding. However, this precondition may not be necessary in certain experimental paradigms. If the target only appears at certain sequential fixed positions (e.g. in the SP task), our recently developed method can identify the time when each target is reached using the same neural signals [6] . Using this idea, we will explore the coupling of time decoding and trajectory decoding in the context of a landmark-defined movement. To this end, we plan to proceed in two steps: (1) detect landmark times by the identification method; (2) include the detected target to the backward propagation in TIM-C.
Landmark points detection: Here we briefly describe the identification method. The details can be found in [6] . Suppose the spiking activity of the recorded C neurons is associated with a sequence of K landmark events during the course of a certain type of behavior such as the SP task. When the bin size is sufficiently small, the spiking activity in each neuron can be approximately represented by a Bernoulli process x c ð1Þ, x c ð2Þ, x c ð3Þ, y, where x c (t) is 1 if the neuron generates spikes in the t-th time bin ½ðtÀ1ÞD,tD, or 0 otherwise, c ¼1,y,C. For i¼1, y, K, the i-th event may be defined as the reaching of the i-th target. The K À 1 intervals, denoted as I 1 ,I 2 , . . . ,I KÀ1 , between the times of consecutive events during an occurrence of the event sequence will be referred to as inter-event intervals (IEIs). For i¼1,y,K, c¼1,y,C, and j¼ ÀB,y,B, let p i,c ðjÞ be the probability that the c-th neuron generates a spike in the j-th time bin away from the i-th event (B is a positive integer). This probability can be estimated using a peri-stimulus time histogram method. For i¼1,y,K À 1, we use q i ðt,y i Þ to model the probability density (e.g. using a Gamma distribution) of the duration of the i-th IEI. The parameter y i can be estimated based on the sample as well.
To identify the occurrences of the whole event sequence, the first step is to evaluate the likelihood of the occurrence of a single event in each time bin. For the i-th event and the c-th unit, we introduce F i,c ðjÞ, such that for j ¼ ÀB,y,B, it is evaluated as It follows that log Prfthe iÀth event occurs in the tÀth time bing
where n denotes the mathematical convolution. We therefore use
as the similarity score between the spiking activity starting in the t-th time bin and the pattern associated with the i-th event. By convolving F i,c with the entire binary sequence x c , the score is obtained for all time bins. For the i-th IEI, i¼1,y,K À 1, and t Z 1, let G i ðtÞ ¼ Àlog q i ðt,y i Þ. Then the logarithm of the probability that the t-th time bin contains the onset of an occurrence of the event sequence with IEIs I 1 , . . . ,I KÀ1 can be expressed in the following form:
We therefore define the score assigned to the time bin t as LðtÞ ¼ max
Up to an additive constant, L(t) is the maximum likelihood that an occurrence of the event sequence starts in the t-th time bin. The score function L(t) is computed for all time bins using a dynamic time warping [6] . We can then use it to detect occurrences of the event sequence. The detection is based on the assumption that the score at the onset of an occurrence of the event sequence (i.e. the time of the first event) is higher than the scores elsewhere within the neighborhood of the onset. The local maximum points associated with L(t) are therefore identified as potential onsets (times when the first targets are hit) of occurrences of the event sequence. The times when all the subsequential targets are hit are a direct result within the dynamic programming process.
Add the detected landmarks to the trajectory decoding model: Let the positions of the K landmarks in a certain type of behavior be L 1 ,L 2 , . . . ,L K . Assume the occurrence times of all landmarks have been identified and denoted ast 1 ,t 2 , . . . ,t K . When the last target L K in a trial is reached, the new target will be the first one, L 1 again, for the next trial. Therefore the target at each time t is calculated as,
Using the above identified target, the new target model iŝ
where G is given in Eq. (3) and v k $ Nð0,W k Þ. The value of W k will be specified based on the size of the target. We let it be an identity matrix for the data in this study as the size of the target is 1 cm Â 1 cm. Eq. (19) is the same as Eq. (2) except that the target at each time is estimated from the identification method. Eqs. (1), (10), (19) constitute a target-included state-space model. The decoding can be performed using a forward-backward procedure for both filtering and smoothing estimations.
Results
TIM-C decoding in the RTP task
The total number of trials in the two datasets from Monkeys 1 and 2 where the RTP task was performed are 550 and 400, respectively. Here we take the first 100 trials in each set as the training data to identify the model. Each training part is around 8 min long and provides sufficient samples to identify the parameters [35] . Then we conduct decoding of the neural firing rates to reconstruct the hand trajectories in the remaining testing part (450 and 300 trials, respectively). The decoding software was written in Matlab (Mathworks Inc., Natick, MA), and the experiments were run on a computer with 8 Intel(R) Xeon(R) 2.00 GHz CPU processors and 12.0 GB of RAM.
In the RTP task, the monkey needs to reach a sequence of seven targets in each trial. The trial starts when the first target is hit. Therefore, the actual number of targets is six during the movement. We investigate the effect of targets on the performance of neural decoding, where the number of targets varies from 1, to 2, to 3, and then to 6. The one target case is on target 7 (last target); the two target case is on targets 4 and 7; the three target case is on targets 3, 5, and 7; and the six target case is on targets 2-7.
Decoding performance: We chose the commonly used mean squared error (MSE in the units of cm 2 ) and the correlation coefficient (CC, no units) to measure decoding accuracy in each testing trial. The decoding results in Dataset 1 are summarized in Table 1 . When no target is included, the decoding results (in the row starting with 'None') are estimated by the classical Kalman filter and Kalman smoother, respectively. It is apparent that including target information significantly improves the performance of decoding. The MSE decreases as a function of number of targets included, and the largest decrease (when six targets are used) is more than 50% in both filtering and smoothing results. Likewise, the CC (for x-and y-position, respectively) increases with respect to the number of targets included. The largest improvement is about 7% in the filtering and 4% in the smoothing. Table 2 shows the decoding results in Dataset 2. We also see that the target-included methods significantly improve the decoding accuracy over the regular Kalman filter and Kalman smoother. Some examples of reconstructed trajectories under all conditions (number of targets included, filtering or smoothing) are shown in Fig. 3 . It is apparent that the decoding gets improved with target information included (most improvement around the target position).
Comparison with other target-included methods: TIM-C adopts the mathematical models of TIM-A on hand kinematics, target position, and neural activity, and therefore, the decoding accuracy of these two methods are nearly identical (minor difference at initial conditions). The result when all six targets are used is shown in Table 3 . For a direct comparison, we also show the result in TIM-C (repeat the filtering estimates from Tables 1 and 2 when all targets are used). The main difference between these two methods is computational efficiency. Note that TIM-A incorporates the target information into the system equation with a multivariate estimation for mean and covariance. The transformation generates a new drift term (M t y T in Eq. (5) which results in more computational steps than the standard forward-backward procedure in TIM-C. More importantly, the new state equation depends on a specific target position, and therefore the error covariances during the decoding procedure cannot be computed beforehand with the identified model. In contrast, this is not an issue in the TIM-C method as all error covariances can be computed before the decoding estimation on the testing data [34] . This off-line pre-computation could significantly reduce the computational burden. Indeed, we find that the averaged time costs (when all six targets are used) in Dataset 1 are 6971.5 s for TIM-A and 6.0 70.26 s for TIM-C, respectively. In Dataset 2 the costs are 54 73.8 s for TIM-A and 4.87 0.23 s for TIM-C, respectively.
The TIM-B method is based on a continuous system equation (Eq. (7)). The decoding can be obtained at any time t in an efficient, non-recursive manner. Using a classical backward Euler method
we can identify R in both datasets via simple AR models. We find that the eigenvalues of R are À1.69, À 3.31, À 8.13, and À6.67 in Dataset 1, and À1.07, À 11.87, À 3.49 þ 2.37i, and À 3.49 À2.37i in Dataset 2. Thanks to these distinct eigenvalues, the matrix R in these two datasets are both diagonalizable though the diagonalization in Dataset 2 can only be in the complex domain (not diagonalizable in the real domain as two eigenvalues are complex). As the TIM-C model is only a discrete version of TIM-B, their decoding results are also nearly identical (see averaged decoding accuracy in Table 3 ). To compare the efficiency, we also compute the averaged time cost of TIM-B in both datasets. We found that in Dataset 1 the cost is 6.170.26 s, nearly the same efficiency as that in TIM-C. In Dataset 2 the cost is 5.770.02 s, which is about 20% slower than that in TIM-C due to the complex-valued computation.
In [20] , the target is incorporated into the hand kinematic state, that is, the new hand statex t ¼ ½x,y,v x ,v y ,p x ,p y T t represents x-position, y-position, x-velocity, y-velocity, target x-position, and target y-position at time t. The new state and neural activity are then represented via a standard Kalman filter. This targetincluded regression model can be identified with least squares on a training set where the hand state, neural activity, and all six targets in each trial are used. Once the model is identified, the decoding will be conducted with a Kalman filter algorithm. The decoding result of this method on both datasets is also shown in Table 3 . We find that the TIM-C method has significantly better decoding accuracy than the regression method for both filtering and smoothing estimations; the MSEs in TIM-C are about 40-50% lower than those in the regression method.
Other target-included methods such as [10, 37] represent the target as the endpoint of the hand where the behaviorial task is often a stereotyped center-out movement and the trajectory is reasonably consistent for each given target position. The decoding in these methods are conducted in two steps: (1) identify the target position (often using neural activity in delayed period before the reaching movement); (2) estimate trajectory with the target-known likelihood model. In general, the movement behavior in these methods is largely known when the target position is known. In contrast, in TIM-C we only assume that the hand will finally reach that position which has no restriction on the trajectory form and imposes minimal restriction on the motor behavior. We have shown that this type of target inclusion achieves significantly better accuracy than a regression-type target inclusion [20] . Note that the models in [10, 37] cannot be directly used in the RTP behavior. We therefore will not have any direct comparison with them on the given two datasets.
Coupling decoding in the SP task
Here we test the decoding performance in the SP task when the target information is included. One key difference from that in Table 4 Averaged decoding accuracy in Dataset 3 (SP task).
Method
Filtering The four red spots denote the four corners in the SP movement. B. Same test trial as in A and its reconstructions using the TIM-C method with true reaching time at four targets. C. Same test trial as in A and its reconstructions using the TIM-C method with estimated reaching time at four targets. It is apparent that the decoded trajectories are closer to the true trajectory when the target information is used (better reconstruction around the four corners). Moreover, the smoothing procedures produce much smoother trajectories which are more similar to the real hand movement. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) the RTP task is that the time when each target is reached can be identified using the same neural signals. This is because the SP task is a stereotyped movement (passing through four fixed corners on a square). Over the 240 trials, we take the first 200 trials as the training set (for parameter estimation), and the remaining 40 as the testing set (for neural decoding).
Coupling the time decoding and trajectory decoding: Using the identification method in [6] , we found that over the 40 test trials, 29 of them can be accurately detected where the averaged error was only 0.22370.200 s (over four corners). As the target only appeared at the fixed four corners of the square, we obtained the target position at each time using Eq. (18) . Then the detected target was incorporated into the linear Gaussian model on the target (Eq. (19) ). Here we compare the decoding performance of the TIM-C method with that of the classical Kalman filter and Kalman smoother for the 29 trials where the target times are not used. Experimental results are summarized in Table 4 . When the true target information is used, the decoding error (MSE) is reduced by about 42% in the filtering procedure, and about 29% in the smoothing procedure. These improvements are consistent to those in the RTP task. More importantly, when the estimated target information is used, we also observe significant improvements-about 35% in the filtering procedure, and about 22% in the smoothing procedure. This indicates that the estimated target times are very accurate and decodings based on them can perform nearly as well as those based on the true target times.
The improved performance of the target-included methods is illustrated by a few typical examples (see Fig. 4) . We see that when target information is used, the decoded trajectories will be able to pass all the targets, significantly improving the decoding over the non-target-included methods. Note that a smoothing procedure produces a much smoother trajectory similar to the true hand movement. However, we note that the better shape does not necessarily mean the decoding is more accurate (see Table 4 , MSE is lower in filtering procedure for both true and estimated target cases). This is somewhat surprising as smoothing estimation is often more accurate than filtering estimation. Further work will be conducted to investigate this issue.
Discussion
In this article, we propose a new computational procedure for performing target-included decoding in the motor cortex. The new approach, TIM-C, is mainly based on two previous methods: TIM-A in [30] and TIM-B in [17] . TIM-C adopts the same model as in TIM-A but uses the forward-backward propagation in TIM-B for computation. We show that the TIM-C decoding can avoid certain limitations in the TIM-B method, where the matrix R needs to be diagonalizable with real eigenvalues for an efficient estimation. In TIM-C, the covariance at each time Covðy T 9x t Þ in Eq. (11) can be recursively obtained for any parameter values. In a decoding procedure where recursion is necessary in the forward filtering such as a Kalman filter algorithm, the backward propagation in TIM-C adds only linearly computational burden. As compared to TIM-A, the target information in TIM-C is only used during the backward propagation. It avoids the relatively more complicated computations for the drift term in the targetincluded state transition [30] . Moreover, as the error covariances in the forward propagation only depend on the fitted model, they can be computed before the analysis of the testing data. This precomputation could significantly accelerate the estimation process which might be useful for on-line neural control applications.
Finally, we note that the TIM-C is based on the assumption that the target location and arrival time need to be known before the decoding process. However, these limitations are not as strongly imposed in previous methods where the targets can be dynamic over the time process [28] .
We examined the target-included kinematic decoding and show that the target is actually used only in the backward step. The forward step is a filtering estimation with any measurement model. To simplify the procedure, we use a linear Gaussian framework to describe the relationship between neural activity and hand motion. With this linear state-space assumption, the classical Kalman filter algorithm can be employed in the forward step. A recent comparison of neural decoding methods showed that the Kalman filter has comparable performance with various GLM-based methods [14] . Indeed, the implementation of the Kalman filter is also much simpler which leads to efficient decoding desirable in on-line neural control as well as for practical prosthetic applications [20, 12] . Our future work will explore other Bayesian formulations where the likelihood model can be any non-linear equation such as GLM-based Poisson or non-Poisson models [22, 33, 30] or mixture models [29] . A non-linear likelihood and the targetincluded prior constitute a more general state-space model [23] . These types of models are more theoretically appropriate as the neural data used is in the form of binned spike counts, which are not continuous variables as assumed in a linear Gaussian framework.
Our recent work showed that for a landmark-defined movement, an identification on the time to each target provides an alternative way to reconstruct the hand motion [6] . Time decoding and trajectory decoding each have advantages. A time decoding can reconstruct the main structure, while it lacks the details between landmarks. In contrast, a trajectory decoding can reconstruct each point in the movement, while it is difficult to identify the main structure of a landmark-defined trajectory. For stereotyped movements such as the SP task we combine these two different decoding methods to fully exploit the benefits from each approach. In this case, the target information does not need to be known beforehand and can be estimated from the same neural signals. We then incorporate the identified target into the TIM-C and demonstrate that such coupling results in more effective decoding. Experimental results show that the combination is effective as more accurate decoding is obtained based on the same neural activity. However, we note that the current time decoding method is only based on stereotyped movements, and that it is an off-line method as all neural signals are needed to identify the targets. We will explore an on-line identification method where only the past and current neural activity is used. Moreover, the coupling method was only used in 29 trials over the total 40 testing trials. This is because time decoding method was only successful in these 29 trials [6] . In our future work, we will investigate ways to improve the time decoding performance and make the coupling method more generally applicable. Finally, we will explore including the target information into the likelihood model, such as using linear or non-linear regression [20] . Such an approach would provide more feasible control in neural motor prostheses.
