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Abstract
The paper is concerned with the  rst meeting or crossing problem between two independent
trajectories for some basic counting processes. Our interest is focused on the exact distribution
of the level and the time of this  rst meeting or crossing. The question is examined for a
renewal process with successively a compound Poisson process, a compound binomial process
or a linear birth process with immigration. For each case, a separate analysis is made according
as the trajectory of the renewal process starts under or above the trajectory of the other process.
A general and systematic approach is developed that uses, as a mathematical tool, a randomized
version of two families of polynomials of Abel–Gontcharo5 and Appell types.
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1. Introduction and preliminaries
1.1. Scope of the paper
A number of problems in probability and its applications come down to the analysis
of the  rst meeting or crossing (f.m./c. in short) of the trajectory of a certain stochastic
process with a  xed boundary. In a  rst meeting (f.m.) problem, the trajectory has at
least to reach the boundary, while for a  rst crossing (f.c.), the boundary has to be
strictly crossed.
Such questions have been often investigated for continuous-state space stochas-
tic processes, mainly Gaussian or similar. The literature is much less abundant for
discrete-state space stochastic processes, most part being restricted to (compound) Pois-
son processes (see, e.g., Zacks, 1991; Stadje, 1993; Gallot, 1993; Perry et al., 1999;
Zacks et al., 1999). The approach followed in these works relies, in general, on renewal
arguments and the use of Laplace transforms.
In a recent paper (Picard and Lef(evre, 1996), we have developed a new methodology
to study the f.m./c. of the trajectory of some basic counting processes with a given
boundary, linear or not. It was shown that the exact distribution of the level and
the time of this f.m./c. can be expressed explicitly using non-standard families of
polynomials. A key point, that can seem to be somewhat unexpected, is the distinction
between lower and upper boundaries. When the random trajectory starts above the
boundary, the polynomials of interest are of the Abel–Gontcharo5 (A.G.) type, while
when the trajectory starts under the boundary, the polynomials are of the Appell type.
Although closely linked, both families of polynomials are quite distinct and enjoy
speci c algebraic properties. A similar approach with associated polynomials (or even
functions with analogous structures) has been applied with success in several particular
contexts. This is the case especially in risk theory (see, e.g., Picard and Lef(evre, 1997;
De Vylder, 1999; Ignatov and Kaishev, 2000) and in epidemiology (see, e.g., Lef(evre
and Picard, 1999; Ball and O’Neill, 1999; Clancy, 1999).
At this stage, it is natural and interesting to pass on to the related problem of
the f.m./c. between two independent trajectories of di5erent stochastic processes. Our
purpose in the present work is to show how the previous methodology can be extended
to f.m./c. problems between a renewal process and some other counting processes. We
will see that the question is of direct relevance in queueing and dams theory; more
evolved applications in other  elds will be presented elsewhere.
The paper is structured as follows. Section 1 sets the basis of the study, with a
brief review of the (generalized) A.G. and Appell polynomials and a discussion on the
choice of the adopted frameworks. Then, we will determine an exact expression for
the distribution of the level and the time of the f.m./c. between a renewal process and
successively a compound Poisson process (Section 2), a compound binomial process
(Section 3) or a linear birth process with immigration (Section 4). For each case,
a separate analysis will be made according as the trajectory of the renewal process
starts under or above the trajectory of the other process. To tackle the problem, we
begin by conditioning on the trajectory of the renewal process. Thus, this trajectory
may be viewed as a  xed boundary, and we are in a position to have recourse to
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results obtained in our previous work. Then, we will get rid of the conditioning by
applying the expectation operator. This step is rather complex since it brings us to
handle a randomized version of the (generalized) A.G. and Appell polynomials. We
notice that the polynomials of A.G. type, owing to their Iexibility, will play here a more
central role.
It is worth pointing out that the followed approach is thus mainly analytic. This
allows us to treat the problem in a general and systematic way, without having to
resort to too speci c or tricky probabilistic arguments.
1.2. A.G. and Appell polynomials
To begin with, we introduce the theory with the f.m./c. problem between a re-
newal process (with {Xn; n¿ 1} as i.i.d. non-negative interarrival times) and a Poisson
process (with rate ¿ 0).
(i) The renewal trajectory is initially under the Poisson trajectory. We assume that
the Poisson trajectory starts at the origin of the axes, and the renewal trajectory at the
point (x; 0), x being a non-negative real, i.e. with a delay x (¿ 0) and at the same
level 0. The statistic of interest is the level N of the >rst meeting (obviously, both
trajectories will meet exactly, if ever).
Firstly, we condition on the renewal trajectory. Once given the Xn’s, this trajectory
becomes a lower boundary that is a right-continuous step function de ned on [x;∞)
and which reaches the level k, k =0; 1; : : : ; after a period of time Sk where S0 = 0 and
Sk =X1 + · · ·+Xk , k¿ 1. Following the notation in Picard and Lef(evre (1996), let us
consider the family of reals U={ui; i¿ 0} where −ui represents the time taken by the
lower boundary to reach i, i.e. here −ui = Si for all i. The conditional distribution of
N is then denoted by P(N = n|x; U ), n¿ 0. Notice that u0 =0, but this is not required
in general (the time taken to reach the level 0 can be non-null, as in the right-hand
side of (1.2) for instance). For x = 0, we have
P(N = n|0; U ) = n;0; n¿ 0; (1.1)
and for x¿ 0, we obtain by a renewal argument
P(N = n|x; U ) =
n∑
k=0
e−x
(x)k
k!
P(N = n− k|0; EkU ); n¿ 0; (1.2)
where EkU = {uk+i ; i¿ 0} is the family U deprived of its  rst k elements. Let us
look for an expression of the form:
P(N = n|x; U ) = e−(x−un)Rn(x|U ); n¿ 0; (1.3)
where Rn(x|U ) is some function of x depending on n and U . By (1.1),
Rn(0|U ) = n;0; n¿ 0; (1.4)
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and writing x − un = x + (0− uk+n−k), we get from (1.2)
Rn(x|U ) =
n∑
k=0
(x)k
k!
Rn−k(0|EkU ); n¿ 0: (1.5)
In particular, we observe that Rn(x|U ), n¿ 0, is a polynomial of degree n with respect
to x that can be determined recursively.
We are going to prove that
Rn(x|U ) = nGn(x|U ); n¿ 0; (1.6)
where {Gn(x|U ); n¿ 0} is the family of A.G. polynomials of degrees n de ned
by
G0(x|U ) = 1; (1.7)
Gn(x|U ) =
∫ x
u0
d0
∫ 0
u1
d1 : : :
∫ n−2
un−1
dn−1; n¿ 1: (1.8)
Notice that Gn(x|U ), n¿ 1, depends on u0; : : : ; un−1 only and may be denoted
Gn(x|u0; : : : ; un−1). Moreover, di5erentiating (1.8) gives G′n(x|U ) = Gn−1(x|EU ),
n¿ 1, which shows that explicit reference to U in the notation is necessary. The
Gn’s enjoy also the two following operational properties for any real a:
Gn(x + a|U + a) = Gn(x|U ); (1.9)
Gn(ax|aU ) = anGn(x|U ); (1.10)
where U +a={ui +a; i¿ 0} and aU ={aui; i¿ 0}. Coming back to (1.6), obviously
it satis es (1.4) by (1.7) and (1.8) where u0 = 0. Furthermore, (1.5) too is veri ed
since di5erentiating (1.6) k times, 06 k6 n, gives
R(k)n (0|U ) = nG(k)n (0|U ) = nGn−k(0|EkU )
= kRn−k(0|EkU ); (1.11)
and substituting (1.11) in the right-hand side of (1.5) yields the Taylor expansion of
Rn(x).
Now, getting rid of the conditioning, we  nd from (1.3) and (1.6) that the distribution
of N can be written, for x given, as
P(N = n) = e−xnE[e−SnGn(x| − Si; i¿ 0)]; n¿ 0: (1.12)
It remains to evaluate the expectation in (1.12).
(ii) The renewal trajectory is initially above the Poisson trajectory. We assume this
time that the renewal trajectory starts at the point (0; u), u being a non-negative integer,
i.e. at the same instant 0 and with a level u (∈N). Let N ∗ and T ∗ denote the level
and the time of the >rst crossing (which is di5erent from the f.m. as explained in
Section 1.4 below).
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We condition again on the Xn’s of the renewal trajectory. This trajectory becomes an
upper boundary that is a right-continuous step function which stays at the level u+ k,
k = 0; 1; : : : ; during the time interval [Sk ; Sk+1). Such a situation arises, e.g., in risk
theory where for an insurance company, the given trajectory corresponds to the deter-
ministic input process (initial reserves plus premiums), and the Poisson process corre-
sponds to the stochastic output process (claims of amount 1). Here thus, T ∗ represents
the time of ruin for the company. The distribution of T ∗ is derived for a more gen-
eral risk model in Corollary 2.2 of Picard and Lef(evre (1997). Denoting the Poisson
process by {Yt; t¿ 0}, we so know that
P(T ∗¿t|V ) =
∞∑
k=0
P(Yt = k; T ∗¿t|V )
= e−t
∞∑
k=0
kAk(t|V )1{t¿vk}; t¿ 0; (1.13)
where V = {vi; i¿ 0} is the family of reals
vi = 0 for i = 0; : : : ; u and vi = Si−u for i¿ u+ 1; (1.14)
and {An(t|V ); n¿ 0} is the family of Appell polynomials of degrees n de ned by
A0(t|V ) = 1; (1.15)
An(t|V ) =
∫ t
vn
dn
∫ n
vn−1
dn−1 : : :
∫ 2
v1
d1; n¿ 1: (1.16)
Notice that An(t|V ), n¿ 1, depends on v1; : : : ; vn only and may be denoted
An(t|v1; : : : ; vn). Clearly, A′n(t|V ) = An−1(t|V ), n¿ 1, so that reference to V could be
omitted in the notation. Moreover, An and Gn are closely related through the identity
An(t|v1; : : : ; vn) = Gn(t|vn; : : : ; v1); n¿ 1: (1.17)
Now, we observe that the event [N ∗¿ n] is a.s. equivalent to [T ∗¿vn], for any
n¿ u. Therefore, taking the expectation of (1.13), we obtain, since An(vn|V ) = n;0,
P(N ∗¿ n) =
n−1∑
k=0
kE
[
e−vn Ak(vn|V )
]
; n¿ u: (1.18)
The next step is to evaluate the expectation in (1.18).
1.3. Generalized families of polynomials
We turn to the more general f.m./c. problem between a renewal process and a com-
pound Poisson process {Yt; t¿ 0} (with rate ¿ 0 and i.i.d. positive integer-valued
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jumps of law qi, i¿ 1). We will discuss the two cases (i) and (ii) above, on basis of
the same initial conditions.
(i) The renewal trajectory starts below. Obviously, (1.1) still holds and for (1.2), it
suPces to substitute P(Yx = k) for [exp(−x)(x)k =k!], k¿ 0, in the formula. Let us
put
P(Yx = k) = e−xek(x); k¿ 0: (1.19)
For the sequel, the explicit expression of ek (given in (2.1)) is not essential. Never-
theless, under the assumption q1 ¿ 0, a crucial property will be that {ek(x); k¿ 0}
constitutes a family of polynomials, of degrees k (since q1 ¿ 0), and satisfying the
properties
e0(x) = 1; (1.20)
ek(0) = k;0; k¿ 0; (1.21)
ek(x + x′) =
k∑
i=0
ei(x)ek−i(x′); k¿ 1: (1.22)
Indeed, (1.20) and (1.21) are immediate from (1.19). Furthermore, (1.22) (which is
often called the binomial identity) is true for x; x′¿ 0 because of the LQevy structure of
the process {Yt; t¿ 0}; both members of (1.22) being polynomials, the identity thus
holds for any x; x′, real or complex. Now, writing as before P(N = n|x; U ) under the
form (1.3), we  nd that here too, Rn(x|U ), n¿ 0, is a polynomial of degree n that is
built recursively from (1.4) and (1.5) with ek(x) substituted for [(x)k =k!], k¿ 0. We
are going to identify the Rn’s with generalized A.G. polynomials.
Firstly, to generate the vector space F of the polynomials, we can use as a basis the
family of polynomials ek(x), k¿ 0, instead of the monomials xk=k!. We now de ne a
linear operator  on F such that
Re0 = 0 and Ren = en−1; n¿ 1; (1.23)
and we put k =(k−1) =k−1(); k¿ 1, where 0 is the identity operator (in the
special case where ek(x)= xk=k!,  reduces to the standard di5erentiation operator). In
this way, for any polynomial Qn of degree n, we can then write the generalized Taylor
expansion
Qn(x) =
n∑
k=0
kQn(0)ek(x): (1.24)
Indeed, we may write Qn =  0e0 + · · ·+  nen with appropriate coePcients  k , and by
(1.23) we obtain
kQn(0) =
n∑
i=k
 iei−k(0) =  k ; 06 k6 n:
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Secondly, given any real a, we de ne another linear operator Ia on F such that
Iaen = en+1 − en+1(a)e0; n¿ 0: (1.25)
Note that RIaen=en, i.e. RIa is the identity operator. The A.G. polynomials {Gn(x|U );
n¿ 0} can now be extended to generalized A.G. polynomials { SGn(x|U ); n¿ 0} by
putting
SG0(x|U ) = 1; (1.26)
SGn(x|U ) = Iu0 Iu1 : : : Iun−1e0(x); n¿ 1: (1.27)
The SGn’s have convenient algebraic properties. So, it can be proved that
r SGn(x|U ) = SGn−r(x|ErU ); 06 r6 n; (1.28)
r SGn(ur|U ) = n;r ; 06 r6 n; (1.29)
(1.9) holds too for SGn, but not (1.10), and any polynomial Qn of degree n admits an
Abelian-type expansion with respect to the family { SGn(x|U ); n¿ 0}, i.e.
Qn(x) =
n∑
k=0
kQn(uk) SGk(x|U ): (1.30)
Moreover, although the de nition (1.27) seems to be intricate, the SGn’s can be easily
evaluated recursively. Thus, (1.30) applied to en yields the recursion
SGn(x|U ) = en(x)−
n−1∑
k=0
en−k(uk) SGk(x|U ); n¿ 0: (1.31)
Another possibility comes from the Taylor-type formula (1.24), which when applied
to SGn, gives, using (1.28),
SGn(x|U ) =
n∑
k=0
ek(x) SGn−k(0|EkU ); n¿ 0: (1.32)
It remains to determine in (1.32) the SGn−k(0|EkU )’s; for that, it suPces to substitute
(1.32) in (1.29), which leads to the recursion
n∑
k=r
ek−r(ur) SGn−k(0|EkU ) = n;r ; 06 r6 n: (1.33)
Now, going back to Rn, we observe that the previous relations (1.5) adapted and
(1.4) are identical with the relations (1.32) and (1.29) for r=0 and u0 =0. Therefore,
we deduce that Rn(x|U ) = SGn(x|U ), n¿ 0, and the distribution of N is given by
P(N = n) = e−xE[e−Sn SGn(x| − Si; i¿ 0)]; n¿ 0: (1.34)
We will carry on the analysis in Section 2.
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(ii) The renewal trajectory starts above. Here too, we express the distribution of Yx
by (1.19), using the family of polynomials {ek(x); k¿ 0}. Let V = {vi; i¿ 0} be the
family of reals given in (1.14). Considering the operator Ia de ned by (1.25), we then
extend the Appell polynomials {An(x|V ); n¿ 0} to generalized Appell polynomials
{ SAn(x|V ); n¿ 0} by putting
SA0(x|V ) = 1; (1.35)
SAn(x|V ) = Ivn Ivn−1 : : : Iv1e0(x); n¿ 1: (1.36)
Notice that SAn and SGn are linked as in (1.17), and by comparison with (1.28),
r SAn(x|V ) = SAn−r(x|V ); 06 r6 n: (1.37)
Now, for the conditional distribution of T ∗, it can be proved (Picard and Lef(evre,
1997) that (1.13) remains true after substitution of SAk(t|V ) for [kAk(t|V )], k¿ 0.
Thus, we  nd that the law of N ∗ is still given by (1.18) after a similar adaptation of
the formula. We will exploit this result in Section 2.
1.4. F.m. versus f.c. initial conditions
Let us emphasize that cases (i) and (ii) in Sections 1.2, 1.3 have been tackled within
two di5erent frameworks. On one hand, in case (i) we have discussed a f.m. problem,
while in case (ii), this is a f.c. problem. More precisely, given two counting processes
{Y it ; t¿ 0} and {Y st ; t¿ 0}, the former starting below the latter, the time and level
of the f.m. between the trajectories are de ned by
T = inf{t: Y st 6Y it } and N = Y sT ; (1.38)
and for the f.c.,
T ∗ = inf{t: Y st ¡Y it } and N ∗ = Y sT∗ : (1.39)
Obviously, a f.m. is necessarily a f.c. when the distance between the initial levels is
not an integer. If the distance is an integer, both can be distinct, with T6T ∗ and
N6N ∗. Nevertheless, the study of f.m. and f.c. are directly related. Indeed, assume
that a theory of f.m. is available, and one wishes to determine T ∗ and N ∗. For that,
we will go up the trajectory of {Y st ; t¿ 0} by a translation of 1 unit, and we denote
by T↑ and N↑ the time and level of the f.m. in this new situation. We then see that
T ∗ = T↑ and N ∗ = N↑ − 1: (1.40)
Conversely, consider the question of how to determine T and N on the basis of a
theory of f.c. In this context, it is natural to assume that the trajectory of {Y st ; t¿ 0}
starts above with a distance of 1 unit at least. Now, we will go down this trajectory
by a translation of 1 unit, and we denote by T ∗↓ and N
∗
↓ the time and level of the f.c.
in this new situation. We then have
T = T ∗↓ and N = N
∗
↓ + 1: (1.41)
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On the other hand, in case (i) we have taken initially the two trajectories starting at
the same level but at di5erent times (the lower trajectory having a delay of x), while
in case (ii), the conditions are inverted (the upper trajectory starting at level u). This
choice is explained by the initial position of the renewal process on which we will
condition. Indeed, it is easier to manage the delay of a Markov process with respect
to a semi-Markov process than the converse. Combining all these observations led us
to adopt these two di5erent frameworks for (i) and (ii) above.
2. Renewal process with compound Poisson process
We continue the analysis made in Section 1.3, under the same assumptions for the
renewal process (with interarrival times Xn¿ 0 and i.i.d., n¿ 1) and the compound
Poisson process (starting at (0; 0) and with rate ¿ 0 and jumps law qi, i¿ 1, where
q1 ¿ 0). We put Sk = X1 + · · ·+ Xk , k¿ 1, with S0 = 0, and we denote by q∗ki , i¿ 1,
the kth convolution, k¿ 1, of the jumps law.
Remark 2.1. A priori, the Xn’s may be of length 0. When Xn ¿ 0 a.s., each step of the
renewal process is of height 1. When P(Xn=0)¿ 0, the successive steps are of random
heights K0; 1 + K1; 1 + K2; : : : ; the Ki’s being i.i.d. with geometric law of parameter
P(Xn = 0).
The polynomials ek de ned in (1.19) are given explicitly by e0 = 1 and
ek(x) =
k∑
l=1
(x)l
l!
q∗lk ; k¿ 1: (2.1)
The condition q1 ¿ 0 guarantees that each ek is of degree k, a property which is
necessary for the validity of some arguments. We indicate, however, that the case
q1 = 0 can be treated by passing to the limit as q1 → 0 in the  nal results.
2.1. A main theorem
The central result derived below allows us to pass, in a certain sense, from the
generalized A.G. polynomials SGn to the basic polynomials en. It will be applied in
several places of the paper.
Theorem 2.2. For x and a¿ 0,
E[e−aSn SGn(x| − Si; i¿ 0)] = E
[
e−aSn
x
x + Sn
en(x + Sn)
]
; n¿ 0: (2.2)
Proof. We proceed by recursion. (2.2) being true when n = 0, let us assume that it
is true for n = 0; : : : ; k − 1¿ 0. We know that I0Rei = ei when i¿ 1. Moreover, we
observe, using (1.29) for r = 0 and (2.1), that when n¿ 1, both sides of (2.2) are
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polynomials of degree n that vanish for x=0. Thanks to the hypothesis q1 ¿ 0, we can
express them as linear combinations of e1; : : : ; en (e0 being excluded). Thus, to prove
(2.2) when n= k¿ 1, it is equivalent to show that
I0RE[e−aSk SGk(x| − Si; i¿ 0)] = I0RE
[
e−aSk
x
x + Sk
ek(x + Sk)
]
: (2.3)
Clearly, a suPcient condition is that the identity (2.3) holds too without I0. The
right-hand side is here
RE
[
e−aSk
x
x + Sk
ek(x + Sk)
]
= E
{
e−aSk
[
ek(x + Sk)− Sk ek(x + Sk)x + Sk
]}
;
and by (1.23) and (A.1) given in the appendix,
= E
{
e−aSk
[
ek−1(x + Sk)− Sk k − 1k
ek−1(x + Sk)
x + Sk
]}
: (2.4)
The left-hand side is, by (1.28),
RE[e−aSk SGk(x| − Si; i¿ 0)] = E[e−aSk SGk−1(x| − Si; i¿ 1)];
writing ES1 for the conditional expectation given S1, and putting S˜ i−1 = Si − S1, i¿ 1,
we get, using (1.9),
= E{e−aS1ES1 [e−aS˜k−1 SGk−1(x + S1| − S˜ i; i¿ 0)]};
and by the recursive hypothesis,
= E
{
e−aS1ES1
[
e−aS˜k−1
x + S1
x + S1 + S˜k−1
ek−1(x + S1 + S˜k−1)
]}
= E
[
e−aSk
x + S1
x + Sk
ek−1(x + Sk)
]
: (2.5)
Therefore, equating (2.4) with (2.5) yields, after simpli cations, the condition
E
[
e−aSk S1
ek−1(x + Sk)
x + Sk
]
= E
[
e−aSk
Sk
k
ek−1(x + Sk)
x + Sk
]
: (2.6)
Now, we see that (2.6) is indeed an identity by the property of exchangeability of the
Xn’s, hence the result.
The following corollary provides a remarkable relation for the conditional expectation
of SGn given Sn.
Corollary 2.3. For x¿ 0,
ESn [ SGn(x| − Si; i¿ 0)] =
x
x + Sn
en(x + Sn) a:s:; n¿ 1: (2.7)
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Proof. By (2.2), we have that for any a¿ 0,
E
{
e−aSn
(
ESn [ SGn(x| − Si; i¿ 0)]−
x
x + Sn
en(x + Sn)
)}
= 0;
i.e. the Laplace transform, with parameter a, of the term put above into parentheses is
identically null. Thus, this term is null a.s., hence (2.7).
2.2. The renewal trajectory starts below (at (x; 0); x¿ 0)
We will show how the laws of the level and time of the f.m. can be expressed in
a simple way in terms of the basic polynomials ek .
Theorem 2.4.
P(N = n) = E
[
e−(x+Sn)
x
x + Sn
en(x + Sn)
]
; n¿ 0; (2.8)
which yields
P(N = n) =
n∑
k=1
(−1)k−1 
k
k!
q∗kn  
(k−1)
n (); n¿ 1; (2.9)
where
 n() = xe−x
[
E(e−X1 )
]n
: (2.10)
Proof. From (1.34) and using (2.2), we obtain (2.8). Substituting en in (2.8) by (2.1)
gives (2.9) with (2.10).
Remark 2.5. Owing to (A.2), we get from (2.8) that
P(N = n) =
n∑
k=1
k
n
e−x ek(x)E[e−Snen−k(Sn)]; n¿ 1;
which can be rewritten as
P(N = n) =
n∑
k=1
k
n
P(Yx = k; Yx+Sn = n); n¿ 1: (2.11)
Formulae (2.11) is not surprising and reminds us of ballot-type results. A similar
observation applies to formula (2.13) below.
Theorem 2.6.
P(N = n; T ¿ t) = E
[
e−(x+Sn)
x
x + Sn
en(x + Sn)1{x+Sn¿t}
]
; n¿ 0; t¿ 0;
(2.12)
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the marginal distribution of T following from (2.12) by summing over n. In particular,
if the Xn’s have a continuous law with density f, the joint density of (N; T ) is
(n; t)→ x
t
P(Yt = n)f∗n(t − x); n¿ 0; t ¿ 0: (2.13)
Proof. Let us condition on the renewal trajectory. We have
P(N = n; T ¿ t|Si; i¿ 0)
=P(N = n|Si; i¿ 0)P(T ¿ t|N = n; Si; i¿ 0): (2.14)
As seen for the derivation of (1.34),
P(N = n|Si; i¿ 0) = e−(x+Sn) SGn(x| − Si; i¿ 0); (2.15)
and since T = x + Sn i5 N = n,
P(T ¿ t|N = n; Si; i¿ 0) = 1{x+Sn¿t}: (2.16)
Inserting (2.15) and (2.16) in (2.14), and taking the conditional expectation given Sn
only, then yields
P(N = n; T ¿ t|Sn) = e−(x+Sn)ESn [ SGn(x| − Si; i¿ 0)]1{x+Sn¿t}: (2.17)
Now, using (2.7) and getting rid of the conditioning in (2.17), we deduce (2.12). As
for (2.13), we obtain from (2.12) that
P(N = n; T ¡ t6 t + dt) = E
[
e−(x+Sn)
x
x + Sn
en(x + Sn)1{t¡x+Sn6t+dt}
]
	 e−t x
t
en(t)P(t − x¡Sn6 t − x + dt);
hence (2.13).
Remark 2.7. Let us suppose that the compound Poisson trajectory starts at the point
(0; y), y¿ 0 (instead of (0; 0)). Then, the distribution (2.8) of N is transformed as
P(N = y + n) = E
[
e−(x+Sn+y)
x + S	y

x + Sn+	y

en(x + Sn+	y
)
]
; n¿ 0; (2.18)

y denoting the smallest integer ¿y, and the joint law of (N; T ) is given by (2.12)
after a similar adjustment. To show (2.18), we  rst observe that substituting 
y for
y does not modify T but changes N into 
N with 
N − N = 
y − y. Secondly, by
substituting the starting points (0; 0) and (x;−
y) for the previous (0; 
y) and (x; 0)
respectively, we see that T is not modi ed but 
N is changed into N˜ = 
N − 
y=
N − y. Moreover, in this case, the renewal trajectory will reach the horizontal axis at
the random point (x + S	y
; 0). Thus, the distribution of N˜ is given by (2.8) in which
x is replaced by the r.v. x + S	y
 and Sn by X	y
+1 + · · ·+ X	y
+n, hence the result.
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Illustration 2.8. The situation examined in Remark 2.7 is of direct relevance to queue-
ing and dam theories. So, consider a M/G/1 queue with i.i.d. batch arrivals (of law
qi; i¿ 1), where initially y customers are waiting for service, and the service desk
opens only at time x. Then, N represents the number of customers served during the
 rst busy period and T is the  nal time of this period.
A dam model with in nite capacity can be built by taking, for each trajectory, the
symmetrical trajectory with respect to the main bisector. The dam is of level x just
before time 0, and successive inputs arise at times 0; 1; : : : ; with i.i.d. volumes X1; X2; : : :.
Independently, there exists an output process in discrete time, starting at time y and
with i.i.d. inter-output times (of laws qi; i¿ 1), and the amounts of these outputs are
i.i.d. and exponentially distributed. Then, N corresponds to the time of  rst emptiness
of the dam, and T is the total volume dropped out up to this time.
2.3. The renewal trajectory starts above (at (0; u), u∈N)
We will point out that although more diPcult, this f.c. problem can be treated too
in terms of the polynomials ek .
In Section 1.3, case (ii), we expressed the law of the level and time of the f.c.
using the polynomials SAn; n¿ 0. By (1.14) and (1.36), we know that SAn = en when
n6 u. For larger n= u+ k; k¿ 1, we start by expanding SAu+k in terms of some SGj,
by applying the generalized identity (1.17) and then formula (1.31) with en(0) = n;0,
n¿ 0; this yields
SAu+k(t|V ) = SGu+k(t|Sk ; : : : ; S1; 0; : : : ; 0)
= eu+k(t)−
k−1∑
j=0
eu+k−j(Sk−j) SGj(t|Sk ; : : : ; Sk−j+1): (2.19)
Theorem 2.9.
P(N ∗¿ u+ n) =
u+n∑
k=0
E
[
e−Sn ek(Sn)
]
−
n∑
k=1
k∑
i=1
E
[
e−Sneu+i(Si)
Sn − Sk
Sn − Si ek−i(Sn − Si)
]
; n¿ 0;
(2.20)
and
P(T ∗¿t) = e−t
[
u∑
k=0
ek(t) +
∞∑
k=1
eu+k(t)P(Sk6 t)
]
− e−t
∞∑
k=1
k∑
i=1
E
[
eu+i(Si)
(t − Sk)+
t − Si ek−i(t − Si)
]
; t ¿ 0: (2.21)
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Proof. By (1.18) generalized, we have
P(N ∗¿ u+ n) =
u∑
k=0
E[e−Snek(Sn)] +
n∑
k=1
E[e−Sn SAu+k(Sn|V )];
and inserting (2.19), we get
P(N ∗¿ u+ n)
=
u+n∑
k=0
E[e−Snek(Sn)]−
n∑
k=1
k∑
i=1
E[e−Sneu+i(Si) SGk−i(Sn|Sk ; : : : ; Si+1)];
which becomes (2.20) by (A.7). Proceeding in a similar way from (1.13), we obtain
(2.21) using (A.8).
Remark 2.10. If the renewal trajectory starts at the point (0; u), u¿ 0 but not neces-
sarily integer, then (2.20) and (2.21) remain valid provided that [u] is substituted for
u in the right-hand side ([u] denoting the largest integer 6 u). Indeed, going down
this trajectory by a translation of u − [u], does not modify T ∗. It changes N ∗ into
N ∗ − u+ [u], but N ∗¿ u+ n is equivalent to N ∗ − u+ [u]¿ [u] + n.
Extension 2.11. The formula for the joint density of (N ∗; T ∗) is rather clumsy, and
we will only sketch its derivation. We begin by writing that
P(Yt = k; N ∗ = u; t ¡T ∗6 t + dt|Si; i¿ 0)
= e−t SAk(t|V )1{t¿vk}1{Sn6t¡Sn+1} 

 ∞∑
j=u+n−k+1
qj

 dt: (2.22)
To get (2.22), we  rst require that Yt = k and T ∗¿t, then Sn6 t ¡Sn+1 to guarantee
that the renewal trajectory is at level u+ n during (t; t+dt), and  nally a jump of the
compound Poisson trajectory larger than u+n−k during (t; t+dt). Now, summing (2.22)
over k=0; : : : ; u+n, and taking the expectation, we obtain P(N ∗=u+n; t ¡T ∗6 t+dt).
It then remains to evaluate E[ SAu+k(t|V )1{Sn6t¡Sn+1}] for 16 k6 n, which can be done
using (2.19) and a modi ed version of (A.8).
3. Renewal process with compound binomial process
We are going to show that the same methodology is ePcient to analyze the discrete-
time version of the previous problems. For the renewal process, it is now assumed that
the interarrival times Xn are also integer-valued. Instead of a compound Poisson process,
we consider a compound binomial process {Yt; t = 0; 1; : : :}, starting at (0; 0) and
Ph. Picard, Cl. Lefevre / Stochastic Processes and their Applications 104 (2003) 217–242 231
with p.g.f.
E(sYt ) =
( ∞∑
i=0
aisi
)t
; t = 0; 1; : : : ; (3.1)
where |s|6 1, and ai, i¿ 0, represents the jumps law per unit of time. We make the
natural assumption 0¡a0 ¡ 1; moreover, we impose a1 ¿ 0, a condition which can
be relaxed in the  nal results.
3.1. Associated polynomials
We  rst need to introduce a family of polynomials ek with the same structural
properties as before. For that, the law of Yx, where x=0; 1; : : : ; is written as in (1.19),
i.e.
P(Yx = k) = ax0ek(x); k¿ 0: (3.2)
It is clear that here too, the ek ’s satisfy the three properties (1.20)–(1.22). Now, de ning
the distribution
qi = ai=(1− a0); i¿ 1; (3.3)
we get from (3.1) that
E(sYx) = ax0
(
1 +
1− a0
a0
∞∑
i=1
qisi
)x
= ax0
x∑
l=0
(
x
l
)(
1− a0
a0
)l ∞∑
k=l
q∗lk s
k ; (3.4)
where q∗0k = k;0, k¿ 0. Thus, from (3.4) and using (3.2), we  nd that
ek(x) =
k∑
l=0
(
x
l
)(
1− a0
a0
)l
q∗lk ; k¿ 0; (3.5)
which shows that ek(x) is a polynomial in x, of degree k since q1 ¿ 0.
Using this family as a basis for the vector space F of the polynomials, we can
then de ne the operators  and Ia by (1.23) and (1.25). This leads us to construct
the polynomials SGn by (1.26), (1.27) and SAn by (1.35), (1.36). It is directly seen that
the properties (1.9), (1.28)–(1.30) remain valid, as well as Properties A.1 and A.2.
Therefore, this is also true for Theorem 2.2 and Corollary 2.3.
3.2. The renewal trajectory starts below (at (x; 0), x∈N)
To determine the law of the f.m. level N , we begin by proceeding as
in Section 1.2, case (i). Obviously, (1.1) still holds, and instead of (1.2),
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we have
P(N = n|x; U ) =
n∑
k=0
ax0ek(x)P(N = n− k|0; EkU ); n¿ 0: (3.6)
Following (1.3), we put
P(N = n|x; U ) = ax−un0 Rn(x|U ); n¿ 0;
and we easily deduce from (3.6) that Rn(x|U ) = SGn(x|U ), n¿ 0. Thus, we get
P(N = n) = E[ax+Sn0 SGn(x| − Si; i¿ 0)]; n¿ 0: (3.7)
Now, arguing as in Section 2.2, we obtain for (3.7) an explicit expression in terms
of en, which is exactly (2.8) with a0 substituted for exp(−). Formulas (2.9), (2.10)
are then replaced by
P(N = n) =
n∑
k=1
(1− a0)k
k!
q∗kn ’
(k−1)
n (a0); n¿ 1; (3.8)
where
’n(a0) = xax−10 [E(a
X1
0 )]
n: (3.9)
3.3. The renewal trajectory starts above (at (0; u), u∈N)
Conditioning on the renewal trajectory, the f.c. problem of the compound binomial
trajectory with the corresponding upper boundary is equivalent to the ruin problem for
some discrete-time risk model. Such a question has been studied recently by Picard
et al. (2002), and we may hope to exploit their results. This raises, however, a prelim-
inary diPculty within the modeling. Indeed, in the paper, the upper boundary is taken
left-continuous, while here the  xed renewal trajectory is right-continuous. We will see
that the diPculty can be overcome by a simple trick, under the additional assumption
that the Xn’s are strictly positive.
Speci cally, for any n¿ 1, the point (Sn; u+n) is a discontinuity point of the renewal
trajectory, and the trajectory is at level u+ n during the interval [Sn; Sn+1). Let us now
modify the trajectory by assigning the level u+ n during the interval (Sn− 1; Sn+1− 1]
when n¿ 1, and the level u during (0; S1− 1] (this is possible because of the assump-
tion Xk¿ 1 a.s.). Clearly, the modi ed trajectory is left-continuous. Furthermore, for
t = 0; 1; : : : ; both trajectories are at the same level, and consequently, they will have
the same level and time of f.c. with the compound binomial trajectory.
Thus, choosing to work with the modi ed trajectory, we may refer to Picard et al.
(2002) and we have
P(T ∗¿t|V ) = at0
∞∑
k=0
SAk(t|V )1{t¿vk}; t = 0; 1; : : : ; (3.10)
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where V is given here by (instead of (1.14))
vi = 0 for i = 0; : : : ; u and vi = Si−u − 1 for i¿ u+ 1: (3.11)
By arguing as in Section 2.3, we then  nd that Theorem 2.9 remains valid provided
that a0 is substituted for exp(−) and Si − 1 for Si, i¿ 1.
4. Renewal process with linear birth process with immigration
Returning to continuous-time models, we pursue with the f.m./c. problem between
a renewal process and a linear birth process with immigration {Yt; t¿ 0}, starting at
(0; 0) and with in nitesimal generator
i = a+ bi; i¿ 0; (4.1)
where either a¿ 0, b¿ 0 (so that the trajectories are unbounded), or a¿ 0, b¡ 0
and −a=b is a positive integer n0 (so that the trajectories are bounded by n0). We will
show that this problem can be treated by the same approach, based now on the simple
A.G. polynomials Gn.
4.1. A preliminary theorem
The SGn’s constructed in Section 2 depend on the family U ={−Si; i¿ 0}, i.e. apart
S0 = 0, a sequence of partial sums of i.i.d. r.v.’s. We will see that the Gn’s of interest
here depend on a family U={-i=Z0; : : : ; Zi; i¿ 0} that corresponds, apart -0=Z0=1,
to a sequence of partial products -i; i¿ 1, of i.i.d. r.v.’s Zj, j¿ 1. Surprisingly, in that
special situation, the expectation of any Gn is equivalent to Gn with respect to some
non-random family. This result was initially obtained by Ball and O’Neill (1999). It
is rederived below in a slightly simpli ed and more general way.
Theorem 4.1. For any real /,
E[(-n)/Gn(0|-i; i¿ 0)] = Gn(0|V (/)); n¿ 0; (4.2)
where
V (/) = {v(/)i ; i¿ 0} with v(/)i = E[(Z1)/+i]; (4.3)
provided that v(/)i exists for 06 i6 n− 1.
Proof. Obviously, both sides of (4.2) are equal to 1 when n=0. Proceeding by recur-
sion, let us assume that (4.2) holds for n = 0; : : : ; k − 1¿ 0. From (1.31) written for
Gk (instead of SGk , thus with ei(x) = xi=i!, i¿ 0), we have
Gk(0|U ) =−
k−1∑
j=0
(uj)k−j
(k − j)! Gj(0|U ); (4.4)
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for any given family U . Thus, we obtain using (4.4) that
E[(-k)/Gk(0|-i; i¿ 0)] =−
k−1∑
j=0
E
[
(-k)/
(-j)k−j
(k − j)! Gj(0|-i; i¿ 0)
]
: (4.5)
Since for k¿ j+1, -k =-j(Zj+1 : : : Zk) and (Zj+1 : : : Zk) is independent of {-0; : : : ; -j},
the right-hand side of (4.5) becomes, with the notation (4.3),
=−
k−1∑
j=0
[v(/)0 ]
k−j
(k − j)! E[(-j)
/+k−jGj(0|-i; i¿ 0)];
and by the recursive hypothesis,
=−
k−1∑
j=0
[v(/)0 ]
k−j
(k − j)! Gj(0|V
(/+k−j)): (4.6)
Now, (4.6) can be expressed as
=−
k∑
j=0
[v(/)0 ]
j
j!
Gk−j(0|V (/+j)) + Gk(0|V (/));
and by (1.32) written for Gk ,
=− Gk(v(/)0 |V (/)) + Gk(0|V (/));
which, by (1.29), reduces to Gk(0|V (/)) as announced.
Hereafter, the r.v.’s Zn, n¿ 1, are positive and generally of the form
Zn = ebXn ; n¿ 1; yielding -n = ebSn ; n¿ 0; (4.7)
the Xn’s being the sequence of i.i.d. interarrival times for the renewal process.
Under (4.7), and when the Xn’s have a density f, it is possible to derive the expres-
sion (4.8) below for the conditional expectation of Gn given Sn = x, in terms of some
element G∗n of polynomial type, but built with convolution products. Such a formula
can be used to write, for instance, the joint density of the level and time of the f.m./c.
For reasons of brevity, the proof of the result and its applications are omitted.
Corollary 4.2. For x¿ 0,
ESn=x[Gn(0|ebSi ; i¿ 0)] = G∗n [0|H (x)]=f∗n(x); n¿ 1; (4.8)
where H (x) denotes the family {hi(x); i¿ 0} with
hi(x) = ebixf(x); (4.9)
and G∗n is constructed as Gn but with convolution products in place of ordinary
products, i.e. G∗0 = 1 and
G∗n [0|H (x)] =−
n−1∑
k=0
h∗(n−k)k
(n− k)! ∗ G
∗
k [0|H (x)]; n¿ 1: (4.10)
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4.2. The renewal trajectory starts below (at (x; 0), x¿ 0)
In Section 7 of Picard and Lef(evre (1996), we studied the f.m. problem of the birth
process {Yt; t¿ 0} with a  xed lower boundary. We so know that
P(N = n|Si; i¿ 0) = e−0x−nSn

n−1∏
j=0
−j
b

Gn(e−bx|ebSi ; i¿ 0); n¿ 0:
(4.11)
Therefore, putting (4.7) and taking the expectation of (4.11), we have
P(N = n) = e−0x
(−a
b
)
[n]
E[(-n)−(a=b)−nGn(e−bx|-i; i¿ 0)]; n¿ 0; (4.12)
where for any real  ,  [n] =  ( − 1) · · · ( − n+ 1); n¿ 1.
Theorem 4.3. In notation (4.3),
P(N = n) =
(−a
b
)
[n]
n∑
j=0
e−jx
j!
[v(−(a=b)−j)0 ]
jGn−j(0|V (−(a=b)−n)); n¿ 0:
(4.13)
Proof. For  xed -i, i¿ 0, the Taylor expansion (1.32) of Gn, n¿ 0, gives
Gn(e−bx|-i; i¿ 0) =
n∑
j=0
e−bjx
j!
Gn−j(0|-i; i¿ j);
and by (1.10),
Gn(e−bx|-i; i¿ 0) =
n∑
j=0
e−bjx
j!
(-j)n−jGn−j(0|-( j)i ; i¿ 0); (4.14)
where we de ne -( j)0 =1 and -
( j)
i =Zj+1 : : : Zj+i when i¿ 1. Inserting (4.14) in (4.12),
we then  nd that
P(N = n) =
(−a
b
)
[n]
n∑
j=0
e−jx
j!
E[(-j)−(a=b)−j]
E[(-( j)n−j)−(a=b)−nGn−j(0|-( j)i ; i¿ 0)]; n¿ 0; (4.15)
since -j and -
( j)
i , i¿ 0, are independent r.v.’s. Now, applying (4.2) to evaluate the
expectation in (4.15), we deduce formula (4.13).
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Remark 4.4. The distribution of Yx at time x¿ 0 is known to be
P(Yx = n) =
(−a=b
n
)
(1− ebx)ne−nx; n¿ 0: (4.16)
We notice that (4.16) follows as a direct corollary to (4.13). Indeed, if the Xn’s are
equal to 0 a.s., then the renewal trajectory is a vertical line and N corresponds to Yx.
Moreover, v(/)i = 1 for i¿ 0, so that (4.13) becomes
P(Yx = n) =
(−a
b
)
[n]
n∑
j=0
e−jx
j!
(−1)n−j
(n− j)!
=
(−a=b
n
)
e−ax(e−bx − 1)n; n¿ 0;
which is equivalent to (4.16).
4.3. The renewal trajectory starts above (at (0; u), u∈N)
To begin with, we condition on the renewal trajectory, and we examine the f.c.
problem of the birth process {Yt; t¿ 0} with that given upper boundary. As before,
V denotes the family (1.14), the Zn’s and -n’s are given by (4.7) and {An; n¿ 0} is
a family of Appell polynomials.
Lemma 4.5.
P(Yt = n; T ∗¿t|V ) =
(−a
b
)
[n]
(−1)ne−ntAn(ebt |ebV )1{t¿vn}; n¿ 0; t ¿ 0;
(4.17)
where ebV is the family {ebvi ; i¿ 0} with
ebvi = 1 for i = 0; : : : ; u; and ebvi = -i−u for i¿ u+ 1: (4.18)
Proof. We will assume that (−a=b)[n] = 0 (otherwise, (4.17) is obvious). Firstly, we
observe that for t ¿ 0,
P(Yt = 0; T ∗¿t|V ) = e−0t ; (4.19)
and for n¿ 1,
P(Yt = n; T ∗¿t|V ) = 0 when t6 vn; (4.20)
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while when t¿ vn,
P(Yt = n; T ∗¿t|V ) =
n∑
k=0
P(Yvn = k; T
∗¿vn|V )P(Yt = n|Yvn = k; V ); (4.21)
where by (4.16),
P(Yt = n|Yvn = k; V ) =
(−a=b− k
n− k
)
(1− eb(t−vn))n−ke−n(t−vn): (4.22)
Now, let us express P(Yt = n; T ∗¿t|V ), n¿ 0 and t ¿ 0, under the form (4.17) but
with some function Rn(ebt), unknown for the moment, instead of An(ebt |ebv) as stated.
To satisfy (4.19) and (4.20), we need that
R0(ebt) = 1 and Rn(ebvn) = 0 for n¿ 1: (4.23)
When t¿ vn for n¿ 1, substituting (4.17) with Rn(ebt) into (4.21), (4.22), and since
vn¿ vk when 06 k6 n, we obtain, after simpli cations, the condition
Rn(ebt) =
n∑
k=0
Rk(ebvn)
(ebt − ebvn)n−k
(n− k)! ; n¿ 1: (4.24)
We note that in (4.17), Rn(ebt) is de ned only when t¿ vn and may be chosen arbitrar-
ily when t ¡ vn, which implies that the restriction t¿ vn can be ignored in (4.24). Thus,
putting x=ebt , we see that {Rn(x); n¿ 0} is a family of polynomials of degree n in x
that may be determined recursively from (4.23), (4.24). Finally, it is directly checked
that this corresponds to the family of Appell polynomials {An(x|ebV ); n¿ 0}.
Now, for n6 u, An(x|ebV ) reduces to (x− 1)n=n!. For larger n= u+ k, k¿ 1, using
(1.9) with a= 1 and arguing as with (2.19), we obtain the expansion
Au+k(x|ebV ) =Gu+k(x − 1|-k − 1; : : : ; -1 − 1; 0; : : : ; 0)
=
(x − 1)u+k
(u+ k)!
−
k∑
j=1
(-j − 1)u+j
(u+ j)!
Gk−j(x|-k ; : : : ; -j+1): (4.25)
Owing to Property A.3, we are then ready to get rid of the conditioning.
Theorem 4.6.
P(N ∗¿ u+ n) =
u+n∑
k=0
(−a=b)[k]Ln;k −
n∑
k=1
(−a=b)[u+k]
k∑
j=1
(−1)k−jLj;u+j
k−j∑
r=0
1
r!
×(Mu+k−r)n+r−kGk−j−r(0|Mu+j+i ; i¿ 0); n¿ 0; (4.26)
where Lj;k and Mk , j; k¿ 0, are de>ned by (A.17) and (A.18).
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Proof. We have, for n¿ 0,
P(N ∗¿ u+ n) = P(T ∗¿Sn) =
∞∑
k=0
E[P(YSn = k; T ∗¿Sn|V )]; (4.27)
where by (4.17),
P(YSn = k; T
∗¿Sn|V ) =
(−a
b
)
[k]
(−1)ke−kSn Ak(ebSn |ebV )1{Sn¿vk}: (4.28)
We notice that (4.28) is equal to 0 for k ¿u+ n¿ 1 (since then, vk¿ vu+n = Sn, and
for vk = Sn, Ak(: : :) = 0 while for vk ¿Sn, 1{:::}=0). Thus, the summation in (4.27) is
limited to 06 k6 u+ n. Now, inserting (4.25) into (4.27), (4.28), we  nd that
P(N ∗¿ u+ n) =
u+n∑
k=0
(−a
b
)
[k]
E
[
e−kSn
(1− ebSn)k
k!
]
−
n∑
k=1
k∑
j=1
(−a
b
)
[u+k]
(−1)u+k
×E
[
e−u+k Sn
(-j − 1)u+j
(u+ j)!
Gk−j(-n|-k ; : : : ; -j+1)
]
: (4.29)
It remains to evaluate the latter expectation in (4.29). For that, we apply Property A.3
(which is based on (4.2)), and we then deduce (4.26).
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Appendix A
We derive below three technical results involving the polynomials en, SGn and Gn,
respectively. The notation is the one adopted previously.
Property A.1. Let {en; n¿ 0} be de>ned by (2.1) or (3.5). Then, for x = 0,

[
n
en(x)
x
]
= (n− 1) en−1(x)
x
; n¿ 1; (A.1)
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and for b = 0 = b+ x,
n
en(b+ x)
b+ x
=
n∑
j=0
j
ej(b)
b
en−j(x); n¿ 1: (A.2)
Proof. Let W1; : : : ; Wk be i.i.d. r.v.’s with law qi, i¿ 1. By exchangeability, we have,
for n¿ k,
E(W1|W1 + · · ·+Wk = n) = nk =
n∑
j=0
j
qjq
∗(k−1)
n−j
q∗kn
;
yielding
nq∗kn = k
n∑
j=0
jqjq
∗(k−1)
n−j : (A.3)
From (A.3), we then get that under (2.1),
nen(x) = x
n∑
j=0
jqjen−j(x); n¿ 0; (A.4)
and under (3.5),
nen(x) =
1− a0
a0
x
n∑
j=0
jqjen−j(x − 1); n¿ 0: (A.5)
Therefore, using (1.23), we deduce (A.1) from (A.4), (A.5).
For (A.2), we observe, by arguing as with (2.3), that it suPces to prove that

[
n
en(b+ x)
b+ x
− n en(b)
b
]
= 

n−1∑
j=0
j
ej(b)
b
en−j(x)

 ; n¿ 1: (A.6)
But by (A.1), (A.6) reduces to
(n− 1) en−1(b+ x)
b+ x
=
n−1∑
j=0
j
ej(b)
b
en−1−j(x); n¿ 1;
so that (A.2) follows directly by recursion.
Property A.2. For 16 i¡ k6 n,
E[e−Sneu+i(Si) SGk−i(Sn|Sk ; : : : ; Si+1)] = E
[
e−Sneu+i(Si)
Sn − Sk
Sn − Si ek−i(Sn − Si)
]
;
(A.7)
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and for 16 i¡ k and t ¿ 0,
E[eu+i(Si) SGk−i(t|Sk ; : : : ; Si+1)1{t¿Sk}] = E
[
eu+i(Si)
(t − Sk)+
t − Si ek−i(t − Si)
]
:
(A.8)
Proof. Since Si is independent of {Xi+1; : : : ; Xk ; : : : ; Xn}, we obtain, using (1.9), that
the left-hand side of (A.7) can be written as
E[e−Si eu+i(Si)]B; (A.9)
where
B= E[e−(Sn−Si) SGk−i(Sn − Sk |0;−Xk; : : : ;−Xk − · · · − Xi+2)]: (A.10)
Let us put
S ′j = X
′
1 + · · ·+ X ′j with X ′j = Xk−j+1; for 16 j6 k − i;
in particular, Sk − Si = Xi+1 + · · · + Xk = S ′k−i. By conditioning on Sn − Sk , we then
express (A.10) as
B= E[e−(Sn−Sk )C]; (A.11)
where
C = ESn−Sk [e−S
′
k−i SGk−i(Sn − Sk |0;−S ′1; : : : ;−S ′k−i−1)]: (A.12)
Note that Sn − Sk is independent of {S ′1; : : : ; S ′k−i}. Therefore, we may apply (2.2) to
evaluate C, which yields
C = Esn−Sk
[
e−(Sk−Si)
Sn − Sk
Sn − Si ek−i(Sn − Si)
]
: (A.13)
Combining (A.9)–(A.13), we then deduce (A.7).
For (A.8), we proceed in a similar way and we rewrite the left-hand side as
E[eu+i(Si) SGk−i(t − Sk |0;−S ′1; : : : ;−S ′k−i−1)1{t¿Sk}]: (A.14)
By conditioning on (Si; Sk), or equivalently on (Si; S ′k−i), (A.14) becomes
E{eu+i(Si)1{t¿Sk}ESi ;Sk [ SGk−i(t − Sk |0;−S ′1; : : : ;−S ′k−i−1)]}: (A.15)
We can then use (2.7) to evaluate ESi ;Sk [ : : : ] in (A.15), and this leads to (A.8).
Property A.3. For 16 j¡k6 n,
E[(-n)−(a=b)−u−k(-j − 1)u+jGk−j(-n|-k ; : : : ; -j+1)] = (−1)u+j
(u+ j)!Lj;u+j
k−j∑
r=0
1
r!
(Mu+k−r)n+r−kGk−j−r(0|Mu+j+i ; i¿ 0); (A.16)
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where for j; k¿ 0,
Lj;k = E
[
e−kSj
(1− ebSj)k
k!
]
; (A.17)
Mk = E(e−kX1 ): (A.18)
Proof. After a Taylor expansion of Gk−j, the left-hand side of (A.16) is given by
k−j∑
r=0
1
r!
E[(-n)−(a=b)−u−k+r(-j − 1)u+jGk−j−r(0|-k−r ; : : : ; -j+1)]: (A.19)
By independence of the Xn’s, and using (1.10), we can express (A.19) as
k−j∑
r=0
1
r!
E[(-j)−(a=b)−u−j(-j − 1)u+j]E
[(
-n
-k−r
)−(a=b)−u−k+r]
E
[(
-k−r
-j
)−(a=b)−u−j
Gk−j−r
(
0|1; -k−r−1
-k−r
; : : : ;
-j+1
-k−r
)]
;
that is, with the notation (A.17), (A.18),
(−1)u+j(u+ j)!Lj;u+j
k−j∑
r=0
1
r!
(Mu+k−r)n+r−kE
[(
1
Zj+1 : : : Zk−r
)(a=b)+u+j
Gk−j−r
(
0|1; 1
Zk−r
; : : : ;
1
Zj+2 : : : Zk−r
)]
: (A.20)
Now, we evaluate E[ : : : ] in (A.20) by applying (4.2), and this leads to (A.16).
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