We solve the following counting problem for measure preserving transformations. For f ∈ L 1 + (µ), is it true that sup n
Introduction
Let (X, B, µ) be a probability measure space, T an invertible measure preserving transformation on this space and f ∈ L 1 + (µ). Since f (T n x) n → 0 a.e., the following function
is finite a.e. In this paper we consider the following Counting Problem I. Given f ∈ L 1 + (µ) do we have sup n Nn(f )(x) n < ∞, µ a.e.?
In [1] and [2] the operator sup n Nn(f )(x) n was introduced and the pointwise convergence of
Nn(f )(x) n was studied. It was shown there that if f ∈ L p + for p > 1, or f ∈ L log L and the transformation T is ergodic, then
Nn(f )(x) n converges a.e to f dµ. If T is not ergodic, then the limit is the conditional expectation of the function f with respect to the σ field of the invariant sets for T . Hence, the limit is the same as the limit of the ergodic averages 1 N N n=1 f (T n x). The limit of the ergodic averages, by Birkhoff's pointwise ergodic theorem, exists for any function f ∈ L 1 (µ). It is natural to ask whether Nn(f )(x) n also converges a.e., when f ∈ L 1 (µ). Another motivation for this question is given by the fact that for i.i.d. random variables X n ∈ L 1 it was shown in [1] that #{k :
} n converges a.e. to E(X 1 ). The counting problem was afterwards discussed in [9] .
One can see by using the methods of [1] , for instance, that the convergence for all functions f ∈ L This theorem answers then the question raised in [1] .
We will also derive answers to some related problems. The first consequence, linked to the study of the maximal function N * (f )(x) = sup n
Nn(f )(x) n
, is what we call the return times for the tail (of the Cesaro averages). we can find a set X f of full measure such that for all x ∈ X f for all measure preserving systems (Y, G, ν, S) and each g ∈ L 1 (ν) the sequence f (T n x)·g(S n y) n converges to zero for a.e. y.
A first consequence of Theorem 1 will be the following
Theorem 2. The Return Times for the Tail Property does not hold for p = 1.
We observe that in [1] and [2] it was shown that the Return Times for the Tail Property holds in L p for 1 < p ≤ ∞ and even in L log L.
A second consequence is a solution to the (L 1 , L 1 ) problem mentioned in [1] , [3] and [14] . To explain this problem we need a few definitions.
Definition 2.
A sequence of scalars a n is said to be good universal for the pointwise ergodic theorem (resp. norm convergence) in L r , 1 ≤ r ≤ ∞ if for all dynamical systems (Y, G, ν, S) the averages
In [4] , [5] , and [6] J. Bourgain showed that given f ∈ L ∞ (µ) the sequence That is, if the function f ∈ L p (µ) for some 1 ≤ p ≤ ∞, then the set of convergence obtained from the Return Times Theorem works for all functions g ∈ L q (ν), where
hence it is a universal set. However, fixing f and g, the projection of the convergence set onto the first factor obtained by Birkhoff's theorem depends on both functions. A weakness of the Return Time Theorem is that it does not address the case of f ∈ L 1 and g ∈ L 1 .
Birkhoff's theorem, on the other hand, guarantees convergence for
In [3] random stationary weights (i.i.d. random variables) were given for which one could go "beyond" the duality apparently imposed by the use of Hölder's inequality. It was also shown that given f ∈ L 1 (µ) the sequence (f (T n x)) is µ-a.e. good universal for the L 1 norm. In [1] a Multiple Return Times Theorem for L 1 i.i.d. random variables was obtained while in [14] a Multiple Return Times theorem was proved for L ∞ stationary processes. We also derive in Section 4 some consequences in L 1 (T) between the continuous analog of the maximal function sup n
or, analogously,
and the one sided Hardy-Littlewood maximal function.
Proof of Theorem 1
In this section µ will denote Lebesgue measure on R and log will denote logarithm in base 2. An interval I is a 2 −R grid interval if there is some j ∈ Z
Basic systems
A "life" function is a map ν :
Given a life function ν, a gain constant M > 3, and a startup time N 1 we choose a sequence N 2 , ..., N M so that
.
Our aim in this section is to prove the following 
for all x ∈ Γ l . Moreover, each set Γ l consists of the union of intervals of the
We can also require that f (x) = 0 for any x which is not in an interval of
Proof. Set h 0 = 2 M +10 and choose J 0 such that In Figure 1 we illustrate the manner in which the sets In (4) the first expression for B M is given for some computational purposes whereas the second expression shows that B M does not depend on J but rather on J 0 . The same is true for all the sets B i to be defined now.
Assume that l ∈ {0, ..., M − 3} and B M −l ′ is given for all l ′ ∈ {0, ..., l}.
Thus, the set B M −(l+1) consists of the intervals with even index in the standard 2 N M −l−1 +M −J 0 grid that are subsets of I and are not in
Returning to the illustration on Observe that µ(B M −l ) = µ(I)/2 l+1 holds for l = 0, ..., M − 2 and µ(B 1 ) =
The set B 1 is the union of some disjoint intervals of the form 
Our function f which depends on J will have value 0 on ∪ M l=2 B l . To determine its values on B 1 , consider one of the intervals making up B 1 :
In Figure 2 one can see one interval I ′ being enlarged. Again we could not divide this interval in a drawing into several thousand subintervals, so in this illustration h = 4, and S = 2. One tiny interval is of length 2 −J , the tiny intervals marked by an extra solid line are the ones where f = h.
From the definition of f , we have 
, and
Then N 1 > 10 implies 1000 ≤ n and hence
Of course, instead of 0.99 we could have used 0.999, but this is not of any consequence for our purposes. Now, we define the sets Γ i which do not depend on J from the sets B i .
To begin set
Again, the second expression here shows that Γ 1 does not depend on J since B 1 does not depend on J. For each interval I ′ making up B 1 , by using (1),
Observe that for each l = 1, ..., M − 2, the set
the union of some intervals of the form
Also, the two sets B M −l and B 1 ∪ . . . ∪ B M −l−1 are equally distributed in
then every evenly indexed interval is in B M −l and the others are in
. Finally, by induction one can also see that
and, more generally,
. By using (11) and the definition of f (x)
we have
From N 2 > N 1 > 10, (4), (5), (6), (7), (9) , and (12) it follows that each Γ l is the union of intervals of the form [i · 2
Level k systems
In this section the gain constant M ∈ N is fixed.
Next we define the life functions for all k ∈ N. We will use these functions in the proof of Lemma 5. Set ν 1 (N) = N + 1 for any N ∈ N. We proceed by induction, so assume that for k ∈ N we have already defined ν k . If some N ∈ N is given use ν = ν k and
We say that a random variable
This section is about the existence of level k systems, by which we mean any system (T, f ) satisfying the conditions described in the next lemma. 
, for which
Moreover, f is constant on the intervals of the form
We also may require that if
Proof. To define our level 1 systems we use Lemma 4 on I 0 . We apply Lemma 4 with ν = ν 1 , and We proceed by induction on k. Assume that level k systems exist and we need to verify the existence of level k + 1 systems.
First, calling upon Lemma 4, we define a "mother" base system. The "subsystems" of this "mother" system will be level k systems with different life intervals. Here is a heuristic argument behind our construction. Due to the L 1 restrictions, the mother system is unable to deal with all the subsystems simultaneously at the same time. So some subsystems have longer and longer waiting times, but the longer the waiting time, the longer lifetime they need. Since we already know how the subsystems will look, this information is encoded by the life function ν k+1 . Now, using this function, we can "design" a mother system which can accomodate all the subsystems. Let us proceed.
Given the startup constant
> max{10, M} putting the life function ν k+1 defined at the beginning of Subsection 2.2 into (1), determine the sequence N 2,0 , ..., N M,0 , (the extra 0 in subscripts will refer to the "mother system"). We also put N 0,0 = N 1 , and set the support constant S 0 = k for the mother system.
Next we apply Lemma 4 with ν = ν k+1 to the 2 −R grid interval 
for all x ∈ Γ l,0 . Moreover, I 0 φ 0 = 2 −M +1 µ(I 0 ). Since S 0 = k, we also have φ 0 (x) = 0 for any x which is not in an interval of the form [(i·2
Next, consider the intervals
for j = 1, ..., 2 J 0,0 −R . Our "subsystems" will live on these intervals.
Γ l,0 = ∅, and in this case we set l(j) = 0. By our assumption on any I j we can find level k systems. So, for each j ∈ {1, ..., 2 J 0,0 −R } choose a level k system on I j with startup time K any x ∈ I j there exists an n ∈ [2 N l(j),0 , 2 ν k+1 (N l(j),0 ) ], for which
Moreover, φ j is constant on the intervals of the form [i · 2 −J , (i + 1)2 −J ),
, for x ∈ I j , h = 1, ..., k. We may also require that if
then φ j (x) = 0. This last property implies that the support of φ 0 is disjoint from the support of any φ j , j = 1, ..., 2 J 0,0 −R . Since φ j is supported on I j , we see that the supports of the functions φ j are also disjoint.
Set f = N n (φ j )(x). We also calculate
is constant on the intervals I j , one can also see that the functions X If x ∈ I j ⊂ Γ l(j),0 , then
. For these same x, by our induction hypoth-
This also shows that the exit time K (k+1) e can be chosen to be ν k+1 (N M,0 ).
p-blocks
We restate in our measure theoretical language formula (9) on p. 21 of [11] in the form of a lemma.
Lemma 6. Assume that for a given q ∈ N we have independent identically distributed random variables X 1 , ..., X q on a probability space (Ω, Σ, µ), each with finite mean u and variance v. Then for each ǫ > 0 we have
This section concerns the existence of p-blocks as described in the next lemma. We assume I = [0, 1). 
There is a set Λ p with µ(Λ p ) > 0. 
Proof. Using Lemma 5 on
log(p) + log(log 2 (p))], and startup time K and a level 2 p system (T p , f p ) such that T p (x) = x + 2 −Jp , mod 1. Here we remark that Lemma 5 uses T p (x) = x + 2 −Jp , but f p is supported on I and hence by using T p (x) = x + 2 −Jp , mod 1 we cannot decrease N n (f p ). We have
such that for any x ∈ I 0 there exists n ∈ [2 2 p , 2
] for which
and
Then, for any h,
We have
Next, by Lemma 6 used with ǫ = 1/2
Proof. By using Lemma 7 with I = X = [0, 1) choose p 0 and for each p > p 0
Now using the definition of N n ′ we obtain
Hence for all x from a set of measure at least 0.99 there exist n such that
Since λ p · 0.99 → ∞ we have established Theorem 1.
3 Proofs of Theorems 2 and 3
Proof of Theorem 2
Proof. Theorem 2 follows from Theorem 8 in [1] . It was shown there that for a sequence of nonnegative numbers c n such that lim n c n /n = 0 the following two statements are equivalent 1.
sup n #{k :
and 2. for all measure preserving systems (Y, G, ν, S) and all g ∈ L 1 (ν), the sequence c n · g(S n y)/n converges to zero ν a.e.
Taking the sequence c n = f (T n x) for an ergodic transformation T shows that if the validity of the Return Time for the Tail Property in L 1 were to hold, then we should have for all f ∈ L 1 + (µ) for a.e. x, sup n #{k :
Condition (18) for all f ∈ L 1 + (µ) is equivalent to saying that sup α>0 #{k :
Consider an enumeration of the positive rational numbers r k and define for each k the function
. We have sup α>0 #{k :
When T is ergodic it commutes with the family of powers of T . By the ergodic theorem this family is mixing. Indeed, we have
so for each ρ ≥ 1 there exists a n such that
Thus we can apply Theorem 4 of [1] to conclude that there exists a finite
This means that µ x : sup α>0 #{k :
Replacing the function f by f /λ provides a maximal inequality for the maximal function sup α>0 #{k :
From this we obtain easily a maximal inequality with the same constant C for sup n #{k :
Having this constant for one ergodic transformation provides the same constant for all ergodic transformations. The ergodic decomposition would then
show that
This would contradict Theorem 1.
Proof of Theorem 3
Proof. Theorem 3 also follows from Theorem 1. We can argue also by contradiction. If we had the validity of the Return Times for Pairs property for (L 1 , L 1 ) spaces then we would have the convergence in the universal sense of
. This would imply the convergence to zero of
This in turn would give the validity of the Return Time for the Tail property in L 1 , but this was disproved in Theorem 2. One way to prove Birkhoff's pointwise ergodic theorem is via the maximal inequality µ x : sup
It turns out (see [7] for instance) that this maximal inequality is equivalent to the weak type (1,1) inequality for the Hardy-Littlewood maximal function on T, the unit circle, that we identify with the interval [− ),
The following maximal function was introduced by the first author
The interest in the operator A lies in the following results
1. It was used in [12] to give the details of the fact that the return time for the tail in all L p spaces 1 < p ≤ ∞ is equivalent to the validity of Birkhoff's theorem in all L r spaces for 1 < r ≤ ∞. In other words, the finiteness of
2. If one considers the characteristic function of a measurable set B, then simple computations show that
Thus the operator A satisfies a restricted weak type (1, 1) inequality in the sense that we have for all λ > 0
i.e. a weak type (1, 1) inequality for characteristic functions of measurable sets. (See also [15] or [7] for instance for more on restricted weak type inequalities.)
3. The operator A can be viewed as a continuous analog of the counting function studied in the previous sections. Furthermore, we have the following lemma.
Lemma 8. Given p, 1 ≤ p ≤ ∞ the following statements are equivalent (a) There exists a finite constant C such that for all λ > 0 and (a n ) ∈
(b) There exists a finite constant C such that for all f ∈ L p (T) and λ > 0 we have
Proof. The proof uses known methods in ergodic theory such as transference or Rohlin's tower lemma. Details of such computations can be seen in [12] . So we only sketch some of them. We remark that (a) is equivalent to the following inequality.
There exists a finite constant C such that for all λ > 0, (a n ) ∈ l p (Z), positive integers K and I,
In order to prove that So Theorem 1 gives us the following contribution to the problem of characterizing operators for which a restricted weak type (1,1) inequality implies a weak type (1,1) inequality. (See [7] for more on this problem.) The operator
A does not satisfy a weak type (1,1) inequality. It is shown in [7] that if an operator is generated by convolutions, then a restricted weak type (1,1) inequality implies a weak type (1,1) inequality. Such is the case of the Hilbert transform and the Hardy-Littlewood maximal function.
Next we list some of the properties of the operator A. 
It maps functions in
3. There exists a positive function f ∈ L 1 (T) such that A(f )(x) ≮ ∞ for a.e. x in T.
Proof. Statements (1) and (2) follow from Lemma 8.
The last statement is a consequence of Theorem 1. The arguments developped in [1] (cf. Theorem 4) indicate that if we had A(f )(x) < ∞ for a.e.
x then we would have a weak type (1,1) inequality for A. By Lemma 8 this would imply a weak type (1,1) inequality for sup n Nn(f )(x) n , a conclusion that we disproved in Theorem 1.
