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Abstract 
Positioning in learning networks is a process that 
assists learners in finding a starting point and an 
efficient route in the network that will foster 
competence building. In order to avoid labor-intense 
routines in the network we explore computational 
approaches to services such as positioning that are 
based on the contents of the learning network and the 
behavior of those participating in it, rather than in 
predefined procedures and (meta-) data. We present a 
content-based approach to positioning that uses latent 
semantic analysis to compare the learner’s portfolio to 
the contents offered in the learning network. Although 
initial results indicate the feasibility of the approach 
there are a number of important caveats to consider 
 
1. Introduction 
 
A learning network is an ensemble of actors, 
institutions and learning resources that are 
interconnected through and supported by information 
and communication technologies in such a way that the 
network self-organizes [1]. In a learning network all 
actors are furthering the development of competence. 
Thus, the persons in the learning network can have 
several roles, i.e. they are not confined to, for example 
a learner or tutor role but they can act as learner in one 
activity and as a tutor in another. As a learner, a 
member of a learning network typically engages in a 
series of learning activities to reach a goal, such as 
acquiring a certain competence. In learning networks 
for life long learning, prolonged interruptions of such 
series of  learning activities are likely to occur. 
Moreover, learners may engage intermittently in 
different types of learning. Whenever such a learner 
returns to the learning network we are faced with what 
we call the ‘positioning problem’. Taking into account 
the goals and the history of the learner, what route or 
routes of learning activities through the learning 
network can we advise and what is the best place for 
the learner to start? [2]. 
 
The positioning problem can be addressed by 
assuming that the learning network will contain a 
number of pre-arranged routes towards particular goals. 
The positioning problem is then rephrased as one of 
determining for each route which learning activities 
need to be completed and which ones can be skipped, 
because they do not add to the competencies, skills and 
knowledge that the learner has acquired in the past. 
Once this exercise has been completed, one may 
proceed to compare the routes and use an evaluation 
function to prioritize them in a recommendation to the 
learner. 
The crux here is that it is unclear how the contents 
of the learner history can be mapped onto the learning 
outcomes of activities contained in the learning 
network. This state of affairs is further exacerbated 
when we consider the learner history as the result of 
life long learning. The learner history of life long 
learning may contain references to certifications from 
formal, accredited learning as well as to experience 
gained in informal learning situations. Any solution to 
the positioning problem has to take into account the 
experience gained in accreditation of prior learning 
(APL) and experience. 
 
2. Positioning and Accreditation of Prior 
Learning 
 
In a learning network that supports lifelong 
learning, determination of redundant learning activities 
closely resembles accreditation of prior learning 
(APL). APL is used here as a term that encompasses 
recognition of prior formal as well as informal learning 
[3]. This recognition is of particular interest whenever 
a person traverses the boundaries between work and 
education. In this situation, a mapping operation such 
as APL requires common frameworks that contain 
common definitions of tasks, competences, knowledge 
and skills. Such frameworks are rare however, and they 
are limited to particular vocational domains and thus, 
one has to fall back on procedural approaches to APL. 
A typical APL procedure (for academic courses) 
consists of four phases [4]. During  phase 1 - candidate 
profiling - the personal information and needs, post-
secondary goals for education, employment, training, 
past employment, past training, hobbies, interests and 
volunteer work are documented. In phase 2 - gathering 
and presenting the evidence - evidence is collected 
about previous qualifications and experience that may 
support the claim that the student already possesses 
knowledge and skills that are outcomes of the learning 
program. This evidence is then presented in a portfolio. 
During phase 3 - assessing the evidence - an assessor 
reviews the quality of the student portfolio. This 
includes reviewing the portfolio for completeness and 
assessing and verifying the evidence. The final phase 
of accreditation involves the verification or 
endorsement by the department responsible for 
awarding the credit or recognizing the positive 
outcomes of the assessment. 
The critical phase is the second one, where 
students have to gather and present evidence. Students 
report serious problems with the preparation of a 
portfolio that demonstrates the equivalence of prior 
learning to the outcomes of the target courses. This 
student problem is, interesting enough, mirrored by the 
institutions that report that they need assistance in 
mapping the data that the students provide in their 
portfolio onto their courses and the expected learning 
outcomes [5]. 
This mapping exercise may become an intricate 
process of comparing domain models derived from 
experiential learning to academic domain models. 
Starr-Glass [6] gives the example of a financial advisor 
who, through experiential learning, has gained a 
considerable body of knowledge in financial advising, 
but cannot express this knowledge in terms that match 
those of the academic domain. Rather than probing for 
direct equivalence an APL procedure should help 
articulate the student’s body of knowledge and then 
search for communalities with the academic 
formulation of the domain. 
 
 
3. A computational approach to positioning 
 
In our computational approach to positioning we 
will not dwell on deriving and mapping the domain 
models referred to by Starr-Glass. Moreover, we make 
several additional simplifying assumptions. We do not 
expect a positioning service in learning networks to do 
direct equivalence mapping, i.e. demonstrate that the 
history of the learner contains evidence that the learner 
has already acquired knowledge, skills and 
competences that are equivalent to the outcomes of 
learning activities within the routes considered. Our 
core assumption is that equivalence of outcomes will 
be reflected in, or can be approximated by, the 
correlations between the contents of (learning) 
materials studied or produced by the student (source 
material) and the material contained in the learning 
activities in the routes of the learning network (target). 
If a positioning service can determine whether source 
and target materials overlap, it may help to overcome 
the ‘mirror’ problem of students and institutions that 
was discussed above. 
In the positioning service that we are developing 
documents are correlated using latent semantic analysis 
[7]. Latent semantic analysis (LSA) is based on word 
(co)-occurrences in documents. All order (syntax) of 
words or semantics in the original documents is 
ignored. All analyses are performed on a Term-by-
Document matrix with word frequencies in the cells. 
This matrix is decomposed in a matrix with singular 
values (corresponding to the length of the axes of the 
dimensions in the matrix) and two matrices that rotate 
these axes orthogonally. The final step, the actual LSA, 
drops the dimensions with the smallest axes and thus 
reproduces the original matrix using less dimensions 
than were contained in the original matrix. This 
reduced model is thought to better express the 
semantics in the data [8]. 
In the reproduced data each document is 
represented as a vector. The smaller the angle between 
two document vectors the higher they are correlated, 
that is, they are expected to contain materials that have 
substantial overlap. Learners are represented by one or 
more documents that they have produced or studied. If 
one or more of these learner document vectors 
demonstrate a high correlation with learning material 
vectors, then the learning material may be considered 
redundant. 
 
We develop the positioning service in a number of 
steps in which we validate the approach first and then 
build actual prototypes of the service. Our first step has 
been to test the feasibility of the approach by using 
LSA with small-scale corpora. When used for 
document retrieval, the LSA is performed on large 
corpora that contain thousands of documents. 
Educational uses, in contrast, are often confined to 
smaller corpora, that are more specific to 
(sub)domains. Within these corpora LSA has been 
shown to be robust against decreasing the size of the 
corpus  
To use LSA for positioning requires that LSA 
determines overlap between similar documents. In this 
case the analysis should return high correlations 
between the source documents, being the documents 
that the student brings forward, and the target 
documents, being the documents that are contained in 
the learning material for which exemption is sought. At 
the same time correlations with non-related documents 
should be low. 
In order to test whether LSA could return such 
correlation patterns when used on small corpora, we 
construed a test corpus. The corpus is based on a 
collection of documents obtained from the Dutch 
version of Microsoft Encarta and from a Web search of 
documents in Dutch on 'apes' and ‘monkeys’. These 
documents were split by the authors according to the 
topics treated in the text. This resulted in most 
documents being reduced to a paragraph in length. The 
final corpus contained 287 documents and had a size of 
611216 bytes. The final mean document size was 311 
words. TextStat [9] reported 10736 different tokens of 
which 4376 occurred in at least two documents. 
Within the corpus we identified two homogeneous 
subsets, each dealing with a particular species. For 
each subset separate analyses were run. What we tried 
to determine was a point of optimum performance. 
Optimum performance was defined as the simultaneous 
occurrence of maximum correlations between 
documents within the homogeneous set and minimum 
correlations between documents outside the subset. We 
ran several analyses in which we varied strategies of 
filtering the data, as well as the number of singular 
values used to reproduce the data. Here the main 
results of these analyses are reported. The reader is 
referred to [10] for an extensive report of the analyses 
and the results. First, the analyses showed that an 
acceptable performance of the LSA could only be 
achieved when noise words were filtered. Without 
filtering correlations do not allow discrimination. 
Second, the number of singular values to be used in the 
reconstruction of the data could be determined when 
we combined performance measures with a bandwidth 
of minimum and maximum levels of variance 
accounted. 
Figure 1 gives partial results for one of the sets. 
Noise words were filtered, resulting in a reduction of 
about 30% of the total frequency of terms. The figure 
plots correlations and explained variance that were 
computed under various numbers of singular values (x-
axis).  The two descending curves in the figure 
represent the correlations within and outside the 
homogenous set. The highest correlations are within 
the homogenous set. These correlations are substantial. 
The third, rising curve represents the explained 
variance. These curves show that a maximum 
discrimination is obtained when only a few singular 
values are used. At this point however, as the third 
curve shows, only 50% of the variance is explained. 
Using a bandwidth of 80 to 90 per cent explained 
variance, leads to a selection of singular values in the 
range of 35 to 45. 
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Figure 1: correlations and 
 explained variance 
 
The analysis of the test corpus demonstrates the 
technical feasibility of the approach, even when LSA is 
being used on small corpora. Moreover, this trial 
demonstrates that usable heuristics can be formulated 
to find an optimum for the performance of LSA for 
applications such as positioning.  This analysis also 
demonstrates that selecting too many singular values 
for the reproduction of the data can be 
counterproductive. 
Our next step in the development of the 
computational approach to positioning is to establish 
reliability and validity of the approach. To that end a 
trial within the Psychology Department of the Open 
University of the Netherlands is started. Every year, the 
Department receives requests of new students who seek 
exemption for (parts of) the course Introductory 
Psychology on the basis of their prior education. At the 
moment the Department decides on the basis of 
material on the prior education of the students whether 
parts of Introductory Psychology will be exempted, i.e. 
will not be assessed at an exam. In the trial we will 
compare source and target material. That includes the 
core texts, the learning aids that are contained in the 
texts, such as learning objectives, self-assessments, 
study questions and the metadata about the texts. 
Several comparisons between source and target 
material will be made by experts and these will be 
compared to the correlations between texts that result 
from applying LSA. Next to direct text comparisons we 
will also ask experts to make an estimate of the 
similarity in terms of expected learning outcomes. 
 
 
4. Discussion and conclusion 
 
First steps towards a computational approach to 
positioning have been described. Results of a first trial 
corpus are encouraging. These results are promising in 
that we may succeed in comparing materials in the 
students portfolio to materials encountered in a 
learning network and thus discover potential 
redundancies. Within more traditional, procedural 
approaches to accreditation of prior knowledge, the 
LSA based comparison of source and target material 
may help students to select promising material for 
inclusion in the portfolio. 
Nevertheless, there are several issues that warrant 
a cautious interpretation of these results. First, the core 
assumption of the computational approach to 
positioning presented here is that overlap in contents of 
source and destination materials is a valid proxy for 
overlap in learning outcomes. Our current results do 
not address this issue, but we will use the field trial in 
Introductory Psychology to test this assumption. 
Second, the approach is based on the analysis of 
textual material. This may effectively limit the 
approach to domains with a strong verbal character. 
Mathematics and chemistry or the history of art may be 
domains that are hard to handle with LSA. In a similar 
way domains that have strong psycho-motor content 
may not be adequately represented. Many practical 
skills areas may belong to this category. On the other 
hand there is some evidence to suggest that analysis of 
metadata can be a promising alternative for these non-
verbal domains [11]. Within the Psychology test trial 
we can experiment with different types of content as 
well as metadata. 
Third, the grain size of the documents to be 
analyzed is a matter of some concern. Within our test 
corpus we could use documents of paragraph size, 
because all comparisons were within the corpus. It is 
not obvious that a similar splitting strategy applied to 
documents within the student portfolio would allow for 
valid comparisons to various materials in different 
learning networks. 
Fourth, the dynamic nature of the material in the 
network may be of some concern, because it may 
generate additional load on the position service. This 
load is further increased if the routes through the 
network are subject to frequent changes. This will lead 
to additional load on the service, but does not require a 
different approach to the positioning problem. 
There are several ways forward beyond our 
approach. Our approach is strictly bottom-up, based on 
documents encountered. Within the context of learning 
networks for life long learning a combination with 
existing schemes to express learner history will have to 
be explored. In a similar way we will have to explore 
combinations with interpretations of metadata 
contained in the learning network. Finally, we 
contrasted our positioning approach to the procedural 
approach of current APL practice. Embedding a 
computational positioning service, within APL practice 
may help overcome some of the core problems for both 
students and institutions that engage in APL. 
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