Toward the understanding of bifurcation phenomena of dynamics on the Berkovich projective line P 1,an over non-archimedean fields, we studied the stability (or passivity) of critical points of families of polynomials parametrized by an analytic curve. We constructed the activity measure of a critical points of a family of polynomials, and studied its property : equidistribution, relation to the Mandelbrot set.
Introduction
The purpose of this paper is to construct a measure which describes the stability (passivity) of dynamical systems over a non-archimedean field. Let K be an algebraically closed field complete with respect to a non-trivial and non-archimedean absolute value, V be a smooth strictly K-analytic curve, f : V × P 1,an → P 1,an be an analytic family of polynomials of degree d, and c : V → P 1,an be a marked critical point. The activity locus of the point c by f is well-studied in complex dynamics as well as its relation to the bifurcation phenomena. First of all let us briefly review it before we state our main results:
1.1. Stability in complex dynamics. Let V be a complex manifold of dimension n, f : V ×P 1 → P 1 be an analytic family of rational maps of degree d, and c : V → P 1 be an analytic morphism which we regard as a marked point. We write f t (z) := f (t, z) so that f t is a rational function of degree d for each t ∈ V . The important phenomenon of the analytic family of rational maps is bifurcation. When the family is quadratic polynomials f t (x) = z 2 + t, there is the famous Mandelbrot set. This is a subset of its parameter space C, and for any point t in the Mandelbrot set, the Julia set of f t , which is the set of points whose asymptotic behaviors are unstable and denoted by J(f t ), is connected and it moves continuously in t. On the other hand, Julia set becomes Cantor set for any point t out of the Mandelbrot set. From this fact we can tell the drastic change occurs at the boundary of the Mandelbrot set. This is the typical picture of bifurcation phenomena. More precisely, the definition is the following: Definition 1.1. Let V and f be as above. for any point t 0 of V , the family f is stable, or J-stable at t 0 if there is an open neighborhood U of t 0 and a set of continuous functions {h t : J(f t 0 ) → J(f t )} t∈U such that the following conditions are satisfied:
(1) The function h t 0 is the identity, and (2) for any point z ∈ J(f t 0 ), the function t → h t (z) is analytic on U . The complement of the stable locus is called the bifurcation locus.
To study the bifurcation locus, it is useful to study the asymptotic behaviors of critical points of f . From now on we assume that the marked point c is one of critical points, i.e. for any t, c(t) is a critical point of f t . This current is called the activity current of (f, c). For this current, we have a more general statement on equidistribution: Proposition 1.4. In the above notation, let E be the set of exceptional points, i.e. E = a ∈ P 1 1 d k (c * k (δ a − ω)) does not converge weakly to zero as k → ∞ .
Then, the set E is pluripolar, i.e. a subset of the polar set of some plurisubharmonic function.
Remark 1.5. The proposition above is originally a much more general statement from [11] or [12] , but it is enough for this situation.
What motivates us to study activity/passivity loci of analytic families of rational functions and moving points is related to J-stability of the family. [13] shows the following:
Let V and f be as above and λ 0 ∈ V . The following conditions are equivalent:
(1) The number of attracting cycles is locally constant around λ 0 , (2) for all λ sufficiently close to λ 0 , f λ is attracting, repelling or persistently indefferent, and (3) the function λ → J(f λ ) is continuous at λ 0 with respect to the Hausdorff topology. In addition, if all the (2d − 2) critical points c (1) , c (2) , . . . , c (2d−2) are marked by analytic functions, they are also equivalent to the following two equivalent conditions:
(1) for all j = 1, 2, . . . , 2d − 2, the pair (f, c (j) ) is passive, and (2) for all λ sufficiently close to λ 0 and j = 1, 2,
Here, a periodic point z of exact period n is persistently indifferent at t 0 if there is a neighborhood U of t 0 and a holomorphic map w : U → P 1 (C) such that (1) w(t 0 ) = z, (2) for any t ∈ U , w(t) is periodic of exact period n, and (3) for any t ∈ U , |(f n ) (w(t))| = 1.
From the above fact, the sum of all the activity current of the critical points, which is called the bifurcation current, describes the bifurcation. Indeed, set
where T i denotes the activity current of the j-th critical point c (i) . Since all the currents are positive, the support is the union of those of the activity currents. This is exactly the set of points where the point c (j) (t) is active, whence the support of the bifurcation current is the set of points where the family f bifurcates. This is the reason why the study of the activity measure is important. Bifurcation currents are introduced in [9] by L. DeMarco. For a family of polynomials, this can be constructed as the Laplacian of the dynamical green function, which we make use of to construct activity measures in non-archimedean dynamics (for details for bifurcation currents of complex dynamics, see section 3 of [4]).
1.2. Our results. Let us go back to the non-archimedean setting. Let V be an analytic curve with some good properties, which will be explaind in the next section. For an analytic family f of polynomials of degree d and a marked point c, defined similarly as in the complex case, we construct the dynamical Green function h (f,c) as
where h ft is the canonical measure attached to f t on {t} × K P 1,an . The activity measure µ (f,c) of (f, c) is defined to be its Laplacian −dd c h (f,c) . The well-definedness is showed in section 3. In this section we also prove the following: Theorem 1.7 (Theorem 3.4). In the above notation, we set c n (t) : = f n t (c(t)). The sequence of positive measures { 1 d n c * n δ ζ 0,1 } n converges to the activity measure µ (f,c) weakly, where δ ζ 0,1 is a Dirac mass at the Gauss point ζ 0,1 . This is an analogous result to proposition 1.3. We also have the analogous one to proposition 1.4: Theorem 1.8 (Theorem 4.1). In the above notation, let E be the set of exceptional points, i.e.
Then, the set E has capacity 0.
We show the theorem in the slightly more general setting later.
As an application and an example, we consider the algebraic family of polynomials parametrized by the analytification of affine line V = A 1,an . For this setting we can consider the higher digree analogue of the Mandelbrot set M d,V,c , which will be given in section 5. Theorem 1.9 (Theorem 5.1). In the above notation, the activity measure µ (f,c) is the equilibrium measure of the set M d,V,c with respect to ∞. The support of the activity measure coincides with the boundary of M d,V,c .
1.3. Plan. In section 2, we put a brief summary of the main tool of the proofs of the above results, the potential theory of analytic curves. In section 3, we discuss on the well-definedness of the dynamical Green function and the proof of theorem 3.4. In section 4, we discuss on the exceptional sets and the proof of theorem 4.1. In the last section, we show theorem 5.1. Also we discuss on the J-stability argued in [7] .
1.4. Notations and conventions. Throughout the paper, K is an algebraically closed field with a complete, non-trivial and non-archimedean valuation. Since the fibred product of two varieties over the base field K is different from the usual product of them as topological spaces (even the underlying sets are different), we denote × K the fibred product and × the usual product. Every convergence of sequences of measures is weak convergence. When we consider the projective line P 1,an , we always fix the infinity ∞ to consider the affine line P 1,an = A 1,an ∪ {∞} in P 1,an , and the coordinate x or sometimes y on the affine line A 1 . When we consider an affine line as parameter space, the coordinate will be denoted by t.
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The potential theory of analytic curves
When we need to construct a theory analogous to the theory of complex dynamics as above, then we need a good notion of analytic space, or "manifold." For instance, we need an analytification of a projective line P 1 . It is known, however, that the set of K-rational points P 1 (K) with the topology induced from that of K makes this space non-locally compact and totally disconnected. This is why we need Berkovich analytification of the projective line to cope with these problems. The Berkovich analytification of the projective line P 1,an has good topological properties; it is compact, Hausdorff, and path-connected, and has the set of K-rational points P 1 (K) as a dense subset. Moreover, it has a structure of metrized graphs, which enables us to consider several notions of subharmonic analysis just as in complex dynamics. Also, in general, we can consider the analytification of other algebraic curves, and several analytic varieties we consider in complex geometry such as open discs by means of Berkovich geometry. If we assume some properties (smooth, separated, paracompact and strictly K-analytic in the sense of [3] ), all of which any analytification of smooth algebraic curves satisfy, we can do the same argument of subharmonic analysis as on the projective line. We call them strictly K-analytic curves for short. For the details of the notion of Berkovich analytic spaces, see [3] , and for the subharmonic analysis, see [1] and [8] . Here is a brief summary of the subharmonic analysis over the strictly K-analytic curves.
2.1. Potential functions and finite Radon measures. For a strictly K-analytic curve V , we can consider the Laplacian operator dd c . This is a R-linear map from the space of functions of bounded differential variation to that of finite Radon measures. To study the weak convergence of some given sequence of finite Radon measures, it is useful to consider that of sequences of the potential functions corresponding to the Radon measures.
. Assume that the variety V is proper and irreducible. Then, for any probability measure µ and any point x ∈ V such that x is not classical and does not belong to the support Suppµ of µ, there exists the unique function u x,µ on V such that u x,µ (x) = 0, and
where δ x is the Dirac mass at the point x.
Remark 2.2. In the above theorem,"classical points" are K-rational ones on V . For the definition of harmonic and subharmonic functions, see [8] . They are objects completely analogous to the ones in complex potential theory. This function is non-constant only on the edge from the point ∞ to the Gauss point ζ 0,1 . From this we have dd c h ∞ (z) = δ ∞ − δ ζ 0,1 and h ∞ (ζ 0,1 ) = 0. This is the potential function −u ζ 0,1 ,δ∞ . We denote the function simply by u ζ 0,1 ,∞ . Example 2.4. More generally, we can consider the function u x,y for any non-classical point x and any point y. If there is a unique path γ between these points, it is constant any path off from γ, and it is a non-constant affine function on γ.
Example 2.5. The following functions do not always satisfy the definition of potential functions, but still they are other important examples of functions on the analytification of the projective line P 1,an . For any ζ ∈ P 1,an , the generalized Hsia kernel δ(x, y) ζ : P 1,an × P 1,an → R of ζ satisfies the following equation:
where dd c x is the Laplacian operator with respect to x, which means we take the Laplacian as a function of x while y is considered to be constant.
We can represent the metric on K = A 1,an (K) ⊂ A 1,an by means of the Hsia kernel with respect to ∞; for all classical points x and y, we have
Also, the spherical metric on the classical projective line P 1 (K) with a fixed homogeneous coordinate is a Hsia kernel with respect to ζ = ζ 0,1 ; for x = [x 1 : x 2 ] and y = [y 1 :
.
The Hsia kernel with respect to ζ 0,1 is also called the spherical kernel.
2.2.
Operators on the space of measures. Let W be another strictly K-analytic curve and f : V → W be a non constant morphism. In this section we define two operators on the space of positive Radon measures induced from f : the push-forward operator f * and the pull-back operator f * . Since we only take pull-backs of measures, we just state the definition of pull back operators.
Definition 2.6. In the above notation, let x be a non-classical point of W . the pull-back f * δ x of the Dirac mass at x by f is defined to be the locally finite measure
It is known in [8] 
Note that expressing it as a limit of smooth functions we can extend the same result for all subharmonic function g.
2.3.
Capacity theory for analytic curves. Throughout this section, we assume that V is a proper strictly K-analytic curve.
Definition 2.8. In the above notation, for any probability measure µ and a non classical point ζ the energy integral I ζ (µ) is defined to be
For given compact set E ⊂ V \ {ζ}, Let P(E) be the set of probability measures supported on E. The
The logarithmic capacity of E with respect to the point ζ is
We can also consider the capacity with respect to the classical point ζ by means of the Hsia kernels − log δ(x, y) ζ instead of potential functions. The following facts are also valid for capacities with respect to classical points.
We call it the equilibrium measure of E with respect to the point ζ. The potential function u ζ,µ E is also denoted by u ζ,E . This of course depends on the point ζ, but we omit it since we don't have to care about this point from the fact below: Proposition 2.10. If the compact set E is of capacity 0 with respect to some point ζ, i.e. C(E; ζ) = 0, then it is of capacity 0 with respect to any point ζ .
Here are several important properties for a potential function of the equilibrium measure of some compact set: Proposition 2.11 (Forstman's theorem, [1] , Theorem 6.18). In the above notation, assume that E ⊂ V \ {ζ} has positive capacity. Then, u ζ,E ≥ −V ζ (E). In particular, u ζ,E is bounded if ζ is non classical.
Proposition 2.12 ([1], Proposition 6.8 &Corollary 7.39). In the above notation, assume that E ⊂ V \ {ζ} has positive capacity. Let U ζ be a connected component of V \ E containing ζ. Then, the support of the equilibrium measure µ E is contained in the boundary ∂U ζ of U ζ . Moreover, if u ζ,E is continuous, the support of the measure µ E coincides with ∂U ζ .
2.4. Arakelov-Green functions. In this section, we only consider the functions on the projective line P 1,an . Also, we need the following assumption to argue about Arakelov-Green functions: Definition 2.13. A probability measure µ is said to be of continuous potentials if for some nonclassical point ζ the potential function u ζ,µ is continuous.
For a probability measure µ, the following conditions are equivalent:
(1) for all non-classical point ζ, the potential function u ζ,µ is continuous;
(2) for some non-classical point ζ, the potential function u ζ,µ is continuous.
This can be easily seen by the fact the potential function u ζ,ξ is continuous for any non-classical points ζ and ξ.
Definition 2.15. For a probability measure µ with continuous potentials, an Arakelov-Green function g µ (x, y) : P 1,an × P 1,an → R is defined to be
where C is some constant.
Of course we can define g µ (x, y) for any probability measure µ, not necessarily with continuous potentials. The following properties, however, are important and valid only for ones with continuous potentials: Proposition 2.16 ([1], Proposition 8.66). For a probability measure µ with continuous potentials, an Arakelov-Green function g µ (x, y) is lower semicontinuous as a function of 2-variables, continuous as that of 1-variables (where the other variable is fixed), and symmetric with respect to x and y. It is of bounded differential variation, and dd c x g µ (x, y) = δ y − µ. Proposition 2.17 (Energy-minimizing principle, [1] , Theorem 8.71). For a probability measure µ with continuous potentials, the energy integral is defined to be
for any probability measure ρ. Then, the integral takes its minimum if and only if ρ = µ.
The dynamical Green functions and the activity measure
Throughout this section, let V be an smooth K-analytic curve, f : V × K P 1,an → P 1,an be an analytic family of polynomials of degree d, and c : V → P 1 be a marked point. For any t ∈ V , f t : {t} × K P 1,an → {t} × P 1,an defines a polynomial over the analytification of the projective line over some extension of the valuation field K. We assume the degree of f t is d for any t, which is the meaning of the analytic family of polynomials of degree d. We also assume that the marked point has no pole. d n log max(|f n t (c(t))|, 1) is well-defined i.e. the limit exists. Moreover, the convergence is uniform for any compact set in V .
Remark 3.2. The well-definedness of this function is well-known in complex case, and the same proof is valid.
Proof. Write f t (x) = d i=0 a i (t)x i where the coefficients a i are analytic functions on V and a d = 0. Taking the logarithm C 2 (t) of the maximum of the absolute values of a i 's we get the inequality (2) log max(|f (x), 1) ≤ C 2 (t) + d log max(|x|, 1).
From an elementary argument of resultant, there exists a unique pair of polynomials (g 1,t , g 2,t ) of degree less than d such that f t g 1,t − g 2,t = a d d x 2d−1 . Note that the coefficients of the functions g 1,t and g 2,t can be written in terms of addition and multiplication of those of f t , which means they are also analytic families of polynomials of degree d − 1. Now we can take B 1 (t) and B 2 (t) from the same argument as (2) satisfying log max(|g 1,t (x)|, 1) ≤ B 1 (t) + (d − 1) log max(|x|, 1), and log max(|g 2,t (x)|, 1) ≤ B 2 (t) + (d − 1) log max(|x|, 1) (3)
Note that both C 1 (t) and C 2 (t) can be written as maximum of addition and multiplication of the coefficients of f t , which means they are continuous. Also they are nonzero everywhere. Hence for any compact set E there exist positive real numbers C 1 and C 2 which are the minimum of C 1 and the maximum of C 2 (t) in E respectively. Then we have where δ ζ 0,1 is the Dirac mass at the Gauss point ζ 0,1 .
Proof. Let h be the dynamical Green function of the pair(f, c). Note that it is defined as h(t) = lim n→∞ 1 d n log max(|f n t (c(t))|, 1). For each natural number n, define h n (t) = 1 d n log max(|f n t (c(t))|, 1).
Let u : = u ζ 0,1 ,∞ be the potential function defined in section 2. Namely, this function satisfies following: dd c u = δ ∞ − δ ζ 0,1 , and u(ζ 0,1 ) = 0. From example 2.3, we have u(x) = log max(1, |x|), whence h n = u • c n . Therefore we have
where c * n δ ∞ vanishes since f is a family of polynomials and c has no pole. From this and that h n converges uniformly to h, we have dd c h n → dd c h,
Evaluation of exceptional sets
Theorem 4.1.
Let V , f and c be as above, c n = f n t (c(t)), and µ (f,c) be the activity measure of the pair (f, c). Let E be the set of exceptional points, i.e.
Our proof is a rehash of the one in [11] .
Proof. Let u x (y) := u ζ 0,1 ,x (y) be the potential function defined in Example 2.4. We fix a probability measure m on P 1,an \ {ζ 0,1 } which is the equilibrium measure of some compact set having nonzero capacity with respect to the Gauss point ζ 0,1 . We have
). First we show the claim that for m-a.e. y ∈ P 1,an , 1 d n c * n (δ y − δ ζ 0,1 ) → 0 as n → ∞. By (4) it suffices to show that
is bounded as a function of y. Indeed, if so, for every > 0 we have m x ∈ P 1,an 1 d n max
for some C > 0, and the Borel-Cantelli lemma below shows the exceptional set E is a null-set with respect to the fixed measure m: Assume that the set E has positive capacity. Then there exists some compact subset C of E of positive capacity such that m C (E) > 0, where m C is the equilibrium measure of the set C with respect to the Gauss point ζ 0,1 . This contradicts to (5) since for this µ C we have m C (E) = 1 > 0. Hence for any compact subset of the set E has capacity 0.
Therefore the only remaining thing is proving (5) . This follows from the Frostman's theorem, Theorem 2.11.
In this proof, the space need not be the projective line and the same proof is valid as long as we have a Green function and the equilibrium measure for any compact set. Hence we have the following: Set the exceptional set E as
Then, the set E is of capacity 0.
Slice by A 1
5.1. The Mandelbrot set. In this section, we assume that the characteristic of K is 0 or greater than d. Define the polynomial f c,a of degree d where c = (c 1 , . . . , c d−2 ) ∈ A d−2 and a ∈ A 1 to be the following: the set of all critical points are {0, c 1 , . . . , c d−2 } (counting with multiplicities) and f c,a (0) = a d . Then we can consider the compactification P :
Consider any slice by P 1 of the compactification P of the moduli space such that a subspace P 1 ∩ P ∞ consists of a single point denoted by ∞. In this setting, we can consider the dynamical Green function h (f,c) where the parameter space V is the analytification of P 1 \ {∞} and c is one of the critical points of f c,a . For instance, if d = 2, the dimension of the moduli space is 1 and we can consider the familiy of polynomials as f t (z) = z 2 + t. In this case, the point 0 is the only one critical point for any t and we have a special set so called "Mandelbrot set":
is bounded}. This is, in non-arhimedean case, actually, just the closed unit disc while the complex Mandelbrot set has such a complicated structure (explained later). Now we consider the bounded locus of a given critical point, which is a higher-degree analogue of Mandelbrot set: for any d, V and c as above, assume that {f n t (c(t))} is bounded in the parameter space P 1,an . Define M d,V,c = {t ∈ V |{f n t (c(t))} ∞ n=0 is bounded}. The relation between this set and the activity measure is the following:
Theorem 5.1. In the above notation, the activity measure µ (f,c) is the equilibrium measure of the set M d,V,c with respect to ∞. The support of the activity measure coincides with the boundary of M d,V,c .
Remark 5.2. For the definition of equilibrium measure, see Section 2. This is well-defined only when the set M d,V,c is compact and of positive capacity. Since the positivity of the capacity is shown later, let us see the compactness of the set here. Since M d,V,c is the zero locus of the dynamical Green function h (f,c) and it is continuous, it is closed. Also we assumed that the set is bounded. Hence it is also closed in the projective line P 1,an , which is compact and Hausdorff.
Set M = M d,V,c . To prove the theorem, we need several lemmata. Before stating them, Let us prepare some notations. Let V = P 1,an be the compactification of V in the analytification of compactification moduli space A d−1 . define f t = f c(t),a(t) for t ∈ V , and c(t) to be the critical point we are concerning. Since the family {f t } t∈V is algebraic, we can extend the function {c n = f n t (c(t))} to c n : V → P 1,an for each n. We can also extend the dynamical Green function h We can consider a probability measureμ such thatμ| V = µ (f,c) . Indeed, since the extended dynamical Green function h (f,c) is of bounded differencial variation, we can consider the Laplacian of h (f,c) , which gives us the formula dd c h (f,c) = δ ∞ −μ.
Lemma 5.3. In the above notation, the measureμ has continuous potentials, i.e. for any ζ ∈ P 1,an \ P 1 (K), the potential function u ζ,μ is continuous.
Proof. First, we can assume c(0) = 0 by changing the coordinate if neccesary. By the proposition below in [1] , it is enough to show that the measureμ is locally the Laplacian of some continuous subharmonic function:
Proposition 5.4 ([1], Proposition 8.65). Let µ be a positive measure on P 1,an for which −µ is locally the Laplacian of a continuous subharmonic function. Then µ has continuous potentials.
For P 1,an \ {∞}, we can take the continuous subharmonic function in the statement above as the dynamical Green function. Hence it suffices to show there is an open neighborhood U of the point ∞ on which −μ| U is a Laplacian of some continuous subharmonic function.
Set U 1 = P 1,an \ {0} A 1,an . The main tool is a "local height function h 0 with respect to 0:" h 0 (z) = log max(|1/z|, 1).
Since the dynamical Green function h (f,c) is the local canonical height function with respect to ∞, the argument below is analogous to that we did in the proof of Proposition 3.1. Note that the homogeneous lift of a function g t (z) = 1/f t (1/z) to {t} × A 1,an can be given by
Then, there exist two continuous functions C 1 (t), C 2 (t) such that
for any classical point (X, Y ) in {t} × A 1,an . Indeed, we can simply take C 2 (t) as
For a lower bound C 1 (t), we need the argument of resultant which we did in the proof of Proposition 3.1. The key ingredient is the equations below: for any two homogeneous polynomials F 1 (X, Y ) and F 2 (X, Y ) of degree d with Res(F 1 , F 2 ) = 0, there are two homogeneous polynomials H 1 and H 2 of degree d − 1 such that Taking c(t) as z in (6), (7) , and (8) to get the following 3 fomulae:
H t n,0 (c(t)) =
H t n,0 (c(t)) = H t n,∞ (c(t)) − log |c(t)|. Then, by (9) and (10) we conclude that the following limit exists:
Moreover, the convergence is uniform on each compact set, so the function h (f,c),0 is continuous on U 1 . Also, by (11) we have 
Take an open neighborhood of the point ∞ as U = P 1 \ {0, −b/a} to get the result. Next, assume that c(t) is constant. In case there is no natural number n such that c n (t) = f n t (c(t)) is non constant, we conclude thatμ = 0 and h (f,c) = C for some constant C, which is continuous on all over P 1,an . In this case there is nothing to prove. Hence we can assume that there exists some n such that c n (t) is non constant. Then, we have h ft (f n t (c(t)) = d n h ft (c(t)). This is a fundamental property of the canonical height of polynomials (see Chapter 10 of [1] ). Also, c n (t) is a polynomial of degree d, so dd c log |c n (t)| = d n δ ∞ − k i δ t i , where k i is a positive integer with k i = d n and t i is zeros of c n (t). In particular, t i = ∞ for all i. By the same argument as (11), we get the function h n (f,c),0 (t) := lim m→∞ 1 d m H t m,0 (f n t (c(t))) and
1
In this case, we can take an open neighborhood of ∞ as U = P 1,an \ {0, t i } i .
Lemma 5.5. The support ofμ is contained in the boundary of the set M.
Proof. Note that Supp(μ) ⊂ P 1,an \M • since h (f,c) ≡ 0 on M. Hence it is enough to show that for every point t 0 ∈ P 1,an \ M, there exists an open neighborhood U ⊂ M of t such thatμ| U is zero. Set f t (z) = d i=0 a i (t)z i with a d (t) = 0 and take a positive number M such that M > max 0≤i≤d−1 {|a i (t 0 )|, 1}. Then, for every z ∈ P 1,an with |z| > M , the local canonical height of f t 0 coincides with the naive one, i.e. (12) h ft 0 (z) = |z|.
Indeed, for these z, we have |z| d > |a i (t)z i | for any i = 0, . . . d − 1, so
from the ultrametric inequality. Take an open neighborhood U of t 0 small enough that M > max 0≤i≤d {|a i (t)|} for any t ∈ U . Then the equation (12) holds for all t ∈ U if we replace t 0 by t. Since the set {f n t (c(t))} is unbounded by the definition of M, there exists a natural number N 0 such that |f N 0 t 0 (c(t 0 ))| > M . Take a smaller open neighborhood of t 0 in U if necessary, we can assume that for ever t ∈ U we have |f N 0 t (c(t))| > M . Hence together with (12) we have
By Poincaré-Lelong formula, dd c log(f N 0 t (c(t))) is a finite union of Dirac masses and its support coincides with that of the principal divisor divf N 0 where f N 0 (t) = f N 0 t (c(t)). If t 0 ∈Suppμ, we can take an open neighborhood U of t 0 in U such thatμ| U = 0. If t 0 ∈Suppμ, we can reduce the case to the previous one by replacing N 0 by N 0 + 1. Indeed, since the orbit of c(t) by f t is not bounded, in particular the point c(t) is not preperiodic. Hence the support of dd c log |f N 0 +1 t (c(t))| can never contain t 0 .
Next, let's consider an Arakelov-Green function gμ(x, y). We denote the energy integral Iμ(ρ) for a probability measure ρ:
where it takes the minimum if and only if ρ =μ by proposition 2.17. The Arakelov-Green function has explicit form by means of the dynamical Green function:
Lemma 5.6. There exists a real constant C such that (13) gμ
Proof. Take a Laplacian of each side with respect to x:
Hence there exists a constant C(y) depending on y such that
Take a Laplacian with respect to y to get C(y) is constant, which shows the lemma. Now we show the two measuresμ and µ M coincide by means of the uniqueness of the minimizer of the above two energy integrals, where µ M is the equilibrium measure of M with respect to ∞. Since the support ofμ is contained in ∂(M) by lemma 5.5, we haveμ ∈ P(M). Since h(x) ≡ 0 on the set 
5.2.
Quadratic polynomials and observation on bifurcation. Now let us consider a more concrete example. Let f t (z) = z 2 + t, c(t) = 0, and consider the Mandelbrot set M. For |t| ≤ 1, f t has a good reduction and the orbit of 0 is bounded. For |t| > 1, we have |c n (t)| = |t| n . Indeed, |f t (0)| = |t| and for n > 0 we have |c n (t)| = max((|t| 2 n−2 ) 2 , |t|) = |t| 2 n−1 since |t| 2 > |t| > 1. This implies the orbit is unbounded. Hence M = D(0, 1) and the boundary ∂M = ζ 0,1 . Since the boundary consists of a single point, the activity measure should be a Dirac mass at the Gauss point ζ 0,1 . This is actually true because c n (t) = f n t (c(t)) has good reduction for every n as a polynomial. We have the following fact:
Proposition 5.7 ([5], Téoreme E). A rational map φ of degree at least 2 has good reduction if and only if the canonial measure of φ is a Dirac mass δ ζ 0,1 at the Gauss point.
Hence, the canonical measure must be a Dirac mass at the Gauss point δ ζ 0,1 , so c * n δ ζ 0,1 = 2 n δ ζ 0,1 , from which we have µ =μ = δ ζ 0,1 .
On the other hand, the Julia set of f t with |t| > 1 is a Cantor set in the annulus {z ∈ P 1 (k)| |z| = |t|} while that of f t with |t| ≤ 1 is a singleton {ζ 0,1 } since f t has good reduction. As a consequence the drastic bifurcation occurs at the point ζ 0,1 . Also [7] shows that the bifurcation locus equals the set of parameters where there exist some unstably indefferent periodic point or some repelling periodic point with multiplicity greater than 1. The point ζ 0,1 corresponds to the one with unstably indefferent periodic point. Indeed, there is only one attracting periodic point z 0 of f t : x = 1 − √ 1 − 4t. Then, this is unstably indefferent if t = ζ 0,1 since the absolute value of this is the following:
Now we have that the boundary set of Mandelbrot set equals the point where the polynomial f t has an unstably indefferent point, which is always true in complex dynamics. The reason is that the following fact relates the bifurcation phenomena to the activity measures of the critical points: Then there is a critical point of φ which is strictly attracted to γ.
Since the critical point 0 belongs to the basin of attraction of the point ∞ if t is in the complement of the Mandelbrot set, the above phenomena, coincidence of the boundary of Mandelbrot set with the set of points where there exists an unstably indefferent periodic cycle, can be explained as follows, just as complex case: For t ∈ M, the critical point belongs to the basin of attraction of the attracting fixed point z 0 by the above theorem, so the orbit is bounded. However, once t goes out to the Mandelbrot set, the fixed point z 0 becomes repelling and it can attract the critical point no more. Now the critical point belongs to the basin of attraction of ∞, so the orbit became unbounded. Then the coincidence occurs as a consequence.
Remark 5.9. Our approach to bifurcation has 2 problems : on the repelling periodic point with multiplicity greater than 1 and on the residue characteristic of the base field.
• The equivalent condition of J-stability in non-archimedean dynamics from [7] is not just the non-existence of unstably indefferent cycle, but also it requires the non-existence of the type 1 repelling point with multiplicity greater then 1. However this activity measure cannot detect the point where there exists the type 1 repelling point with multiplicity greater than 1 because it has nothing to do with the asymptotic behavior of the critical orbit. Hence the bifurcation we can study via the activity measure is limited. • In the beggining of this section, we assumed that the residue characteristic of the base field k was greater than d. Actually, the above argument doesn't work at all without this condition. Let us see this in the example of the degree 2 polynomial with residue characteristic 2.
Proposition 5.10. Assume that the characteristic of the residue field of K is 2. Set f t (z) = z 2 + t, c(t) = 0 and c n (t) = f n t (c(t)) = f n t (0). Denote M the Mandelbrot set as above and B(f ) be the set of point in the parameter space where f t has unstably indifferent cycle. Then, ∂M = ζ 0,1 , while B(f ) = ζ 0,4 . In this case, the above two sets don't coincide.
The argument which shows the Mandelbrot set is D(0, 1) is valid in this case, too. Only thing to consider here is about B(f ). As we change the coordinate as z → z − √ t, we have the family {g t (z) = z − 2 √ tz}. This has good reduction if |t| ≤ 4. Hence, when |t| ≤ 4, the polynomial f t has potentially good reduction. In this case, the Julia set J(f t ) moves continuously, so this should be J-stable even though this motion is out of the scope of the definition of J-stability in [7] since the stability is defined only if the Julia set has some classical point. For this case, the same drastic bifurcation described above occurs at ζ 0,4 , instead of ζ 0,1 , different from the boundary of the Mandelbrot set. The problem is from the constant ε in Theorem 5.8. In this case, we have ε = max(1, |2| 2 ) = 1/4 < 1. To associate attracting periodic point to the behavior of critical points, we need to assume σ = 1. Hence we need to assume that the residue characteristic of the base field k is greater than the degree d.
