In this paper we establish the notion of the space of bounded 
Introduction
In 1881, C. Jordan gave the notion of variation of a function in [1] , and from this moment, many generalizations and extensions have been given. Consequently, the study of notions of generalized bounded variation forms an important direction in the field of mathematical analysis. Another important generalization of the space of bounded variation in the Jordan's sense is the notion of the space of functions of second bounded variation studied by Ch. J. de la Vallée Poussin in 1908 in [2] . It is defined as follows: A well-known generalization of the functions of bounded variation was done by N. Wiener in 1924 in [3] . The p-variation of a function f is the supremum of the sums of the p th powers of absolute increments of f over non overlapping intervals. Wiener mainly focused on the case 2 p = , the 2-variation. The p th -variations were reconsidered in a probabilistic context by R. Dudley in [4] and [5] , in 1994 and 1997, respectively. Many basic properties of the variation in the sense of Wiener and a number of important applications of the concept can be found in [6] [7] . The paper by V. V. Chistyakov and O. E. Galkin in [8] in 1998 is very important in the context of p-variation.
The class of nonlinear problems with exponent growth is a new research field and it reflects a new kind of physical phenomena. In 2000 the field began to expand even further. Motivated by problems in the study of electrorheological fluids, Diening [9] raised the question of when the Hardy-Littlewood maximal operator and other classical operators in harmonic analysis are bounded on variable Lebesgue spaces. These and related problems are the subject of active research to this day. These problems are interesting in applications (see [10] [11] [12] [13] ) and gave rise to a revival of the interest in Lebesgue and Sobolev spaces with variable exponent, the origins of which can be traced back to the work of Orlicz [14] in the 1930's. In the 1950's, this study was carried on by Nakano [15] [16] who made the first systematic study of spaces with variable exponent. Later, Polish and Czechoslovak mathematicians investigated the modular function spaces (see for example Musielak [17] [18] , Kovacik and Rakosnik [19] and Kozlowski [20] ). We refer to the book [13] 
Preliminaries
In this section we present some definitions and propositions that will be used through out this paper. ; , : sup , 
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In [7] , the authors have shown that the linear space 
Main Results
In [23] the authors present and study the space of functions of bounded ( ) ; , : sup , It is endowed with the functional:
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The rest of the proof follows analyzing the possible cases. 
t t t t t f t f t g t g t f t f t g t g t t t t t f t f t f t t t
        + + + + − −                 − − −     − + − − + −     = − − − − ≤ − − ∑ ∑ ∑ ( ) ( ) ( ) ( ) ( ) ( ) 1 1 1 1 11ˆ1ˆj j p x j j j j j j j j j j j j n j j j j j j j j j p x j j j j j j j j n j j j j j j f t g
t g t g t g t t t t t t t f t f t f t f t t t t t g t g t g t g t t t t t f t f t f t t t
; , ; , .ˆj
Then, taking supremum over all partitions, we get that
The other properties of a vectorial space follow similarly. 
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Moreover, by (3.6) and (3.7), we have that
Then, (3.9) and (3.10) imply that for m sufficiently large 
The Matkowski's Condition
Let us show as an application that, any uniformly bounded composition operator that maps the space 
