Abstract: Red, green, and blue (RGB) light-emitting diodes (LEDs) are widely used in everyday illumination, particularly where color-changing lighting is required. On the other hand, digital cameras with color filter arrays over image sensors have been also extensively integrated in smart devices. Therefore, optical camera communications (OCC) using RGB LEDs and color cameras is a promising candidate for cost-effective parallel visible light communications (VLC). In this paper, a single RGB LED-based OCC system utilizing a combination of undersampled phase-shift on-off keying (UPSOOK), wavelength-division multiplexing (WDM), and multiple-input-multiple-output (MIMO) techniques is designed, which offers higher space efficiency (3 bits/Hz/LED), long-distance, and nonflickering VLC data transmission. A proof-of-concept test bed is developed to assess the bit-error-rate performance of the proposed OCC system. The experimental results show that the proposed system using a single commercially available RGB LED and a standard 50-frame/s camera is able to achieve a data rate of 150 bits/s over a range of up to 60 m.
Introduction
Recently, RGB LEDs have been widely used in daily life especially in places where color-changing lighting is required, e.g., homes, shopping centers, and decorations, etc. One example of the colorchanging light fixture is the Philips mood lighting system known as the "Hue," which enables light tuning in terms of tone, contrast, and color spectrum to create ideal lighting conditions by using smart devices such as smartphones or tablets [1] . Such lighting sources offer triple functionalities of illumination, data communication, and localization in an indoor environment [2] . Recently, cameras with a color filter array over an image sensor (IS) have also become very common in smart devices, which opens up valuable opportunities to use RGB LEDs as transmitters and built-in cameras on smart devices as receivers. This is known as optical camera communications (OCC) [3] .
Unlike photodiode (PD)-based VLC systems [4] , an OCC system uses a lens and a color IS to capture incident light signals in a sequence of video frames. Therefore, OCC systems possess a unique characteristic, which is the dual ability to separate light signals according to wavelengths and different directions of projection. This makes it possible for OCC to support wavelength division multiplexing (WDM) and imaging multiple-input-multiple-output (MIMO) techniques. This advantage could be effectively explored to demonstrate the potential capabilities of OCC systems for data transmission in a multitude of applications.
In general, for establishing a non-flickering VLC link, the frequency of the transmitted signal must be higher than the critical flicker frequency (CFF) of the human eye f max eye (∼100 Hz [5] ). However, for most commercial cameras, including both the built-in camera of commercial smart devices and the digital single-lens reflex (DSLR) cameras, their frame rate is commonly no more than 60 frames/s [6] , [7] . Therefore, these low-frame-rate (LFR) cameras are not fast enough to capture every symbol in a data stream with a data rate higher than f max eye .
In order to ensure non-flickering data transmission with a LFR camera, the rolling shutter (RS) effect [8] and undersampled modulation-based schemes [9] have been introduced to OCC systems. According to [10] , RS-based cameras follow a row-by-row exposure process to shoot videos. Therefore, when a light that flickers at a frequency with the same order of magnitude as the inverse of the shutter speed [11] is captured by a RS camera, a layer of dark and bright stripes superimposed on the normal image will be recorded; consequently, the original data can be extracted from these dark and bright stripes [8] . In contrast, in undersampled intensity modulation (IM) based schemes, the camera pointing at the transmitting LEDs will observe a series of states (on, off, etc.) representing the LED image rather the dark and bright stripes.
Although both methods are able to support non-flickering OCC, there are still some drawbacks that need addressing. In RS effect schemes, the entire or a large part of the IS is exposed to the illumination level, thus restricting the transmission span [12] as well as the spatial multiplexing capabilities of OCC systems [13] . In previously reported undersampled modulation schemes, each received LED state only represents a single bit [9] or half a bit of information (two LED states are required to recover one bit of information) [14] , which severely limits the total throughput in single LED based transmission systems.
In order to demonstrate an OCC system that is able to work over long distances (e.g., outdoor car-to-car communication using OCC) with high spectral efficiency, we propose an improved RGB LED-based OCC system that increases the spectral efficiency from 0.5 bit/Hz/LED of undersampled frequency shift on and off keying (UFSOOK) to 3 bits/Hz/LED, thus making it possible to transmit higher data rates by using just a single RGB LED and a LFR camera. The main contribution of this paper is to demonstrate a non-flickering, long range, and parallel VLC system based on the combination of undersampled phase shift OOK (UPSOOK), WDM, and MIMO techniques with a dedicated framing structure and employing a single RGB LED light source and a LFR camera. Moreover, in this paper, we have carried out the overall analysis and performance evaluation of the proposed system. The rest of this paper is organized as follows: The operation principle of each technique and the system design are detailed in Section 2. The performance evaluation of the proposed system is given in Section 3. Finally conclusions are drawn in Section 4.
Principles of Operation and System Design
In this section the operating principles of UPSOOK and an RGB LED-based WDM OCC system based on a 3 Â 3 MIMO are described in detail. The system design of the proposed OCC system is also presented.
UPSOOK
The process of a bandpass-filtered signal being sampled with a sampling frequency lower than the upper cut-off frequency and then successfully reconstructed is known as undersampling [15] . It can be used to support non-flickering OCC with a LFR camera. UPSOOK modulation (1 bit/Hz/ LED) was first proposed in [9] , which employed phase shift keying (PSK) to modulate a square wave carrier with a frequency f s higher than f max eye and lower than the inverse of the shutter speed, and used a LFR camera to undersample the original baseband data fa n g.
The UPSOOK signal sðt Þ can be expressed as
where de denotes a square wave, T c is the duration of fa n g, and n is the carriers phase, which is defined as
; a n ¼ 0:
In order to frequency-synchronize the transmitter (Tx) and the camera, we set T c ¼ 1=f c , and f s ¼ m Â f c , where f c is the frame rate of the camera, and m is an integer. Hence, during each T c , there are exactly m pulses transmitted via an LED. Fig. 1 presents an example of fa n g and the corresponding UPSOOK modulated signal. As shown in Fig. 1 (a) the 1st bit is labeled as the frame header (FH), which is used to let the receiver (Rx) determine the beginning of each data frame, followed by 4-bit: [1, 0, 1, 0]. It is clear from Fig. 1(b) that the modulated FH is a 50% duty cycle square wave with a frequency of f FH , which is much higher than the CFF of the camera f max camera (according to our experimental result, f max camera is the same order of magnitude as the inverse of the shutter speed).
Generally, when a camera is used to record video signals, its IS captures f c frames per second with each video frame being exposed to t e second [16] , as illustrated in Fig. 2 . Thus, the camera can be considered as an integrate-and-dump filter with an integration time of t e and a sampling frequency of f c . Therefore, a camera pointing at an LED will capture three states: i) an ON state when LED is on at all time with a constant transmit optical power; ii) a HALF ON (HO) state when the LED is intensity modulated with 50% duty cycle pulse stream having a pulse duration G t e ; and iii) an OFF state when the LED is switched off during t e . Accordingly, when an LED that is emitting the above-mentioned UPSOOK signals [see Fig. 1(b) ] is recorded by a camera, there will be two possible scenarios on the captured image depending on the sampling phase as shown in Fig. 3(a) . In the 1st scenario, the sampled light levels, shown above the red dotted arrows, are the same as the transmitted signal as in Fig. 1(a) : ON for bit 1, OFF for bit 0, and HO for FH. In the 2nd case, the sampled LED states, shown below the blue solid arrows, are not the same as the transmitted signal. However, the correct values can be obtained by simply inverting the sampled states. Fig. 3(b) illustrates the three recorded LED intensity states. Although the phase uncertainty between the Tx and Rx might result in errors when assigning bits as 1 or 0, the FH will not be affected since it will always be captured as the HO state, see Fig. 3(a) .
To avoid this uncertainty and to obtain the channel matrix (see Section 2.3), a framing strategy, which allows the receiver to detect and correct the phase uncertainty caused error, as well as demultiplexing the MIMO signal, is proposed in detail in Section 2.4.
WDM
As mentioned above, the color camera has the ability to separate light signals according to third wavelengths, which is realized by a color filter array on a square grid of pixels of an IS. The most common type of color filter array is called a "Bayer array" [16] , with 50%, 25%, and 25% of green, red, and blue regions, respectively; see Fig. 4 , which allows separation of light according to the wavelength. On exposing the filter to the incoming light containing different colors, each small filter will permit only particular colors to pass through. This feature opens an opportunity to establish a WDM link by sending three parallel data streams via the RGB LEDs.
However, due to the wide optical bandwidth of R, G, B color filters (see Fig. 5 (a), which shows the measured intensity profiles of the RGB channels for the Nikon D5000 DSLRs IS [18] ), there will be a color spectrum overlap between each pair of channels. Additionally, RGB LEDs normally have a wide intensity spectral profile (see Fig. 5(b) , which leads to inter-channel interference (ICI) at the Rx). Therefore, it may not be possible to realize three independent channels by simply employing RGB LEDs and a color camera. In order to reduce the interchannel cross-talk (ICCT), the best option would be to adopt the parallel transmission scheme as in MIMO systems [19] ; this will be introduced in the following subsection.
MIMO
As outlined above, the overlap of the RGB camera spectra response and the broad spectral range of the RGB LEDs will lead to ICCT. For example, when capturing a green light, the camera's green channel will receive the highest optical power. However, some of the power (i.e., cross-talk) will also appear at both the red and blue channels, which depends on the wavelength of the incident light and the spectral characteristics of RGB filters. Therefore, to ensure that these three parallel channels do not interfere with each other, a MIMO technique, which works on the color-based concept but not spacing, is adopted that enables the Rx to entirely separate the parallel RGB signals.
In RGB LED based OCC systems, the line-of-sight (LOS) DC channel gain for each RGB LED-RGB Rx pair is described by the channel matrix H given by [19] 
where, for example, h RR is the channel gain from the red LED to the red channel, and h RG is the channel gain from the red LED to the green channel, and so on. Hence, the optical power from RGB channels captured by a digital camera is given by [21] 
where Y and X are the received and transmitted optical power vectors, respectively, and N is the noise power vector, which are defined as
Following the approach adopted in [19] the estimated transmitted signal X est is given by Fig. 6 illustrates a schematic diagram of the RGB filter based MIMO system. In order to obtain the channel matrix H, a parallel pilot signal (PPS) should be transmitted to the camera prior to transmission of the information data. The simplest PPS could be based on the identity matrix, which means the red, green, and blue LEDs are switched on in turn; thus, each channel gain can be obtained sequentially. Furthermore, MIMO demultiplexing can be performed with the received H matrix.
Framing Structure
In order to detect and correct the error caused by non-synchronized phase (see Section 2.1), and obtain the 3 Â 3 H matrix for the MIMO demultiplexing process (see Sections 2.2 and 2.3), a data frame structure is adopted for the RGB LED based OCC system. Since the proposed system has three parallel channels, the framing procedure must process three channels synchronously. Fig. 7 demonstrates the proposed frame structure, which is composed of two fragments: i) the start-frame delimiter (SFD) with nine data symbols and ii) the payload with q data symbols, where q is an arbitrary number; see the upper section of Fig. 7 .
The lower section of Fig. 7 demonstrates the detailed structure of the SFD, which is composed of three parts labeled as A, B, and C. Part A is especially designed to indicate the start of a data frame, see Fig. 7 , and has three FH symbols in parallel. Therefore when the camera captures the UPSOOK modulated signal of this part, the recorded RGB LEDs will be in HO states [see the first symbol in Fig. 3(a) ]. Part B is designed to obtain the H matrix and to check the phase error. The first three parallel symbols are the identity matrix for obtaining the 3 Â 3 H matrix, and the fourth symbol is a parallel zero that can be used to indicate the phase error at Rx. However, because of the phase uncertainty [see Fig. 3(a) ], part C, which is the complement version of part B, is required to ensure that the H matrix can still be captured in the presence of the phase error. Fig. 8 presents two captured parallel RGB LED states without ICI. Note that, due to the interference from the neighboring channels, the real captured LED states will not be the same as in Fig. 8 (see Fig. 13 for experimentally measured parallel waveforms). It is clear that the first column of Fig. 8(a) and (b) is in the HO state, which indicates the start of SFD. When the fifth and ninth columns are in the OFF and ON states, respectively, this indicates that there are no phase errors [see Fig. 8(a)] . Therefore, the H matrix can be obtained from the second to fourth parallel symbols of the SFD, and the estimated transmitted payload can be calculated using (6) (see Appendix for detail). However, if the 5th and 9th columns are the opposites of those at the corresponding positions of Fig. 8(a) [i.e., Fig. 8(b) ], then the H matrix can be determined from the 6th-8th parallel symbols in part C. The inverse operation of each symbol (changing ON to OFF, OFF to ON) will be required in order for the entire received frame to correct the phase-induced error after de-multiplexing of mixed signals with (6).
Experimental Setup
An experimental test bed was put together to measure the performance of the proposed RGB LED based OCC system as shown in Fig. 9 . The Tx consisted of a quasi-random data source, serial to parallel (S/P) convertor, framing procedure, UPSOOK, 3 current LED drivers, and an RGB LED. In the experiment, the first four blocks on Tx were realized in MATLAB and then applied to an arbitrary waveform generator (AWG) for IM of LEDs. Three LED current drivers [NU511 from Numen Technology, Inc. [22] Fig. 10(a) ] were used to control the output light of the RGB LEDs [Cree XLamp MC-E RGB LED lamp Fig. 10(b) ]. At the Rx side, the received RGB lights were undersampled and captured using a DSLR camera (Canon EOS 700D kit, EF-S 18-55 mm IS STM lens). The parallel signals were then passed through the inverse H matrix ðH À1 Þ, "check inverse" module, "remove SFD" module, and parallel-to-serial (P/S) module to recover the original data. All signal processing was performed off-line in MATLAB.
Performance Evaluation
A proof-of-concept RGB LED-based OCC test bed, pictured in Fig. 11 , was built to make field measurements in an underground parking space. At the Tx side, three parallel UPSOOK data frames generated by MATLAB were repeatedly sent via the RGB LED. At the Rx side, a Canon 700D (placed at distances d within the range of 15 m-75 m from the Tx) was used to capture two minutes video of the RGB LED lamp. MATLAB was used for processing the captured video signal to obtain the RGB values of all pixels constituting the LED image in each video frame, and to calculate the sum of RGB values of the red, green, and blue channels. In the experiments, q was set to 500, while f c and f s were set to 50 Hz and 250 Hz, respectively. All other key parameters are listed in Table 1 .
In order to evaluate the performance of the OCC test bed, we carried out a number of experiments for a range of transmission spans d . For each d , we repeated the experiment for six times and captured around 36000 video frames. This gave us a total number of received raw bits from the three parallel channels of almost 1:08 Â 10 5 . Fig. 12(a) illustrates the normalized captured average RGB value of the LED image against the transmission distance. The figure illustrates the joint effect of gamma-correction [23] and d on the average received optical power, which drops rapidly for d 40 m. However, when d > 40 m, the rate of decrease of the received optical power slows down, especially when d > 60 m. This is because the irradiance varies with distance according to the inverse square law [24] . The measured bit error rate (BER) performance is shown in Fig. 12(b) . Note that we only sent $1:08 Â 10 5 bits for each distance. For the measured BER of zero, it was set to 1 Â 10 À5 . As shown in Fig. 12 (b) at a BER of 1 Â 10 À5 the data rate is 150 bits/s for d up to at least 25 m. For d doubling (e.g., from 30 m to 60 m) the BER increases two orders of magnitude. At d of 60 m the BER is 3:1 Â 10 À3 , which is less than the FEC limit of 3:8 Â 10 À3 [25] . Although there is cross-talk between the channels, we can still easily determine the HO state parallel symbol, which is the unique symbol among all received symbols. As stated in Section 2.4, this symbol is known as FH, which indicates the start of a data frame. Therefore we are able to check phase error and obtain the H À1 matrix from the following 8 symbols. With reference to Figs. 7 and 8, it is clear that there are no phase errors in Fig. 13(a) and (c) ; however, phase errors are present in Fig. 13(b) and (d) . Note that the drop in the amplitude of the waveforms is due to the increase in the transmission distance.
Although the total raw data rate used was 150 bits/s, higher data rates could be achieved by increasing the number of RGB LEDs and using the imaging MIMO technology [26] , which would be ideal for car to car communications. 
Conclusion
In this work, we demonstrated an experimental RGB LED-based WDM OCC system by employing a combination of UPSOOK, WDM, and MIMO technologies to overcome the problem of light flickering and inter-channel-interference. A framing structure was proposed and designed to obtain the H matrix for demultiplexing the mixed RGB signals and checking the receiver phase error. The experimental results demonstrated that the developed test bed is able to achieve a raw data rate of 150 bits/s by using one RGB LED and a 50 frames/s camera over a transmission span up to 60 m. However, higher data rates over longer link spans could be achieved by using a larger number of high power RGB LEDs.
Future work on this topic will consider i) employing video tracking technology, ii) re-designing the frame structure in order to obtain a higher quality H À1 matrix for more accurate estimation of 
