Introduction and main results
The higher order commutators of singular integrals were introduced by R. Coifman, R. Rochberg and G. Weiss in [7] . In a formal sense they can be defined in n for appropriate functions b and f as follows [8] , [9] , [10] ). It is well known that, in this area, many problems can be naturally seen as problems on spaces of homogeneous type ( [12] , [11] ). So, results concerning the operators T m b in this general setting appears as a natural request (see, for instance, [4] and [22] where commutators appear in connection with problems about L p -estimates for parabolic and elliptic equations with VMO coefficients respectively). The purpose of this work is to prove weighted inequalities between L p spaces for the commutator T m b on spaces of homogeneous type. In order to state them, we first recall some basic notions about these spaces and the weights we are going to use.
Let X be a set. A function d : X × X → [0, ∞) is called a quasi-distance on X if the following conditions are satisfied:
i) for every x and y in X, d(x, y) 0, and d(x, y) = 0 if and only if x = y, ii) for every x and y in X, d(x, y) = d(y, x), iii) there exists a constant K such that d(x, y) K(d(x, z) + d(z, y)) for every x, y and z in X. Let µ be a positive measure on the σ-algebra of subsets of X generated by the d-balls B(x, r) = {y : d(x, y) < r}, with x ∈ X and r > 0. We assume that µ satisfies a doubling condition, that is, there exists a constant A such that (1.2) 0 < µ(B(x, 2Kr)) Aµ(B(x, r)) < ∞ holds for every ball B ⊂ X. A structure (X, d, µ), with d and µ as above, is called a space of homogeneous type and it was introduced for the first time in [6] (for more details, see [14] and [15] , for instance). We say that (X, d, µ) is a space of homogeneous type regular in measure if µ is regular, that is for every measurable set E, given ε > 0, there exists an open set G such that E ⊂ G and µ(G − E) < ε. In what follows we always assume that the space (X, d, µ) is regular in measure.
We denote by D the set containing the functions f ∈ L ∞ with bounded support.
A nonnegative function w defined on X, will be called a weight if it is a locally integrable function. If E is a measurable set we denote w(E) = E w dµ.
A weight w is in the Muckenhoupt's class A ∞ respect to µ (see [16] ) if there are positive constants C and ε such that the inequality
ε holds for every ball B and every measurable set E ⊂ B. With these definitions, we can introduce our main results as follows.
1.4. Theorem. Let 1 < p < ∞, w be a weight in A ∞ and b belonging to BMO. Then, there exists a positive constant C, depending only on the constants of the space (X, d, µ) and the A ∞ constant of w, such that
holds for every function f ∈ D. Here M m+1 denotes the Hardy-Littlewood maximal operator iterated m + 1 times.
1.5. Theorem. Let 1 < p < ∞, b belonging to BMO and w a weight. Then there exists a positive constant C, depending only on the constants of the space (X, d, µ), such that
holds for every function f ∈ D, where [(m + 1)p] denotes the biggest number in ¢ ∪ {0} less than or equal to (m + 1)p.
1.7. Remark. Theorem 1.4 has as an easy corollary (by applying a well known result about boundedness of the Hardy-Littlewood maximal operator (see [16] )) that the operators T can be continuously extended to L p , 1 < p < ∞ by using a well known density argument (see for instance [4] ), and then, the theorem holds for every f ∈ L p .
1.8. Remark. The Euclidean case of theorems 1.4 and 1.5 (i.e. X = n with the usual distance and the Lebesgue measure) were proved for the first time by C. Pérez in [18] and in addition, this author showed there that the number of iterations of the maximal operator needed in both theorems is optimal. On the other hand note that the case m = 0 recovers well known results about Calderón-Zygmund operators ( [5] , [25] ).
1.9. Remark. As another consequence of our results we can obtain a generalization of the un-weighted results proved by M. Bramanti and M. C. Cerutti ( [3] ) for the case T 1 b (see [4] , too).
1.10. Remark. In [18] the Euclidean versions of the above theorems are used by C. Pérez to obtain weighted boundedness results about the following non linear commutator
where T is a Calderón-Zygmund operator and f belongs to an appropriate set of functions. This commutator was introduced by R. Rochberg and G. Weiss in [23] and it is related to some problems in nonlinear P.D.E. Following a similar reasoning to that applied in [18] , Theorems 1.4 and 1.5 allow to get extensions of the results obtained there (and concerning N f ) to a general setting of spaces of homogeneous type. For instance, given p ∈ (1, ∞) and w ∈ A p we have
The techniques we are going to use in the proofs of Theorems 1.4 and 1.5 are based on those used in [18] . They require a weighted version of the well known FeffermanStein inequality on spaces of homogeneous type which is proved in Section 3 and it is interesting in itself. The structure of the paper is as follows: Section 2 contains basic facts and some notation, Section 3 is devoted, as we said, to the Fefferman-Stein type inequality; finally, Sections 4 and 5 contain the proofs of Theorems 1.4 and 1.5, respectively.
Preliminaries
Let (X, d, µ) be a space of homogeneous type. It is always possible to find a continuous quasi-distance d equivalent to d (see [14] ) in the sense that there exist positive constants C 1 and C 2 such that
With this result in mind, we will assume that the quasi-metric d is continuous.
The spaces L p and L Given f ∈ L 1 loc and Ω a measurable set, we denote m Ω (f ) = µ(Ω)
We say that T is a Calderón-Zygmund operator on (X, d, µ) if the following conditions are satisfied (see [1] and [3] , for instance):
is linear and continuous for every p ∈ (1, ∞);
ii) there exists a measurable function k : X × X → such that for every f ∈ D,
for a.e. x ∈ supp f ; iii) the kernels k and k * (defined by k * (x, y) = k(y, x)) satisfy the following pointwise Hörmander condition: There exist positive constants C, β and M > 1 such that
holds for every x 0 ∈ X, r > 0, x ∈ B(x 0 , r), y ∈ X − B(x 0 , M r); iv) the kernel k also satisfies the inequality |k(x, y)| C/µ(B(x, 2d(x, y))) for every x, y ∈ X. It is well known that if T is a Calderón-Zygmund operator on (X, d, µ), then T is of weak type (1, 1) (see [15] ), that is
For f in L 1 loc we consider the ε-maximal function and the sharp function of f defined, respectively, by
The case ε = 1 of M ε is the classical Hardy-Littlewood maximal operator, and M 1 will be denoted by M . Related to M , we will say that f belongs to BMO if f ∈ L 1 loc and M f ∈ L ∞ . We shall denote by f BMO the semi-norm given by M f ∞ .
In addition to M ε and M we consider the operator (M (|f | δ )) 1/δ , which will be denoted by M δ (f ), and a maximal operator related to Orlicz norms. Before introducing this operator we recall that a function ϕ :
Young function if it is continuous, convex, increasing and satisfies ϕ(0) = 0 and ϕ(t) → ∞ as t → ∞. We say that ϕ satisfies a doubling condition if ϕ(2t) Cϕ(t) for every t > 0, (i.e. ϕ satisfies the ∆ 2 condition). We define the ϕ-average of a function f over a ball B by means of the Luxemburg norm f ϕ,B = inf λ > 0 : 1
Also we have the following generalized Hölder inequality
whereφ is the complementary Young function associated to ϕ (for more details on Orlicz spaces, see for instance [23] ). There is a further generalization that will be useful for our purposes (see [17] ): Let ϕ 1 , ϕ 2 and ψ be Young functions such that
The maximal operator M ϕ associated to Young function ϕ is defined by
The main example of Young functions we shall consider is ϕ(t) = t(1 + log
) with the corresponding
Another important result we are going to apply is the fundamental estimate due to John and Nirenberg (see [13] and [2] ) for a function
In addition, concerning BMO, it was proved in [2] that there exist positive constants C 1 and C 2 such that the following inequality (2.7)
holds for b ∈ BMO and 1 < p < ∞. If p < 1, the second inequality in (2.7) still holds, because of Hölder's inequality. Finally, we remark that C will denote a positive constant which may be different even in a single chain of inequalities.
A Fefferman-Stein type inequality
The proof of our weighted version of Fefferman-Stein's inequality on spaces of homogeneous type is based on the ideas of Prof. H. Aimar for the un-weighted case. We would like to thank him for sharing them with us. We need the following classical covering lemmas on spaces of homogeneous type (both of them hold without the condition that the measure is regular). The proof of the first of them is in [6] .
In the next lemma (see [1] ), the hypotheses of boundedness of E is replaced by µ(E) < ∞.
3.2. Lemma. Let (X, d, µ) be a space of homogeneous type. Let B = {B α : α ∈ Γ} be a family of balls in X such that E = α∈Γ B α is measurable and µ(E) < ∞.
Then there exists a disjoint sequence {B(x i , r i )} ⊂ B, possibly finite, such that E ⊂ i=1 B(x i , Cr i ) for some constant C (that only depends on K, the constant of the quasi-metric). Moreover, every B ∈ B is contained in some B(x i , Cr i ).
Another result we need is the following extension to spaces of homogeneous type of the well known Calderón-Zygmund decomposition. The proof can be found in [1] .
3.3. Lemma (Calderón Zygmund decomposition). Let (X, d, µ) be a space of homogeneous type. Let f 0 be an integrable function on X. Then, for every
, there exists a sequence {B i } of pairwise disjoint balls such that, ifB i is a dilation of B i by the constant C of the covering Lemma 3.2, we get 
We define Ω t = {x ∈ X : ∃ r > 0 such that m B(x,r) (f ) > t}
Then, it is obvious that
On the other hand R t (x) and R t/2 (x) are non empty sets of real positive numbers bounded from above. This fact is obvious if µ(X) < ∞. If µ(X) = +∞, since f ∈ D, we have
which tends to zero when r tends to +∞. Thus we can choose r
where C is the constant of the Lemma 3.2. So m B(x,r t (x)) (f ) > t m B(x,Cr t (x)) (f ).
It is clear that for x ∈ Ω t/2 we have B(x, r
and thus, since M is of weak type (1,1) (see [6] ), we obtain
Applying Lemma 3.2 to the families
we get two collections of balls {B It is easy to check that (3.10) I Cw({M f > t/A}).
On the other hand, if j ∈ J 2 there exists x ∈B t/2 j such that M f (x) < t/A, and, consequently, 1
Then, by recalling that m B t i (f ) > t and mBt/2 j (f ) t/2, we have Thus, from the above estimate, (3.9) and (3.10) we have
Setting α(t) = i∈ £ w(B t i ), the inequality (3.8) can be written as
, we have α(t) β(t), t 2m X f . On the other hand we get {M f > t} ⊂ i∈ £ ˜B t i so it follows that β(t) Cα(t) for every t.
Let us observe that, if N > 0, (3.14)
Thus, from (3.13) we can obtain
Writing the last integral as
choosing A such that C/A δ = 1/2 and taking into account (3.14) we get
Finally, by using that α(t) β(t) when t > 2m X (f ), and β(t) w(X) for all t > 0, we have the estimate
which proves our result (note that m X (f ) = 0 when µ(X) = ∞).
Proof of theorem 1.4
In order to give a rigorous definition of T m b , note that for the case m = 1, the operator
b f is well defined. For the general case, it is easy to see that, in a formal sense, the operator (1.1) satisfies the following identity
for any λ in and constants C i (from the Newton's formula). Then, for b in L 
holds for every f ∈ D, for a.e. x ∈ X and for each m = 0, 1, 2, . . .
. The proof follows the same lines as in the Euclidean case with obvious changes (see [19] ). 
. The case µ(X) = ∞ is obvious. Let us consider µ(X) < ∞. Using the expression (4.2) for T m b we have
Let us first estimate B. If we take λ = b X , since T is of weak type (1.1), then Kolmogorov's inequality, (2.4) and (2.6) allow us to get
In order to estimate A we select r such that 1 < r < ε/δ we use Hölder's inequality and the equivalence between norms in BMO to obtain
Then, from the estimates for A and B, we get
Finally, integrating on X we obtain the desired result.
Now we are in position to proceed with the proof of Theorem 1.4.
of Theorem 1.4. Assuming b BMO = 1, we proceed by induction. Let us prove the case m = 0 for X satisfying µ(X) = ∞. Since w ∈ A ∞ , there exists r > 1 such that w ∈ A r . We can select 0 < ε < 1 such that 0 < ε < p/r, and choose δ < ε small enough such that p/δ > r and w ∈ A p/δ . Then, we have that the Hardy Littlewood maximal operator is bounded from L
(see [16] ). Consequently, since T f L p (w) < ∞, we get
From Lebesgue's Differentiation theorem, Proposition 3.4 and Lemma 4.3 we have
Let us now consider the case µ(X) < ∞. Proposition 3.4 yields
We estimate II as in the previous case. For I we use Kolmogorov's inequality to obtain 
Since w ∈ A p/ε and from the inductive hypothesis, we have that the last expression in the above inequality is bounded by
as we wanted to prove. Let us now consider the case µ(X) < ∞. By Proposition 3.4 for this case we have
An estimate for B can be obtained following similar lines as in the previous case. In order to get the estimate of A, we first apply Lemma 4.6 to obtain Let us consider I. We recall that w ∈ A p/δ , so, since X becomes a ball, 
C.
Thus we have (4.10)
To estimate II we use the fact that there exists positive constants C 1 and C 2 such that (4.11)
(for n this result is due to C. Pérez ([19] ). In the general setting of spaces of homogeneous type, the left inequality was proved in [20] . The right one can be proved by reasoning as in the Euclidean case ( [19] , p. 174) with minor changes. So, using (2.5) and (4.11), we obtain
Finally, from (4.7), (4.8), (4.9), (4.10) and the last inequality we get the desired result.
If b BMO = 1 we apply the above case with b/ b BMO to conclude the result, taking in account that T 
