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Розділ І. Основні поняття медичної інформатики. Комп’ютер  у діяльності майбутнього лікаря.
Тема 4 . Кодування, класифікація та алгоритмізація медичних завдань.
Актуальність теми. При вирішенні медичних задач перш за все складають алгоритм дій. Вважається, що діагностичний алгоритм ефективний у тому випадку, якщо він побудований на безлічі діагностичних показників, що мають умовні ймовірності при різних станах об’єкту дослідження.





































ТЕМА 4 «Кодування, класифікація стандартизація та алгоритмізація медичних завдань»

Велика кiлькiсть даних в охороні здоров'я, наприклад, діагнози, історії хвороб, дані медичного огляду, або результати флюорографії, представлені текстом. Це призводить до нескінченного списку можливих висновків. Однак, статистичні перегляди і системи прийняття рішень можуть обробити тільки кінцеву кількість таких класів. Правила подання висновків повинні бути визначені об'єктивними критеріями. Визначення такого висновку для конкретного класу завжди передбачає зменшення (тобто, втрату інформації) даних, але це - не обов'язково недолік. 
Зберігання інформації в електронному вигляді може бути використано також і для інших цілей. Так, наприклад, при приписуванні ліків, можна запустити систему підтримки прийняття рішень, яка перевіряє протипоказання або взаємодія з іншими ліками. Така система зможе діяти належним чином, лиш в тому в разі, якщо всі хвороби і симптоми хворого записані стандартизовано і послідовно.
Формалізація - процес подання інформації про об'єкт у вигляді алгоритму. В результаті аналізу завдання визначається специфіка даних, вводиться система умовних позначень, встановлюється приналежність її до одного з класів задач (наприклад, математичні, фізичні, медичні тощо). Якщо певні аспекти розв'язуваної задачі можна виразити в термінах якої-небудь формальної моделі (певної структури, яка використовується для представлення даних), то це, безумовно, необхідно зробити, оскільки в цьому випадку в рамках формальної моделі можна дізнатися, чи існують методи і алгоритми вирішення поставленого завдання. Навіть якщо вони не існують, то використання коштів і властивостей формальної моделі допоможе в побудові рішення задачі. Формалізована медико-біологічна задача повинна бути алгоритмізованою. Під алгоритмізацією розуміють метод опису систем або процесів шляхом створення алгоритмів їх функціонування. 
З розвитком обчислювальної техніки і теорії програмування зростає необхідність побудови нових алгоритмів, змінюються способи їх побудови, способи запису алгоритмів мовою, зрозумілою виконавцю. Особливий тип виконавця алгоритмів - комп'ютер, тому необхідно створювати спеціальні засоби, що дозволяють, з одного боку, розробнику в зручному вигляді записувати алгоритми, а з іншого - дають комп'ютеру можливість розуміти написане. Такими засобами є мови програмування або алгоритмічні мови.
Під алгоритмом зазвичай розуміють правило, яке вказує дії, в результаті виконання яких приходимо до шуканого результату. Таку послідовність дій називають алгоритмічним процесом, а кожна дія - його кроком. 
Етап алгоритмізації в загальному випадку настає лише тоді, коли зрозуміла постановка задачі, коли існує чітка формальна модель, в рамках якої буде, власне, відбуватиметься рішення задачі. З цієї точки зору процес підготовки завдання передбачає:
- постановку задачі - визначення її змісту і вихідних даних;
- розробку алгоритму рішення - вибір методу рішення і опис послідовності дій;
- подання алгоритму рішення - побудова структурної схеми алгоритму.
Алгоритми та їх властивості.
 У  IX ст. узбецький математик Мухаммед, уродженець Хорезма (араб. "аль-Хорезмі»), розробив правила виконання чотирьох арифметичних дій над числами в десятковій системі числення. Безліч цих правил назвали алгоритмом (algorithmi - від латинського написання імені аль-Хорезмі), а потім словом "алгоритм" почали позначати сукупність правил певного виду, а не тільки правила виконання арифметичних дій. "Алгоритм" є фундаментальним поняттям інформатики. Знання про нього необхідно для ефективного застосування обчислювальної техніки до вирішення практичних завдань. Алгоритм - це припис виконавцю (людині або автомату) виконати точну певну послідовність дій, спрямованих на досягнення заданої мети. Алгоритм - це упорядкований кінцевий набір чітко визначених правил для вирішення завдань за кінцеву кількість кроків. Значення слова алгоритм дуже схоже зі значенням слів рецепт, процес, метод, спосіб. Однак будь-який алгоритм, на відміну від рецепта або способу, обов'язково має такі властивості.
Властивості алгоритмів
Будь - який алгоритм повинен мати основні властивості:
Визначеність. Алгоритм не повинен містити вказівок, зміст яких може бути сприйнято неоднозначно. Крім того, після виконання чергових вказівок алгоритму не повинно виникати ніяких розбіжностей відносно того, яка вказівка  виконуватиметься наступною. Інакше кажучи, при виконанні алгоритму ніколи не повинна з'являтися потреба в прийнятті будь-яких рішень, непередбачених укладачем алгоритму.
Масовість. Алгоритм складається не для розв'язання однієї конкретної задачі, а для цілого класу задач одного типу. У простому випадку ця варіативність алгоритму забезпечує можливість використання різних допустимих вихідних даних.
Дискретність. Процес, який описується алгоритмом, повинен бути розділений на послідовність окремих дій. Описи, які при цьому виникають, є послідовність чітко відокремлених одна від однієї вказівок, які утворюють дискретну структуру алгоритмічного процесу - лише виконавши вимоги однієї вказівки, можна перейти до наступної.
Результативність - обов'язкова властивість алгоритмів. Її суть полягає в тому, що при точному виконанні всіх вказівок алгоритму процес прийняття рішення (отримання результату) повинен закінчитися через кінцеву кількість кроків і при цьому має бути отримана відповідь на поставлені в завданні питання.
Говорячи про алгоритми, необхідно розглянути джерело їх виникнення.
Перше джерело - це практика, наше повсякденне життя, яке надає можливість, а іноді і вимагає отримувати алгоритми шляхом опису дій вирішення різних завдань. Такі алгоритми називаються емпіричними.
Друге джерело - це наука. З теоретичних положень і встановлених фактів можуть бути виведені алгоритми. Так, на підставі теоретичних законів можна побудувати алгоритми для управління різними технологічними процесами.
Третім джерелом є різні комбінації і модифікації вже наявних алгоритмів.

Правила побудови алгоритмів.
Перше правило - при побудові алгоритму, перш за все, необхідно задати безліч об'єктів, з якими буде працювати алгоритм. Формалізоване (закодоване) представлення цих об'єктів носить назву даних. Алгоритм приступає до роботи з деяким набором даних, які називаються вхідними, і в результаті своєї роботи видає дані, які називаються вихідними. Таким чином, алгоритм перетворює вхідні дані у вихідні. Це правило дозволяє відразу відокремити алгоритми від "методів" і "способів". Поки ми не маємо формалізованих вхідних даних, ми не можемо по-будувати алгоритм.
Друге правило - для роботи алгоритму потрібна пам'ять. У пам'яті розміщують вхідні дані, з якими алгоритм починає працювати, проміжні дані і вихідні дані, які є результатом роботи алгоритму. Пам'ять є дискретною, тобто складається з окремих осередків. Такий осередок пам'яті носить назву змінної. У теорії алгоритмів розміри пам'яті  не обмежуються, тобто вважається, що ми можемо надати алгоритму будь-який необхідний для роботи обсяг пам'яті. У мовах програмування розподіл пам'яті здійснюється декларативними операторами (операторами опису змінних). При запуску програми транслятор мови аналізує всі ідентифікатори в тексті програми і відводить пам'ять під відповідні змінні.
 Мова програмування – мова, яка необхідна для введення даних в комп'ютер, тобто записати алгоритм за спеціальними правилами на мові програмування, яку розуміє і людина, і комп'ютер. Такий запис називається початковим текстом програми, або програмою. Програма пишеться в простому текстовому редакторові. Потім програма переводитися в машинні коди, які виконуються процесором комп'ютера, спеціальною програмою-перекладачем. Компілятор - програма-перекладач з мови програмування в машинні коди, а процес перекладу - це компіляція програми. Комплекс програм, що включає компілятор та інші засоби написання програм, називається системою програмування. 
Третє правило - дискретність. Алгоритм будується з окремих кроків (дій, операцій, команд).
Четверте правило - детермінованість. Після кожного кроку необхідно вказувати, який крок виконується наступним, або давати команду зупинки.
П'яте правило - результативність. Алгоритм повинен завершувати роботу після кінцевого числа кроків. При цьому необхідно вказати, що вважати результатом роботи алгоритму.
Прикладами алгоритмів можуть бути правила приготування ліків в аптеці, інструкції прийняття ліків, процес лікування хворого і т.п. 
Способи представлення алгоритмів.
Існує кілька способів представлення алгоритмів: 
	словесний, 
	символічний, 
	графічний,
	псевдокод, 
	програмний код.
Словесний спосіб полягає в описі алгоритму в термінах рідної мови. Даний спосіб застосовується рідко, оскільки запис при цьому має досить громіздкий вигляд і можуть виникнути суперечливі тлумачення алгоритму.
Символічний спосіб полягає в записі алгоритму за допомогою умовних знаків. Даний спосіб представлення алгоритму робить запис алгоритму дуже коротким, і не наочним. 
Графічний спосіб - зображення алгоритму у вигляді структурної схеми, яка складається з окремих блоків. Цей спосіб представлення алгоритму є найбільш зручним і наочним.
Псевдокод (напівформалізований опис алгоритмів на умовній алгоритмічній мові, що включає в собі як елементи мови програмування, так і фрази природної мови, загальноприйняті математичні позначення та ін.);
Псевдокод являє собою систему позначень і правил, призначений для однакового запису алгоритмів. Він займає проміжне місце між природною і формальною мовами. З одного боку, він є близьким до звичайної природної мови, тому алгоритми можуть на ньому записуватися і читатися як звичайний текст. З іншого боку, в псевдокоді використовуються деякі формальні конструкції і математична символіка, що наближає запис алгоритму до загальноприйнятої математичної записи.
Програмний (тексти на мовах програмування). Графічне зображення алгоритму широко використовується перед програмуванням завдання внаслідок його наочності, тому що зорове сприйняття полегшує процес написання програми та її корегування. Графічна форма запису, що є схемою алгоритму, показує  зображення алгоритму у вигляді послідовності пов'язаних між собою функціональних блоків, кожен з яких відповідає виконанню одного або декількох дій. Графічний запис є більш компактним і наочним в порівнянні зі словесним. У схемі алгоритму кожному типу дій відповідає геометрична фігура. Фігури з'єднуються лініями переходів, які визначають черговість виконання дій.      Графічна форма запису також є структурною схемою або блок-схемою алгоритму та демонструє  зображення алгоритму у вигляді послідовно пов'язаних між собою функціональних блоків, кожен з яких відповідає виконанню одного або декількох дій. При поданні завдання графічним способом застосовують такі основні види блоків:
- Введення-виведення даних в форму, придатну для обробки (введення) або відображення результатів обробки (висновок) позначається на схемі блоком:


- Блок у вигляді прямокутника символізує виконання певних операцій або груп операцій. Виконання операцій або груп операцій, в результаті яких змінюється значення, форма подання або розташування даних позначаються на схемі у вигляді :


- Стрілки зверху вниз і зліва направо у випадках, якщо лінії алгоритму не мають зламу, можна не ставити. В інших випадках напрямок лінії потоку вказується обов'язково.
- Блок у вигляді ромба символізує перевірку виконання певного твердження з метою прийняття рішення про направлення ходу подальшого виконання умови задачі. Усередині блоку описується умова, яку треба перевірити. Можливі операції вказуються на виходах - лініях, які виходять з блоку.


 - Початок і кінець алгоритму зображуються у вигляді:



-	У разі злиття ліній потоку, кожна з яких спрямована до одного і того ж символу на схемі, місце злиття ліній потоку позначається крапкою.




Таблиця основних блоків

Назва	Елемент	Коментар
Процес		Обчислювальне дія або послідовність обчислювальних дій
Рішення		Перевірка умови
Модифікація		Заголовок цикла
Введення/Вивід		Введення/Вивід даних
З єднувач		Розірвання ліній потоку
Початок, кінець		Початок, кінець, пуск, зупинка, вхід та вихід до д вспомогательных алгоритмів
Коментарі		Використовується для розміщення написів
Горизонталі та вертикальні потоки		Лінії звя зку між блоками, направлення потоків
Злиття		Злиття ліній потоків

При складанні структурної схеми алгоритму укладач повинен дотримуватися наступних правил, так званих, правил для складання структурної схеми алгоритму:
- будь-який алгоритм повинен мати початок і кінець;
- усі блоки, крім перевірки умови, мають тільки один вихід;
- усі блоки алгоритму мають не більше одного входу;
- лінії алгоритму не можуть розгалужуватися;
 Мова програмування - мова, яка використовується для формального запису алгоритмів. Більшість мов програмування відносяться до алгоритмічних мов. Запис алгоритму на алгоритмічній мові називають програмою. Мова, що використовується для формального запису алгоритмів, називається алгоритмічною мовою. При описі будь-якої мови (в тому числі природного, наприклад, української, англійської і т.п.) використовуються наступні поняття: алфавіт, синтаксис і семантика.
Алфавіт мови - це множина найпростіших знаків, які можуть бути використані в текстах цієї мови. Послідовність символів алфавіту називають словом. Правила, згідно з якими утворюються слова з алфавіту, називаються граматикою. Сам же мова - це множина всіх слів, що записуються в даному алфавіті згідно даній граматиці.
Синтаксис - це набір правил, що визначають можливі поєднання (конструкції) з букв алфавіту. Для опису синтаксису мови, як правило, використовують іншу мову (метамову) або синтаксичні діаграми.
Семантика - це набір правил, що визначають значення (сенс) окремих конструкцій мови. 



Типи алгоритмів

Будь – яка задача починається з написання простої блок – схеми, наприклад:


Рис. 1 Загальна блок-схема               Рис. 2. Загальна блок-схема
рішення будь-якої задачі                       рішення простої задачі          





4.1. Лінійні алгоритми.

Алгоритм, який містить лише вказівки про безумовне виконання деякої послідовності дій, без повторень або розгалужень (просте проходження) називають лінійним (рис. 3). 


Рис. 3. Схематичне зображення лінійного алгоритму.

Розглянемо задачу, яку можна формалізувати за допомогою лінійного алгоритму.
Задача1. При гострих і хронічних бронхітах; зниженні апетиту, погіршення травлення лікар, зокрема, рекомендує пацієнту приймати трави материнки. Спосіб застосування та дози представлені на упаковці у вигляді тексту такого змісту:10 г трави (2 ст. ложки) материнки поміщають в емальований посуд, заливають 200 мл (1 склянка) кип'яченої води кімнатної температури, закривають кришкою і настоюють на киплячій водяній бані 15 хв. Охолоджують при кімнатній температурі 45 хв., проціджують, залишок віджимають до процідженого настою. Настій доводять кип'яченою водою до 200 мл. Приймають в теплому вигляді по 1/2 склянки 2 рази на день за 15 хв. до їди. Реалізація даного завдання наведена на рис.4.




Рис. 4. Структурна схема лінійного алгоритму. 

Задача 2. Приклад лінійного алгоритму при дослідженні звуків дихання проведені комплексом «КоРа – 03 М1» продемонстрували, що трансформація звукових образів у візуальні, дозволяє ефективно та достовірно об’єктивізувати  аускультаційні показники, що характеризують певний вид бронхолегеневого захворювання.
















4.2. Розгалужені алгоритми.
Алгоритм, в якому передбачається перевірка певного твердження називають розгалуженим.
Розгалуження - це така форма організації дій, при якій в залежності від виконання або невиконання деякої умови здійснюється та чи інша послідовність дій.
Умова - це будь-яке твердження або запитання, що допускає лише дві можливих відповіді "так" (істинне твердження) або "ні" (твердження помилкове).
Для виконання певної вказівки S треба спочатку визначити помилкове або істинне твердження Р. Якщо твердження Р істинне, то виконуємо вказівку S1 і на цьому вказівка S закінчується (рис.5). Якщо ж твердження Р помилкове, то виконується вказівка S2 (або воно не передбачено умовою завдання) і на цьому вказівка S закінчується (рис. 6.)



Рис.5. Повна форма                                          Рис. 6. Неповна форма 
розгалуження.                                                   розгалуження.        


Розглянемо задачу, яка формалізована за допомогою розгалуженого алгоритму
Задача3. При діагностиці захворювання шлунково-кишкового тракту визначають кислотність середовища РН-метрії використовуючи наступні критерії: PH < 7 - середовище кисле, рН = 7 - середовище нейтральне, рН > 7 - середовище лужне. Реалізація даного завдання наведена на рис. 7 





Рис. 7. Структурна схема розгалуженого алгоритму



 Задача 3: сталася ДТП (дорожня транспортна пригода). Необхідно виявити чи є постраждалі, в якому вони стані, та отримання першої медичної допомоги.  Блок – схема алгоритму на рис.8.


Рис. 8. Структурна схема розгалуженого алгоритму


Задача 4. Алгоритм обробки кардіограм, що самонавчається і використовує квазіперіодичність кардіосигналу. 
 Алгоритм складається з двох частин: попереднього навчання (блок 1) та оцінки параметрів ЕКГ (блоки 2 і 3). На етапі попереднього навчання поточним вхідним значенням амплітуди ЕКГ А, що надходять з частотою дискретизації f, оцінюють середнє значення амплітуди, максимальну і мінімальну амплітуди (, А, А - відповідно). Етап попереднього навчання виконується постійно і триває 6 сек або 4 максимальних періодів ЕКГ (RR), який відповідає серцевому ритму 40 ударів за хвилину. 
Оцінка параметрів ЕКГ починається після того, як закінчиться перший після старту програми етап попереднього навчання і також триває 6 сек. По закінченню чергового етапу попереднього навчання проводиться скидання алгоритму оцінки параметрів ЕКГ, тобто, оцінка параметрів ЕКГ проводиться спочатку з урахуванням нових значень (, А, А ). 
Ідентифікація кардіологічних комплексів починається з отримання оцінки пульсу (pulse) як відстань між максимумами амплітуди зубця R. (блок 2).
Після того, як оцінка пульсу отримана, виконується  3 блок  і починається знаходження параметрів ЕКГ.




Рис. 9. Структурна схема розгалуженого алгоритму

4.3. Циклічні алгоритми.
Алгоритми, в яких передбачено багаторазове повторення деякої послідовності дій називають циклічними.
Цикл - це форма організації дії, при якому деяка послідовність дій виконується кілька разів до тих пір, поки виконується деяка умова. Розрізняють два типи циклів:
Цикл-ПІСЛЯ 
У структурі цикл-ПІСЛЯ для виконання вказівки S спочатку треба визначити, істинне чи хибне твердження Р. Якщо Р істинне, то виконується вказівка S1 і знову повертаються до визначення істинності твердження Р. Якщо ж твердження Р хибне, то виконання вказівки S вважається закінченим (рис. 10.1)



   

Рис.10.1 Цикл - ПІСЛЯ.                                                      Рис.10.2. Цикл - ДО.




Цикл-ДО
У структурі цикл-ДО спочатку виконується вказівка S1, а потім визначається істинність твердження Р. Якщо твердження Р хибне, то знову виконується вказівка S1 і визначається істинність твердження Р. Якщо твердження Р істинне, то виконання вказівки S вважається закінченим (рис.10.2).
 Задача 6. Представити графічним способом алгоритм визначення значень тиску крові в аорті в діапазоні  з кроком 0,1.
Згідно з умовою задачі одна і та ж дія виконується багаторазово при послідовно зростаючому значенні . Реалізація даного завдання представлена  рис.11.

 

Рис. 11. Структурна схема циклічного алгоритму

Задача7: Оцінювання пристосованості хромосом у популяції рис.12.


Рис. 12. Структурна схема циклічного алгоритму
Цикл програми - послідовність команд (серія, тіло циклу), що  виконуються багаторазово (для нових вихідних даних) до задоволення деякої умови.
Допоміжний алгоритм – це алгоритм, який використовується при алгоритмізації конкретного завдання. У деяких випадках при наявності однакових послідовностей вказівок  (команд) для різних даних з метою скорочення запису також виділяють допоміжний алгоритм.

Група операторів, що повторюються у циклі, називаються тілом циклу або циклічною частиною. Основні відмінності структури «циклу - поки» від структури «циклу - до» заключается в том, що у першій структурі оператори тіла циклу в залежності від умов можуть не виконуватися зовсім, а в структурі «цикл - до» тіло циклу виконується хоча б один раз. Не важко помітити, що в структурі циклу «цикл - поки» перевірка умови виконується перед виконанням операторів тіла циклу, а в структурі «цикл - до»– після проходження тіла циклу.



            Рис.13.1. Структура «цикл-після»         Рис.13.2. Структура «цикл-до»
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Питання, винесені на семінар:
1. Сформулювати визначення формалізації і алгоритмізації.
2. Що таке алгоритм? Які його основні властивості?
3. Правила побудови алгоритмів.
4. Способи представлення алгоритмів.
4.1. Лінійні алгоритми. Приклади.
4.2. Розгалужені алгоритми. Приклади.
4.3. Циклічні алгоритми. Приклади.

Список тестових питань:
1. Представление информации об объекте в виде алгоритма называется:
А. алгоритмизацией
В. классификацией
С. формализацией
D. аппроксимацией
Е. интерполяцией 

2. Метод описания систем или процессов путем создания алгоритмов называется:
А. активизацией
В. интерпретацией
С. логическим методом
D. фреймовой моделью
Е. алгоритмизацией

3. Упорядоченная последовательность действий, направленных на получение определенного результата, называется:
А. алгоритм
В. шаг
С. программа
D. кодировка
Е. стратегия

4. Одним из этапов построения алгоритмов является:
А. альтернативный выбор
В. выбор метода решения и описание последовательности действий
С. выбор из генеральной совокупности случайным образом
D. выбор статистической гипотезы
Е. выбор языка программирования

5. Одним из этапов построения алгоритмов является:
А. построение выборки (выборочной совокупности)
В. построение гистограммы
С. построение баз данных
D. построение структурной схемы алгоритма
Е. проверка статистических гипотез

6. Обязательным свойством алгоритмов является:
А. результативность
В. репрезентативность
С. наглядность
D. случайность
Е. погрешность

7. Для какого способа построения алгоритма характерной является структурная схема подачи информации?
А. дедуктивного
В. эмпирического
С. графического
D. интуитивного
Е. символического

8. Способ представления алгоритмов с помощью условных символов называется:
А. графический
В. схематический
С. письменный
D. условный
Е. символическим


10. Алгоритм, который содержит указания о безусловном выполнении последовательности действий, называется:
А. ограниченным
В. трапециевидным
С. экспоненциальным
D. частотным
Е. линейным

11. Алгоритм, в котором предполагается проверка определенного утверждения, называют:
А. разветвленным
В. циклическим
С. линейным
D. прямым
Е. обратным

12. Алгоритм, в котором предусмотрено многоразовое повторение некоторой последовательности действий, называют:
А. разветвленным
В. линейным
С. циклическим
D. прямым
Е. обратным

13. Какой блок не входит в структурную схему графического изображения (представления) алгоритма?
А. треугольник
В. прямоугольник
С. ромб
D. овал
Е. параллелограмм


Введення даних даних

Алгоритм
розрахунку
результату

Виведення
результату

Кінець

Начало

Повний
алгоритм
рішення задачі

Кінець

Начало

Включення і тестування комплексу

Аускультація електронним стетофонендоскопом пацієнта та вибір точок для реєстрації звуків дихання

Кріплення сенсорів до тіла пацієнта

Оформлення протоколу та вибір посилення сигналів

Реєстрація звуків дихання (20 сек.)

Контроль якості запису

Видалення сенсорів з тіла пацієнта

Цифрова обробка звуків дихання

Візуалізація акустичних характеристик звуків дихання

Аналіз та об'єктивізація аускультативних ознак

Документування та архівування отриманої інформації

Чи є потерпілий у свідомості?

Чи є пульс?

Реанімація: 
масаж серця + штучне дихання

Чи є кровотеча?

Зупинка кровотечі

Чи є переломи?

Протишокові заходи

Фіксація місць переломів

Протишокові заходи
(при необхідності)

Інші заходи надання допомоги

НІ

ТАК

НІ

ТАК

ТАК

НІ

ТАК

НІ

Вхід: Аi

Блок 1.
Оцінка A, Amin, Amax

Start A?

Блок 2. 
Оцінка pulse

НІ

Pulse?

Блок 3.
Оцінка параметрів зубців

ТАК

Вихід

Начало

Ініціалізація - вибір початкової популяції хромосом

Оцінювання пристосованості хромосом в популяції

Умова завершення виконано?

Селекція хромосом

Застосування генетичних операторів

Створення нової популяції

Вибір "найкращої" хромосоми

Кінець

ТАК

НІ

Умова

Тіло циклу

Тіло циклу

Умова

Вхід

ТАК

Вихід

Вхід

НІ

НІ

ТАК

Вихід



