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Abstract
We prove the existence of a global solution branch of nontrivial solutions for a class of equations by a
blow-up method. In particular, positively homogeneous problems and equations with the p-Laplace operator
are considered.
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1. 0-Epi maps and global branches
In the paper [1], a purely topologic principle was employed to prove the existence of a global
branch of solutions for equations involving the p-Laplace operator. In the presence of a trivial
solution, we are now interested in the existence of a branch of nontrivial solutions. We point out
that our arguments are purely topologic; in particular, no differentiation assumptions are made
a priori.
In order to recall a special case of the mentioned result from [1], we need some notations. By a
cone K in a topological vector space Y we mean a convex subset which satisfies 0 ∈ K +K ⊆ K ;
in contrast to some literature, we neither require that K be closed nor that K ∩ (−K) be trivial;
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set K is called a wedge.)
Definition 1. Let M be a normal space, Ω ⊆ M be nonempty, and K be a cone in a topological
(Hausdorff) vector space Y . A map F :Ω → Y is called admissible if 0 /∈ F(∂Ω). Such a map
F is called 0-epi on Ω (with respect to (K,Y,M)), if the equation F(x) = ϕ(x) has a solu-
tion x ∈ Ω for each continuous map ϕ :Ω → K with ϕ|∂Ω = 0 and for which conv(ϕ(Ω)) is
compact.
Similarly, F is called strongly respectively weakly 0-epi on Ω if the equation F(x) = ϕ(x)
has a solution x ∈ Ω for each continuous map ϕ :Ω → K with ϕ|∂Ω = 0 and for which ϕ(Ω) is
compact (respectively bounded and contained in a finite-dimensional subspace of Y ).
It is explicitly not excluded that ∂Ω = ∅ in which case each map is admissible and the re-
quirement ϕ|∂Ω = 0 becomes empty.
Clearly, each strongly 0-epi map is 0-epi and each 0-epi map is weakly 0-epi. In most cases
also the converse holds. Recall that a map F in topological spaces is called proper if preimages
of compact sets are compact.
Proposition 2. If Y is a Fréchet space, then F is 0-epi if and only if F is strongly 0-epi. If Y is
metrizable and locally convex and F is proper, then F is 0-epi if and only if F is weakly 0-epi.
Proof. In a Fréchet space Y , each compact set A ⊆ Y has a closed compact hull by Mazur’s
lemma. The second claim has been proved more generally in [1]. 
In a Banach space M , the notion of 0-epi maps has been introduced in [2] (see also [3]).
These maps generalize maps with nonzero degree and have many properties in common with
such maps. However, it is important for us that the definition of 0-epi maps also makes sense
when M is only a subset of a Banach space.
The most important property of 0-epi maps is that actually the requirement ϕ|∂Ω = 0 in Defi-
nition 1 needs only to be satisfied in a homotopic sense.
Proposition 3 (Homotopy invariance). Let F be (strongly/weakly) 0-epi on Ω with respect to
(K,Y,M) and let Ft := F − H(t, ·) where H : [0,1] × Ω → K is continuous, H(0, ·) = 0, and
conv(H([0,1] ×Ω)) is compact (or H([0,1] × Ω) is compact/finite-dimensional and bounded,
respectively). If each Ft is admissible, then each Ft is (strongly/weakly) 0-epi.
For the proof see, e.g., [1] (for the Banach space case see also [2] or [3]). Now we recall
special cases of two theorems from [1] (these special cases have also been proved to some amount
implicitly in [4]).
Theorem 4 (Global branch in a normal space). Let M be a normal space, Ω ⊆ M be nonempty,
and for i = 1,2, let Ki be a cone in a topological vector space Yi with K2 = {0}. Assume that
F = (F1,F2) :Ω → Y1 × Y2 is weakly 0-epi with respect to (K1 × K2, Y1 × Y2,M). Put Xi :=
{x ∈ Ω: Fi(x) = 0} and assume in addition:
(1) X1 is compact.
(2) X1 ∩X2 is closed (and thus compact).
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Then there is a component of X1 which intersects both of the sets X2 and ∂Ω (in particular,
X1 ∩X2 and ∂Ω are nonempty).
We point out that the last two of the additional assumptions are satisfied automatically if F2 is
continuous, and the first of these assumptions is satisfied if F1 is proper. In applications, one will
usually only be able to verify the assumptions if Ω is a (sufficiently large but) bounded subset
of a normed space. In this case, one even finds an unbounded component, as the following result
shows.
Theorem 5 (Unbounded branch in a normed space). Let X1,X2 be subsets of a normed space
X such that the following holds:
(1) The intersection of X1 with any closed ball is compact.
(2) X1 ∩ X2 ⊆ X is closed and bounded (and thus compact).
(3) The union of all components of X1 which intersect X2 is unbounded.
Then X1 contains an unbounded component which intersects X2.
If one is interested in finding a global branch of solutions of a parametrized equation
F1(x,λ) = 0 in a normed space, the previous theorems suggest the program to prove that the
map
F(x,λ) := (F1(x,λ), λ)
is 0-epi on all sufficiently large bounded subsets. However, if F1(0, ·) = 0, then a global branch
of solutions exists trivially. One might be tempted to somehow “divide” by this trivial solution.
This is what one does in blow-up methods.
2. A blow-up principle
We now will discuss a “blow-up” as in the previous section for the case that F = J − C
with a 0-epi map J and a compact map C which is obtained by a homotopy. More precisely, we
consider the following situation.
Let M be a normal space and Y be a topological vector space. Let Ω ⊆ M and let K ⊆ Y be
a cone. Assume that J :Ω → Y is (strongly/weakly) 0-epi on Ω with respect to (K,Y,M), and
let C :Ω → Y and F := J −C.
Let L (Y ) denote the space of all linear operators in Y . The “division by the trivial solu-
tion” will be achieved by means of composition with a family of operators L(x) ∈ L (Y ): In
our application, L(x) will involve (in some directions after a canonical splitting of Y ) a scalar
multiplication by 1/r(x) where r has a “thin” set Z of zeroes.
Theorem 6. Consider the above situation. Let Z ⊆ M and Ω0 ⊆ Ω and let L :Ω0 \Z → L (Y )
be such that G(x) := L(x)C(x) is continuous with values in K and with a continuous extension
G :Ω0 → K . Assume that there is a homeomorphism h :Ω0 → Ω1 for some set Ω1 ⊆ Ω with
h(∂Ω0) ⊇ ∂Ω1 such that
L(x)J (x) = J (h(x)) (x ∈ Ω0 \Z). (1)
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there is a homotopy H : [0,1] × Ω0 → K with H(0, ·) = 0 and H(1, ·) = G and such that
convH([0,1] ×Ω0) is compact (or H([0,1] ×Ω0) is compact/finite-dimensional and bounded,
respectively). If the admissibility condition
J
(
h(x)
) = H(t, x) (x ∈ ∂Ω0, t ∈ [0,1]) (2)
holds then x 
→ L(x)F (x) has an extension to a (strongly/weakly) 0-epi on Ω0. In fact, this
extension is the map x 
→ J (h(x)) −G(x).
Proof. It suffices to show that J ◦h is (strongly/weakly) 0-epi on Ω0. Indeed, Proposition 3 then
implies in view of (2) that x 
→ J (h(x)) −G(x) = L(x)F (x) is (strongly/weakly) 0-epi on Ω0.
Thus, let ϕ :Ω0 → K be as in Definition 1, in particular ϕ|∂Ω0 = 0. Define ψ :Ω → K by
ψ(x) :=
{
ϕ(h−1(x)) if x ∈ Ω1,
0 otherwise.
For x ∈ ∂Ω1, we have h−1(x) ∈ ∂Ω0 and thus ϕ(h−1(x)) = 0. Consequently, ψ is continuous
by the gluing lemma, and ψ |∂Ω1 = 0. Moreover, ψ |∂Ω = 0, because for x ∈ ∂Ω we have either
x /∈ Ω1 or x ∈ ∂Ω1 and thus in both cases ψ(x) = 0. Consequently, we find some x0 ∈ Ω with
J (x0) = ψ(x0). We must have x0 ∈ Ω1, since otherwise J (x0) = 0 = ψ(x0). Consequently, x1 :=
h−1(x0) ∈ Ω0. We have x1 /∈ ∂Ω0, since otherwise (2) would imply for t = 0 that J (x0) =
J (h(x1)) = 0 = ϕ(x1) = ψ(x0). In particular, x1 ∈ Ω0 satisfies J (h(x1)) = J (x0) = ψ(x0) =
ϕ(x1). This proves that J ◦ h is (strongly/weakly) 0-epi. 
At a first glance, the existence of a homeomorphism h satisfying the commutativity assump-
tion (1) may appear to be rather restrictive. However, if J is 0-epi then J itself is in a sense
“close” to a surjection (actually even to a homeomorphism) and so one will at least usually find
a function h with L(x)J (x) = J (h(x)). The latter is of course completely trivial for a positive
scalar multiplication operators L(x) if J is positively homogeneous of some order.
3. An application for positively homogeneous operators
We look for global branches of nontrivial solutions of the equation
J (x) = F(x,λ)‖x‖β (3)
when J is positively homogeneous of order α > β  0. In this connection, we call a solution
(x,λ) nontrivial if either x = 0 or if x = 0 and F(0, λ) = 0.
Theorem 7. Let X and Λ = {0} be normed spaces, Y be a topological vector space, and let
K ⊆ Y a cone. Let J :X → Y be such that
J0(x,λ) :=
(
J (x), λ
)
is (strongly/weakly) 0-epi on each sufficiently large ball around 0 with respect to (K × Λ,
Y × Λ,X × Λ). Let F :X × Λ → K be continuous and map bounded sets into sets with a com-
pact convex hull (respectively a compact closure respectively into bounded finite-dimensional
sets). Assume that J is positively homogeneous of order α > 0, i.e.,
J (tx) = tαJ (x) (t  0, x ∈ X).
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tF (x,λ0)‖x‖β = J (x)
(‖x‖R, t ∈ [0,1]) (4)
holds at some λ0 ∈ Λ. Let S denote the set of nontrivial solutions (x,λ) of (3). Assume that
J is continuous or that S is closed. Suppose that each intersection of S with a closed ball is
compact. If {x ∈ X: (x,λ0) ∈ S } is bounded, then there is an unbounded connected component
S ⊆ S which contains some point of the form (x,λ0).
Proof. We apply Theorem 6 on large balls Ω ⊆ X × Λ with the operator J0 (in place of J ),
C(x,λ) := (‖x‖βF (x,λ),0), and L(x,λ)(y,μ) := (y/‖x‖β,μ) (which is defined outside Z :=
{0} ×Λ). We clearly have
L(x,λ)J0(x,λ) =
(‖x‖−βJ (x), λ)= (J (x/‖x‖β/α), λ)= J0(h(x,λ)),
where h(x,λ) := (x/‖x‖β/α, λ) extends in view of β/α ∈ [0,1) to a homeomorphism of balls by
putting h(0, λ) := 0. Put G(x,λ) := (F (x,λ), λ0) and
H
(
t, (x, λ)
) :=
{
(0,2tλ0) if t ∈ [0,1/2],
((2t − 1)F (x,λ), λ0) if t ∈ [1/2,1].
The admissibility condition (2) holds on each sufficiently large ball Ω0. Indeed, J (x) = 0 when-
ever ‖x‖ is sufficiently large, because J0 is admissible on large balls. Hence, we have for all
sufficiently large ‖(x,λ)‖ that the relation J0(h(x,λ)) = H(t, (x,λ)) implies t  1/2 and thus
λ = λ0 and J (x) = (2t − 1)‖x‖βF (x,λ) = (2t − 1)‖x‖βF (x,λ0) which contradicts (4).
Theorem 6 thus implies that the map
(x,λ) 
→ (F1(x,λ),F2(x,λ)) := (J (x/‖x‖β/α)− F(x,λ), λ − λ0)
(extended to Z by F1(0, λ) := −F(0, λ)) is weakly 0-epi on sufficiently large (with center 0)
balls Ω0. Put
Xi :=
{
(x,λ) ∈ X × Λ: Fi(x,λ) = 0
}
(i = 1,2).
Then X1 = S . It follows that X1 = S is closed. In fact, either this is true by hypothesis, or
J is continuous; however, in the latter case F1 is continuous and thus also in this case X1 is
closed. We have X2 := X × {λ0}, and so X1 ∩ X2 = {x ∈ X: (x,λ0) ∈ S } × {λ0} is closed and
bounded. By Theorem 5, it thus suffices to prove that the union of all components of X1 = S
which intersect X2 is unbounded. However, by Theorem 4, we find for each sufficiently large
ball Ω0 a component of X1 ∩ Ω0 which intersects both of the sets X2 ∩ Ω0 and ∂Ω0. 
As one might expect, only the growth at 0 of the function x 
→ ‖x‖β is important for the result.
Actually, one may replace this by a function which may also depend on λ and assumes values
in the scalar field K = R respectively K = C of the vector space Y , as the following extension
shows.
Theorem 8. A result analogous to Theorem 7 holds for the equation
J (x) = F(x,λ)r(x,λ) (5)
for continuous r :X × Λ → K for which
(x,λ) 
→ r(x,λ)
β‖x‖
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the Rouché estimate (4) by
tF (x,λ0)r(x,λ0) = J (x)
(‖x‖R, t ∈ [0,1]). (6)
Here, we call a solution (x,λ) of (5) nontrivial if either x = 0 or if x = 0 and F(0, λ) = 0.
Proof. Equation (5) is equivalent to
J (x) = F0(x,λ)‖x‖β (7)
with F0(x,λ) := F(x,λ) r(x,λ)‖x‖β (extended continuously for x = 0). Since F(0, λ) = 0 if and only
if F0(0, λ) = 0, also the set of nontrivial solutions of (5) and (7) coincides. Condition (4) for F0
becomes (6). Hence, Theorem 7 implies the claim. 
Remark 9. The above proof shows that Theorem 8 remains correct if the extension of the func-
tion (x,λ) 
→ r(x,λ)/‖x‖β has zero’s on {0} × Λ, but then one must join all these zero’s to the
set S . In particular, the solution branch S might then possibly contain these zero’s (although one
might not necessarily consider them as “nontrivial” solutions).
Corollary 10. Let all assumptions of Theorem 8 be satisfied and assume in addition that the
equation J (x,λ0) = F(x,λ0)r(x,λ0) has no other solution than x = 0. Then λ0 is a global
bifurcation point, i.e., there is a branch (= connected set) of nontrivial solutions (x,λ) which
emanates from the trivial solution at λ0 and is unbounded (which does not exclude that it crosses
the trivial branch at those points (0, λ) with F(0, λ) = 0).
In view of Theorem 8 the situation of Corollary 10 can only occur if F(0, λ0) = 0 (because
there exists a nontrivial solution of the form (x,λ0), and for x = 0 this is no solution by assump-
tion). Thus, in a sense (under our other assumptions) the condition F(0, λ0) = 0 is necessary to
have a global bifurcation branch at λ0. Note that this means in a sense that the right-hand side
of our Eq. (5) is for λ = λ0 “near to differentiable at 0 with derivative 0.” However, we require
neither differentiability of J nor differentiability of the right-hand side for the above results.
4. Application to equations with the p-Laplacian
Let 1 < p < ∞, and Λ = {0} be a finite-dimensional (nontrivial) vector space. Let a bounded
smooth domain U ⊆ Rn and a function q :Λ×U ×R×Rn → R be given. We assume throughout
that for fixed λ the function q(λ, · , ·) satisfies a Carathéodory condition, i.e., q(λ, · , u, v) is
measurable and q(λ, x, · , ·) is continuous for almost all x ∈ U . We consider the problem{
Δpu(x) +μ0|u(x)|p−2u(x) = q(λ, x,u(x),∇u(x))r(u,λ) in U,
u(x) ≡ 0 on ∂U. (8)
Here, either
Δpu := div
(|∇u|p−2∇u)
is the p-Laplace operator or, alternatively, the pseudo-p-Laplace operator
Δpu :=
n∑
Dk
(|Dku|p−2Dku)k=1
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r(u,λ) ∈ R is independent of x and depends on λ and on the function u (not only on the value
u(x)). We assume also that q is subject to the growth estimate∣∣q(λ, x,u, v)∣∣ aλ(x)+ bλ(|u| + |v1| + · · · + |vn|)p−1 (9)
with aλ ∈ Lp′(U) and 1/p + 1/p′ = 1. Moreover, we assume that the dependence of q from λ is
“Lp-uniformly continuous” in the sense that∣∣q(λ, x,u, v)− q(λ∗, x,u, v)∣∣C(λ,λ∗)(aλ,λ∗(x)+ (|u| + |v1| + · · · + |vn|)p−1), (10)
where ‖aλ,λ∗‖Lp′ (U)  1 and
lim
λ→λ∗ C
(
λ,λ∗
)= 0
for each λ∗ ∈ Λ.
We understand solutions of (8) in the weak sense in the space X := W 1,p0 (U), i.e., if
〈·,·〉 :X∗ × X → R denotes the usual pairing of X∗ = W−1,p′(U) and X (see, e.g., [5, Appen-
dix]), we define operators Jp :X → X∗, Gp :X → X∗, and F :X ×Λ → X∗ by the relations
〈
Jp(u), v
〉=
∫
U
〈∣∣∇u(x)∣∣p−2∇u(x),∇v(x)〉dx (v ∈ X),
〈
Gp(u), v
〉=
∫
U
∣∣u(x)∣∣p−2u(x)v(x) dx (v ∈ X),
〈
F(u,λ), v
〉=
∫
U
q
(
λ,x,u(x),∇u(x))v(x) dx (v ∈ X),
and by a (weak) solution of (8) we understand a solution of
−Jp(u) + μ0Gp(u) = F(u,λ)r(u,λ).
It has been proved in [1] that, under our above assumptions, all these operators are defined. If
the weak solutions (and the boundary of U ) are sufficiently regular, then the two equations are
equivalent. Moreover, the following has been proved in [1] if μ0 is not an eigenvalue of Δp (i.e.,
if (8) has only the trivial (weak) solution for r ≡ 0). We assume throughout that r :X × Λ → R
is continuous.
Lemma 11. Let the above assumptions hold and μ0 be not an eigenvalue of Δp . Then the oper-
ators Jp , Gp and F are continuous, F and Gp map bounded sets into relatively compact sets,
and the map
(u,λ) 
→ (−Jp(u) + μ0Gp(u),λ)
is 0-epi on each ball around 0 with respect to (X∗ × Λ,X∗ × Λ,X × Λ). Moreover, Jp is a
homeomorphism and
δ := lim inf‖u‖X→∞
‖Jpu −μ0Gpu‖X∗
‖u‖p−1X
> 0.
From the compactness of Gp and the fact that Jp is a homeomorphism, we obtain:
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sets, i.e., each intersection of a preimage of a compact set with a closed ball is compact.
Proof. Let C ⊆ X∗ be compact and B ⊆ X be some closed ball. Since u ∈ J−1(C) means
Jp(u) ∈ C + μ0Gp(u), the closed set J−1(C) ∩ B is contained in the compact set J−1p (C +
μ0Gp(B)) and thus compact. 
Assume now in addition to the above assumptions that we have for λ = λ0 ∈ Λ the growth
estimate∣∣q(λ0, x,u, v)∣∣ a(x) + b(|u| + |v1| + · · · + |vn|), (11)
where a ∈ Lp′(U) and b : [0,∞) → [0,∞) is monotonically nondecreasing and not constant 0
and such that
lim‖u‖X→∞
sup
t‖u‖X
|b(t)r(u,λ0)|
tp−1
= 0. (12)
Condition (11)–(12) is satisfied, in particular, if∣∣q(λ0, x,u, v)∣∣ a(x) + b1 · (|u| + |v1| + · · · + |vn|)γ1,∣∣r(u,λ0)∣∣ b2‖u‖γ2X (‖u‖X  r0),
where γ1, γ2  0 satisfy γ1 + γ2 < p − 1.
Lemma 13. Under the above assumptions we have
lim‖u‖X→∞
‖F(u,λ0)r(u,λ0)‖X∗
‖u‖p−1X
= lim‖u‖X→∞
‖F(u,λ0)r(u,λ0)‖Lp′ (U)
‖u‖p−1X
= 0.
Proof. Since Lp′(U) is continuously embedded into X∗, it suffices to prove the second equality.
To each u ∈ X, we associate fu ∈ Lp(U) by
fu(x) :=
∣∣u(x)∣∣+
n∑
i=1
∣∣Diu(x)∣∣,
where Di denotes the distributional partial derivative into the ith coordinate. Then there is a
constant C0 < ∞ with
‖fu‖Lp(U) C0‖u‖X.
For each ε > 0 we find by (12) some T > 0 such that∣∣b(t)r(u,λ0)∣∣ εtp−1 (t  ‖u‖X  T ).
For ‖u‖X = t  T we have for Ut(u) := {x ∈ U : fu(x) t} in view of (12) and the monotonicity
of b that
∥∥F(u,λ0)r(u,λ0)∥∥Lp′ (U)  ‖a‖Lp′ (U)
∣∣r(u,λ0)∣∣+
(∫
U
∣∣b(fu(x))r(u,λ0)∣∣p′ dx
)1/p′
 ‖a‖Lp′ (U)
∣∣r(u,λ0)∣∣+
( ∫ ∣∣b(t)∣∣p′ dx
)1/p′ ∣∣r(u,λ0)∣∣Ut (u)
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( ∫
U\Ut (u)
(
ε
∥∥fu(x)∥∥p−1)p′ dx
)1/p′
 ‖a‖Lp′ (U)
∣∣r(u,λ0)∣∣+ ∣∣b(t)r(u,λ0)∣∣(mesU)1/p′
+ ε‖fu‖p−1Lp(U,Rn+1).
Dividing this estimate by tp−1 = ‖u‖p−1X , we find
‖F(u,λ0)r(u,λ0)‖Lp′ (U)
‖u‖p−1X
 ‖a‖Lp′ (U)
|r(u,λ0)|
‖u‖p−1X
+ ε(mesU)1/p′ + εCp−10
(‖u‖X  T ).
This implies the claim, because |r(u,λ0)|/‖u‖p−1X → 0 as ‖u‖X → ∞. Indeed, the latter follows
from (12) with the choice t = ‖u‖X , because the nonzero nondecreasing function b is bounded
from below by a positive constant for sufficiently large t . 
Theorem 14. Let the above assumptions (9), (10), and (11)–(12) hold and μ0 be not an eigen-
value of Δp . In addition, suppose that r sends bounded subsets of X × Λ into bounded sets and
that there is some β ∈ [0,p − 1) such that
(u,λ) 
→ r(u,λ)
‖u‖βX
possesses a continuous extension to X × Λ which is nonzero on {0} × Λ. Then Eq. (8) has an
unbounded connected set S ⊆ X × Λ of nontrivial solutions such that S contains a point of the
form (u,λ0).
Here, a solution (u,λ) is called nontrivial if either u = 0 or if q(λ, x,0,0) = 0 for all x ∈ U .
Remark 15. A result analogously to Remark 9 holds, too, i.e., if the extension of the function
(u,λ) 
→ r(u,λ)/‖u‖β has zero’s on {0} × Λ then the statement of Theorem 14 remains correct
if one also allows that S contains these zero’s (although these zero’s are in a sense “trivial”
solutions).
Analogously to Corollary 10 we obtain:
Corollary 16. If one assumes in addition that u = 0 is the only (weak) solution of (8) for
λ = λ0 (e.g., q(λ0, · , · , ·) = 0), then λ0 is a global bifurcation point of (8), i.e., there is a
branch (= connected set) of nontrivial solutions (u,λ) which emanates from the trivial solu-
tion at λ = λ0 and is unbounded (but may possibly cross the trivial branch at those points (0, λ)
with q(λ, · ,0,0) = 0).
The same arguments as after Corollary 10 show that the situation of Corollary 16 can only
occur if q(λ0, · ,0,0) = 0 which thus (under the remaining assumptions) is in a sense a necessary
condition to have a global bifurcation branch at λ0.
Proof of Theorem 14. Apply Theorem 8 with J := −Jp +μ0Gp . By Lemma 13, we have for all
sufficiently large ‖u‖X that ‖F(u,λ0)r(u,λ0)‖X∗/‖u‖p−1 < δ (with δ from Lemma 11) whichX
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in addition that the set S0 of all solutions of the form (u,λ0) is bounded.
Let S be the set of all solutions (u,λ), i.e., of all points satisfying
−Jp(u) +μ0Gp(u) = F(u,λ)r(u,λ). (13)
For any closed ball B ⊆ X × Λ the set F(B) is compact (Lemma 11) and r(B) is bounded
by some constant cB . Using the continuous map m(t, y) := ty, we conclude that the set
K := m([0,1] × F(B)) is compact and contains the right-hand side of (13) for all (u,λ) ∈ B .
Lemma 12 implies that (−Jp + μ0Gp)−1(K) is compact. In view of (13), this set contains all u
where (u,λ) ∈ S ∩ B . Since Λ has finite dimension, we conclude that S ∩ B is compact. Hence,
in view of Lemma 11, all hypotheses of Theorem 8 are verified. 
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