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Poincare´ maps for toroidal magnetic fields are routinely employed to study gross
confinement properties in devices built to contain hot plasmas. In most practical
applications, evaluating a Poincare´ map requires numerical integration of a mag-
netic field line, a process that can be slow and that cannot be easily accelerated
using parallel computations. We show that a novel neural network architecture, the
He´nonNet, is capable of accurately learning realistic Poincare´ maps from observations
of a conventional field-line-following algorithm. After training, such learned Poincare´
maps evaluate much faster than the field-line integration method. Moreover, the
He´nonNet architecture exactly reproduces the primary physics constraint imposed
on field-line Poincare´ maps: flux preservation. This structure-preserving property is
the consequence of each layer in a He´nonNet being a symplectic map. We demon-
strate empirically that a He´nonNet can learn to mock the confinement properties of
a large magnetic island by using coiled hyperbolic invariant manifolds to produce a
sticky chaotic region at the desired island location. This suggests a novel approach to
designing magnetic fields with good confinement properties that may be more flexible
than ensuring confinement using KAM tori.
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I. INTRODUCTION
A commonly used tool for analyzing the behavior of magnetic confinement devices is
the magnetic field-line Poincare´ map.1 Given a toroidal domain Q, a poloidal cross section
P ⊂ Q, and a magnetic field B on Q, the Poincare´ map is constructed by plotting the
intersections of magnetic field lines with P . The resulting image provides a global summary
of the magnetic field line dynamics. Such plots provide a particularly vivid depiction of
the intermingling of regular and chaotic field lines, which can be used to rapidly infer gross
confinement characteristics of plasma in the device.
The standard computational method for building a Poincare´ plot involves direct numeri-
cal integration of field line trajectories. First a point x is chosen in P . Then a time-marching
algorithm is used to generate an approximate solution of the ordinary differential equation
(ODE) x˙(λ) = B(x(λ)) with initial condition x(0) = x. Each time the approximate tra-
jectory crosses P , the intersection point is recorded. Because the field line integration could
proceed for infinite time, intersections are no longer recorded after some desired number of
intersections N is obtained. The whole process is then repeated for different initial conditions
in P until a sufficiently-rich Poincare´ plot has been resolved.
While this process enjoys a high degree of parallelization efficiency due to the decoupling
of the integration problems for different initial conditions, an obvious inefficiency is the
computational effort spent resolving the field lines between successive intersections with
P . In order to accurately find intersections, the numerical timestep used for integrating
x˙(λ) = B(x(λ)) must be several orders of magnitude smaller than the elapsed time between
intersections. Therefore the number of useful field line samples generated by the method is
several orders of magnitude smaller than the total number of computed samples. In effect,
the vast majority of the computation time is spent computing segments of field lines that
are not used when generating the Poincare´ plot.
Theoretically, there is no need to compute long segments of field lines to find a Poincare´
plot. A basic result from dynamical systems theory states that (under some mild hypotheses
on B) there is a smooth mapping Φ : P → P that sends a point x ∈ P to that point’s
next intersection with P , Φ(x). The mapping Φ is known as the first-return map, or the
Poincare´ map. Because B is divergence-free, Φ has the remarkable property that if U ⊂ P
is any region in P then the magnetic flux though Φ(U) is the same as the magnetic flux
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through U , which says that Φ is a symplectic mapping relative to a symplectic form2 on P
determined by the magnetic flux.
Given access to the Poincare´ map, a Poincare´ plot could be constructed by iterating Φ on
the same ensemble of initial conditions x ∈ P used in the standard method. Because every
iteration of Φ would generate intersection points on P , no amount of computed data would
need to be discarded, in contrast to the standard method. While the time required to com-
pute N intersections of a single initial condition using the standard method is NMτsingle-step,
where M is the number of timesteps between intersections and τsingle-step is the time to com-
pute a single integration timestep, the time required to compute the same N intersections
using the Poincare´ map would be NτΦ, where τΦ is the time required to evaluate Φ once.
Provided τΦ  Mτsingle-step, computing the Poincare´ plot using the Poincare´ map would
be much faster than the standard approach. Unfortunately, the only general method for
computing Φ available today is equivalent to the standard field-line-following method. (An-
alytic formulas3 for Φ may be found in very special cases.) Obviously, with this method of
evaluating Φ, τΦ = Mτsingle-step exactly.
In this work we will show that deep neural networks can be used to obtain fast, accurate,
exactly flux-conserving approximations of Poincare´ maps Φ with τΦ  Mτsingle-step, where
τsingle-step is the single-step evaluation time for the fourth-order Runge-Kutta (RK4) scheme.
Our demonstration will be based on a novel feed-forward network architecture, which we
call the He´nonNet, whose input-to-output mapping is a canonical symplectic map. Like the
SympNets introduced in Ref. 4, which also feature symplectic input-to-output mappings, a
result from Ref. 5 implies that He´nonNets enjoy a symplectic universal approximation prop-
erty. That is, any symplectic mapping may be approximated by a He´nonNet arbitrarily well
on a given compact set. We find empirically that He´nonNets are easier to train, and require
fewer trainable parameters than SympNets. We will show that a He´nonNet may be trained
in a supervised fashion by teaching it to reproduce the approximation of a Poincare´ map Φ
given by field-line integration with the RK4 scheme. After training, the approximation of
Φ provided by the He´nonNet evaluates orders of magnitude faster than the approximation
provided by RK4 integration. Thus, through the use of He´nonNets, most of the computa-
tional overhead associated with field-line integration may be eliminated in a favor of a single
off-line training step.
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II. FIELD-LINE POINCARE´ MAPS AS CANONICAL SYMPLECTIC
MAPS
In order to understand how the He´nonNets that we will introduce in Section III reproduce
the flux-conserving property
´
U
B·dS = ´
Φ(U)
B·dS possessed by field-line Poincare´ maps Φ,
it is necessary to understand why flux-preservation is equivalent to the canonical symplectic
property. This Section provides a theoretical demonstration of this equivalence.
Let Q ⊂ R3 be a region in R3 that is diffeomorphic to the solid torus D2 × S1 with
diffeomorphism (x, y, φ) : Q → D2 × S1. (Here D2 ⊂ R2 is the standard unit disc and
S1 = R/2pi is the 2pi-periodic circle.) Assume B is a divergence-free field on Q such that
Bφ = dφ(B) is positive. Define Pφ0 = {x ∈ Q | φ(x) = φ0}. Because Bφ is non-vanishing,
Pφ0 is a cross section to the B-flow for each φ0 ∈ S1. Therefore there is a well-defined
Poincare´ map, or first-return map Φ : P0 → P0. If U0 ⊂ P0 is a compact region in P0 and
T (U0) is the flux tube with ∂T (U0) = U0 ∪ Φ(U0), then 0 =
´
T (U0)
∇ · B d3x = ´
Φ(U0)
B ·
dS − ´
U0
B · dS = Γ(Φ(U0)) − Γ(U0), where Γ(U0) is the magnetic flux in the direction
of increasing φ passing through U0. Therefore the Poincare´ map Φ preserves magnetic
flux. In the following paragraphs, we will use the coordinates (x, y, φ) to examine this flux
conservation property in greater detail.
If f is any positive smooth function then B = B/f has the same streamlines as B,
modulo reparameterization. Therefore B has a Poincare´ map that is equal to the Poincare´
map for B. In particular, we may study the Poincare´ map Φ by studying the streamlines
of B with f = Bφ.
In the coordinates (x, y, φ), the vector field B may be written
B = Bx ∂x + By ∂y + ∂φ, (1)
where Bx = Bx/Bφ,By = By/Bφ are smooth functions of (x, y, φ). Therefore if (x(ζ), y(ζ), φ(ζ))
is a streamline for B then the component functions must satisfy the system of autonomous
ordinary differential equations
dx
dζ
= Bx(x, y, φ) (2)
dy
dζ
= By(x, y, φ) (3)
dφ
dζ
= 1. (4)
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Because dφ/dζ = 1, this system of autonomous ODEs on D2 × S1 is equivalent to the
non-autonomous system on D2 given by
dx
dφ
= Bxφ(x, y) (5)
dy
dφ
= Byφ(x, y), (6)
where Biφ(x, y) = Bi(x, y, φ). Note that the “time” dependence in this non-autonomous
system is 2pi-periodic. The time-advance map for Eqs. (5)-(6) will be denoted Fφ,φ0 ; if
(x, y) ∈ D2 then Fφ,φ0(x, y) = (x(φ), y(φ)), where (x(φ), y(φ)) is the unique solution of
Eqs. (5)-(6) with (x(φ0), y(φ0)) = (x, y). Note that the Poincare´ map may be written in
terms of Fφ,φ0 as Φ = F2pi,0.
Define the “time”-dependent 2-form2,6,7 ωφ on D
2 according to
ωφ(x, y) = B
φ(x, y, φ)J (x, y, φ) dx ∧ dy, (7)
where J denotes the Jacobian, d3x = J dx dy dφ. The following argument shows that ωφ is
advected by the flow of Eqs. (5)-(6). Because B is divergence-free, ∇ · (BφB) = 0. In the
coordinates (x, y, φ), the last identity implies
∂φ(B
φJ ) + ∂x(Bφ JBx) + ∂y(BφJBy) = 0. (8)
If Vφ = Bxφ ∂x + Byφ ∂y, we therefore have
∂φωφ + LVφωφ = ∂φ(B
φ J ) dx ∧ dy + dιVφωφ
= ∂φ(B
φ J ) dx ∧ dy + d (BxBφ J dy − By Bφ J dx)
= ∂φ(B
φ J ) dx ∧ dy + ∂x(BxBφ J ) dx ∧ dy − ∂y(By Bφ J ) dy ∧ dx
=
(
∂φ(B
φJ ) + ∂x(Bφ JBx) + ∂y(BφJB)
)
dx ∧ dy
= 0, (9)
which says that ωφ is advected by Vφ.
The unique solution of the equation ∂φωφ + LVφωφ = 0 is ωφ = (Fφ,0)∗ω0, where (Fφ,φ0)∗
denotes the pushforward2 along Fφ,φ0 . Setting φ = 2pi, we therefore obtain the fundamental
result (F2pi,0)∗ω0 = Φ∗ω0 = ω0, or equivalently Φ∗ω0 = ω0, which says that the mapping
Φ : D2 → D2 preserves the 2-form ω0. If the component functions of F2pi,0 are denoted
F2pi,0 = (x, y) then the condition Φ
∗ω0 = ω0 may also be written
Bφ(x, y, 0)J (x, y, 0) dx ∧ dy = Bφ(x, y, 0)J (x, y, 0) dx ∧ dy. (10)
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It is simple to verify that Eq. (10) is the differential form of the integral flux conservation
law Γ(U0) = Γ(Φ(U0)) derived earlier. Indeed, by the definition of the surface integral
Γ(U0) =
ˆ
U0
B · dS =
ˆ
W0
J (x, y, 0)Bφ(x, y, 0) dx dy, (11)
where W0 is the image of U0 in the coordinates (x, y, φ). Therefore the condition Γ(Φ(U0)) =
Γ(U0) may be written in the form
ˆ
W0
J (x, y, 0)Bφ(x, y, 0) dx dy =
ˆ
Φ(W0)
J (x, y, 0)Bφ(x, y, 0) dx dy, (12)
which implies Eq. (10) because W0 is arbitrary.
We may now give a simple explanation of the sense in which the Poincare´ map is sym-
plectic. Consider the coordinate transformation Ψ : (x, y) 7→ (x, px), where
px(x, y) =
ˆ y
0
Bφ(x, y, 0)J (x, y, 0) dy. (13)
Because dpx = ∂xpx dx + B
φ(x, y, 0)J (x, y, 0) dy, the 2-form ω0 = dx ∧ dpx. Therefore
the condition Φ∗ω0 = ω0 is equivalent to Φ∗(dx ∧ dpx) = dx ∧ dpx, which says that the
mapping ΦΨ = Ψ ◦Φ ◦Ψ−1 preserves the canonical symplectic form on D2. In other words,
if ΦΨ(x, px) = (x, px) then dx ∧ dpx = dx ∧ dpx.
III. HENON NETWORKS
Let U ⊂ Rn × Rn = R2n be an open set in an even-dimensional Euclidean space. For
applications to magnetic fields, n = 1, but the theory of He´nonNets applies to all n. Denote
points in Rn×Rn using the notation (x, y), with x, y ∈ Rn. A smooth mapping Φ : U → R2n
with components (x, y) is symplectic if
n∑
i=1
dxi ∧ dyi =
n∑
i=1
dxi ∧ dyi. (14)
The symplectic condition (14) implies that Φ has a number of special properties. In particu-
lar, Φ must be volume-preserving. (Note, however, that there exist volume-preserving maps
that are not symplectic;8 there is more to the symplectic property than volume preservation
when n ≥ 2.) In spite of the restrictions placed on Φ by the symplectic condition, the space
of all symplectic maps is infinite dimensional.9 The problem of finding approximations of an
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arbitrary symplectic map using compositions of elementary symplectic mappings is therefore
inherently interesting.
In Ref. 5, Turaev showed that every symplectic mapping may be approximated arbitrarily
well by compositions of He´non maps, which are special elementary symplectic mappings.
Definition 1. Let V : Rn → R be a smooth function and let η ∈ Rn be a constant. The
He´non map H[V, η] : Rn × Rn → Rn × Rn with potential V and shift η is given by
H[V, η]
x
y
 =
 y + η
−x+∇V (y)
 . (15)
In particular, we have the following Theorem.
Theorem 1 (Turaev, 2003). Let Φ : U → Rn×Rn be a Cr+1 symplectic mapping. For each
compact C ⊂ U and  > 0 there is a smooth function V : Rn → R, a constant η, and a
positive integer N such that H[V, η]4N approximates Φ within  in the Cr topology.
Remark 1. The significance of the number 4 in this theorem follows from the fact that the
fourth iterate of the He´non map with trivial potential and shift is the identity map.
Turaev’s result suggests the following method for using deep neural networks to approx-
imate symplectic mappings. First we introduce the notion of a He´non layer.
Definition 2. A scalar feed-forward neural network on Rn is a smooth mapping V : W ×
Rn → R, where W is a space of network weights. We will use the notation V [W ] to denote
the mapping V [W ](y) = V (W, y), y ∈ Rn, W ∈ W .
Definition 3. Let V be a scalar feed-forward neural network on Rn and let η ∈ Rn be a
constant. The He´non layer with potential V , shift η, and weight W is the iterated He´non
map L[V [W ], η] = H[V [W ], η]4.
There are various network architectures for the potential V [W ] that are capable of approx-
imating any smooth function V : Rn → R with any desired level of accuracy. For example,
a fully-connected neural network with a single hidden layer of sufficient depth can approxi-
mate any smooth function. Therefore a corollary of Theorem 1 is that any symplectic map
may be approximated arbitrarily well by the composition of sufficiently many He´non layers
with various potentials and shifts. This leads to the notion of a He´non Network.
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Definition 4. Let N be a positive integer, let V = {Vk}k∈{1,...,N} be a family of scalar
feed-forward neural networks on Rn, let W = {Wk}k∈{1,...,N} be a family of network weights
for V , and let η = {ηk}k∈{1,...,N} be a family of constants in Rn. The He´non network with
layer potentials V , layer weights W , and layer shifts η is the mapping
H[V [W ],η] = L[VN [WN ], ηn] ◦ · · · ◦ L[V1[W1], η1]. (16)
Remark 2. Note that every He´non network (He´nonNet) is a symplectic mapping, regardless
of the architectures for the networks Vk, and the values of the weights Wk. This follows from
the simple fact that the composition of symplectic mappings is symplectic. Also note that
Turaev’s Theorem (Theorem 1) implies the family of He´nonNets with Vk = V , Wk = W ,
ηk = η, k ∈ {1, . . . , N}, with V a scalar feed-forward neural network, W a set of weights for
V , and η ∈ Rn, is sufficiently expressive to approximate any symplectic mapping. However,
the number of trainable parameters required to approximate a given symplectic map using
such a “shared-weight” He´nonNet may not be optimal within the space of all He´nonNets.
Corollary 1. Let Φ : U → Rn×Rn be a Cr+1 symplectic mapping. For each compact C ⊂ U
and  > 0 there is a He´nonNet H that approximates Φ within  in the Cr topology.
IV. TRAINING SETUP
In this work, He´non networks are trained to approximate Hamiltonian flows and Poincare
maps. To generate the training data, a set of points, {xi}, is randomly selected in the domain
of interest. A well-resolved approximation to Hamiltonian flow maps or Poincare maps is
produced using a 4th-order Runge-Kutta method integrating from t = 0 to t0, generating
a set of points, {yi}. For instance, during the training of Poincare´ maps, we typically use
2000 time steps to integrate the system from 0 to 2pi. This leads to a map from a set of
points {xi} to {yi}. The mean squared error is then used as the loss function to train He´non
networks, i.e.,
MSE =
1
N
N∑
i=1
‖H[V [W ],η](xi)− yi‖2. (17)
Standard optimization algorithms are then applied to optimize the weights W and shifts η.
Reproducibility. Example code used to generate results in this paper is available in Los
Alamos technical report LA-UR-20-24873.
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V. APPROXIMATING HAMILTONIAN FLOWS USING HE´NON
NETWORKS
He´non networks have similar structural properties to the SympNets introduced in Ref. 4,
although the details of the He´nonNet architecture are substantially different. Before ap-
plying He´nonNets to Poincare´ maps, it is therefore useful to compare the performance of
He´nonNets with SympNets on a task SympNets have been show to handle well. This Sec-
tion presents such a comparison using the implementation of SympNets described in Ref. 4
and a He´nonNet whose He´non layer potentials Vk are represented as fully-connected neural
neworks (FNNs) with a single hidden layer each. The results of this test indicate that the
He´nonNet architecture outperforms the SympNet architecture.
Our test amounts to training both a He´nonNet and a SympNet to learn the flow map
for the mathematical pendulum with fixed timestep parameter h = 0.1. The pendulum
Hamiltonian is given by
Hp(x, y, φ) =
1
2
y2 − cosx. (18)
Note that the natural (angular) frequency of this pendulum is one, which implies that the
timestep h = 0.1 is sufficient to fully resolve the pendulum dynamics. Our training setup for
each network is the same as in Ref. 4: 10000 training/test random data points generated in
the domain of [−√2,√2]× [−pi/2, pi/2] with a time step of h = 0.1. The performance of the
trained models are verified by iterating each approximate flow map 1000 times to generate
the numerical flows of three points in the (x, y) phase space. The details of the network
architectures used for training are given as follows. The He´nonNet contains three He´non
layers, each with its own potential, V1, V2, V2, and shift η1, η2, η3. The potentials Vk(y) are
parameterized by fully-connected neural networks (FNNs) with one hidden layer each, and
tanh activation. The hidden layers that specify the Vk each have 5 neurons. This gives a
total of 3× 16 = 48 trainable parameters. On the other hand, the SympNet has a network
structure of
Φ = L(k+1)n ◦ (Nup/low ◦ L(k)n ) ◦ . . . (Nup/low ◦ L(1)n ),
where, as described in detail in Ref.4, each L(k)n is the composition of n trainable linear
symplectic layers, and Nup/low is a non-trainable symplectic activation map. In this work,
we use k = 8 and n = 6, which corresponds to 8 layers with 6 sub-layers following the
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definition in Ref. 4. Since all the trainable parameters in SympNets are from the linear
layers, this gives a total of 9× 8 = 72 trainable parameters.
The other hyperparameters for our learning task are given as follows. Our training runs
for each network comprise 5000 epochs using the adam optimizer with a batch size of 1000.
The learning rate is a piecewise constant-decaying function with the initial rate of 0.1. We
note that in the training of Ref. 4, 106  5000 epochs were used to produce a good numerical
result, which has been confirmed in our own implementation of SympNets. Here, however,
we intentionally reduce the total number of epochs to examine the performance of the two
networks when subject to more modest training regimens.
The test results are shown in Figure 1. As indicated by the trajectories of three testing
points, we note that both networks produce an approximation to the original Hamiltonian
that preserves the total energy well. However, the accuracy of the He´nonNet is much better
than the accuracy of the SympNet. This is consistent with the final losses of two trainings.
We note that the training loss for the He´nonNet is 2.8432e-07 and the test loss is 2.7853e-07,
while the losses for the SympNet are 1.9487e-05 and 1.9629e-05, respectively. To achieve
comparable losses to the He´nonNet, the SympNet needs about 106 epochs. The histories of
losses are also presented in Figure 1. We note that the He´nonNet loss decays much faster
than that of the SympNet, despite the fact that the SympNet has more trainable parameters
than the He´nonNet in this test. All the observations indicate that the training of He´nonNets
is easier than the training of SympNets.
To have a fair comparison, we consider the total training time of two models. All the
networks described in this work are implemented using Tensorflow v2 and run on a single
Nvidia V100 (‘Volta’) GPU for a better performance. Due to the more complicated network
structure of He´nonNets relative to SympNets, the training of the He´nonNet (366s) requires
more time than training the SympNet (236s). However, considering the significant improve-
ment of the losses, He´nonNets still appear to be a much more efficient method to achieve a
given MSE loss.
To validate the aforementioned conclusions, we perform a systematic hyperparameter
study for both the He´nonNet and the SympNet architectures with regards to validation
losses. The purpose of this study is to show the superiority of one architecture over the
other for an arbitrary hyperparameter choice within a high-dimensional space. To that end,
we define a multidimensional space of hyperparameters from which a novel architecture can
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FIG. 1. Numerical flows and training/test loss histories of He´nonNet (top row) and SympNet
(bottom row) for pendulum. The reference is a high-order numerical solution generated by RK4.
be randomly chosen by sampling without replacement. This space comprises choices for
the batch size, the number of training epochs, the number of layers in an architecture and
the number of neurons in each layer of the architecture. We eschew the use of Bayesian
optimization to obtain the best possible He´nonNet or SympNet architecture in favor of
comparing the general performance of the two for an arbitrary architecture selection. The
range of choices for the different hyperparameters are given by
Batch size : [600, 1000, 1400, 2000],
Training epochs : [3500, 4000, 4500, 5500, 6000],
Number of neurons : [2, 5, 8, 11, 14, 17],
Number of layers : [2, 3, 4, 5, 6, 8],
which are common to both the SympNets and the He´nonNets. Training and validation
assessments were also carried out on a single Nvidia V100 GPU with hyperparameters eval-
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uated sequentially for 6 hours each for both types of architectures. While this compute
expense was insufficient for assessing all the possible hyperparameter combinations in the
high-dimensional space (720), we performed hyperparameter pruning everytime 5 architec-
ture evaluations were completed. This pruning was performed by analyzing the bottom
20% of the poorest performing architectures (in our case 1 out of 5) and identifying similar
architectures that were yet to be sampled. These architectures were then removed from the
search space based on a Spearman rank order correlation. The results for the validation loss
of the different He´nonNets and SympNets are shown in Figure 2. We plot the distribution
of the common logarithm of the validation loss for all our evaluated architectures and it is
clearly observed that the He´nonNets outperform the SympNets. In addition, we also pro-
vide box-plots for both types of evaluated architectures. The blue line within the box-plot
is the median value for validation loss, the green box indicates the interquartile range of
the sampled architectures and the whiskers indicate the outliers. These box-plots also show
that the He´nonNets are superior. In particular, the median value of SympNet performance
is seen to be beyond the upper whisker of the He´nonNets outlier range thereby reinforcing
our conclusions.
FIG. 2. Distributions for validation losses for evaluated hyperparameters of both He´nonNet and
SympNet formulations (left) and corresponding box-plots (right) showing median (blue line within
box), quartiles (limits of the green box) and outlier (whiskers) ranges. The distributions and box-
plots indicate that the average performance of the He´nonNet is superior to the SympNet within
the chosen hyperparameter range.
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VI. POINCARE´ MAPS USING HE´NON NETWORKS
In this section, we consider approximations to Poincare´ maps using He´nonNets. Using
neural networks to approximate Poincare´ maps is more ambitious than using networks to
approximate a small-timestep Hamiltonian flow. The first challenge is that a larger timestep
is used to generate the Poincare´ map, which indicates a much stiffer problem than the small-
timestep case. For instance, a large time step of 2pi is used to generate the training data
in this section, while in the previous case, the time step is 0.1. An alternative way to view
the challenge is that a Poincare´ map tends to be further away from the identity map than a
small-timestep Hamiltonian flow map. The second challenge arises in conjunction with the
deterministic chaos found in 1.5-degree-of-freedom Hamiltonian systems. Chaotic regions
are characterized by positive Lyapunov exponents λ. Therefore the separation of nearby
trajectories as a function of timestep is proportional to exp(hλ). It is much more likely
that a Poincare´ map experiences an e-folding (∼ exp(2piλ)) than a small timestep flow map
(∼ exp(0.1λ)). Both of these challenges make training much more difficult than in the test
described in Section V.
A. Pendulum
In order to assess the ability of He´nonNets to approximate Poincare´ maps for integrable
magnetic fields with separatrices, we first considered the pendulum Hamiltonian,
Hp(x, y, φ) =
1
2
y2 − cosx. (19)
Note that the natural angular frequency of the pendulum is 1. For simplicity, we focus on
using He´nonNets to approximate the Poincare´ map inside the separatrix of the pendulum.
Here a total of 200K training points are generated in the domain of r ≤ 1.5. The training
points are split into two groups. The first group consists of 100K random points inside the
region of r ≤ 0.3, while the rest of the training points are randomly drawn in the entire
region. The reason to cluster points around the origin is that we found it is harder to achieve
an accurate approximation to the Poincare´ map for the pendulum around the origin. This
is due to the fact the inner points travel a much smaller distance than the outer points (the
map around inner points is close to the identity), which means that the near-origin data
samples have a disproportionately small contribution to the mean-squared error. Therefore,
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a small perturbation around the origin can lead to the Poincare´ plot of the pendulum being
distorted quite significantly. We therefore add more points around the origin to increase the
accuracy there. We anticipate that this difficulty, as well as our proposed coping mechanism,
will be relevant to learning Poincare´ maps for any magnetic field whose rotational transform
tends to zero on-axis. The second change is that the training region is chosen to be a
disk. If a box training region is used, the optimization algorithm will focus unnecessary
attention to the corners in order to achieve a good approximation around them (corners are
typically highly distorted), which is by no means the goal of the current work as the region
of interest is typically far away from the boundary. Those two strategies, which appear
to be quite general, accelerate the training significantly. Using those training points, the
training labels are then generated by a RK4 time integrator with a time interval of 2pi and
2000 intermediate time steps. This forms a Poincare´ map from the training points to the
corresponding locations at h = 2pi.
The He´nonNet in this case consists of 10 He´non layers, each of which has a single-hidden-
layer FNN potential with 10 neurons. This gives a total of 310 trainable parameters. The
He´nonNets with many layers are found to be necessary to achieve a good approximation to
the Poincare´ map. We use the adam optimizer with 20000 epochs and a decaying learning
rate. The initial learning rate is set to be 0.02, and the batch size is 1000. The training
finishes with a final loss of 2.0776e-07. The trained model is then verified through generating
a Poincare´ plot starting from 20 points along x-axis. The model is used to predict 2000 times
recursively, mimicking the process of generating a Poincare´ plot using a conventional time
integrator.
The results are presented in Figure 3. The plot on the left features the Poincare´ plot
generated by the He´nonNet as well as its starting points (red dots). The plot in the middle
features the reference Poincare´ plot generated by RK4. Two plots are compared to each
other on the right. We note that the Poincare´ plot by the He´nonNet matches very well with
the reference except for the region close to the origin. For each trajectory, the He´nonNet
preserves the total energy very well, while, on the other hand, the RK integrator requires
a much smaller time step to preserve the same level of total energy (about 100 time steps
for each Poincare map). Figure 4 presents a typical trajectory in the Poincare´ plot and its
corresponding Hamiltonian. The errors in Hamiltonian are comparable between the learned
model and the RK result. Note that here the dots stands for time series in the Poincare
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plot. The time between each dot is 2pi.
As a final check, we compare the computational time to produce the Poincare´ plot during
the online stage. To have a fair comparison, we use a CPU node to perform the prediction
of the He´nonNet and the RK4 time stepping. Both of the algorithms are implemented
in Python and the RK solver is vectorized (vectorized operations in Python means arrays
operations are performed using optimized, compiled C code). In the RK case, 100 time
steps are used to evolve each Poincare´ map. The He´nonNet needs 2.6 seconds to finish the
prediction of 2000 iterations while the vectorized RK integrator needs 7.8 seconds. Note
that the right hand side of the ODE in this case is very simple, and for more complicated
right hand sides, the speedup will be increased since the He´nonNet will approximate the
right hand side while the RK integrator needs to evaluate it in each time step.
FIG. 3. Poincare´ plots of pendulum. Left: Poincare´ plot generated by the trained He´nonNet.
Middle: Poincare´ plot generated by RK4. Right: comparing two Poincare´ plots.
B. Perturbed pendulum
In order to study the ability of He´nonNets to approximate the Poincare´ maps of more
complicated magnetic fields with regular phase portraits, we considered the Hamiltonian
Hpp(x, y, φ) =
1
2
y2 − ω20 cosx− 
[
0.3xy sin(2φ) + 0.7xy sin(3φ)
]
, (20)
which represents a perturbed pendulum with natural frequency ω0. In the test, we choose
ω0 = 0.5 and  = 0.5. Numerical results from highly-resolved Runge-Kutta integration
suggest that this system is integrable. However, we cannot prove this because we have failed
to identify a first integral.
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FIG. 4. Learned (x, y) and Hamiltonian of pendulum. Left: learned x vs reference. Middle: learned
y vs reference. Right: learned Hamiltonian vs reference. Here the starting point is (0.4421, 0). The
dots here stand for the time series in the Poincare´ plot.
Here a total of 220K training points are randomly selected in a disk of r ≤ 0.9. A
Poincare´ map is generated by a well-resolved RK4 approximation. The He´nonNet in this
case consists of 10 He´non layers, each of which has 10 neurons in its single-hidden-layer FNN
layer potential. We use the adam optimizer with 5000 epochs and a decaying learning rate.
The initial learning rate is set to be 0.05, and the batch size is 1000. The training finishes
with a final loss of 1.6216e-7. Compared to the previous case, this case turns out to be much
easier to train. The reason is the rotational transform on-axis is well away from zero, which
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makes the resulting Poincare´ map far away from the identity for any given points in the
domain.
The trained model is then verified through generating a Poincare´ plot starting from 20
points along x-axis and 10 points along y-axis. The model is used to predict 1000 times
recursively, mimicking the process of generating a Poincare´ plot using a conventional time
integrator. The results are presented in Figure 5. The plot on the left features the Poincare´
plot generated by the He´nonNet as well as its starting points (red dots). The plot in the
middle features the reference Poincare´ plot generated by RK4. Two plots are compared to
each other on the right. We note that two plots match extremely well with each other, in
spite of the presence of interesting islands structures.
We again compare the computational time to produce the Poincare´ plot. The He´nonNet
needs 1.3 seconds to finish the prediction of 1000 iterations while the vectorized RK integra-
tor needs 12.1 seconds with 100 time steps for each Poincare´ map. Note that the He´nonNet
has the same structure as the previous case, and it is found that the computational time is
consistent with the previous case (it uses about half of the previous time since the iterations
are half of the previous case). On the other hand, the time of the RK integrator grows due
to the growing complexity of the right hand side.
FIG. 5. Poincare´ plots of perturbed pendulum. Left: Poincare´ plot generated by the trained
He´nonNet. Middle: Poincare´ plot generated by RK4. Right: comparing two Poincare´ plots.
C. Prototypical resonant magnetic perturbation
As a final test, we demonstrate the ability of He´nonNets to handle realistic magnetic fields
in magnetic confinement devices. We consider a non-integrable Hamilonian that mimics
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magnetic fields subject to large resonant magnetic perturbations (RMP). The Hamiltonian
is given by
HRMP(x, y, φ) =
1
2
y2 +
1
4
x2
+

4
(
tanh
(
(x− y)x2 cos(3φ))+ 1
5
tanh
(
(x− y)x2 sin(3φ))), (21)
which represents a Harmonic oscillator with natural angular frequency 1/
√
2 subject to
a resonant, time-dependent perturbation. Here the perturbation amplitude is set to be
 = 0.25.
A total of 400K sampling points are selected to generate the training data. As in the
previous examples, labels are assigned to samples using a well-resolved RK4 approximation of
the Poincare´ map. We use a simple strategy to select the data points such that the resulting
training data covers the domain of interest and meanwhile minimizes the unnecessary points
outside of the domain. First, 10K training points are randomly selected in an ellipse of radii
1.75 and 1. Then the 10K points are used as the seed to generate its Poincare´ map recursively
400 times. Every ten iterations we collect the corresponding Poincare´ map generated at the
current iteration, which contributes to 400K training points in total. The input and output
points of the Poincare´ map, used as the training data, are presented in Figure 6. Note
that due to the selection strategy the training data starts to form a similar pattern as the
Poincare´ plot. This strategy can be viewed as a generalization of the previous case where a
disk training region is used. It is found such a strategy significantly improves the efficiency
of training.
The He´nonNet in this case consists of 50 He´non layers, each of which has 5 neurons. The
network consists of 800 training parameters. A deep network is found to be necessary to
produce a good Poincare´ plot in this case, while a less deep network may fail to achieve a
loss small enough to produce a comparable Poincare´ plot. The number of neurons is reduced
to improve the efficiency of training. We use the adam optimizer with 7000 epochs and a
decaying learning rate. The initial learning rate is set to be 0.1, and the batch size is 400.
The training finishes with a final loss of 2.6919e-5.
The trained model is then verified through generating a Poincare´ plot starting from 20
points along x-axis. The model is used to predict 1000 times recursively, producing the plot
presented in Figure 7. We note that two plots match very well with each other, in both of
the inner region and chaotic region. Note that the outer boundaries of the chaotic region
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FIG. 6. Training data in RMP. Left: input of Poincare´ map. Right: output of Poincare´ map. A
total of 400K points are plotted on each figure.
match very well, which is in fact challenging to achieve due to the diffusive nature of chaotic
dynamics. It is also interesting to note that there are 13 islands in the chaotic region that
the He´nonNet was able to capture. This inspires us to perform further investigation around
those islands.
FIG. 7. Poincare´ plots in RMP. Left: Poincare´ plot generated by the trained He´nonNet. Middle:
Poincare´ plot generated by RK4. Right: comparing two Poincare´ plots.
We shift our attentions to the island chain in the chaotic region. 15 points are selected
inside one single island, and then the model is again used to predict 1000 times recursively.
The resulting Poincare´ plots are presented in Figure 8. We note that the Poincare´ plot
of the He´nonNet can capture the location of those 13 islands very well, and inside each
island three smaller islands of comparable size are observed. On the other hand, in the plot
generated by the RK4 method, there are also three smaller islands in a single island but one
of them is dominant. We notice that the learned internal island dynamics improves with
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more training. Such a result motivates us to investigate those islands more carefully, which
will be addressed in the next section.
FIG. 8. Poincare´ plots of island chain in RMP. Left: Poincare´ plot generated by the trained
He´nonNet. Right: Poincare´ plot generated by RK4.
Finally, the He´nonNet needs 4.26 seconds to predict 1000 times while the vectorized RK
integrator needs 34.2 seconds with 100 time steps for each map.
VII. A REMARKABLE STRATEGY FOR CREATING FIELD-LINE
CONFINEMENT
It is interesting to examine the He´nonNet used to approximate the Poincare´ map associ-
ated with the Hamiltonian (21) when subjected to 5500 training epochs rather than 7000.
Figure 9 shows the corresponding Poincare´ plot. Initial conditions are indicated by a bright
red line. Iterates of a given initial condition share a common marker color. In contrast to
the 7000 training-epoch case, the 13-lobe island chain that RK4 predicts should be embed-
ded within the chaotic sea is not clearly delineated by KAM tori. Instead, variations in the
density and color of the plotted markers display impressions of the missing islands. Excesses
in marker density, as well as more regular striations of color, indicate that iterations of the
learned Poincare´ map tend to remain near the missing island chain, even though confining
KAM tori do not delineate the island boundary.
Figures 10 and 11 show magnified views of two regions in the Poinacre´ plot 9 where RK4
integration predicts the presence of embedded islands. Figure 10, in particular, reveals the
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detailed internal structure of each island impression. A small subregion of each impression
is occupied by a nested family of KAM tori, as indicated by banded orange rings in the
figure. Thus, there are in fact conventional islands of stability contained within the larger
impressions shown in Figure 9. However, these stability islands only account for a small
part of the total impressed area. The bulk of the area occupied by an impression is filled
with an array of filamentary structures that emanate from the small region of KAM tori.
Each family of these filaments is coiled in such a manner so as to approximately outline the
islands predicted by RK4. Presence of these filaments in regions where the rate of chaotic
diffusion is depressed suggests that a neighborhood of each filament is “sticky,” i.e. that
iterations of the learned Poincare´ map in the neighborhood of a filament will remain near a
filament for some time. The sticky-ness of the filamentary structures may also be inferred
from Figure 12, which shows that the fast Lyapunov indicator10 is small along the filaments.
Therefore a natural candidate explanation of the filaments is that they are outlines of stable
or unstable manifolds attached to hyperbolic periodic points near the region of KAM tori.
We refer the reader to Refs. 11 and 12 for detailed studies of the phenomenon of partial
obstructions to chaotic transport in measure-preserving maps.
These observations indicate that our He´nonNet has accomplished a remarkable feat in
the course of its training: it has learned how to approximate the confinement properties of an
island chain by coiling hyperbolic invariant manifolds. While hyperbolic invariant sets for
area-preserving maps have been studied intensively, to our knowledge the idea of engineering
the placement of hyperbolic invariant sets in order to ensure good field line confinement has
never been proposed. Due to the delicate interplay between hyperbolic sets and the chaotic
sea, it may seem tempting to dismiss this idea out of hand as impractical. However, from the
perspective of a He´nonNet, engineered confinement via coiled hyperbolic manifolds may be
easier than achieving a similar level of confinement using KAM tori. Indeed, the He´nonNet
resorted to the coiling strategy before learning how to approximate the 13-lobe island chain
using large KAM tori. Whatever the mechanism that enabled the He´nonNet to engineer
this (partial) solution to the field-line confinement problem, if distilled and harnessed it
could enable a new and more flexible approach to fusion-relevant magnetic field design. We
propose that further study of this mechanism is warranted, and might proceed by careful
introspection applied to the He´nonNet training process.
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FIG. 9. A high-resolution Poincare´ plot generated by a learned Poincare´ map corresponding to the
Hamiltonian defined in Eq. (21)
VIII. DISCUSSION
This article demonstrates that Poincare´ maps for realistic magnetic fields in magnetic
fusion devices may be learned by neural networks, and moreover that such learned ap-
proximations evaluate orders-of-magnitude faster than traditional field-line following. We
advocate a supervised learning strategy, wherein a neural network is shown accurate approx-
imate evaluations of the ground truth Poincare´ map finely sampled over a given surface-of-
section. The novel neural network architecture we have proposed exactly conserves magnetic
flux, or, equivalently, exactly satisfies the symplectic condition, and in this sense may be
termed “physics-informed13” or “structure-preserving14”. In contrast to the existing sym-
plectic neural network architecture (SympNets) described in Ref. 4, our symplectic networks
(He´nonNets) appear to be easier to train, and require less layer depth to achieve a given
accuracy. We validated this observation by performing a thorough comparison between the
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FIG. 10. Internal structure of the island “impressions” in Figure 9. The He´nonNet has learned to
mock the confinement properties of a large island chain by coiling hyperbolic invariant manifolds
(here outlined by filamentary structures) attached to a much smaller island chain.
two architectures using a hyperparameter search. Like SympNets, He´nonNets satisfy a sym-
plectic universal approximation theorem. The approach of using neural networks to directly
represent symplectic mappings should be compared with the related approach of learning a
system’s Hamiltonian15–17 or Lagrangian18,19 from data, and then using either a symplectic
or variational integrator to construct a corresponding symplectic map. The latter approach
will be less able to handle the large timesteps associated with Poincare´ maps due to stability
and accuracy limitations of conventional symplectic and variational integrators.20,21
While conducting our numerical experiments using He´nonNets to approximate Poincare´
maps, we were lead to test several strategies for making the training process more efficient,
involving both the data generation process and the network architecture itself. We found
that training is significantly easier when samples of the ground truth Poincare´ map are
drawn from a region that is approximately dynamically invariant. In practice, such sample
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FIG. 11. A magnified view of Figure 9.
sets may be generated by applying a few iterations of the ground truth mapping to a given
set of sampling points. We also observed that the training process may be simplified by
first training with relatively few network layers, and then incrementally increasing the layer
depth in subsequent passes of the optimization routine used for training.
In addition, we identified certain strategies for simplifying training that we feel ought to
be tested in the future. For example, it may be beneficial to apply a multi-grid-like strategy
to the network layers during training. For a He´nonNet with 2n layers, the first step of layered
multi-grid would be to train the kth layer to map a field line 2pi/k radians around the torus
for each k = 1, . . . , 2n. Then adjacent layers should be paired (i.e. composed as functions) to
form 2n−1 blocks, and each blocked layer should be trained to map a field line 4pi/k radians
around the torus. This blocking process can be continued until there is only a single block
to train, after which subsequent subdivision and blocking passes may be applied as needed.
Another potentially fruitful avenue for easing the task of learning magnetic field Poincare´
maps would be to use a He´nonNet to learn the discrepancy22 between the ground truth
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FIG. 12. Plot of the fast Lyapunov indicator (FLI) in the same region shown in Figure 10. Darker
colors indicate smaller finite-time Lyapunov exponents, and therefore more gradual separation of
nearby trajectories. Note that the darkest regions overlap with the filamentary structures depicted
in Figure 10, which is consistent with slower transport in the regions where the filaments are coiled.
Poincare´ map and the so-called tokamap,3 which is a simple explicit area-preserving map
that captures much of the phenomenology of field-line flow observed in toroidal magnetic
containment devices. In this approach, the tokamap would be considered a reduced-order
model for the magnetic Poincare´ map, and the He´nonNet would learn the missing physics.
Future analyses of dynamical properties of any given He´nonNet will be facilitated by the
fact that derivatives of a He´nonNet are readily computed using reverse- or forward-mode
automatic differentiation. Thus, important figures of merit, such as Lyapunov exponents,
finite-time Lyapunov exponents23, or fast Lyapunov indicators10 (FLI) may be computed
with very little algorithmic or computational overhead. In contrast, the computation of
derivatives of a Poincare´ map defined using field-line integration requires significant additions
to the field-line integration algorithm, possibly including a solver for the variational equation
δB˙ = δB ·∇B. In order to demonstrate this powerful application of neural Poincare´ maps,
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we computed the FLI values reported in Figure 12 using automatic differentiation.
While the primary subject of this article has been teaching networks to learn Poincare´
maps, we have encountered a phenomenon while training a He´nonNet to approximate islands
embedded in a chaotic sea that may be interpreted as a network teaching its creator new
physics. A He´nonNet learned how to mock the confinement properties of a large island
chain by cleverly coiling invariant stable and unstable manifolds attached to a much smaller
island chain. This proof of principle demonstration, performed by an artificial intelligence,
may open the door to new and more flexible methods for designing magnetic fields with
good confinement properties. For instance, instead of pursuing confinement by demanding a
large volume of KAM tori, one could imagine coiling hyperbolic invariant manifolds in such
a manner as to create a “sticky” region where confinement is desireable.24 However, further
work is required to understand the mechanism by which the He´nonNet accomplished this
feat, which may be interpreted as a problem in the area of controlling chaos.25
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