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Abstrakt
Bakala´rˇska´ pra´ce je zameˇrˇena na „Metody vy´pocˇtu vzda´lenosti v grafech“. V u´vodu
popı´sˇu ru˚zne´ metody vy´pocˇtu vzda´lenosti v grafech obecneˇ. Jedna´ se naprˇ. o betweenness
centrality, closenness centrality, degree centrality atd. Jedna z teˇchto metod je media´n
grafu, na kterou jsem se zameˇrˇil. Tuto metodu vy´pocˇtu popı´sˇu podrobneˇji a vy´pocˇet
te´to metody uka´zˇu na prˇı´kladu. Da´le se zameˇrˇı´m na implementaci algoritmu vy´pocˇtu
media´nu v programovacı´m jazyce C#. V dalsˇı´ cˇa´sti se budu zaby´vat experimenty tohoto
vy´pocˇtu nad ru˚zneˇ velky´mi grafy. A na za´veˇr vsˇechny vy´sledky zhodnotı´m.
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Abstract
My thesis focused on „Methods of calculating the distance in graphs“. I will try to describe
different methods for calculating the distance in the graphs in general. Just to mention
it, for example the betweenes centrality, closeness centrality, degree centrality, etc. One
of these methods is the median of a graph that I will focus later on. This calculation method
will be described thoroughly and I will show you calculation of this method practically
on an example. Furthemore, I will focus on the implementation of the algorithm regarding
calculating the median in the programming language C#. In the next section I will deal
with experiments of this calculation using graphs of different sizes. Eventually, I will
analyze all the results.
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Seznam pouzˇity´ch zkratek a symbolu˚
MPI – Message Passing Interface
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51 U´vod
Cı´lem bakala´rˇske´ pra´ce je pra´ce nad grafy, ktere´ se dajı´ vyuzˇı´t v analy´ze socia´lnı´ch sı´tı´ch
a komplexnı´ch sı´tı´ch.
Vsˇude mezi na´mi se setka´va´me s ru˚zny´mi grafy a sı´teˇmi, at’uzˇ v podobeˇ pocˇı´tacˇovy´ch
sı´tı´, nebo rodinne´m rodokmenu, cˇi autobusovy´ch a zˇeleznicˇnı´ch linek. V beˇzˇne´m kazˇdo-
dennı´m zˇivoteˇ vyuzˇı´va´me ru˚zny´ch analy´z grafu˚. Vezmeˇme si naprˇı´klad mapu. Chceme
jet na dovolenou a musı´me si zvolit trasu, kudy je to nejrychlejsˇı´, nebo nejpohodlneˇjsˇı´,
zda chceme jet po da´lnici nebo jen po okresnı´ch silnicı´ch. Mapu si mu˚zˇeme prˇedstavit
jako graf. Meˇsta, obce na´m prˇedstavujı´ vrcholy grafu a silnice mezi nimi zase hrany grafu.
Na tento graf potom mu˚zˇeme pustit algoritmus vyhleda´nı´ cesty.
Prvnı´ kapitola se bude zaby´vat metodami vy´pocˇtu vzda´lenosti v grafech. Tyto metody
se vztahujı´ na vy´pocˇet centralit grafu. Jednotlive´ centrality na´m urcˇujı´, jak je ktery´ vrchol
du˚lezˇity´.
V dalsˇı´ cˇa´sti se zameˇrˇı´m na konkre´tnı´ vy´pocˇet centrality grafu a to na vy´pocˇet media´nu
grafu. Tı´mto vy´pocˇtem nalezneme strˇed grafu. Vsˇe uka´zˇu na uka´zkove´m prˇı´kladeˇ, kde
krok za krokem srozumitelneˇ vypocˇı´ta´m media´n jednoduche´ho grafu.
Protozˇe se hojneˇ vyuzˇı´vajı´ pocˇı´tacˇe s vı´ce procesory, tak si popı´sˇeme rozhranı´ Message
Passing Interface. Rozhranı´ se pouzˇı´va´ pro paralelnı´ programova´nı´ na u´rovnı´ procesu˚,
clusteru˚ a nodu˚. Dı´ky tomu lze ru˚zne´ pocˇetnı´ u´kony rozdeˇlit na vı´ce cˇa´stı´, kde kazˇda´ cˇa´st
se zpracuje zvla´sˇt’. Nesmı´me zapomenout na to, zˇe potom musı´me jednotlive´ vy´sledky
ze vsˇech cˇa´stı´ sjednotit. Jak uzˇ na´m napovı´da´ samotny´ na´zev rozhranı´, vsˇechna data
a u´daje se posı´lajı´ pomocı´ zpra´v.
Po teoreticke´ cˇa´sti se zameˇrˇı´me na implementaci algoritmu, ktere´mu na vstupu da´me
graf v urcˇite´m forma´tu a na vy´stupu uvidı´me vy´sledek. Tı´m vy´sledkem mu˚zˇe by´t bud’
samostatny´ vrchol grafu a nebo cely´ podgraf. Za´lezˇı´ jen na tom, jestli strˇedem grafu je
jen jeden jediny´ vrchol nebo to je cela´ mnozˇina vrcholu˚. Pokud se jedna´ o celou mnozˇinu
vrcholu˚, tak spojenı´m teˇchto vrcholu˚ hranami, ktere´ byly v pu˚vodnı´m grafu, dostaneme
jako vy´sledek podgraf. Cely´ algoritmus vy´pocˇtu je napsa´n v programovacı´m jazyce C#.
Vybral jsem si tento programovacı´ jazyk, protozˇe je jednoduchy´ a lehce pochopitelny´.
Na za´veˇr je potrˇeba otestovat implementovany´ algoritmus. Prˇipravil jsem ru˚zneˇ velke´
grafy, na ktery´ch jsem testoval spra´vnost vy´pocˇtu. Na male´ grafy byl seriovy´ algoritmus
dostacˇujı´cı´. Ovsˇem pokud jsem na vstup dal veˇtsˇı´ data, tak seriove´ zpracova´nı´ trvalo
neprˇijatelneˇ dlouho. Tudı´zˇ bylo nevhodne´. To meˇ vedlo k zamysˇlenı´, procˇ algoritmus
nezdokonalit a neudeˇlat paralelizaci algoritmu. Vsˇechna data jsem pak porovnal a zhod-
notil.
62 Grafy
V te´to kapitole si strucˇneˇ popı´sˇeme nejnutneˇjsˇı´ pojmy z teorie grafu˚. Tyto pojmy budeme
potrˇebovat v dalsˇı´m vy´kladu.
Definice 2.1 Neorientovany´m grafem nazy´va´me dvojici G = (V,E), kde V je mnozˇina vr-
cholu˚, E je mnozˇina jednoprvkovy´ch nebo dvouprvkovy´ch podmnozˇin V . Prvky mnozˇiny E se
nazy´vajı´ hrany grafu a prvky mnozˇiny V se nazy´vajı´ vrcholy grafu.
Meˇjme hranu e ∈ E, kde e = {u, v}. Vrcholu˚m u a v rˇı´ka´me krajnı´ vrcholy hrany e.
Rˇı´ka´me take´, zˇe jsou incidentnı´, nebo zˇe incidujı´, s hranou e. O hraneˇ e pak rˇı´ka´me, zˇe je
incidentnı´ s teˇmito vrcholy nebo take´ zˇe spojuje tyto vrcholy.
Definice 2.2 Hranu spojujı´cı´ vrchol se sebou samy´m nazy´va´me smycˇkou.
Obecneˇ mu˚zˇe by´t mnozˇina vrcholu˚ grafu nekonecˇna´, my vsˇak budeme uvazˇovat
pouze konecˇne´ grafy, tedy grafy s konecˇnou mnozˇinou vrcholu˚ V . Vzhledem k tomu,
zˇe jine´ nezˇ neorientovane´ grafy nebudeme definovat, budeme oznacˇenı´ neorientovany´
vynecha´vat.
Definice 2.3 Stupenˇ vrcholu je pocˇet hran s vrcholem incidentnı´ch, tj.
s(v) = |{e ∈ E | v ∈ e}|.
Veˇta 2.1 Soucˇet stupnˇu˚ vrcholu˚ libovolne´ho grafu G = (V,E) je roven dvojna´sobku pocˇtu jeho
hran. ∑
v∈V
s(v) = 2|E|
Du˚kaz. Zrˇejmy´ (v sumeˇ se kazˇda´ hrana pocˇı´ta´ dvakra´t).
Definice 2.4 Graf G′ = (V ′, E′) se nazy´va´ podgrafem grafu G = (V,E), je-li V ′ ⊂ V
a za´rovenˇ E′ ⊂ E.
Definice 2.5 Posloupnost navazujı´cı´ch vrcholu˚ a hran v1, e1, v2, . . . , vn, en, vn+1, kde ei =
{vi, vi+1} pro 1 ≤ i ≤ n nazy´va´me (neorientovany´m) sledem.
Definice 2.6 Sled, v neˇmzˇ se neopakuje zˇa´dny´ vrchol nazy´va´me cestou. Tedy vi 6= vj , ∀ 1 ≤ i ≤
j ≤ n. Cˇı´slo n pak nazy´va´me de´lkou cesty.
Z faktu, zˇe se v cesteˇ neopakujı´ vrcholy, vyply´va´, zˇe se v nı´ neopakujı´ ani hrany. Kazˇda´
cesta je tedy za´rovenˇ i sledem.
Definice 2.7 Sled, ktery´ ma´ alesponˇ jednu hranu a jehozˇ pocˇa´tecˇnı´ a koncovy´ vrchol sply´vajı´,
nazy´va´me uzavrˇeny´m sledem.
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Obra´zek 1: Uka´zka grafu
Definice 2.8 Uzavrˇena´ cesta je uzavrˇeny´ sled, v neˇmzˇ se neopakujı´ vrcholy ani hrany. Uzavrˇena´
cesta se nazy´va´ take´ kruzˇnice.
V definici kruzˇnice jsme museli zaka´zat kromeˇ opakova´nı´ vrcholu˚ i opakova´nı´ hran
proto, aby posloupnost v1, e1, v2, e1, v1 nemohla by´t povazˇova´na za kruzˇnici.
Definice 2.9 Graf se nazy´va´ acyklicky´, jestlizˇe neobsahuje kruzˇnici.
Definice 2.10 Graf se nazy´va´ souvisly´, jestlizˇe mezi kazˇdy´mi dveˇma vrcholy existuje cesta.
Definice 2.11 Komponentou souvislosti grafu G nazy´va´me kazˇdy´ podgraf H grafu G, ktery´
je souvisly´ a je maxima´lnı´ s takovou vlastnostı´.
Veˇta 2.2 Necht’G = (V,E) je souvisly´ graf. Pak platı´ |E| ≥ |V | − 1.
Du˚kaz. Zrˇejmy´.
Prˇı´klad 2.1
Na obra´zku 1 je zna´zorneˇn graf G = (V,E), kde V = {1, 2, 3, 4, 5, 6} a E =
{{1, 2}, {1, 3}, {1, 5}, {1, 6}, {2, 3}, {2, 4}, {3, 4}, {4, 5}, {5, 6}}. Vrcholy {1, 2, 3, 4} spolu
s hranami {1, 2}, {2, 3}, {3, 4} tvorˇı´ cestu.
83 Metody vy´pocˇtu vzda´lenosti v grafech
3.1 Centrality
Grafy se skla´dajı´ z vrcholu˚ a hran. To jak je ktery´ vrchol du˚lezˇity´ na´m rˇı´ka´ centralita vr-
cholu. V ra´mci teorie grafu˚ rozlisˇujeme ru˚zne´ druhy centrality vrcholu grafu. Mezi hlavnı´
centrality patrˇı´ centralita meˇrˇena´ stupneˇm uzlu (Degree centrality), centralita meˇrˇena´ blı´z-
kosti polohy ve strˇedu (Closeness centrality), centralita meˇrˇena´ strˇedovou mezipolohou
(Betweenes centrality) nebo centralita meˇrˇena´ vlastnı´m vektorem (Eigenvector centrality).
Prvnı´ trˇi jmenovane´ se hodneˇ pouzˇı´vajı´ v analy´ze socia´lnı´ch sı´tı´. Pomocı´ teˇchto centralit
jsou analytici schopni urcˇit, ktera´ osoba je strˇedem socia´lnı´ sı´teˇ, to jak je hodneˇ aktivnı´,
du˚lezˇita´.
3.2 Degree centrality
Historicky prvnı´m a nejza´kladneˇjsˇı´m ukazatelem je centralita meˇrˇena´ stupneˇm vrcholu.
Urcˇujı´cı´m faktorem tohoto ukazatele je pocˇet vazeb, ktere´ z vrcholu vycha´zejı´ nebo
do neˇho vstupujı´ (deg). U neorientovany´ch grafu˚ je to pocˇet vsˇech hran, ktere´ tento
vrchol ma´. Koncove´ body smycˇky tvorˇı´ tenty´zˇ vrchol, proto se tato hrana pocˇı´ta´ dvakra´t.
U orientovany´ch grafu˚ rozlisˇujeme indegree a outdegree centrality. Indegree pocˇı´ta´ pocˇet
hran vstupujı´cı´ch do vrcholu. Outdegree zase pocˇı´ta´ pocˇet hran vystupujı´cı´ch z vrcholu.
A celkovy´ stupenˇ vrcholu orientovane´ho grafu je pak soucˇet vstupujı´cı´ch a vystupujı´cı´ch
hran. Cˇı´m veˇtsˇı´ je stupenˇ centrality vrcholu, tı´m je vrchol grafu du˚lezˇiteˇjsˇı´.
Vy´pocˇet degree centrality u neorientovane´ho grafu
deg(u) = |{e ∈ E|u ∈ e}|
Vy´pocˇet vstupnı´ho stupneˇ uzlu u orientovane´ho grafu
deg+(u) = |{e ∈ E|∃v ∈ V : e = (u, v)}|
Vy´pocˇet vy´stupnı´ho stupneˇ uzlu u orientovane´ho grafu
deg−(u) = |{e ∈ E|∃v ∈ V : e = (u, v)}|
Veˇta 3.1 (Princip sudosti) V neorientovane´m grafu G = (V,E) platı´
∑
v∈V
deg(v) = 2|E|
Du˚kaz. Je to pouze vyja´drˇenı´ faktu, zˇe kazˇdou hranu zapocˇı´ta´va´me dvakra´t – jednou
ve vrcholu, kde zacˇı´na´, podruhe´ ve vrcholu, kde koncˇı´.
Princip sudosti na´m rˇı´ka´, zˇe soucˇet stupnˇu˚ v grafu je sudy´, z cˇehozˇ da´le vyply´va´, zˇe
pocˇet vrcholu˚ s lichy´m stupnˇem musı´ by´t sudy´. Kazˇda´ hrana prˇispeˇje dveˇma vrcholu˚m
jednicˇkou ke stupni, takzˇe dosta´va´me na´sledujı´cı´ rovnost.
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Obra´zek 2: Degree centrality
3.3 Betweenes centrality
Centralita meˇrˇena´ strˇedovou mezipolohou je hodnota, ktera´ uda´va´ soucˇet vsˇech nej-
kratsˇı´ch vzda´lenostı´, ktere´ spojujı´ jake´koli dva uzly grafu, ktery´ je podeˇlen soucˇtem vsˇech
nejkratsˇı´ch vzda´lenostı´ procha´zejı´cı´ch zkoumany´m vrcholem.
CB(v) =
∑
s 6=v 6=t∈V
σst(v)
σst
kde σst je celkovy´ pocˇet nejkratsˇı´ch cest z vrcholu s do vrcholu t a σst(v) je pocˇet teˇch
cest, ktere´ projdou vrcholem v.
Naprˇı´klad, kdybychom meˇli graf, ktery´ ma´ vrcholy usporˇa´dane´ do hveˇzdy, to zna-
mena´, zˇe vsˇechny vrcholy jsou usporˇa´dane´ kolem jednoho vrcholu, tak hodnota betwee-
nes centrality strˇedove´ho bodu bude mı´t hodnotu jedna. A naopak, pokud krajnı´ vrcholy
nebudou mezi sebou propojeny, tak vsˇechny krajnı´ vrcholy majı´ hodnotu betweenes
centrality rovnu nule. Zˇa´dna´ nejkratsˇı´ vzda´lenost teˇmito vrcholy neprocha´zı´. V prˇı´padeˇ
velky´ch grafu˚, nebo analyzova´nı´ socia´lnı´ch sı´tı´ lze naprˇı´klad zjistit krajnı´ vrcholy tako-
ve´hoto grafu. Krajnı´ vrcholy budou mı´t hodnotu betweenes centrality vzˇdy rovnu nule.
O teˇchto vrcholech mu˚zˇeme rˇı´ct, zˇe jsou me´neˇ du˚lezˇite´.
Pokud tento ukazatel vyuzˇijeme naprˇı´klad na analyzova´nı´ socia´lnı´ch sı´tı´, naprˇı´klad
komunikace lidı´ mezi sebou, tak ti lide´, kterˇı´ majı´ hodnotu betweenes centrality rovnu
nule, tak se na komunikaci moc nepodı´lejı´, jsou me´neˇ du˚lezˇitı´.
3.4 Closeness centrality
Centralita meˇrˇena´ blı´zkosti polohy ve strˇedu urcˇuje jakou ma´ vrchol vzda´lenost k ostat-
nı´m vrcholu˚m. Cˇı´m veˇtsˇı´ je closeness centrality, tı´m ma´ vrchol kratsˇı´ cestu k ostatnı´m
vrcholu˚m. Matematicky mu˚zˇeme tuto centralitu uzlu vyja´drˇit jako soucˇet minima´lnı´ch
vzda´lenostı´ ke vsˇem ostatnı´m uzlu˚m. Uzly, ktere´ majı´ vysokou closeness centrality, majı´
hodnotou soucˇtu vzda´lenostı´ k ostatnı´m uzlu˚m nejmensˇı´.
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CC(v) =
∑
t∈V \v
2−dG(v,t)
Subjekty, ktere´ majı´ vysokou hodnotu closeness centrality v socia´lnı´ch sı´tı´ch, patrˇı´
mezi hlavnı´ akte´ry takove´to sı´teˇ. Vezmeˇme si naprˇı´klad diskuznı´ fo´rum. Osoba, ktera´
do diskuznı´ho fo´ra pı´sˇe hodneˇ prˇı´speˇvku˚, je hodneˇ aktivnı´, tak ma´ vysokou hodnotu
closeness centrality.
3.5 Eigenvector centrality
Eigenvector centrality je tzv. charakteristicka´ hodnota. Tato hodnota meˇrˇı´, jak blı´zko je
vrchol k ostatnı´m vrcholu˚m s vysoky´m stupneˇm teˇsnosti. Identifikuje ty vrcholy, ktere´
vytva´rˇejı´ centra v celkove´m usporˇa´da´nı´ grafu. Vysoka´ charakteristicka´ hodnota naprˇı´klad
v socia´lnı´ch sı´tı´ch mu˚zˇe indikovat subjekty, ktere´ majı´ du˚lezˇitou centra´lnı´ roli v sı´ti a tı´m
pa´dem majı´ vy´znamnou pozicˇnı´ vy´hodu.
11
E F X
D A G V Y
C B Z
vysoka´ charakteristicka´ hodnota centralizace
strˇednı´ charakteristicka´ hodnota
Obra´zek 5: Eigenvector centrality
3.6 Media´n grafu
Media´nem grafu je takovy´ vrchol, nebo takove´ vrcholy, ktere´ majı´ hodnotu celkove´ vzda´-
lenosti nejmensˇı´. Celkovou vzda´lenostı´ myslı´me soucˇet hran, ktere´ vedou k jednotlivy´m
vrcholu˚m. O media´nu se da´ rˇı´ct, zˇe je to vlastneˇ neˇjake´ centrum grafu. Media´n grafu se
pocˇı´ta´ nad souvisly´m grafem.
Prˇedtı´m, nezˇ budeme pocˇı´tat media´n grafu, je potrˇeba si vysveˇtlit co je to celkova´
vzda´lenost vrcholu.
Definice 3.1 Celkova´ vzda´lenost td(u) vrcholu u v souvisle´m grafu G je definova´na
td(u) =
∑
v∈V (G)
d(u, v)
Prˇı´klad 3.1
Kazˇdy´ vrchol v grafu G na obra´zku je popsa´n svou vzda´lenostı´ z vrcholu u. Tedy, celkova´
vzda´lenost vrcholu u je
td(u) =
∑
v∈V (G)
d(u, v) = 0 + 1 + 1 + 2 + 2 + 2 + 3 + 4 + 4 + 5 + 6 + 7 = 37
0
u
2 4
1
2 3 5 6 7
1 2 4
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Ted’ kdyzˇ vı´me co je to celkova´ vzda´lenost vrcholu souvisle´ho grafu, tak mu˚zˇeme
prˇejı´t na vy´pocˇet media´nu grafu. Nejprve si rˇekneme definici media´nu.
Definice 3.2 Vrchol v souvisle´ho grafu G je media´n, pokud v ma´ minima´lnı´ celkovou vzda´lenost
mezi vrcholy grafu G.
Definice 3.3 Media´n M(G) souvisle´ho grafu G je podgraf grafu G indukovany´ jeho media´nem
vrcholu˚.
37 38 30
28
26
F
26
G
34 42 52
37 38 30
Na obra´zku vidı´me, zˇe media´n grafu je jeho podgraf. Podrobneˇji si tento prˇı´klad
vysveˇtlı´me v na´sledujı´cı´ kapitole.
Veˇta 3.2 Kazˇdy´ graf je izomorfnı´ k media´nu neˇjake´ho grafu.
Veˇta 3.3 Media´n kazˇde´ho souvisle´ho grafu G lezˇı´ v jednom bloku grafu G.
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4 Uka´zkovy´ prˇı´klad vy´pocˇtu media´nu grafu
Uka´zˇeme si vy´pocˇet media´nu grafu na jednoduche´m grafu. V grafu si oznacˇı´me jednotlive´
vrcholy.
A D H
C F G J K L
B E I
Ted’ budeme pocˇı´tat jednotlive´ vzda´lenosti z jednoho vrcholu ke vsˇem ostatnı´m vr-
cholu˚m. Tyto jednotlive´ vzda´lenosti secˇteme a tento celkovy´ soucˇet na´m uda´va´ celkovou
vzda´lenost vrcholu ke vsˇem ostatnı´m vrcholu˚m. Uka´zˇeme si to na vrcholu A. Z vrcholu
A se dostaneme do vrcholu B prˇes jednu hranu. To znamena´, zˇe vzda´lenost vrcholu B
k pocˇı´tane´mu vrcholu A je rovna jedne´. Takte´zˇ pro vrchol C platı´ vzda´lenost rovna´ jedne´.
K vrcholu D z vrcholu A se dostaneme prˇes vrchol C, tudı´zˇ prˇes dveˇ hrany. To na´m rˇı´ka´,
zˇe vzda´lenost vrcholu D k pocˇı´tane´mu vrcholu A je rovna dveˇma. Z toho na´m vyply´va´,
zˇe jednotlive´ vzda´lenosti jsou rovny pocˇtu hrana´m, prˇes ktere´ je trˇeba projı´t, abychom se
dostali k dane´mu vrcholu. Nesmı´me zapomenout na to, zˇe se bere vzˇdy ta nejkratsˇı´ cesta
k vrcholu. Na´sledujı´cı´ obra´zek na´m zobrazuje jednotlive´ vzda´lenosti vrcholu˚ vzhledem
k pocˇı´tane´mu vrcholu A.
0
A
2 4
1
2 3 5 6 7
1 2 4
Nynı´ jednotlive´ vzda´lenosti secˇteme. Tı´m zı´ska´me celkovou vzda´lenost vrcholu.
td(A) = 0 + 1 + 1 + 2 + 2 + 2 + 3 + 4 + 4 + 5 + 6 + 7 = 37
Celkova´ vzda´lenost vrcholu A je tedy 37.
Tento postup provedeme pro vsˇechny vrcholy grafu.
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Vrcholy
A B C D E F G H I J K L
V
rc
h
o
ly
A 0 1 1 2 2 2 3 4 4 5 6 7
B 1 0 1 2 2 2 3 4 4 5 6 7
C 1 1 0 1 1 1 2 3 3 4 5 6
D 2 2 1 0 2 2 3 4 4 5 6 7
E 2 2 1 2 0 2 3 4 4 5 6 7
F 2 2 1 2 2 0 1 2 2 3 4 5
G 3 3 2 3 3 1 0 1 1 2 3 4
H 4 4 3 4 4 2 1 0 2 1 2 3
I 4 4 3 4 4 2 1 2 0 1 2 3
J 5 5 4 5 5 3 2 1 1 0 1 2
K 6 6 5 6 6 4 3 2 2 1 0 1
L 7 7 6 7 7 5 4 3 3 2 1 0
Soucˇet 37 37 28 38 38 26 26 30 30 34 42 52
Tabulka 1: Vza´jemne´ vzda´lenosti
37 38 30
28
26
F
26
G
34 42 52
37 38 30
Na tomto grafu ma´me jizˇ spocˇı´tane´ celkove´ vzda´lenosti jednotlivy´ch vrcholu˚. Medi-
a´nem grafu je takovy´ vrchol, ktery´ ma´ nejmensˇı´ hodnotu celkove´ vzda´lenosti. Pokud je
teˇchto vrcholu˚ vı´ce, tak media´nem grafu budou vsˇechny tyto vrcholy. V nasˇem prˇı´padeˇ
to jsou vrcholy dva. Vrchol F a G, ktere´ majı´ hodnotu celkove´ vzda´lenosti rovnu 26.
A nynı´ si uka´zˇeme jednotlive´ vypocˇtene´ hodnoty v tabulce 1.
Z jednotlivy´ch rˇa´dku˚ tabulky lze vycˇı´st, prˇes jaky´ pocˇet hran se da´ dostat k jednotlivy´m
vrcholu˚m. Naprˇı´klad vezmeˇme si prvnı´ rˇa´dek s vrcholem A. Kdyzˇ se podı´va´me tak
z vrcholu A do vrcholu H se dostaneme prˇes cˇtyrˇi hrany. Vzˇdy je zde uvedena ta nejkratsˇı´
cesta.
Soucˇet na´m v tabulce uda´va´ celkovou vzda´lenost vrcholu grafu.
Na tomto prˇı´kladu vidı´me, zˇe media´nem grafu je jeho podgraf. Tento podgraf se
skla´da´ ze dvou vrcholu˚, vrcholu F a vrcholu G. Tyto vrcholy majı´ nejmensˇı´ celkovou
vzda´lenost grafu.
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5 Erdo¨sovo cˇı´slo
5.1 Obecneˇ
Matematicka´ formulace spocˇı´va´ v tom, zˇe ma´me neˇjaky´ neorientovany´ graf. Jeho vrcholy
jsou jednotlivı´ veˇdci (matematici), dva vrcholy jsou spojene´ hranou, pokud tito dva veˇdci
napsali spolecˇny´ veˇdeˇcky´ cˇla´nek. Najı´t Erdo¨sovo cˇı´slo e(X) neˇjake´ho matematika X
znamena´ najı´t nejkratsˇı´ cestu v tomto grafu z vrcholu E odpovı´dajı´cı´ho Paulu Erdo¨sovi
do vrcholu odpovı´dajı´cı´ho badatelovi X . Hornı´ odhad Erdo¨sova cˇı´sla e(X) najdeme tak,
zˇe uka´zˇeme neˇjakou cestu z vrcholu E do vrcholu X . Doka´zat dolnı´ odhad cˇı´sla e(X) je
mnohem obtı´zˇneˇjsˇı´.
Veˇdci ra´di pomeˇrˇujı´ svou pra´ci cˇı´selny´mi koeficienty. Vyuzˇı´vajı´ zejme´na pocˇty pub-
likacı´, pocˇty citacı´ na jednu pra´ci apod. Tyto scientometricke´ u´daje se uplatnı´ naprˇı´klad
prˇi hleda´nı´ nove´ho rˇeditele neˇjake´ho u´stavu nebo univerzitnı´ho profesora. Podobneˇ se
tyto scientometricke´ u´daje uva´deˇjı´ i prˇi zı´ska´va´nı´ grantu˚ nebo podpor na veˇdecky´ vy´-
zkum. Jednou z teˇchto jednotek je Erdo¨s.
Erdo¨sovo cˇı´slo je urcˇeno pouze v matematice, indikuje topologickou vzda´lenost
v grafu zna´zornˇujı´cı´m vztahy spoluautoru˚. Paulu Erdo¨sovi je prˇisouzena hodnota 0.
Autorˇi, kterˇı´ se prˇı´mo podı´leli na neˇktere´m z jeho deˇl, majı´ hodnotu 1. Prˇı´mı´ spoluautorˇi
prˇı´my´ch spoluautoru˚ Paula Erdo¨se, kterˇı´ vsˇak jizˇ nejsou prˇı´my´mi spoluautory Erdo¨se
majı´ hodnotu 2 atd.
5.2 Paul Erdo¨s
Paul Erdo¨s (1913-1996) byl mad’arsky´ matematik a velmi produktivnı´ autor. Napsal neˇco
okolo 1500 publikacı´. Veˇnoval se kombinatorice, teorii grafu˚ a teorii cˇı´sel. Zajı´maly jej
proble´my, ktere´ se dajı´ lehce formulovat, ale jsou jen obtı´zˇneˇ rˇesˇitelne´. Naprˇı´klad uzˇ
v 18-ti letech doka´zal elegantneˇ tzv. Bertrandovu hypote´zu, zˇe mezi kazˇdy´m prˇirozeny´m
cˇı´slem n a jeho dvojna´sobkem 2n lezˇı´ neˇjake´ prvocˇı´slo.
Cˇebysˇev sice toto tvrzenı´ doka´zal jizˇ v roce 1850, ale Erdo¨su˚v du˚kaz byl elementa´rneˇjsˇı´
a kra´sneˇjsˇı´.
Erdo¨s tvrdil, zˇe existuje Kniha, ve ktere´ jsou jen ty nejhezcˇı´ du˚kazy. Opravdovı´ ma-
tematici jsou ti, jejichzˇ du˚kazy se podobajı´ du˚kazu˚m z Knihy. On takove´ opravdove´
matematiky vyhleda´val.
Cestoval bez usta´nı´ po sveˇteˇ, necˇekaneˇ klepal na dverˇe svy´ch kolegu˚, aby jim sdeˇlil:
„Ma´ mysl je otevrˇena´.“ a aby se s nimi pustil do rˇesˇenı´ neˇktere´ho z proble´mu˚, ktere´ „sˇil
svy´m kolegu˚m prˇı´mo na mı´ru“. To zˇe meˇl opravdu mnoho spolupracovnı´ku˚, potvrzuje
pocˇet cˇla´nku˚, ktere´ z te´to spolupra´ce vzesˇly.
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6 Message Passing Interface
Message Passing Inteface (MPI) je knihovna implementujı´cı´ protokol pro podporu pa-
ralelnı´ho rˇesˇenı´ vy´pocˇetnı´ch proble´mu˚ v pocˇı´tacˇovy´ch clusterech. Konkre´tneˇ se jedna´
o rozhranı´ pro vy´voj aplikacı´ zalozˇene´ na zası´la´nı´ zpra´v mezi jednotlivy´mi uzly. Jedna´
se o zpra´vy typu point-to-point, nebo o globa´lnı´ operace. Abychom mohli tuto knihovnu
pouzˇı´vat, tak se musı´ prˇidat reference do zdrojove´ho souboru programu. Z pohledu re-
ferencˇnı´ho modelu ISO/OSI je protokol zasazen do pa´te´ vrstvy, tedy relacˇnı´ vrstvy. Ale
veˇtsˇina implementacı´ MPI pouzˇı´va´ jako transportnı´ protokol TCP.
Knihovna je neza´visla´ na programovacı´m jazyce, nebot’se jedna´ prˇedevsˇı´m o sı´t’ovy´
protokol. Nejcˇasteˇji se setka´me s implementacı´ v programovacı´ch jazycı´ch C, C++, Javeˇ,
Pythonu. Prˇi na´vrhu tohoto rozhranı´ i prˇi jeho implementaci byl kladen du˚raz prˇedevsˇı´m
na vy´kon, sˇka´lovatelnost a prˇenositelnost. K nevy´hoda´m ale i k vy´hoda´m te´to knihovny
patrˇı´ jejı´ nı´zkou´rovnˇovy´ prˇı´stup. Nehodı´ se tedy pro rychly´ vy´voj aplikacı´, ale spı´sˇe
pro aplikace, kde klademe du˚raz na rychlost beˇhu aplikace. O to prˇece v paralelnı´ch
syste´mech jde, aby aplikace byla co nejefektivneˇjsˇı´ a nejrychlejsˇı´. To je i du˚vod, procˇ se
knihovna MPI stala v te´to oblasti de-facto standardem.
U´cˇelem rozhranı´ knihovny MPI je poskytnout nezbytnou virtua´lnı´ topologii a funkce
pro synchronizaci a komunikaci mezi mnozˇinou procesu˚, ktere´ mohou by´t namapova´ny
na vı´ce pocˇı´tacˇı´ch, neza´visle na programovacı´m jazyce. MPI programy pracujı´ vzˇdy s pro-
cesy, i kdyzˇ se cˇasto hovorˇı´ o procesorech. Abychom dosa´hli co mozˇna´ nejlepsˇı´ho vy´konu,
je potrˇeba kazˇde´mu procesu prˇideˇlit jeden procesor. Tı´m pa´dem odpada´ zpozˇdeˇnı´ zbu˚so-
bene´ prˇepı´na´nı´m kontextu. K tomuto mapova´nı´ vsˇak nedocha´zı´ v dobeˇ prˇekladu aplikace,
ale azˇ v dobeˇ beˇhu aplikace prostrˇednictvı´m agenta, ktery´ MPI program spustil. Veˇtsˇinou
jsou teˇmito agenty programy mpirun nebo mpiexec.
Mezi funkce MPI knihovny patrˇı´:
• operace odesla´nı´ / prˇijetı´ point-to-point zpra´vy,
• vy´beˇr mezi karte´zskou a grafovou topologiı´ procesu˚,
• vy´meˇna dat mezi dvojicemi procesoru˚,
• kombinova´nı´ mezivy´sledku˚ vy´pocˇtu˚,
• synchronizace uzlu˚,
• zı´ska´va´nı´ informacı´ ty´kajı´cı´ch se sı´teˇ, jako naprˇ. pocˇet procesu˚, identita procesoru,
na ktere´m beˇzˇı´ dany´ proces, seznam sousednı´ch procesu˚, a tak podobneˇ.
Pro komunikaci mezi procesy na´m slouzˇı´ komunika´tor (communicator). Je to jedna
z nejdu˚lezˇiteˇjsˇı´ch veˇcı´ pro pochopenı´ knihovny MPI. Komunika´tory jsou skupiny procesu˚
prˇi beˇhu MPI aplikace. Komunika´tory se dajı´ dynamicky vytva´rˇet. Skupina MPI COMM WORLD
existuje vzˇdy a obsahuje vsˇechny procesy dane´ aplikace. Proces je identifikova´n podle
ranku, cozˇ je jeho porˇadove´ cˇı´slo cˇı´slovane´ od nuly uvnitrˇ skupiny. Komunikaci mezi pro-
cesy deˇlı´me na point-to-point komunikaci a kolektivnı´ komunikaci.
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6.1 Point-to-point komunikace
Velka´ cˇa´st funkcı´ v MPI je urcˇena pro realizaci komunikace mezi dveˇma procesy. Kla-
sicky´m prˇı´kladem je funkce MPI Send, ktera´ posˇle zpra´vu z jednoho procesu jine´mu
procesu. Cˇasto jsou tyto funkce pouzˇı´va´ny v programovy´ch architektura´ch typu master-
slave, kde rˇı´dı´cı´ uzel je zodpoveˇdny´ za cˇinnost podrˇı´zeny´ch uzlu˚. Typicky master posˇle
da´vky instrukcı´ nebo dat kazˇde´mu podrˇı´zene´mu a pocˇka´ azˇ prˇijdou vsˇechny odpoveˇdi
a pak je poskla´da´ do jednoho celku.
Prˇi point-to-point komunikaci rozlisˇujeme dva druhy operacı´. A to operace blokujı´cı´
a neblokujı´cı´.
U blokujı´cı´ komunikace prˇı´jemce vzˇdy cˇeka´ v procedurˇe pro prˇı´jem azˇ do prˇijetı´ cele´
zpra´vy a odesı´latel vzˇdy cˇeka´ v procedurˇe pro odesla´nı´ na odesla´nı´ cele´ zpra´vy, cozˇ nenı´
moment totozˇny´ s momentem prˇijetı´ zpra´vy prˇı´jemcem. Odesı´la´nı´ je obvykle dokoncˇeno
drˇı´ve nezˇ prˇı´jem, nenı´ vsˇak ale vyloucˇen opak. Mu˚zˇe by´t u´sporneˇjsˇı´ co do cˇasu i pameˇti,
pokud je prˇı´jem spusˇteˇny´ drˇı´ve nezˇ odesı´la´nı´.
U neblokujı´cı´ komunikace odesı´la´nı´ i prˇı´jem mohou by´t rozdeˇleny na vola´nı´ zahajova-
cı´ho a kompletacˇnı´ho podprogramu (send-start a send-complete, receive-start a receive-
complete), mezi ktery´mi mu˚zˇe proces vykona´vat jinou pra´ci. Mezi vola´nı´m send-start
a send complete by odesı´latel nemeˇl prˇepsat odesı´lanou promeˇnnou, mezi vola´nı´m
receive-start a receive-complete by prˇı´jemce nemeˇl prˇijı´manou promeˇnnou ani cˇı´st a ani
do nı´ psa´t. Ukoncˇene´ odesla´nı´ neznamena´, zˇe byl dokoncˇen prˇı´jem a ukoncˇeny´ prˇı´jem
neznamena´, zˇe bylo dokoncˇeno odesla´nı´.
6.2 Kolektivnı´ komunikace
Kolektivnı´ komunikace poskytuje vı´ce strukturovanou alternativu k point-to-point ko-
munikaci. U kolektivnı´ komunikaci vsˇechny procesy v ra´mci komunika´toru mohou spo-
lupracovat na jedne´ komunikacˇnı´ operaci. Mezi kolektivnı´ operace patrˇı´ synchronizacˇnı´
procedura (Barrier), one-to-all, all-to-one a all-to-all komunikace.
I kdyzˇ je mozˇne´ vyja´drˇit paralelnı´ programyvy´hradneˇ pomocı´ point-to-point operace,
kolektivnı´ komunikace poskytuje neˇkolik vy´hod pro psanı´ paralelnı´ch programu˚. Z teˇchto
du˚vodu˚ je obecneˇ prˇednostnı´ pouzˇı´vat kolektivnı´ komunikaci kdykoli je to mozˇne´.
MPI implementace typicky obsahuje optimalizovane´ algoritmy pro kolektivnı´ ope-
race, ktere´ vyuzˇı´vajı´ znalost topologie sı´teˇ a hardwaru, a to i s vyuzˇitı´m hardwarove´ im-
plementace neˇktery´ch kolektivnı´ch cˇinnostı´. Tyto optimalizace je teˇzˇke´ realizovat prˇı´mo
prˇes point-to-point komunikaci.
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7 Implementace algoritmu vy´pocˇtu media´nu
Jedna´ se o praktickou cˇa´st, jak zjistit media´n neˇjake´ho grafu. Programovacı´ch jazyku˚,
ve ktery´ch by se dal tento algoritmus implementovat je spousta. Ja´ osobneˇ jsem zvolil
programovacı´ jazyk C#. Zvolil jsem jej proto, zˇe je tento programovacı´ jazyk jednoduchy´
a uzˇ jsem v neˇm drˇı´ve programoval. Vyuzˇil jsem zde prakticke´ zkusˇenosti z prˇedchozı´ch
projektu˚.
Nejdrˇı´ve je trˇeba si uveˇdomit, jak funguje vy´pocˇet media´nu. Je trˇeba spocˇı´tat celkovou
vzda´lenost vsˇech vrcholu˚. Z teˇchto vzda´lenostı´ se pak vyberou ty vrcholy, ktere´ majı´
celkovou vzda´lenost nejmensˇı´. Jako prvnı´ veˇc, je trˇeba napsat algoritmus pro vy´pocˇet
celkove´ vzda´lenosti jednoho vrcholu grafu. Abychom zjistili, jak jsou jednotlive´ vrcholy
vzda´lene´ od vy´chozı´ho vrcholu, na´m rˇekne pru˚chod grafem do sˇı´rˇky. Jako korˇen se zvolı´
vy´chozı´ vrchol, to je vrchol, pro ktery´ pocˇı´ta´me celkovou vzda´lenost.
Pro pru˚chod grafu do sˇı´rˇky se pouzˇı´va´ fronta. Do fronty nejprve ulozˇı´me pocˇı´tany´
vrchol. Ten ma´ vzda´lenost nula. Da´le jej z fronty vyjmeme a vsˇechny jeho sousedy vlozˇı´me
do fronty. Pocˇet teˇchto sousednı´ch vrcholu˚ vyna´sobı´me jejich vzda´lenosti k pocˇı´tane´mu
vrcholu. Jelikozˇ to jsou bezprostrˇednı´ sousede´ pocˇı´tane´ho vrcholu, tak je jejich vzda´lenost
rovna jedne´. Nesmı´me zapomenout na to, zˇe kazˇdy´ vrchol musı´me projı´t jen jednou. Proto
jsem pouzˇil kolekci HashSet, do ktere´ jsem ukla´dal navsˇtı´vene´ vrcholy. Tuto kolekci jsem
zvolil, protozˇe hleda´nı´ urcˇite´ho prvku v te´to kolekci ma´ konstantnı´ cˇasovou slozˇitost.
Takzˇe drˇı´ve nezˇ ulozˇı´m vrchol do fronty, tak jej zkontroluju, zda uzˇ jsem ho jednou
nenavsˇtı´vil. Algoritmus pru˚chodu do sˇı´rˇky koncˇı´ vypra´zdneˇnı´m fronty.
Ted’ kdyzˇ ma´me spocˇı´tanou celkovou vzda´lenost pro jeden vrchol, tak v cyklu pro-
jdeme cely´ graf. Pro kazˇdy´ vrchol grafu pouzˇijeme vy´sˇe uvedeny´ postup vy´pocˇtu cel-
kove´ vzda´lenosti. Pro zrychlenı´ cyklu, ktery´ procha´zı´ cely´ graf jsem stanovil podmı´nku,
pokud prˇekrocˇı´m minima´lnı´ hodnotu celkove´ vzda´lenosti z jizˇ spocˇı´tany´ch vrcholu˚, tak
ukoncˇı´me cyklus vy´pocˇtu celkove´ vzda´lenosti pro tento vrchol. O tomto vrcholu mu˚zˇeme
da´le rˇı´ct, zˇe urcˇiteˇ nenı´ media´nem grafu.
7.1 Seriova´ implementace
Nejdrˇı´ve se zameˇrˇı´me na se´riove´ zpracova´nı´. V na´sledujı´cı´m programove´m ko´du vidı´me,
jak se pocˇı´ta´ celkova´ vzda´lenost vrcholu. Vstupem funkce je vrchol, pro ktery´ pocˇı´ta´me
celkovou vzda´lenost, dalsˇı´m parametrem je cely´ pocˇı´tany´ graf, a poslednı´m parametrem
distanceMedian viz. definice 3.1, je dosavadnı´ velikost media´nu grafu. Na za´kladeˇ tohoto
poslednı´ho parametru mu˚zˇeme ukoncˇit cyklus vy´pocˇtu drˇı´ve, nezˇ se projde cely´ graf.
Je zde videˇt pru˚chod grafem do sˇı´rˇky, u ktere´ho pouzˇı´va´m frontu. Pro vy´pocˇet me-
dia´nu je du˚lezˇite´, aby byl graf souvisly´. Musı´me projı´t cely´m grafem a secˇı´st jednotlive´
vzda´lenosti vrcholu˚. Soucˇet vzda´lenostı´ ukla´da´m do promeˇnne´ totalDistance. V promeˇnne´
totalDistance nakonec dostaneme celkovou vzda´lenost vrcholu grafu vzhledem ke vsˇem
vrcholu˚m grafu.
private long TotalDistanceVertex(int vertex, Graph G, long distanceMedian)
{
long totalDistance = 0;
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int distance = 0;
int countQueue;
Queue<int> queue = new Queue<int>();
HashSet<int> visitedVertex = new HashSet<int>();
visitedVertex .Add(vertex);
queue.Enqueue(vertex);
while (queue.Count != 0)
{
countQueue = queue.Count;
totalDistance += distance ∗ countQueue;
if ( totalDistance > distanceMedian) break; // pokud prˇekrocˇı´m hranici tak to rovnou
ukoncˇı´m
distance++;
for ( int i = 0; i < countQueue; i++)
{
vertex = queue.Dequeue();
foreach (int item in G.AdjacentList(vertex))
{
if ( visitedVertex .Contains(item) == false)
{
queue.Enqueue(item);
visitedVertex .Add(item);
}
}
}
}
return totalDistance;
}
Vy´pis 1: Funkce pro vy´pocˇet vzda´lenosti vrcholu
Na za´kladeˇ spocˇı´tany´ch celkovy´ch vzda´lenostı´ vsˇech vrcholu˚, vybı´ra´me ten vrchol,
ktery´ ma´ tuto hodnotu nejmensˇı´. Na´sledujı´cı´ zdrojovy´ ko´d na´m uka´zˇe jak projı´t cely´m
grafem a pro kazˇdy´ vrchol spustit funkci pro vy´pocˇet celkove´ vzda´lenosti grafu. Media´n
grafu se nakonec ulozˇı´ do promeˇnne´ median. V te´to promeˇnne´ je ulozˇen seznam vrcholu˚.
private void Median(string GraphFilePath)
{
Graph G = new UndirectedGraph();
G.LoadFromXml(GraphFilePath);
G.RemoveIsolatedVertices();
long minDistance = long.MaxValue;
long totalDistance;
List<int> median = new List<int>();
foreach (Graph.Interval i in G.Vertices)
{
for ( int vertex = i . Start ; vertex <= i.End; vertex++)
{
totalDistance = TotalDistanceVertex(vertex, G, minDistance);
if ( totalDistance <= minDistance)
{
if ( totalDistance < minDistance)
median.Clear();
median.Add(vertex);
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minDistance = totalDistance;
}
}
}
}
Vy´pis 2: Vy´pocˇet media´nu
7.2 Paralelnı´ implementace – Parallel
Implementace pomocı´ prˇı´kazu˚ Parallel .For a Parallel .ForEach je pomeˇrneˇ jednoducha´.
O spra´vu sdı´leny´ch promeˇnny´ch se vu˚bec nemusı´me starat. O vsˇe, co se ty´cˇe paralelizace,
se stara´ samotny´ prˇı´kaz Parallel . Prˇı´kaz Parallel .For se pouzˇı´va´ u cyklu˚, kde prˇedem zna´me
pocˇet iteracı´. Parallel .ForEach se pouzˇı´va´ pro paralelnı´ procha´zenı´ kolekcemi.Paralelizace
spocˇı´va´ jen v tom, zˇe vezmeme prˇı´kaz For nebo ForEach a prˇed neˇj napı´sˇeme klı´cˇove´ slovo
Parallel . To ale jesˇteˇ nenı´ vsˇechno. Musı´ se lehce upravit argumenty teˇchto paralelnı´ cyklu˚.
Nejdu˚lezˇiteˇjsˇı´ na paralelizaci je si dobrˇe rozmyslet, ktere´ cˇa´sti programu se mohou
prova´deˇt paralelneˇ tedy neza´visle na sobeˇ.
A ted’uka´zka me´ho programove´ho ko´du, kde jsem pouzˇil paralelnı´ cykly. Mu˚zˇeme si
vsˇimnout, zˇe opravdu nepouzˇı´va´m zˇa´dne´ zamyka´nı´ vla´ken a promeˇnny´ch. Po probeˇhnutı´
paralelnı´ch cyklu˚ vidı´me prˇı´kaz Task.WaitAll () . Tento prˇı´kaz cˇeka´ nezˇ se dokoncˇı´ vsˇechny
paralelnı´ cˇa´sti programu.
Parallel .ForEach(G.Vertices, i =>
{
Parallel .For( i . Start , i .End + 1, vertex =>
{
totalDistance = TotalDistanceVertex(vertex, G, minDistance);
if ( totalDistance <= minDistance)
{
if ( totalDistance < minDistance)
median.Clear();
median.Add(vertex);
minDistance = totalDistance;
}
}) ;
}) ;
Task.WaitAll () ;
Vy´pis 3: Parallel
7.3 Paralelnı´ implementace – MPI
Jako za´klad jsem pouzˇil klasicky´ seriovy´ program. Ten jsem musel upravit tak, aby pou-
zˇı´val knihovnu MPI a pracoval paralelneˇ. Jako prvnı´ veˇc, je potrˇeba prˇidat referenci
na knihovnu MPI do projektu. To se provede pomocı´ klı´cˇove´ho slova using hned na za-
cˇa´tku vlastnı´ho programu. Vy´pocˇet totalDistance zu˚stal stejny´, jako u seriove´ho programu.
A ted’ se podı´va´me na jednotlive´ du˚lezˇite´ cˇa´sti ko´du, ktery´ jsem upravil.
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Potrˇebuju rozdeˇlit jednotlive´ vrcholy grafu mezi procesy. Takzˇe ma´me interval vr-
cholu˚, ktery´ rozdeˇlı´me na tolik cˇa´stı´, kolik je vytvorˇeny´ch procesu˚. Procesy rozlisˇujeme
podle jejich ranku. A zbytek, ktery´ zbyde po rozdeˇlenı´, prˇirˇadı´m procesu s nejveˇtsˇı´m ran-
kem, tedy poslednı´mu procesu. Ostatnı´ procesy majı´ vzˇdy stejny´ pocˇet vrcholu˚ pro zpra-
cova´nı´.
foreach (Graph.Interval i in G.Vertices)
{
int rest = ( i .End − i.Start + 1) % comm.Size; // vrcholy navic co zbydou po rozdeleni mezi
vsechny procesy
int countVertexProces = (i.End − i.Start + 1) / comm.Size; // pocet vrcholu na jeden proces
for ( int x = 0; x < comm.Size; x++)
{
if (comm.Rank == x)
{
if (comm.Rank == comm.Size − 1)
for ( int vertex = x ∗ countVertexProces + i.Start; vertex < (x + 1) ∗ countVertexProces
+ rest + i . Start ; vertex++)
{
totalDistance = TotalDistanceVertex(vertex, G, minDistance);
if ( totalDistance <= minDistance)
{
if ( totalDistance < minDistance)
{
median.Clear();
}
median.Add(vertex);
minDistance = totalDistance;
}
}
else
for ( int vertex = x ∗ countVertexProces + i.Start; vertex < (x + 1) ∗ countVertexProces
+ i.Start; vertex++)
{
totalDistance = TotalDistanceVertex(vertex, G, minDistance);
if ( totalDistance <= minDistance)
{
if ( totalDistance < minDistance)
{
median.Clear();
}
median.Add(vertex);
minDistance = totalDistance;
}
}
}
}
}
Vy´pis 4: MPI – rozdeˇlenı´ u´kolu˚ mezi procesy
A nynı´ musı´me jednotlive´ vy´sledky ze vsˇech procesu˚ sjednotit a vybrat ten spra´vny´.
Pouzˇil jsem kruhovou komunikaci mezi procesy. Nejprve posˇle proces s rankem nula
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svu˚j vy´sledek. Posˇle ho procesu, ktery´ ma´ rank jedna. Ten vy´sledek prˇijme a porovna´ se
svy´m vy´sledkem. Pokud media´n ranku nula ma´ celkovou vzda´lenost mensˇı´ nezˇ media´n
ranku jedna, tak ulozˇı´ do vy´sledku ten z ranku nula, jinak ponecha´ svu˚j vy´sledek. Ten
pak posˇle da´l. Odesˇle ho procesu, ktery´ ma´ rank o jedna veˇtsˇı´. A postup se opakuje.
Nakonec proces s nejvysˇsˇı´m rankem posˇle vy´sledek ranku cˇı´slo nula. Takzˇe media´n grafu
ma´ ulozˇeny´ proces s rankem nula.
if (comm.Rank == 0)
{
comm.Send(median, 1, 0);
comm.Send(minDistance, 1, 1);
List<int> temp = new List<int>();
temp = comm.Receive<List<int>>(comm.Size − 1, 0);
long temp2 = comm.Receive<long>(comm.Size − 1, 1);
}
else
{
List<int> temp = new List<int>();
temp = comm.Receive<List<int>>(comm.Rank − 1, 0);
long temp2 = comm.Receive<long>(comm.Rank − 1, 1);
if (temp2 <= minDistance)
{
if (temp2 < minDistance)
median.Clear();
median.AddRange(temp);
minDistance = temp2;
}
comm.Send(median, (comm.Rank + 1) % comm.Size, 0);
comm.Send(minDistance, (comm.Rank + 1) % comm.Size, 1);
}
Vy´pis 5: MPI – sjednocenı´ vy´sledku˚
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8 Experimenty s datovy´mi kolekcemi
Dalsˇı´ cˇa´sti je otestovat implementaci vy´pocˇtu media´nu nad urcˇity´mi grafy. Vstupnı´ data
musı´ by´t v urcˇite´m forma´tu, aby se s nimi dalo pracovat. Nejprve jsem prˇevedl vstupnı´
data do forma´tu XML, se ktery´m mu˚j projekt pracuje. Graf je popsa´n vy´cˇtem vrcholu˚
a hran.
Testy jsem prova´deˇl s trˇemi grafy. S jednı´m maly´m grafem, jednı´m strˇedneˇ velky´m
grafem a jednı´m velky´m grafem. Pocˇty vrcholu˚ a hran jednotlivy´ch grafu˚ nalezneme
v tabulce 3. Vesˇkere´ vy´sledky, ktere´ zde budu popisovat jsou uvedeny v prˇehledny´ch
tabulka´ch. V tabulce 2 vidı´me jednotlive´ cˇasy zpracova´nı´ ru˚zny´mi metodami nad grafy.
8.1 Maly´ graf – EnronInt
Graf ma´ neorientovane´ hrany, tudı´zˇ lze na neˇm spocˇı´tat media´n. Graf obsahuje 148vrcholu˚
a 1777 hran. Je to graf opravdu maly´. Graf se ty´ka´ emailove´ komunikace. Komunikace se
ty´ka´ jen zameˇstnancu˚ enronu. Vrcholy v tomto grafu prˇedstavujı´ jednotlive´ zameˇstnance,
tedy jejich jme´na. Hranou rozumı´me posla´nı´ emailu z jednoho subjektu duhe´mu subjektu.
Spocˇı´tat media´n grafu trvalo se´riove´ implementaci pod jednu sekundu. Vy´sledkem byl
jen jeden vrchol, jedno cˇı´slo. Za tı´mto cˇı´slem se ukry´val subjekt jme´nem „lavorato-j“.
Jelikozˇ je tento graf maly´, tak prˇi klasicke´ paralelnı´ implementaci jsme nevideˇli cˇasovy´
rozdı´l zpracova´nı´. Ale pokud jsme pouzˇili paralelizaci pomocı´ MPI knihovny, tak se cˇas
prodlouzˇil, nebot’spra´va jednotlivy´ch procesu˚ si take´ vezme urcˇitou cˇa´st cˇasu. Pro male´
grafy do tisı´ce vrcholu˚ bych nedoporucˇoval vyuzˇı´vat MPI paralelizaci.
8.2 Strˇedneˇ velky´ graf – Enron
Opeˇt je graf neorientovany´. Obsahuje 87280 vrcholu˚ a 333576 hran. Lze ho povazˇovat
za strˇedneˇ velky´. U tohoto grafu jizˇ uvidı´me rozdı´l mezi se´riovou implementacı´ a paralelnı´
implementacı´. Jde opeˇt o data emailove´ korespondence. Jedna´ se o data, hodneˇ podobna´
z prˇedchozı´ho prˇı´kladu. Zde se jedna´ o obecnou komunikaci osob enronu a okolı´. Ko-
munikace probı´ha´ mezi emailovy´mi adresami. Pod kazˇdou emailovou adresou se skry´va´
urcˇita´ osoba.
Nejdrˇı´ve jsem spustil se´riove´ zpracova´nı´ vy´pocˇtu media´nu. Program trval asi dveˇ
hodiny a dvacetdva minut. Zde uzˇ se vyplatı´ paralelnı´ zpracova´nı´ programu. Nejdrˇı´ve
jsem spustil paralelnı´ program implementovany´ prˇı´kazem Parallel . Cˇas zpracova´nı´ trval
asi jednu hodinu a dvacet minut. Je to zlepsˇenı´ skoro o sto procent.
A nakonec jsem tento graf spustil na sˇkolnı´m serveru, kde jsem vyuzˇil knihovnu MPI.
Spustil jsem program pro osm jader. A vy´sledkem byl cˇas asi jedena´ct minut.
Vy´sledny´ media´n u vsˇech metod byl stejny´. Hlavnı´m cˇlenem emailove´ komunikace je
osoba jme´nem „lavorato-j“ a emailovou adresou „john.lavorato@enron.com“.
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Grafy
EnronInt Enron DBLP
M
et
o
d
y Seriova´ 0.20 s 2.22 h X
ParalelFor 0.34 s 1.20 h X
MPI 8 1 s 11 min 33.30 h
MPI 16 X X 18:30 h
Tabulka 2: Cˇasy zpracova´nı´
Vrcholy Hrany
G
ra
fy EnronInt 148 1777
Enron 87280 333576
DBLP 933258 3353618
Tabulka 3: Grafy
8.3 Velky´ graf – DBLP
Tento graf je uzˇ docela velky´. Ma´ 933258 vrcholu˚ a 3353618 hran. Graf se ty´ka´ spoluautor-
ske´ sı´teˇ. Pokud dva autorˇi napsali spolu neˇjaky´ cˇla´nek tak je mezi nimi vazba. U tohoto
grafu jizˇ seriove´ zpracova´nı´ nema´ smysl. Trvalo byt to neˇkolik dnu˚ nebo i ty´dnu˚. Proto
jsem graf testoval jen na sˇkolnı´m serveru s vyuzˇitı´m MPI. Nejdrˇı´ve jsem program spustil
pro osm jader. Doba vykona´nı´ programu byla asi trˇicettrˇi a pu˚l hodiny. Zda´ se to jako
docela dlouha´ doba, ale s porovna´nı´m vzhledem k se´riove´ implementaci je na´rust vı´ce
nezˇ dostacˇujı´cı´. Ale komu to nestacˇı´, tak mu˚zˇe vyuzˇı´t i vı´ce jader. Spustil jsem program
i pro sˇestna´ct jader. Zde byl cˇas nalezenı´ media´nu asi osmna´ct a pu˚l hodiny.
Media´nem tohoto grafu je jen jedna osoba a to osoba s ID 87724. Pod tı´mto ID se
skry´va´ osoba jme´nem „M. Del Sarto“.
8.4 Vzda´lenosti vzhledem k media´nu
V te´to cˇa´sti se zameˇrˇı´m na jednotlive´ vzda´lenosti vrcholu˚ od media´nu. Vycha´zı´m z teorie
o Erdo¨sove´m cˇı´sle jen s tı´m rozdı´lem, zˇe mı´sto toho abych vsˇe vztahoval k Erdo¨sovi, tak
tı´m hlavnı´m prvkem bude media´n grafu.
Vezmeˇme si graf enronInt. Zde byl media´nem osoba jme´nem „lavorato-j“. Takzˇe ted’
se podı´va´me, kolik osob ma´ prˇı´mou vazbu na „lavorato-j“. Prˇı´mou vazbu na tuto osobu,
tudı´zˇ vzda´lenost jedna, ma´ celkem 59,86% osob z enronu. Ve vzda´lenosti dveˇ se jizˇ nacha´zı´
prˇekvapivy´ch 98,64% a ve vzda´lenosti trˇi to jsou jizˇ vsˇichni cˇlenove´ enronu. Vsˇe vidı´me
na obra´zku 6.
Dalsˇı´ graf, na ktere´m jsem pocˇı´tal jednotlive´ vzda´lenosti je enron. Ve vzda´lenosti jedna
od media´nu grafu je pouhy´ch 1,02%. Ve vzda´lenosti dveˇ to jizˇ cˇı´nı´ 27,27%. Vı´ce u´daju˚
o jednotlivy´ch vzda´lenostech od media´nu vidı´me na obra´zku 7.
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Obra´zek 6: Vzda´lenosti – EnronInt
Obra´zek 7: Vzda´lenosti – Enron
Poslednı´m grafem byl graf DBLP. Jednotlive´ vzda´lenosti od media´nu jsou zobrazeny
na obra´zku 8.
Z jednotlivy´ch vy´sledku˚ mu˚zˇeme usoudit, zˇe v maly´ch vzda´lenostech od media´nu je
vysoky´ pocˇet vrcholu˚ grafu. Cˇı´m se vı´ce vzdalujeme od media´nu grafu, tı´m se zmensˇuje
i pocˇet vrcholu˚ takto vzda´leny´ch. Tı´m jsme si oveˇrˇili, zˇe media´n grafu je vlastneˇ strˇed
grafu.
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Obra´zek 8: Vzda´lenosti – DBLP
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9 Za´veˇr
Grafy jsou jednou z mnoha struktur v diske´tnı´ matematice. Vydobyly si svou uzˇitecˇnostı´
a na´zornostı´ du˚lezˇite´ mı´sto na slunci a da´ se rˇı´ct, zˇe teorie grafu˚ je asi nejvy´znamneˇjsˇı´ sou-
cˇa´stı´ soudobe´ diskre´tnı´ matematiky. Znalost teorie grafu˚ se jevı´ jako nezbytna´ ve veˇtsˇineˇ
oblastı´ modernı´ informatiky, vcˇetneˇ teˇch aplikovany´ch.
Teorie grafu˚ a s tı´m spojene´ vy´pocˇty vzda´lenostı´ se sta´le vı´ce a vı´ce pouzˇı´vajı´ jak
v socia´lnı´ch sı´tı´ch tak v ekonomice a podnika´nı´. Nejvı´ce se vsˇak vy´pocˇty vzda´lenosti
v grafech vyuzˇı´vajı´ v analy´ze socia´lnı´ch sı´tı´. Analy´za socia´lnı´ch sı´tı´ je metoda pouzˇı´vana´
v socia´lnı´ch veˇda´ch, ktera´ pro zna´zorneˇnı´ u´daju˚ o komplexnı´ch vztazı´ch v urcˇity´ch sku-
pina´ch lidı´ pouzˇı´va´ formu grafu. Analy´za socia´lnı´ch sı´tı´ poskytuje statisticke´ na´stroje
pro zkouma´nı´ relacˇnı´ch dat, soustrˇedı´ se na popisova´nı´ vzorcu˚ vztahu˚ mezi subjekty.
Dı´ky te´to bakala´rˇske´ pra´ci jsem si osvojil programova´nı´ v jazyce C#. Za hlavnı´ prˇı´nos
povazˇuju paralelnı´ programova´nı´. Protozˇe se softwarove´ syste´my neusta´le vyvı´jı´, tak je
trˇeba se porˇa´d vzdeˇla´vat a ucˇit se neˇcˇemu nove´mu. Doba, kdy jsme vlastnili pocˇı´tacˇe jen
s jednı´m procesorem pomalu vymizela. Abychom vyuzˇili vesˇkere´ prostrˇedky, ktere´ na´m
dnesˇnı´ hardware nabı´zı´, je trˇeba naucˇit se paralelnı´mu programova´nı´.
Toma´sˇ Kocourek
28
10 Reference
[1] Klimt B., Yang Y.: Introducing the Enron Corpus, Proceedings of First Conference on
Email and Anti-Spam (CEAS), 2004.
[2] Chatrand G., Lesniak L.: Graphs & Digraphs. Chapmann & Hall/CRC, 1996.
[3] Ebel H., Mielsch L.I., Bornholdt S.: Scale-free topology of e-mail networks, Phys. Rev.
E, 66 (2002), art. no. 035103.
[4] Guimera` R., Danon L., Dı´az-Guilera A., F. Giralt F., Arenas A.: Self-similar community
structure in a network of human interactions. Physical Review, vol. 68 (2003), 065103.
2003.
[5] Newman M. E. J.: The Structure and Function of Complex Networks. SIAM Review,
vol. 45 (2003), 167-256. 2000.
[6] Newman M. E. J., Balthrop J., Forrest S., Williamson M. M.: Technological networks
and the spread of computer viruses. Science, vol. 304 (2004), 527-529. 2004.
[7] Newman M. E. J.: Fast algorithm for detecting community structure in networks.
Phys. Rev. E 69, 066133 (2004). 2004.
[8] Pool I., Kochen M.: Contacts and influence. Social Networks, 1 (1978), pp. 1-48. 1978.
[9] Ravasz E., Baraba´si A.-L.: Hierarchical organization in complex networks. Phys. Rev.
E, 67 (2003), art. no. 026112. 2003.
[10] Tutte W. T.: Graph Theory, Encyclopedia of mathematics and its applications, volume
21, Addison Wesley, 1984.
[11] Demel Jirˇı´: Grafy a jejich aplikace, Praha, Academia, 2002.
[12] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest: Introduction to Algori-
thms, The MIT Press, 1991.
[13] Albert-La´szlo´ Baraba´si: V pavucˇineˇ sı´tı´. Prˇeklad Frantisˇek Slanina, Paseka, Praha
2005.
[14] MPI.NET URL: <http://www.osl.iu.edu/research/mpi.net> [citova´no 4.kveˇtna
2012].
