A general definition of spreading is given based on the notion of Shannon bandwidth introduced by Massey [1]. This definition is shown to lead to a important separation result: every bandwidth expansion scheme can be expressed as a concatenation of coding followed by spreading. The coding-spreading tradeoff problem is then studied for a CDMA system in which the receiver processes the receiver signal by using a linear user-separating front-end, which feeds into autonomous single-user decoders. An example illustrating the coding-spreading tradeoff optimization for such a system is given. Single-cell and multicell scenarios are considered in the optimization, and a comparision is made of the user capacities and spectral efficiencies that can be achieved with conventional matched filter and linear MMSE front-ends.
. We do not restrict the form of signals in any way except that the signal set occupies a Fourier bandwidth of 
Without loss of generality, we may assume that the We now note that the signal set may actually span a space that has dimension that is smaller than !
. This leads to the following definition of Shannon bandwidth that was introduced by Massey in [1] .
Definition 1. The dimension of Spanf
is called the Shannon dimension of the signal set, and is denoted by . m The above definition of spreading generalizes the two standard ways of spreading: direct sequence spreading and frequency hopping.
. Using the basis functions of (1) 
If we normalize the spreading sequences so that
, it is easy to see that
Similarly, if we define our basis functions appropriately, it can be shown that frequency hopping is a linear mapping in signal space with 
Generalized spreading, as defined in Definition 2, clearly preserves the Shannon bandwidth while increasing the Fourier bandwidth. Furthermore, we have the following result, which follows readily from the result that spreading preserves distances between the signals in the signal set.
Proposition 1.
Generalized spreading leaves performance unchanged (provides zero coding gain) on AWGN channels.
m

III Separation of Coding and Spreading
To complete our description of the dichotomy between coding and spreading, we define the operation of coding in terms of Shannon and Fourier bandwidths. 
respectively. The bandwidth expansion scheme may be described by a mapping ± that satisfies:
, this mapping is necessarily nonlinear.
Note that the signals 
If we set , we can write . m
IV The Coding-Spreading Tradeoff Problem
Given any bandwidth expansion scheme, Proposition 2 allows us to identify and separate the coding and spreading components of this scheme. It is clear that coding and spreading contribute differently to system performance. But how should a fixed bandwidth expansion factor be optimally allocated between coding and spreading?
For illustration, consider the tradeoff problem for a single-user, AWGN communication system. Since spreading cannot increase channel capacity, the capacity maximizing solution puts all of the bandwidth expansion into coding. However, as noted in [1] , spreading need not reduce capacity too much, and if practical constraints such as decoding complexity are taken into accout, using a significant fraction of the bandwidth expansion for spreading may be justified.
Now consider the coding-spreading tradeoff in the context of Code Division Multiple Access (CDMA) systems. For an AWGN channel with equal-rate, equal-power users, the capacity maximizing solution again favors all coding [3] . Of course this solution assumes an optimum joint decoding scheme at the receiver. For synchronous users with spreading factor equal to number of users ¿ , it is possible to orthogonalize users so as to not incur any loss in capacity. Even when ¿ g it is possible to find spreading sequences that incur no loss in capacity [3] .
The tradeoff problem is much more interesting in practical CDMA systems, where complexity constraints favor adopting a user-separating front-end at the receiver that is followed by autonomous single-user decoders. We restrict our attention to such CDMA systems in the remainder of this paper.
Consider the symmetric situation where each one of denote the linear mapping that defines the spreading. Then the coding and spreading operations are, respectively, described by:
The mappings could be different across the users, although in practical CDMA systems, such as the one based on the IS-95 [4] standard, the code-books are identical.
The received signal in AWGN is given by
where
The optimum receiver would form estimates of the information symbols of all users jointly, using a decoder that exploits information about both the spreading and coding components of all users' signals. As mentioned previously, we will assume a suboptimum but practical receiver that processes the received signal in two stages. The front-end produces A reasonable criterion for producing the estimates
is the Minimum Mean-SquaredError (MMSE) criterion (also see [5] ), where the goal is to pick the f 2 Í Á w to minimize the mean-squared-error (MSE) given by
The expectation in (7) is over the distribution of the noise and the prior distribution on the symbols of the users.
Note that the probability distribution of the code-vector
is a function of the prior distribution on the information symbols and the code-book f r ¾ Á w
. Since the users send independent pieces of information, the code-vectors f ¹ Á w are mutually independent across users. However, the individual components of each code-vector ¹ Á are necessarily dependent (for a non-trivial code). Nevertheless, we make the following assumption. to minimize the MSE. However, if the front-end is constrained to be linear to reduce complexity, we have the following result, whose proof follows from the standard derivation of the MMSE receiver [6, Chapter 6] . Proposition 3. Under Assumption 1, the linear MMSE solution for the receiver front-end depends only on the spreading matrices of the various users, and not their code-books. m Propostion 3 illustrates the separation of coding and spreading at the receiver. Coding does not help with linear signal separation at the front-end, and spreading of course does not aid the single-user decoders in combating AWGN. However, it is important to note that a nonlinear front-end can make use of knowledge of the codebooks to improve performance. An example of such a non-linear front-end is an interference cancellation scheme that uses the code-books of the interferers to reconstruct their signals for cancellation.
In the following section we give a simple example of how we may optimize the codingspreading tradeoff for a CDMA system with a linear user-separating front-end.
V Example
Consider a CDMA system in which the users are constrained to send binary signals. Each user needs to send
Spreading is achieved using a direct sequence approach, where each code bit (symbol) is spread by a unit energy chip waveform as in Example 2. Random spreading is assumed, i.e., the spreading sequences are independent from code bit to code bit and across users. We assume a synchronous system, although similar results will be obtained for asynchronous systems as long as bandwidth restrictions are correctly imposed on the chip waveforms [7] . The sum of the signals from Using this approach, the asymptotic spectral efficiency for large ¿ and is obtained for various scenarios without binary constraints on the input by Verdu and Shamai [3] .
For a practical system, the code would be chosen from a family of multiple rate codes, and
would be the largest number of users accomodated with a bit error rate of less than some threshold (say 0 r ¡ y 
of the effective single-user channel (between the output of the encoder and that of the receiver front-end) for any user, say user 1. Since the code rate must be less than
for reliable transmission, we have
For hard decision decoding, the effective single-user channel is a binary symmetric channel (BSC) that is time-invariant and memoryless by the assumption of random spreading. Thus
where õ is the binary entropy function, and ö P÷ is the average bit error probability over all the code bits. For the MF and MMSE front-ends, ö P÷ is given by: with equal weights, with being a measure of the SIR at the channel output. For the MF and MMSE front-ends, it is easy to show that:
where í 9 C and í 9 Å % s à ê é § i
for the MF and MMSE front-ends, respectively.
A Numerical Results
We first consider the "single-cell" wireless communication system, where all the users in an isolated cell are received with equal power (i.e., they are perfectly power controlled) at the base station and the only interference is from thermal AWGN. Plots (a) and (b) of Fig. 1 show
for this scenario for the hard-and soft-decision decoding, respectively. As expected, Ý are favored for the MMSE front-end. We can also see that coding gives diminishing returns for the MF receiver; a major portion of the bandwidth expansion can be given to spreading without decreasing the user capacity significantly.
For hard decisions, the spectral efficiency of the MF, are derived in [3] without binary constraints on the input, and hence these results cannot be used for comparison. However, it is straightforward to extend the analysis of [3] to predict the values of " $ # # 4 6 5 observed in Fig. 1 . It is interesting to note that the MMSE spectral efficiency with random sequences can be higher than the maximum efficiency of 1 bit/chip achievable with orthogonal sequences and
& . This is in contrast to the case without binary constraints where it is known that orthogonalizing users with ¿ 9 C
does not incur any loss in capacity (see, e.g. [3] ).
We also give results for a multicell wireless system, in which the base station receives the sum of the in-cell users's signals in the presence of interference from neighboring cells. We assume the following simple model for the other-cell interference. We consider a hexagonal cell structure and consider only the first tier of 6 interfering cells. We assume that all cells have the same number of users ¿ , and that each other-cell interferer is received at a power equal to E E @ -th of the in-cell users' power. This means that the total power in the other-cell interference equals half the total in-cell power, as described by Viterbi [10] . All * ¿ users in the system are assigned independent random spreading sequences, and the MMSE receiver uses knowledge of the spreading sequences of all * ¿ users to make its decisions.
Plots (c) and (d) of Fig. 1 show the multicell results. As expected, the MF spectral efficiency is down by a factor of @ y when compared with the single-cell results. It is interesting to see that the gap between the MMSE and MF spectral efficiencies is much reduced, particularly in the case of soft decision decoding. This leads us to question the applicability of linear multiuser detection schemes in cellular systems. Of course to draw any concrete conclusions in this direction, we need to consider a more realistic system model with non-ideal codes and imperfect channel estimates (for the MMSE receiver).
VI Conclusions
We have given a general definition of spreading, and shown that it leads to an interesting separation result for bandwidth expansion schemes of the type used in CDMA systems. The separation result makes the coding-spreading tradeoff problem well-defined. We believe our approach may be generalized to include the scenario of signaling across spatial dimensions through the use of multi-element antennas.
We have shown through a simple example that optimizing the coding-spreading tradeoff can lead to significant capacity gains in CDMA systems. We have also shown that the optimum coding-spreading operating point is a strong function of the type of receiver used. Finally, we note that many analyses comparing multiuser detection schemes with the conventional matched filter receiver have either ignored coding or used the same code rate for both receivers. We have shown that for a correct comparison of two alternative receiver structures for CDMA, it is important to consider each of them at their optimum coding-spreading operating points.
