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Learning Structured Representations of
Spatial and Interactive Dynamics for
Trajectory Prediction in Crowded Scenes
Todor Davchev†∗ Michael Burke‡ and Subramanian Ramamoorthy†
Abstract—Context plays a significant role in the generation
of motion for dynamic agents in interactive environments. This
work proposes a modular method that utilises a learned model of
the environment for motion prediction. This modularity explic-
itly allows for unsupervised adaptation of trajectory prediction
models to unseen environments and new tasks by relying on
unlabelled image data only. We model both the spatial and
dynamic aspects of a given environment alongside the per agent
motions. This results in more informed motion prediction and
allows for performance comparable to the state-of-the-art. We
highlight the model’s prediction capability using a benchmark
pedestrian prediction problem and a robot manipulation task
and show that we can transfer the predictor across these tasks
in a completely unsupervised way. The proposed approach allows
for robust and label efficient forward modelling, and relaxes the
need for full model re-training in new environments.
Index Terms—Representation Learning; Novel Deep Learning
Methods
I. INTRODUCTION
AUTOMATED decision making requires long-term pre-dictions of the behaviours of surrounding agents. For
example, an autonomous vehicle requires knowledge of the
future positions of any surrounding pedestrians if it is to plan
successful paths. Similarly, a robotic arm may need to know
the future position of its surrounding agents (i.e. another arm)
for collaborative planning. This paper investigates predictive
models that address this challenge.
A commonly adopted approach is to rely on labelled data
that is often expensive to obtain and thus existing solutions
tend to rely on a few well known datasets for training
[1], [2]. Generalising to completely new tasks using models
trained on these such datasets, however, is challenging due to
the complexity of group dynamics and environment specific
motion. Real-world motion is dependent on varying environ-
mental cues and informal rules of interaction. For example,
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groups of people often tend to walk in similar directions, on
pavements, or through choke points like bridges. Nonetheless,
the underlying local motion remains very similar across many
tasks.
This work proposes a modular model-based approach that
allows each of these aspects to be learned from data in
a decoupled fashion. This decoupling allows the re-use of
individual modules, thus reducing labelling and training re-
quirements. We take the view that it is better to adapt a model
to environment specific dynamics by conditioning on scenes
than to train a global model across all possible dynamics.
For example, rather than re-training a large model to perform
motion prediction in a new scene by relying on labelled
data, we propose to re-learn only parts of the model while
transferring existing dynamics components.
More formally, we consider models trained on trajectory-
based motion prediction in supervised settings and the un-
supervised transfer of these prediction models. We consider
the case where environments are observed through a fixed
camera feed and have a history of labelled, agent positions in
associated frames. In the absence of any knowledge of the long
term behaviour of an observed agent, even making simple local
predictions about the general direction of motion is non trivial.
This work focuses on learning effective state representations
utilised in a forward model that can successfully infer a
distribution over the long-term behaviour of a given agent.
We introduce a forward model comprising three key compo-
nents. First, the model makes use of an environment-specific
spatial encoding (R), that captures information about the
existing objects in a scene. This information is then used
within a global dynamics component (D), which models the
evolution of this scene over time. We condition D on the 2D
locations of all agents present in the scene. This provides us
with a hidden state, or a summary of the scene dynamics that
takes into account the moving components therein. We use
the spatial encoding along with the hidden summary to train a
local (per given agent) behavioural model (B). The proposed
architecture (RDB) explicitly incorporates stochastic elements
in each module, so as to allow a measure of uncertainty in
the predictions. This uncertainty can be used in downstream
tasks requiring prediction. The modularity of RDB allows for
component re-use across tasks.
The global dynamics model (D) learns to model the evo-
lution of the scene in latent image space (R), capturing
information about where motion typically occurs. This can be
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manner as it requires no ground truth labelling. The local
dynamics model (B) is trained (using position labels) to predict
future positions conditioned on this information. Importantly,
this also allows for domain transfer, as we can condition an
existing dynamics model to adapt to new environments and
tasks, by simply retraining the global (D) and environment
specific (R) models.
We show through an ablation study that the three modules
(R, D, B) are complimentary and collectively contribute to
achieving the highest performance, outperforming the respec-
tive sub-components. This shows that decoupling environmen-
tal from the local per-agent dynamics requires an additional,
global dynamics component in order to preserve the effective
multi-agent state prediction. We highlight the flexibility of the
proposed model through experiments conducted on crowded
scene tasks and a tabletop manipulation scenario, and by il-
lustrating unsupervised local dynamics transfer between these
entirely different domains and tasks relying on unlabelled
image data only. Here, we show that the proposed model is
able to learn a global representation of the environment and
use this to predict motion following a learned plan in a never
seen before configuration. In summary, the main contributions
of this paper1 are:
• a modular architecture that allows for a variety of effec-
tive domain adaptation schemes for model-based motion
prediction tasks;
• showing that both spatial and global dynamic aspects of
environments are key to building effective representations
for trajectory prediction; and
• a novel modular and label efficient architecture for model-
based agent trajectory prediction in the context of both
crowded and structured scenes.
II. RELATED WORK
Model-based prediction: There has been significant interest
in sequence generation and model-based learning. Model-
based learning is used widely across robotics applications,
particularly when it comes to collaborative tasks and modelling
state-space representations to enable control of an individual
agent [3], [4]. Recently, there has been increasing interest in
model-based prediction methods for crowded scene prediction
tasks [5] . Pfeifer et al. [2], Hasan et al. [6] and Lisotto et al. [7]
make use of semantic spatial and occupancy representations
for trajectory prediction. This contrasts with our approach
which uses an image representation trained in an unsupervised
fashion. A combination of local and global, environmental
features was previously explored in [8] and global multiagent
dynamics are used in [9]. However, those methods do not
model scenes as stochastic processes and rely on labels to
model the interactions between agents. Ballan et al. [10] in-
troduce a Dynamic Bayesian Network which exploits the scene
specific knowledge for trajectory prediction in a stochastic
manner and shows that such knowledge can be transferred
across similar tasks. We build upon these works by studying
ways to obtain environmental models in an unsupervised way.
By separating the stochastic environmental models from the
1https://sites.google.com/view/rdb-agents/
learned predictors, we allow for transfer of those learned
predictors across a range of different tasks, for example,
moving a model trained for crowded scene prediction to a
structured robot action prediction task.
Recent work extends the notion of probabilistic trajectory
prediction by utilising a variational approach to learn static
scene representations in an end-to-end fashion [11], demon-
strating the benefits of employing a generative world model.
Liang et al. [12] build on this by proposing to jointly learn
two complimentary tasks in an end-to-end system using rich
visual features for human trajectory and activity prediction. We
build upon these works by decoupling the generative spatial
representation from the model by learning an additional,
complimentary global dynamics component. We show that
this achieves performance comparable to state-of-the-art while
enabling transfer of the learned task-specific predictors across
different tasks.
Sequence Generation: Sequence modelling using neural
distributions has been widely adopted in a number of domains.
Graves et al. [14] uses recurrent neural networks for text
and handwriting analysis. Here, plausible future samples are
drawn from a Gaussian distribution and a mixture density
network (MDN) [15] is used to generate real-valued data. Ha et
al. [16] use a similar model to generate sketches, relying on a
temperature parameter τ to control model uncertainty during
inference. Alahi et al. [17] propose an approach that builds
upon [14] and models social interactions through a pooling
layer that uses the latent state representations of surrounding
agents.
In the context of multi-agent pedestrian modelling, social
dynamics are often used to facilitate prediction. For example,
the Social Forces (SF) method, [18], uses a potential field
based approach to model the social interactions between
various pedestrians. Lerner et al. [19] use an example-based
reactive approach to model pedestrian behaviour by creat-
ing a database of local spatio-temporal examples. Pellegrini
et al. [20] model the behaviour of pedestrians in crowded
settings using linear extrapolation over short intervals via a
Linear Trajectory Avoidance (LTA) technique. Complimentary
solutions that successfully capture pedestrian behaviours in
specific situations [21], [22] have also been proposed, but
these methods rely on additional semantic information. Lee
et al. [23] enable trajectory generation by scoring a number of
possible paths by a learned criterion. This concept was also
explored using Generative Adversarial Networks (GANs) [1]
and further extended through the work of Sadeghian et al. [24]
who combine GANs with physical constraints via learned
spatial attentive mechanisms. Radwan et al. [25] use a dilated
CNN, jointly optimising the trajectories of all agents in a scene
to leverage the inter-dependencies in motion without the need
for explicit modelling. In contrast, we focus on extracting envi-
ronmental features in an unsupervised and weakly supervised
fashion as part of a modular architecture. We show that in
doing so we achieve performance comparable to state-of-the-
art and allow for unsupervised transfer across different tasks.
Graph Convolutional Networks (GCN) have recently gained
popularity in crowded scene trajectory prediction. Ivanovic
et al. [26] use dynamic spatiotemporal graphs, Kosaraju et
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Fig. 1. An illustration of the proposed model. Each of the three components R, D, B are trained separately in the listed order. Here, R is the spatial
representation module which takes in as input an image It and obtains a latent representation lt, trained using an InfoVAE loss [13]. D is the module
responsible for modelling the evolution of the entire scene, i.e. the global dynamics. It takes in as input the latent representation from R, lt, along with a
vector St comprised of the Cartesian positions of all agents at time t and learns to predict a distribution over potential spatial latent representations lt+1 for
time t+ 1. B models individual agents’ (a) motion. It takes in as input sat along with lt from R and the obtained summary ht from D.
al. [27] capture the multi-modal nature of human trajectories
by combining a graph convolutional network with a GAN in
an end-to-end fashion, while Mohamed et al. [28] represent
the social interactions between pedestrians and their temporal
dynamics using a spatio-temporal graph. Although GCNs
show significant promise, they have yet to be explored for
transfer.
Summary: While model-based pedestrian prediction has
been studied extensively in the past, to date there have been
no investigations into unsupervised model transfer across
domains. The primary contribution of this paper is a modular
architecture that allows for unsupervised adaptation to new
domains. By structuring our model into 3 components, an en-
vironment embedding (R) learned in an unsupervised fashion,
a local dynamics module (B) learned using supervision (labels
available), and a global dynamics model (D) that integrates
the two and which can be trained in either an unsupervised or
supervised fashion, we allow for the transfer of models trained
in different settings to both similar and entirely new domains.
III. METHODOLOGY
This work’s focus is on predicting the future motion of
an arbitrary number of observed agents (i.e. their behaviour)
whose action spaces and objectives are unknown. More specif-
ically, we aim to predict the two-dimensional motion of agents
in video sequences. We assume we are given a history of
two-dimensional position annotations and video frames as a
sequence of RGB images. Each agent a (a ∈ [1 . . . N ], where
N is the maximum number of agents in a given sequence)
is represented by a state (sat ) which comprises xy-coordinates
at time t, sat = (x, y)
a
t . The global world state (St) is then
defined as a tuple comprising the set of all agents’ locations




t )}), for the scene at time t
represented by an image It. Given a sequence of obs observed
states S = {St−obs, St−obs+1, . . . , St−1, St}, we formulate
the prediction as an optimisation process, where the objective
is to learn a posterior distribution P (Y |S, I), over multiple
agents’ future trajectories Y . Here an individual agent’s future
trajectory is defined as (ŝa = {sat+1, sat+2, . . . , sat+pred}) for
pred steps ahead for every agent a found in scene It.
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Even though we do not have access to agents’ objectives
and available actions spaces, we hypothesise that the decision
making process for each agent is influenced by the behaviour
of the surrounding agents. Additionally, there may be spatial
objects that could act as regions of interest across the given
environment, affecting an agent’s motion. Moreover, it is often
the case that all agents follow some informal, common rules
of motion or dynamics that apply globally to the entire scene.
We model these spatial and dynamic components separately
and from the perspective of an observer.
To this end, we build probabilistic generative models of
real world environments and use these to help predict the
locations of those agents at multiple instances in the future. We
refer to this technique as model-based prediction. In particular,
we model agent behaviours using three components; R- an
autoencoder that embeds the scene image It into low dimen-
sional representations lt, D- a global dynamics component
that models the transition between two scenes in the same
low dimensional representation space lt to lt+1 by utilising
the latent vectors extracted from R; and B - a conventional
stochastic LSTM that takes in as input the 2D positions of the
agents as well as the representations obtained by R and D. We
discuss each of these components in more detail below.
The first, a visual sensory component (R), encodes the
environment into a latent vector lt. This vector then acts as
the global state representation. This latent state representation
can be useful if it can preserve information about the existing
agents at time t in terms of position with respect to the
surrounding environment and additional directional queues.
In this work, we assume that such information is preserved
if the model can successfully reconstruct the surrounding
environment as well as the existing agents at a given timestep.
However, conventional variational approaches can fail to re-
construct individual agents due to their changing locations and
small size in a video (see additional experiments on website1).
To overcome this, we use an information maximisation varia-
tional autoencoder (InfoVAE) which matches the moments of
encoded and decoded images [13].
The representation module R is trained by minimising the
distance between the input image and its decoded variant using
a maximum mean discrepancy (MMD) [29] loss:
R : min
θ,φ
L(It, θ, φ) = MMD(qφ(lt)||p(lt))+
Epdata(It)Eqφ(lt|It)[pθ(It|lt)]
Here, θ, φ are the neural model parameters, It is the RGB
image scene at time step t where each image It ∈ It ⊆ Rn×j
is an frame of a video sequence I. lt denotes the latent
image representation and p(·) ∼ N(0, I) is a standard Normal
distribution. pθ is a generative distribution parametrised as a
neural network, and qφ a distribution mapping images into
the latent space, also represented as a neural network (see
Figure 1). pdata denotes the unknown target distribution from
which images in the dataset are sampled from.
To learn the second module D, we train an RNN-MDN
conditioned on agent positions using the image embedding
obtained from R, lt. This input is conditioned on a fixed length
2D vector comprised of the locations of all existing agents St
at time t. The network learns to model the distribution over
the next possible latent vector lt+1 in the latent space learned
by R and provides us with a summary ht that encodes the
temporal dynamics of the global environment (See Figure 1).
We sample predictions for lt+1 from a multivariate factored
mixture of Gaussians parametrised by a learned mean µ
and variance σ and a mixing coefficient π. We assume a
diagonal covariance matrix of a factored Gaussian distribution
to simplify computation. We define summary h0 → 0, and
then every other ht = fδ(ht−1, (lt, St)), ∀t ∈ (0, T ], for a
dynamics function f(·) represented with an LSTM. We then
obtain the summary ht from f(·) that maximises the likelihood
gκ(ht) = p(lt+1|lt, St), where g(·) is a feedforward neural
network with weights and biases denoted by δ, κ and lt is a
latent representation of image It situated in the latent space









πtN (lt+1|µ≤t, σ≤t; δ, κ)
)
When sampling at runtime, we adjust a temperature parameter
τ over the mixture weights to control model uncertainty
[30] (See the supplementary material on the website1 for
demonstrations of this). Adjusting τ is useful when training the
B component of the proposed model. We use τ to to remedy
over-fitting, and allow for a probabilistic model. Adjusting τ
controls the amount of randomness in D and thus allows for
manual uncertainty calibration [16]. Higher values for τ result
in larger variability while lower leads to more deterministic
predictions. Temperature close to 0.0 tends to predict only the
static cues of the environment while temperature close to 1.0
is more likely to predict agents appearing at random locations,
while values around the middle tend produce more reasonable
predictions.
Finally, we utilise both R and D, along with each acting
agent’s history of motion to predict future positions using
temporal prediction module (B). This fuses the local dynamics
of individual agents with those of the global scene (represented
with a tuple (lt, ht), see Figure 1). We iterate over each
agent separately which allows the network to be independent
of the number of agents which proves useful for reusing B
across tasks. We define B as an LSTM fω(·), parametrised by
ω, followed by a feedforward layer, parametrised by ψ, that
predicts the parameters of a single 2D Gaussian distribution
over agent position, with mean µ, variance σ and correlation
ρ. B then minimises:
B : min
ω,ψ














where sit = (x, y)
i
t is the i
th agent’s predicted Cartesian
position, sampled from the learned 2D Gaussian distribution.
We found the inclusion of the cross-correlation term ρ between
the x and y positions of the future steps of an agent important
for the tasks considered here.
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We learn each of these components separately, assigning
most of the network capacity to R and D while restricting B
to a small network trainable on CPU. Further, we optimise
with respect to an expectation of the individual losses over
the distribution individual samples were drawn from.
IV. EXPERIMENTAL EVALUATION
The proposed architecture is evaluated using multiple pub-
licly available datasets for predicting human behaviour in
crowded scenes as well as on a task introduced in this work,
which reflects the applicability of the proposed solution to
a robotic setting. Each experiment is conducted by training
D and B on n − 1 environments, while the evaluation is
performed on another, previously unseen environment. In this
test environment, we re-train only the unsupervised spatial
encoding module R on a subset of the test sequence. All
results are then generated using the remaining data in the test
environment, which had not been seen by any of the network
modules.
A. Training Schedule
All hyper-parameters were optimised using grid search
applied over independent video segments sampled at random
from training datasets (see web page for more details). Frames
were re-sized to 64×64 pixels, and were further processed us-
ing contrast limited adaptive histogram equalisation (CLAHE)
[31] which enhances the contrast in tiles that are populated
with agents. While training B, we consider all agents in a
sequence as a single mini batch. This reduces the variance of
the parameter updates with respect to the particular scene at
hand, and also leads to more stable convergence1.
B. Motion Prediction on Crowd Datasets
The first experiment conducted uses the ETH Hotel, ETH
University [20] and UCY University, Zara1 and Zara2 [19]
datasets. The datasets comprise ≈ 4000 frames and contain ≈
1600 agents that follow both linear and non-linear trajectories.
They include agents walking on their own, in social groups or
passing by one another. We combine these datasets, following
previous work [17], [25], and apply a leave-one-out procedure
during training for both dynamic components D and B.
We benchmark the performance of the proposed approach
against several methods for motion prediction and namely; the
social S-LSTM [17], SNS-LSTM [7] and a vanilla LSTM with
stochastic outputs (B-LSTM).
In order to report fairly, we used the recommended training
settings for these models and report results in Table I.
We evaluate the accuracy of the motion prediction models
using the following metrics:
• Average Displacement Error: that is the root mean
squared error (RMSE) over all predicted positions from
a single pedestrian’s trajectory.
• Final Displacement Error: that is the RMSE of the last
predicted location from a single pedestrian’s trajectory.
Each network is trained using a length of 8 frames and during
inference using observation length of 4 (1.6s) and prediction
Fig. 2. A comparison of model performance in crowded scenes. The first two
rows show results on ETH UNIV and HOTEL [20], while the remainder are
from UCY ZARA1 and ZARA2 [19]. An agent’s trajectory is tracked for 4
steps (light blue) and is then predicted for the next 12 (ground truth depicted
in yellow). Rows represent different dataset and columns - different models.
Red depicts a simple LSTM with a stochastic output, magenta - modelling
only social interactions between agents [17] and green are the results from
this work. RDB takes environmental cues into consideration and maintains
more consistent predictions.
lengths of 8 frames (3.2s) and 12 frames (4.8s). Observing a
smaller portion of the trajectory makes it more challenging for
a model to predict future behaviour, especially in a scenario
where the network has been trained with sequences smaller
than 4.8 seconds as in our case.
Table I shows the results obtained on this task. In all
considered cases, utilising environmental properties (as both
this work and SNS-LSTM [7] do) of a data set outperforms
alternative approaches. This is particularly the case when we
consider end position predictions that are highly dependent
on both the static representations and the natural flow of
motion in a given dataset. For example, for motion going
up the road as in UCY Zara1 (see Figure 2), we see a
significant difference between RDB and the remaining models.
Lisotto et al. [7] incorporate environment information using
semantic maps generated from the reference image. While
this is effective, it can limit transfer to different domains
where semantic classification models are not available. In
contrast RDB uses a latent image representation that is learned
in an entirely unsupervised fashion to incorporate contextual
environment information into the trajectory prediction. This
results in performance comparable to state-of-the-art in terms
of displacement error and improved predictions in terms of
FDE.
1) Ablation Study & Qualitative Analysis: An ablation
study was performed in order to evaluate the importance of
each of the components of the proposed model. Here we
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TABLE I
REPORTED RESULTS ASSUME OBSERVATION LENGTHS OF Tobs = 1.6sec AND PREDICTION LENGTHS OF Tpred = 3.2sec AND Tpred = 4.8sec. WE
REPORT THE AVERAGE AND FINAL DISPLACEMENT ERRORS IN NORMALISED PIXEL SPACE. OVERALL, USING ENVIRONMENTAL MODELS WORKS
BETTER WHILE OUR MODULAR ARCHITECTURE PERFORMS ON-PAR WITH THE CONSIDERED ALTERNATIVES WHILST DOING BETTER ON FDA.
Tpred = 3.2s Model \Dataset ETH HOTEL ETH UNIV UCY UNIV UCY ZARA1 UCY ZARA2 AVERAGE
B-LSTM 0.069 / 0.148 0.067 / 0.130 0.056 / 0.114 0.079 / 0.177 0.050 / 0.110 0.064 / 0.136
Average / Final S-LSTM [17] 0.077 / 0.150 0.111 / 0.219 0.078 / 0.159 0.072 / 0.152 0.060 / 0.119 0.080 / 0.160
Displacement Error SNS-LSTM [7] 0.033 / 0.132 0.030 / 0.127 0.065 / 0.253 0.023 / 0.100 0.023 / 0.090 0.035 / 0.140
RDB 0.041 / 0.072 0.054 / 0.110 0.054 / 0.108 0.038 / 0.073 0.038 / 0.076 0.046 / 0.088
Tpred = 4.8s Model \Dataset ETH HOTEL ETH UNIV UCY UNIV UCY ZARA1 UCY ZARA2 AVERAGE
B-LSTM 0.116 / 0.248 0.098 / 0.172 0.092 / 0.196 0.144 / 0.338 0.092 / 0.216 0.108 / 0.234
Average / Final S-LSTM [17] 0.132 / 0.255 0.169 / 0.296 0.129 / 0.279 0.122 / 0.269 0.098 / 0.206 0.130 / 0.261
Displacement Error SNS-LSTM [7] 0.035 / 0.198 0.030 / 0.182 0.081 / 0.453 0.029 / 0.169 0.025 / 0.136 0.040 / 0.228
RDB (ours) 0.057 / 0.103 0.083 / 0.143 0.088 / 0.188 0.060 / 0.123 0.061 / 0.129 0.070 / 0.137
TABLE II
ABLATION TABLE ON THE USE OF SPATIAL (R) AND SCENE DYNAMICS
(D) FOR PREDICTING AGENT TRAJECTORIES WITH B (SEE SEC. III).
Dataset \Model B(st) B(st, lt) B(st, ht) B(st, lt, ht)
ETH HOTEL 0.069 / 0.148 0.049 / 0.089 0.041 / 0.072 0.041 / 0.072
ETH UNIV 0.067 / 0.130 0.069 / 0.129 0.060 / 0.110 0.054 / 0.110
UCY UNIV 0.056 / 0.114 0.065 / 0.131 0.061 / 0.123 0.054 / 0.108
UCY ZARA1 0.079 / 0.177 0.065 / 0.130 0.044 / 0.084 0.038 / 0.073
UCY ZARA2 0.050 / 0.111 0.053 / 0.106 0.043 / 0.083 0.038 / 0.076
AVERAGE 0.064 / 0.136 0.060 / 0.117 0.050 / 0.094 0.046 / 0.088
consider the impact of trajectory prediction using each of the
learned representations in Figure 1.
Specifically we consider the cases where dynamics model
B only has access to positions (st); when it is provided
with both positions and the instantaneous scene representation
(st, lt) learned using R; and finally, when it receives positions,
instantaneous scene representations learned using R, and the
dynamic scene representation (st, lt, ht) learned using D. Table
II shows that using a combination of both global dynamics and
static representations is most effective.
A key finding of this table is that the global scene dynamics
module D is particularly important, and that just adding
an image representation to a monolithic dynamics model B
(st, lt) is insufficient. Instead, only by conditioning the local
dynamics model on the scene dynamics, do we gain the
benefits of this architecture.
Figure 2 further highlights these observations. In the first
row, groups of people cross a bridge. Groups are often moving
together and continue walking on the pavement. Further, none
of the people walks over the bridge or steps on the snow.
Such cues are omitted in the models that do not have input
representations that take this into account. Further, predicting
no motion with such techniques is often difficult. Row two
shows a scenario in which 4 out of the 6 people stay in
the same place at a train station. While all three models
considered do relatively well at predicting the behaviour of
the two moving people, only RDB manages to predict that the
rest of the agents stand still at a train stop. The model also
utilises environmental cues in the remaining datasets, where
it successfully anticipates that agents are walking on the road
or are walking towards the door of the store.
These results not only reiterate the point that a good
latent representation of the static environment is required for
prediction, but also demonstrate the flexibility of a modular
solution. In addition to retaining near state-of-the-art perfor-
mance, a key benefit of this modular architecture is that it
allows for unsupervised domain transfer since it decouples
the environment-specific context from the actual per-agent
prediction model. We study the efficacy of this approach to
transfer in the following subsection.
C. Robot Action Prediction
In order to study the use of RDB for domain adaptation,
we introduce a tabletop manipulation dataset and a sequence
of domain adaptation tasks. Here, our goal is to predict the
position of a robot gripper that follows a predetermined plan
to inspect components required for an assembly task (see
Figure 3).
We vary the position of each gear across different datasets,
but maintain the same order of visitation, which is determined
by the colour of a gear. Across all collected datasets, the
required parts of the assembly are ordered in arbitrary manner.
However, their inspection order remains the same. We consider
orderings that allow for a clockwise inspection of the gears
during training and monitor performance on a never seen
before item ordering, that requires anti-clockwise inspection
at test time. This task includes a non-linear alteration of the
data that is particularly challenging to model. It should be
noted that adaptation in this task can not be achieved through
strategies like data augmentation, as component position gov-
erns visitation order. We train the proposed model using four
out of the five video sequences (See Figure 3) using eight
Fig. 3. An illustration of the behaviours considered in the robot gripper
tracking dataset. A red background indicates settings considered as the training
data while a green background indicates the task used at test time. Note that
the direction of motion is completely opposite at test time. See webpage1 for
larger version.





























Fig. 4. Examples of predicted trajectories. Green lines depict the observed
trajectory, the rest are predictions. The left-most column shows ground truths,
followed by predictions made with a standard LSTM and predictions using
RDB. The results suggest that the proposed solution learns a weak dependency
between the colour coded objects in the environment and the plan followed
by the agent.
observation frames during training, and 12 observation frames
with prediction length of 32 frames during inference. Unlike
the crowded scenes, the focus of the task is to measure the
capacity of the proposed approach to relate visual cues to its
prediction and adapt to unseen configurations. In such settings,
standard prediction models would be expected to overfit to the
training data and fail to predict the intended motion correctly
unless conditioned on environmental cues.
Figure 4 compares the performance of a standard stochastic
LSTM and RDB on this task. At inference, each model
is fed a sequence of the executed trajectory (depicted in
green), and then tasked with predicting the future trajectory
– the ground truth depicted in yellow. Quantitative results
are reported in rows 3 and 4 of Table III, in the ’Robot’
column. As expected a standard LSTM overfits to the training
data and predicts that the observed agent would go back
towards the start of the observed trajectory (see the middle
column in Figure 4). In contrast, RDB successfully retrieves
paths that correspond to the plan followed (right-most column)
resulting in three times better performance in terms of ADE.
Throughout this experiment the robotic arm covers different
TABLE III
TRANSFER B FROM A SOURCE TASK (s) TO A TARGET TASK (t).
Agent Predictor Spatial Model Global Dynamics Type \Task Robot Crowd
Random n\a 1.44 1.96
Btarg(st) supervised 0.28 0.06
Btarg(st, lt, ht) Rtarg(·) Dtarg(·) (our) supervised 0.10 0.04
Bsrc(st) unsupervised 0.52 0.48
Bsrc(st, lt, ht) Rsrc(·) Dsrc(·) (our) unsupervised 0.85 0.16
Bsrc(st, lt, ht) Rtarg(·) Duntrained(·) (our) unsupervised 0.49 0.20
Bsrc(st, lt, ht) Rtarg(·) Dunsuptarg (·) (our) unsupervised 0.27 0.18
Bsrc(st, lt, ht) Rtarg(·) Dtarg(·) (our) weakly supervised 0.22 0.18
gears during visitation. This makes it much harder to predict
motion towards certain gears, since some gears will not be
present in the scene at certain times. Nevertheless, the RDB
model does seem to be aware of the environmental cues to a
sufficient extent that it can make good use of them at prediction
time.
The first row of figures illustrates a scenario where the
manipulator covers the purple gear and has been hovering over
the brown component for a few steps. As a result, the RDB
model is less certain and predicts three potential directions of
motion, moving towards the location of a purple gear, through
the middle to the red gear or going back to the orange one.
Over time, the network becomes more certain of the direction
of motion after it sees a few steps in that direction. This,
however, is not the case for the vanilla LSTM which has
heavily overfit to the training data.
Finally, the last row’s visit to the green gear indicates the
end of the underlying plan. The RDB network is uncertain
what visitation might follow next, but predicts two potential
directions that are situated in the direction of existing gears.
D. Transferring Local Dynamics Across Tasks
A key benefit of the proposed architecture is that it al-
lows for unsupervised domain adaptation via a number of
approaches. In this section we evaluate domain adaptation of
a model trained on a source task src (either crowd or robot)
and then transferred to an associated target task targ (either
robot or crowd).
The rows labelled unsupervised in Table III show these
results, while columns indicate target tasks. LSTM (Bsrc)
represents a dynamics module trained on positions using the
source dataset, while Rsrc and Rtarg denote instantaneous
scene representations trained (unsupervised) on source and
target image datasets respectively. The global dynamics mod-
ule is typically trained using position information alongside
image representations obtained using the R module, but can
also be trained in an unsupervised fashion, by conditioning on
noise instead of positions, Dunsup. We compare this with an
untrained dynamics module Duntrained as an ablation.
Importantly, results above show that by conditioning a
dynamics model trained on a source domain, using representa-
tion and global dynamics modules trained in an unsupervised
fashion on images taken from a target domain (Rtarg +
Dunsuptarg + Bsrc), we achieve trajectory performance close
to that of supervised learning using position labels (LSTM
Btarg) when transferring dynamics learned for pedestrians
to the robot end effector tracking task. In contrast, a fully
unsupervised transfer from robot to crowd outperforms its
alternatives, suggesting that training on the structured straight
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line predictions present in the robot task leads to more accurate
predictions for the crowds task, even though Dsrc(·) cannot
model local interactions. By definition (Section III), module
B is independent of the number of agents for a given task.
This allows us to use B from the robot task to the crowds
prediction one. However, D was dependent on the maximum
accepted agents size.
Although we obtain greater performance when RDB is used
in a supervised learning setting where labelled data from a
target domain is available, the proposed modular approach
allows for reasonably successful domain adaptation, across
dramatically different tasks in the absence of labels.
V. CONCLUSION
Autonomous systems operating in multi-agent environments
need effective behavioural prediction models. This paper
introduces a modular architecture for multi-agent trajectory
prediction given image sequences and position information.
The proposed architecture, RDB, is compared to existing art
on established benchmark datasets and in a domain adaptation
context. This work shows that both spatial and dynamic
aspects of the environment are key to building effective
representations in the context of multi-agent motion prediction.
As a further benefit, decoupling the learning of environment
specific model allows for unsupervised transfer and domain
adaptation to new environments and tasks.
Empirical evaluations along with a detailed ablation study
highlight the importance of the proposed representations. The
modular structure uses a model of the static environment and
the global dynamics of a scene, alongside local dynamics
models. Results show that these models are complimentary
and necessary for successful motion prediction.
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