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Özetçe 
nsanın sesi algılamada iitsel bilginin yanında görsel bilgiyi 
de kullandıı bilinmektedir ancak farklı veri kanallarından 
gelen bilgiyi nasıl birletirdii belirsizliini korumaktadır. 
Belirsizikle birlikte Görsel – itsel Konuma Tanıma’daki veri 
kaynatırma sürecine duyulan ilgi de artmaktadır. Bu 
çalımada, Ardıık Karma Yöntem (AKY) olarak adlandırılan 
veri kaynatırma teknii ile Görsel – itsel Konuma 
Tanıma’da yeni bir yaklaım sunulmakta ve bu yaklaım etkili 
ve sık kullanılan bir veri kaynatırma teknii olan Çok Akımlı 
Saklı Markov Model (Multiple Stream Hidden Markov Model - 
MSHMM) ile karılatırılmaktadır.  
Abstract 
It is well known that human perception of speech relies both 
on audio and visual information. However, the physiology of 
information fusion process in humans is still indefinite which 
attracts scientists’ attention to information fusion process for 
Audio-Visual Speech Recognition. In this work, a novel 
tandem hybrid approach is introduced for an efficient Audio 
– Visual Speech Recognition system and the performance of 
the proposed technique is experimentally compared with the 
widely used Multiple Stream Hidden Markov Model 
(MSHMM) approach.  
1. Giri 
Konuma, insanın çevresiyle etkileiminde en sık 
bavurduu araçlardan biri olması dolayısıyla insan –
bilgisayar arayüzleri açısından kritik önemdedir. Konuma 
tanıma sistemleri için, sesin modellenmesinde oldukça etkili 
teknikler önerilmitir. Ancak gürültüsüz ortamlarda baarılı 
sonuçlar veren bu teknikler gürültü seviyesinin artmasıyla 
ciddi performans kayıplarına maruz kalmaktadır. Oysa 
konuma tanımaya ihtiyaç duyulan ortamların gürültüsüz 
olması garanti edilemez. Problemin çözümü yine insan 
fizyolojisinde yatmaktadır. nsan, sesi algılamada iitsel 
bilginin yanında görsel bilgiyi de kullanır. Hatta görsel 
bilginin yardımcı deil bütünleyici bilgi olduu Mac Gurk 
tarafından kanıtlanmıtır [1]. 
Görsel – itsel Konuma Tanıma Sistemleri, iitsel 
bilginin yanında görsel bilgiden de faydalanarak gürültü 
seviyesinin arttıı ortamlarda da yüksek tanıma oranlarını 
hedeflemektedir. Bir Görsel – itsel Konuma Tanıma 
Sistemi, üç alt yapıdan olumaktadır. Birincisi, iitsel bilginin 
analizi, ikincisi görsel bilginin analizi ve üçüncüsü iki bilgi 
akımının birletirilmesi ya da kaynatırılmasıdır.  
itsel bilginin analizinde, gürültüden daha az etkilenen 
iitsel özniteliklerin çıkarılması konusunda çeitli çalımalar 
sürdürülse de, Mel Frekansı Kepstral Katsayıları (Mel 
Frequency Cepstral Coefficients – MFCC) gürültüsüz 
durumlardaki baarısıyla ETSI (European 
Telecommunications Standard Institute) standardı kabul 
edilmitir [2]. Bu çalımada da iitsel öznitelik olarak 
MFCC’ler tercih edilmitir. 
Görsel bilginin analizinde, iitsel analizde olduu gibi 
standart kabul edilebilecek teknikler olmasa da çalımaların 
younlatıı yöntemler mevcuttur. Bu çalımada, basit ve 
etkili bir görsel öznitelik olarak kabul gören Ayrık Kosinüs 
Dönüümü (Discrete Cosine Transform – DCT) katsayıları 
tercih edilmitir.  
Makalenin odaklandıı nokta ise veri kaynatırma 
sürecidir. itsel ve görsel öznitelik vektörlerinin, Saklı 
Markov Modelleri (Hidden Markov Models – HMM) ile 
modellenmeden önce ön sınıflandırıcı aamasından 
geçirilmesine dayanan veri kaynatırma yöntemleri Ardıık 
Karma Yöntem (AKY) olarak isimlendirilmektedir. Bilimsel 
yazında, çeitli AKY’ler ileri sürülmütür [6,7]. Bu çalımada 
da, veri akımlarının birbirinden baımsız olarak Gauss 
Karıımı Modeli (Gaussian Mixture Model – GMM) 
sınıflandırıcıları ile sınıflandırıldıı ve sonrasında iki 
sınıflandırıcının Dorusal Ayırtaç Analizi (Linear 
Discriminant Analysis – LDA) sınıflandırıcısı ile birletirildii 
bir AKY önerilmektedir. Önerilen algoritma, MSHMM ile 
karılatırılmaktadır.  
Makale, giri bölümüyle birlikte altı bölüme ayrılmıtır. 
kinci bölümde iitsel öznitelik çıkarılması, üçüncü bölümde 
görsel öznitelik çıkarılması, dördüncü bölümde iitsel ve 
görsel veri akımlarının birletirilmesi ve HMM modelleme 
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anlatılmıtır. Deneysel sonuçlar beinci bölümde analiz 
edilerek, altıncı bölümde vargılar irdelenmitir.  
2. itsel Öznitelik Çıkarımı 
itsel öznitelik olarak ETSI standardı kabul edilen Mel 
Frekansı Kepstral Katsayıları ( Mel Frequency Cepstral 
Coefficients – MFCC) kullanılmıtır [2]. Ses iaretinin Mel 
ölçeinde kepstral analizi ile elde edilen MFCC’ler, insanlarda 
dorusal olmayan frekans algısını modellemedeki baarısı 
dolayısıyla sık kullanılan iitsel özniteliklerdir. 
Sesin analizi için genellikle 10ms’de bir alınan 25ms 
uzunlukta çerçeveler kullanılmaktadır ancak Görsel – itsel 
Konuma Tanıma’da iitsel ve görsel bilginin 
senkronizasyonuna ihtiyaç duyulduundan bu çalımada 
40ms’de bir alınan 100ms uzunluktaki çerçeveler tercih 
edilmi ve böylece 25fps’lik görsel bilgiyle senkronizasyon 
salanmıtır.  
MFCC’lerin çıkarımında u temel adımlar atılır: Her bir 
ses çerçevesine Fourier Dönüümü uygulanarak frekans 
spektrumu bulunur. Spektrum, Mel ölçeine izdüürülerek 
logaritması alınır ve ardından DCT uygulanır. Sonuçta ulaılan 
DCT katsayılarının genlikleri MFCC’lerdir.  
Öznitelik olarak alınan MFCC sayısı, spektrumun 
gösterimindeki hassasiyeti belirler. MFCC sayısı arttıkça 
hassasiyet artar. Genellikle ilk 12 MFCC (spektrumdaki 
düük frekans katsayıları) ve çerçevedeki enerji alınarak, her 
çerçeve için 13 boyutlu statik öznitelik vektörü oluturulur. 
Dinamik bilgiyi de modellemek için, 13 boyutlu öznitelik 
vektörünün komu çerçevelerle birinci ve ikinci türevleri de 
çıkarılır ve neticede her çerçeve için 39 boyutlu iitsel 
öznitelik vektörü elde edilir.  
3. Görsel Öznitelik Çıkarımı 
Görsel öznitelik çıkarımında, iitsel öznitelik çıkarımında 
olduu gibi standart haline gelmi teknikler olmasa da, 
çalımaların younlatıı algoritmalar mevcuttur. Görsel 
öznitelik çıkarma metotları iki farklı kategoride incelenebilir:   
1. ekil temelli öznitelikler 
2. Bölge temelli öznitelikler 
ekil temelli öznitelik olarak, azın dik ve yatay açıklık 
miktarları, azın açıklık açısı gibi ölçümler ya da dudak 
eklinin parametrik gösteriminin parametreleri 
kullanılmaktadır. Ancak, ekil temelli özniteliklerin baarısı, 
dudak çevritinin takip edilmesindeki baarıya balıdır ve takip 
algoritmalarındaki küçük sapmalar dahi tanıma oranlarında 
büyük hatalara sebep olabilmektedir. 
Bölge temelli öznitelikler için ise dudak çevritinin takip 
edilmesine gerek olmaksızın dudak bölgesinin içinde kalan 
piksel deerleri kullanılır. Dolayısıyla, öznitelik çıkarımına 
geçmeden önce en uygun ilgi bölgesi tayin edilmelidir. lgi 
bölgesi içinde kalan tüm pikseller üzerinde yapılacak 
istatistiksel analizde yüksek boyut problemiyle 
karılaılacaından, ilgi bölgesine çeitli boyut indirgeme 
yöntemleri uygulanır. Boyut indirgeme, ilemsel yükü 
azalttıı gibi tanıma sisteminin konumacıdan baımsız 
olmasına da katkı salar.  
3.1. lgi Alanının Çıkarılması  
Görsel ses bilgisinin büyük bir kısmının, burnun ucunu ve 
çeneyi de kapsayan bir dudak bölgesinde olduu 
bilinmektedir. Hemen hemen tüm çalımalarda ilgi alanı 
deien boyutlarda da olsa dikdörtgen olarak seçilmitir. Bu 
çalımada dudak bölgesi, yüzün dikey olarak altta kalan 
%40’lık ve yatay olarak ortadaki %50’lik kısmı kabul 
edilmitir. Yüz sezimi için Viola ve Jones’un görsel nesne 
sezimi metodu kullanılmıtır [3]. Ardıık video kareleri 
arasındaki süreklilii salamak ve yüz sezimi algoritmasından 
kaynaklanabilecek sapmaları en aza indirgemek için video 
kareleri arasındaki ilinti kullanılabilir. Bu nedenle ele alınan 
video karesindeki dudak bölgesinin bir önceki karedeki dudak 
bölgesiyle ilintisine bakılmıtır. Her video karesi için faklı 
boyutta bulunabilecek olan dudak bölgeleri dorusal ara 
deerleme ile yeniden boyutlandırılarak 48x64 dudak 
videoları elde edilmitir.  
3.2. Ayrık Kosinüs Dönüümü (DCT) 
lgi alanının saptanmasından sonra boyut indirgeme 
ilemine geçilir. Ayrık Kosinüs Dönüümü (DCT) imge 
sıkıtırmada olduu gibi görsel konuma tanımada da 
etkilidir. lk olarak Potamianos tarafından konuma tanımaya 
uygulanan DCT’nin ekil temelli özniteliklere olan üstünlüü 
saptanmıtır [4]. DCT, enerji sıkıtırmadaki baarısının 
yanında gerçekleme hızı nedeniyle de tercih edilen bir 
yöntemdir. Bu çalımada, gri ölçekli dudak imgelerine iki 
boyutlu DCT uygulanmıtır. Statik öznitelikler olarak ilk 25 
alçak frekans DCT katsayıları alınmıtır. itsel öznitelik 
çıkarımında olduu gibi görsel özniteliklerin de birinci ve 
ikinci türevleri alınarak neticede 75 boyutlu görsel öznitelik 
vektörü elde edilmitir. 
4. Veri Kaynatırma 
Daha önce de belirtildii gibi, insanların konuma tanıma 
için iitsel ve görsel bilgiyi nasıl kaynatırdıı 
bilinmemektedir. Bu durum, görsel-iitsel konuma tanıma 
konusunda çalıma yapanları çeitli veri kaynatırma 
tekniklerini deneyerek karılatırmaya yöneltmektedir. 
Etkili ve sık kullanılan veri kaynatırma tekniklerinden biri 
de Çok Akımlı Saklı Markov Model (Multiple Stream Hidden 
Markov Model - MSHMM)’lerdir. MSHMM’ler ile birden 
çok veri akımının farklı aırlıklar verilerek paralel olarak 
modellenmesi mümkün olmaktadır [5]. ekil-1’de 3 durumlu 
bir MSHMM topolojisi verilmektedir.  
 
 
ekil-1 : MSHMM topolojisi 
 
Tek akımlı HMM’lerden farklı olarak MSHMM’lerde, t 
anındaki bir gözlemin j. durum tarafından gözlemlenme 
olasılıı )( tj ob , tüm veri akımlarındaki gözlemlerin j. durum 
tarafından gözlemlenme olasılıkları )( tsjs ob ’lerin 
kombinasyonu olarak ifade edilir. Denklem-1’de de görüldüü 
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gibi her akımın bir sw  aırlıı vardır ve tüm akımların 
aırlıkları toplamı 1’e eittir.  
 
∏=
s
w
tsjstj
sobob )]([)(    (1) 
Bu çalımada önerilen Ardıık Karma Yöntem (AKY), var 
olan MSHMM yöntemiyle karılatırılmaktadır. AKY, 
öznitelik vektörlerinin HMM’e gözlem vektörü olarak 
verilmeden önce bir ön sınıflandırma sürecinden geçirilmesi 
esasına dayanır. Ön sınıflandırma neticesinde elde edilen ardıl 
olasılık vektörü HMM’e gözlem vektörü olarak sürülür. Bu 
yöntem çeitli çalımalarda incelenmi ve dorudan öznitelik 
vektörlerinin kullanıldıı yöntemlere üstünlükleri 
kanıtlanmıtır [6,7].  
AKY’de atılan adımlar unlardır: lk olarak, her bir akım 
için baımsız sınıflandırıcılar eitilir. Daha sonra bu 
sınıflandırıcılar bir sınıflandırıcı birletiricisi ile birletirilir. 
itsel ve görsel öznitelik vektörlerinin bir biri ardına 
eklenmesiyle oluturulan görsel-iitsel öznitelik vektörü 
eitilmi olan birleik sınıflandırıcıdan geçirilir. Sınıflandırıcı 
çıktısı ardıl olasılık vektörüdür ve bu vektörün boyutu toplam 
sınıf sayısı kadardır.  
 
 
ekil-2 : AKY topolojisi 
 
Ardıık Karma yöntemler, kullanılan tekil sınıflandırıcılar 
ve sınıflandırıcı birletiricilerine göre farklılık gösterebilir 
[6,7]. Bu çalımada her bir veri akımı Gauss Karıımı Modeli 
(Gaussian Mixture Model - GMM) sınıflandırıcısı ile eitilmi 
ve ardından her iki veri akımına ait GMM’ler,  Dorusal 
Ayırtaç Analizi (Linear Discriminant Analysis - LDA) 
sınıflandırıcısı ile birletirilmitir. 75 boyutlu görsel öznitelik 
vektörünün, 39 boyutlu iitsel öznitelik vektörüne 
eklenmesiyle elde edilen 114 boyutlu görsel-iitsel öznitelik 
vektörü GMM-LDA birleik sınıflandırıcısına verilmi ve 11 
boyutlu ardıl olasılık vektörü elde edilmitir. Her bir veri 
çerçevesinden elde edilen 11 boyutlu ardıl olasılık vektörü 
HMM için bir gözlem vektörüdür. Önerilen AKY’in topolojisi 
ekil-2’de görülmektedir. 
MSHMM’de 114 boyutlu öznitelik vektörleri kullanılırken 
AKY’de 11 boyutlu öznitelik vektörleri kullanılmaktadır. Bu 
da, test sürecinde AKY’in çok daha hızlı gerçeklenebilmesine 
olanak salamaktadır. AKY’deki GMM ve LDC aamalarının 
ilem yükü ise HMM aamasına kıyasla ihmal edilebilir. 
Bunun sebebi, GMM aamasında her sınıf için bir GMM 
eitilirken HMM aamasında her HMM durumu için bir 
GMM eitilmesidir. LDC aamasında da yine her sınıf için bir 
Gauss daılımı kullanılmaktadır.  
5. Sonuçlar 
Deneyler, M2VTS veritabanı  üzerinde gerçekletirilmitir 
[8]. M2VTS veritabanı, 37 farklı konumacının rakamları 
Fransızca olarak 0’dan 9’a sırayla seslendirdii video’lardan 
olumaktadır ve farklı zamanlarda kayıtların tekrarlandıı 5 
bant bulunmaktadır. Sadece iitsel bilginin kullanıldıı ve 
sadece görsel bilginin kullanıldıı tanıma deneylerinde 4 bant 
eitim verisi olarak, sonuncu bant ise test verisi olarak 
kullanılmıtır. MSHMM deneyinde 3 bant eitim için, 4. bant 
veri akımlarının çeitli gürültü seviyelerindeki aırlıklarının 
saptanması için ayrılmı ve 5. bant test için bırakılmıtır. AKY 
deneyinde ise GMM sınıflandırıcıları 3 bant, LDA 
birletiricisi 4. bant ile eitilmi ve testler 5. bant üzerinde 
gerçekletirilmitir.   
 Gürültülü ortam performanslarını incelemek için ofis 
ortamında alınan kayıtlara 20dB’den -5dB’ye kadar deien 
seviyelerde araba gürültüsü eklenmitir. 
Sınırlı sayıda sınıf bulunduu için, 10 rakam ve “sessizlik” 
olmak üzere toplam 11 sınıf, kelime tabanlı tanıma tercih 
edilmi ve 10 durumlu, 12 Gauss karıımlı HMM’ler 
eitilmitir. MSHMM’de akımların aırlıkları her gürültü 
seviyesi için tanıma oranı performansına bakılarak 
saptanmıtır. Kullanılan aırlıklar Tablo-1’de görülmektedir.  
 
Gürültü 
Miktarı 
itsel 
Akım 
Aırlıı 
Görsel 
Akım 
Aırlıı 
Yok 1.0 0.0 
20dB 1.0 0.0 
15dB 1.0 0.0 
10dB 0.8 0.2 
5dB 0.4 0.6 
0dB 0.2 0.8 
-5dB 0.0 1.0 
 
Tablo-1 : MSHMM için akım aırlıkları 
 
Tablo-2’de verilen farklı gürültü seviyeleri için tanıma 
oranları incelendiinde iitsel bilginin gürültü seviyesinin 
artmasıyla birlikte yetersiz kaldıı ve görsel bilginin iitsel 
gürültüden etkilenmedii görülmektedir. itsel ve görsel 
bilginin ikisinden de faydalanılan MSHMM ve AKY 
deneylerinde, tek akımın kullanıldıı deneylere göre üstünlük 
aikardır. 5dB gürültü seviyesine kadar MSHMM ve AKY’nin 
yakın performans gösterdii ancak 0dB ve üzerindeki gürültü 
seviyelerinde MSHMM’in iitsel bilginin olumsuz etkisini 
daha iyi bastırdıı söylenebilir. 
 
Gürültü itsel Görsel MSHMM AKY 
Yok 100.00 73.10 100.00 99.35 
20dB 100.00 73.10 100.00 98.06 
15dB 98.48 73.10 98.29 97.41 
10dB 90.91 73.10 92.00 92.31 
5dB 53.89 73.10 79.09 83.33 
0dB 19.00 73.10 74.74 60.00 
-5dB 10.00 73.10 71.92 40.00 
 
Tablo-2 : Farklı gürültü seviyeleri için tanıma oranları (%) 
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Tanıma performanslarının yanında, iki yöntem çalıma 
hızları açısından da karılatırılmıtır ve öngörüldüü gibi 
AKY’in test sürecinin MSHMM’in test sürecine göre daha az 
zaman aldıı tespit edilmitir. Tablo-3’de tüm test verisinin 
ilenmesi için geçen süreler görülmektedir. 
 
 MSHMM AKY 
Süre (sn.) 129.978 31.112 
 
6. Vargılar 
Bu çalımada, Görsel-itsel Konuma Tanıma sistemlerindeki 
veri kaynatırma aaması için yeni bir yaklaım önerilmi ve 
etkili bir veri kaynatırma teknii olarak kabul gören 
MSHMM ile karılatırma yapılmıtır. Önerilen yaklaımın, 
MSHMM ile yakın performans göstermesi ve özellikle 
sınıflandırıcı aamalarının iyiletirmelere açık olması ileriki 
çalımalar için umut vericidir. Bunun yanında, test etme 
sürecinde AKY’in MSHMM’e göre daha az çalıma zamanına 
ihtiyaç duyduu gösterilmitir. 
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