LiDAR devices obtain a 3D representation of a space. Due to the large size of the resulting datasets, there already exist storage methods that use compression and present some properties that resemble those of compact data structures. Specifically, LAZ format allows accesses to a given datum or portion of the data without having to decompress the whole dataset and provides indexation of the stored data. However, LAZ format still have some drawbacks that should be faced. In this work, we propose a new compact data structure for the representation of a cloud of LiDAR points that supports efficient queries, providing indexing capabilities that are superior to those of LAZ format.
Introduction
Light Detection and Ranging Technology (LiDAR) has been used during the last four decades in Geosciences as a geomatic method to obtain the 3D geometry of the surface of objects [6] . LiDAR uses a laser beam to compute the distance between a device and an object that reflects the beam. When the laser is used to scan the entire field of view at a high speed, the result is a dense cloud of points centered at the device, with each point having additional information such as the intensity of the laser beam reflection. If the device has additional sensors, each point in the cloud will have additional attributes (e.g., if the device includes a camera, each point will have a color value associated).
The decrease in cost of laser scanning devices has helped to drastically increase the application fields for point clouds. For instance, laser scanning has been used to classify and recognize objects in urban environments [23] , in natural environments (e.g., landslides [10] , or forests [8] ), or even underwater environments [17] . Hence, huge datasets are being produced that require immense computing resources to be processed. To give two examples, the ISPRS benchmark on indoor modelling consists of five point clouds containing 98.1 × 10 6 points [11] and the mobile laser scanning test data "MLS 1 -TUM City Campus" contains more than 1.7 × 10 9 points collected in 15 minutes.
Due to the size of the obtained data, the use of compression is almost mandatory. However, the traditional approach of keeping the data compressed in disk and decompressing the whole dataset before any processing is not effective. Therefore, the classical method for storing LiDAR data (LAZ format) is able to compress the data but, in addition, permits accessing a datum or portions of the data without the need of decompressing the whole dataset. In addition, it is equipped with an index to accelerate the queries. Observe that this setup is very similar to that of many modern compact data structures [15] .
The use of compression for spatial data is not exclusive of LAZ format. In the case of raster data, Geo-Tiff and NetCDF are able to store the data in compressed form, and in the case of NetCDF, it also permits querying the data directly in that format. Therefore, the application of the knowledge acquired in compact data structures soon led to a new research line.
The wavelet tree [7] was the first compact data structure used in the scope of spatial data. The work in [3] proposes a new point access method based on it. In [16] , it is used to represent a set of points in the two-dimensional space, each one with an associated value given by an integer function. Another family of compact data structures based on the quadtree also arose. In [2] , a compact version of the region quadtree was adapted for storing and indexing compressed rasters. In the same line, Ladra et. al [13] presented an improvement on the previous works.
In this work we continue in this line, now tackling even more complex spatial data. We present a compact data structure to represent LiDAR point clouds, denoted k 3 -lidar, which compresses and indexes the data. The improvements with respect to the LAZ format are in two aspects. The LAZ format relies on differential encoding plus an entropy encoder, which compresses/decompresses data by blocks, and thus, in order to retrieve a small region, one or more complete blocks must be decompressed. Another drawback of the LAZ format is that it uses a quadtree to index the points, and this only accelerates the queries by the x and y coordinates. Our new k 3 -lidar is able to retrieve/decompress a given datum and indexes the three dimensions of the space.
Related work: LAS and LAZ format
The American Society for Photogrammetry and Remote Sensing 1 defined in 2003 the LASer (LAS) file format, an open data exchange format for LiDAR point data records [21] . The format contains binary data consisting of a header block that describes general information of the point cloud (e.g., number of points, bounding box), variable-length records to describe additional information such as georeferencing information or other metatada, and point records. Each point record consists of a collection of fields describing the point (e.g., the point x, y and z coordinates represented as 4-byte integers, the return intensity represented as a 2-byte integer, or the laser pulse return number). The standard defines a Point Data Record Format 0, and allows for additional formats to be defined with additional data (e.g., the Point Data Record Format 1 adds the GPS time at which the point was acquired as an 8-byte double).
The version 1.4 R14 of the LAS file format specification has been released in 2019 [22] . It defines 11 point data record formats (some of them to provide legacy support), a mechanism to customize the LAS file format to meet applicationspecific needs by adding point classes and attributes, extended variable-length records to carry larger payloads, and additional types of variable-length records (e.g., georeferencing using Well Known Text descriptions, textual description of the LAS file content, or extra bytes for each point record).
Even though the LAS file format avoids using unnecessary space by storing the coordinates as scaled and offset integers, a LAS file requires much storage space (e.g., a 13.2M point cloud requires 254 MB of disk space, see Table 1 ). The LAZ file format [9] , defined by the LASzip lossless compressor for LiDAR, achieves high compression rates supporting streaming, and random access decompression. LASzip encodes the points in the cloud using chunks of 50,000 points. For each chunk, the first point is stored as raw bytes and it is used as the initial value for subsequent prediction schemes. Each additional point is compressed using an entropy coder (an adaptive, context-based arithmetic coding [19] ). These techniques make the LAZ file format very efficient in terms of space. Isenburg [9] showed that the compression ratio is similar or better than general-purpose compression formats such as ZIP or RAR, while maintaining the possibility of processing the file as a stream of points or directly accessing a particular point without having to decompress the complete file.
The LAZ file format is also very efficient answering range queries on the x and y dimensions because LAZ files can be indexed using an adaptative quadtree over these coordinates. Each quadtree leaf contains a list of point indexes that can be used to determine the chunk that contains the point. To resolve a range query, the quadtree is first traversed to determine the candidate point indexes, then, the relevant chunks are retrieved, and finally the chunks have to be decompressed and sequentially scanned to determine the points in the result.
Considering additional types of queries, the LAZ file format is highly inefficient on three-dimensional queries or queries over attribute data because a sequential scan has to be performed over the points in a chunk. These queries are becoming more common because classification algorithms over point clouds quite often require to locate close points in the three-dimensional space, or close points in a two-dimensional space with a similar attribute value (e.g., having the same intensity). Both types of queries can be efficiently answered if a threedimensional index is built over the data.
3 Background: k 2 -trees and k 3 -trees
The k 2 -tree [5] is a time-and space-efficient version of a region quadtree [12, 20] . Considering a binary matrix of size n × n, it is divided into 2 2 quadboxes (submatrices) of size n/2 × n/2. Each quadbox produces a child of the root node. The label of the node is 1-bit if the corresponding quadbox contains at least one 1-bit, and 0-bit otherwise. The quadboxes having at least one 1-bit are divided using the same procedure until reaching a quadbox full of 0-bits, or reaching the cells of the original matrix.
The k 2 -tree, instead of using a classical pointer-based representation of the tree, represents the quadtree using only sequences of bits. More concretely, it uses two bitmaps, denoted as T and L, where T is formed by a breadth-first traversal of the internal nodes, whereas the L is formed by the leaves of the tree. From this basic version, several other improvements yield better space and time performance [5] . Among them, one is that instead of diving each quadbox into 2 2 quadboxes of size n/2 × n/2, each division produces k 2 quadboxes of size n/k × n/k, where k is a parameter that can be adapted for each level of the tree. This is usually used to obtain shorter and wider trees that, at the price of a slightly worse space consumption, are faster when querying.
As in the case of the quadtree, where the simple addition of a third dimension produces the octree [14] , the k 3 -tree [2] is simply a 3-dimensional k 2 -tree. Figure  1 shows a 3-dimensional binary matrix, its corresponding octree, and the k 3 -tree represented using bitmaps T and L.
The k 3 -tree can be efficiently navigated using rank and select operations 2 over T and L (see [1, Section 6.2.1]). 
Our proposal: k 3 -lidar
In this section, we present the k 3 -lidar, a data structure to represent LiDAR point clouds in compact space, which allows us to perform efficient queries.
Conceptual description
Consider a 3D matrix of size n × n × n that stores a set of LiDAR points. In addition to its coordinates, a point contains several values that correspond to each of its attributes (e.g., intensity, scan angle, color, etc.). Observe that the k 3 -tree was designed to store and index a matrix with a bit value for all positions, that is, a 3D binary raster. However, when dealing with LiDAR datasets, we have to change that raster approach to a point-based data structure. In this scenario, many positions of a LiDAR matrix can be empty, that is, there are no points in those positions.
The k 3 -lidar recursively divides the matrix into several equal-sized submatrices, by following the same strategy used by the k 3 -tree. Again, this recursive subdivision is represented as a tree, where each node corresponds to a submatrix. As in the original k 3 -tree, the division of the submatrices stops when the submatrix is empty (full of 0-bits, in the case of the k 3 -tree) and when the process reaches the cells of the original matrix (submatrices of sixe 1 × 1 × 1), placed at level log k n . In addition to these cases, the subdivision of the k 3 -lidar also stops when the number of points in the processed submatrix is less than or equal to a given threshold l.
Regarding the attributes of each point, their values are compactly stored in our structure and can be efficiently retrieved when obtaining a point. Our structure stores the attributes defined in Point Data Record Format 0 (LAS Specification 1.4 [22] ) but it can be easily adapted to allow attributes defined in other formats.
Data structures
We use several data structures to represent the conceptual tree previously described:
-Tree structures (T and H): We use two data structures to represent the topology of the tree. T is a bitmap, similar to that of the k 3 -tree, but a 0 means that the submatrix is empty or the number of points does not exceed the threshold l. The L bitmap of k 3 -tree is not used. This is due to: i) in many cases, the k 3 -lidar does not reach the last level of subdivision (level log k n ), as the division frequently stops before that level due to empty submatrices or submatrices containing l points or less; and ii) in case of reaching the last level of the subdivision, leaf points require a more complex data structure than just a bitmap.
In addition to T, we use another bitmap, H, which has one bit for each 0-bit in T , plus, if the last level is reached, as many bits as cells in that last level. Each bit differentiates empty submatrices with those that contain some points. That is, for each i such that T [i] ← 0, we set H[rank 0 (T, i)] ← 0 iff the submatrix is empty or H[rank 0 (T, i)] ← 1 in other case. In the case of positions corresponding to the last level log k n , a 1-bit means that the corresponding cell has points. values. Therefore, we use one scale factor and one different offset for each dimension. The scale factor is a float value that allows us to transform float values into integer values. The offset is an integer value that allows us to translate points to a coordinate system that starts at 0, 0, 0 . In addition to converting negative numbers into positives, the offset also allows us to obtain smaller numbers in the values of the coordinates. For example, if the minimum value in X is 1000, we can move all points 1000 positions to the left, that is, the coordinate 1000 would be the 0, the 1001 would be the 1, and so on. These parameters use the same strategy than LAS/LAZ format. 
Construction

Query
In this section, we describe two queries designed for the k 3 -lidar, which are of interest for LiDAR point clouds.
Obtaining all points of a region (getRegion): The k 3 -lidar is able to obtain all points of a given region x i , y i , z i × x e , y e , z e by performing a top-down traversal of the tree from the root node. We follow the branches corresponding to submatrices that overlap with the region of interest. When a leaf is found, the coordinates of its points are checked and the attributes are only retrieved if the point is within the region. Due to the fact that points follow a z-order, some mechanisms are included to decrease the number of points checked. For instance, when we reach a point x , y , z and x > x e , the process stops as we can assure that there are no more valid points in that node. Algorithm 1 shows a pseudocode of the algorithm to solve this query. Let T , H, N , X, Y , Z, and 1s in T be global parameters and n × n × n the size of the dataset. Parameter 1s in T stores the total number of 1s in bitmap T and was calculated previously. The parameter result is the list of points returned by the query. Given a region x i , y i , z i × x e , y e , z e , the first call of the algorithm is getRegion(n, x i , y i , z i , x e , y e , z e , 0). Lines 1-3 run through each child node that overlaps the defined region. c pos (Line 4) is the position in T of the current child node. The condition in Line 5 determines if the node is at level log k n (which corresponds to submatrices of size 1 × 1 × 1) or not. Line 6 checks if the node is an internal node or a leaf node. In the first case, a recursive call is invoke (Lines 7-10). Function getLocalCoordinates converts the given region into local coordinates with respect to the current node. The position of its children is calculated as rank(T, c pos) · k 3 . When the algorithm reaches a node in the level log k n , Lines 24-32 are executed. Line 24 calculates the position in H, recall that level log k n is not represented in T . Lines 26-29 are equal to lines 14-17. Finally, for each point in the node, the algorithm retrieves its information and adds the point to the list. Observe that it is not necessary to obtain the local coordinates of the vectors X, Y and Z.
Obtaining all points of a region filtered by attribute value (filterAt-tRegion): Given region x i , y i , z i × x e , y e , z e and a range of values for an attribute [A i , A e ], this query obtains all points within the defined region with values for the attribute between A i and A e . Again, this query performs a topdown traversal of the tree. Unlike the query getRegion, when the algorithm reaches a leaf node, in addition to the coordinates, it also retrieves the attribute value of the point. 
Experimental evaluation
We ran some experiments as a proof of concept of the good properties of our proposed data format. More concretely, we compare the space and time results obtained by k 3 -lidar, to those obtained when using LAS/LAZ formats. Table 1 shows the description of the LiDAR point clouds used in the experimental evaluation. We use five different datasets coming from two different sources, an airborne LiDAR and a mobile laser scanning:
-Three datasets were created from the union of different files of the Plan Nacional de Observación del Territorio 3 (PNOA). Each tile (file) represents an area of Spanish territory of size 2×2 km with a minimum density of 0.5 points/m 2 . PNOA-small is composed of 4 tiles and represents an area of 16 km 2 , PNOA-medium is composed of 9 tiles and represents an area of In all cases, LiDAR points were converted to Point Data Record Format 0 (LAS Specification 1.4). Then we created indexes for the LAZ files using the lasindex tool of LAStools 5 . These indexes are able to index the x and y dimensions to improve the query time. LASLib library 6 was used to execute queries on LAZ files. The k 3 -lidar was configured with k = 2 and l = 100.
All the experiments were run on an isolated Intel R Core TM i7-3820 CPU @ 3.60 GHz (4 cores) with 10 MB of cache, and 64 GB of RAM. It ran Debian 9.8 Stretch, using gcc version 6.3.0 with -03 option.
The comparison of space is shown in the first columns of Table 2 . LAZ files obtain the best results in the three cases, around 65% less than k 3 -lidar, which in turn, needs around 53% less space than the uncompressed LAS. Table 2 also shows the query times. We generated 500 random regions of different sizes. However, the LAZ software failed in many queries (the reported result contains 0 points). Therefore we only considered the times of those techniques that worked properly, that is, LAZ and k 3 -lidar. Our proposal is around 5 times faster than LAZ in GetRegion queries for PNOA datasets and from 16-23 times faster for ISPRS datasets. FilterAttRegion queries were only executed over PNOA datasets filtering by the intensity attribute, as TUB1 and FireBrigade only contain the coordinates of the points, but do not include any other attribute values. For PNOA datasets, our proposal outperforms LAZ format, as queries are solved 5-10 times faster. 
Conclusions
In this work, we address the main drawback of the LAZ format for LiDAR data, which is its high executing times when answering to queries that retrieve a subset of points using constraints over the third dimension. LAZ is penalized by the fact that decompression is performed by blocks and the index only covers the X and Y coordinates. We propose a new representation for LiDAR point clouds, denoted k 3 -lidar, which is able to decompress random points of the cloud and, as it is based on a compact version of an octree, the k 3 -tree, it can index the three dimensions. This implies significant improvements in the querying times, ranging from 5 times to more than one order of magnitude faster.
The future work will cover two main lines. First, regarding the space requirements, k 3 -lidar compresses 65% less than LAZ. Therefore, the use of previous ideas from the original k 2 -tree and k 3 -tree, such as using different k values in different levels, or further compressing frequent submatrices, will be studied. The other line is the indexation of more dimensions, to include the attribute values stored at the points. The k 2 -raster is a compact data structure designed for raster data that not only indexes the data spatially, but it also indexes the values stored at the cells of the raster. Our aim is to apply similar ideas to address the indexation of LiDAR data. Fig. 4 : Visualization of datasets TUB1 and FireBrigade. We include the point cloud visualization and also an eye-dome lighting (EDL) visualization. EDL is a non-photorealistic, image-based shading technique designed to improve depth perception in scientific visualization images [18] .
