Abstract. For a family of height one orders (X, ≤) and each non-degenerate solution r 0 : X × X −→ X × X of the set-theoretic braid equation on X satisfying suitable conditions, we obtain all the non-degenerate solutions of the braid equation on the incidence coalgebra of (X, ≤) that extend r 0 .
Introduction
Let V be a vector space over a field K and let r : V ⊗ K V −→ V ⊗ K V be a bijective linear operator. We say that r satisfies the braid equation if r 12 • r 23 • r 12 = r 23 • r 12 • r 23 , where r ij denotes r acting on the i-th and j-th coordinates. Since the eighties many solutions of the braid equation have been found, many of them being deformations of the flip. It is interesting to obtain solutions that are not of this type, and in [6] , Drinfeld proposed to study the most simple of them, namely, the set-theoretic ones, i.e. pairs (X, r 0 ), where X is a set and r 0 : X × X −→ X × X is an invertible map satisfying the braid equation. Each one of these solutions yields in an evident way a linear solution on the vector space with basis X. From a structural point of view this approach was considered first by Etingof, Schedler and Soloviev [7] and Gateva-Ivanova and Van den Bergh [8] for involutive solutions, and then by Lu, Yan and Zhu [11] and Soloviev [13] for non-degenerate not necessarily involutive solutions. In the last two decades the theory has developed rapidly, and now it is known that it has connections with bijective 1-cocycles, Bierbach groups and groups of I-type, involutive Yang-Baxter groups, Garside structures, biracks, cyclic sets, braces, Hopf algebras, matched pairs, left symmetric algebras, etcetera (see, for instance [1] , [4] , [3] , [2] , [5] , [9] , [12] , [14] ).
Suppose now that (X, ≤) is a locally finite poset and consider its incidence coalgebra D. We identify each a ∈ X with the pair (a, a) in D. In [10] Assume that r is a non-degenerate coalgebra automorphism that induces a non-degenerate solution r 0 : X × X −→ X × X of the braid equation. In [10, Proposition 4.3] we give the equations that the coefficients λ e|f |g|h a|b|c|d 's must satisfy in order that r is a solution of the braid equation. In Corollary 2.5 we prove that in fact it suffices to solve a relatively small subset of these equations, corresponding to lower extremal inclusions (see Definition 2.3). For instance, when X = {x, y} with x < y, then by [10, Corollary 2.5], necessarily r 0 is the flip and the number of equations we must solve according to [10, Proposition 4.3] is 125. From these 8 are trivially true and 36 are solved by a general result in [10] . Our result shows that it suffices to solve 7 of the remaining 81 equations.
Although the general problem seems to be difficult even with this reduction, the above mentioned result allows us in Section 4 to make significant progress towards the solution of the following problem:
Given r 0 as above, find all the non-degenerate coalgebra automorphisms r : D ⊗ D −→ D ⊗ D fulfilling the following conditions: it is a solution of the braid equation, it induces r 0 on X × X and has settype square up to height 1 (see Definition 3.4), and then determine which ones of these maps have set-type square (see Definition 3.1). In this section we consider a height 1 poset (X, ≤) with cardinal u + v, having u minimal elements a 0 , . . . , a u−1 and v maximal elements b 0 , . . . , b v−1 such that a i < b j for all i, j. We assume that u and v are coprime, and we consider a nondegenerate bijective set-theoretic solution r 0 of the braid equation on X. Moreover, we also assume that there exist poset automorphisms φ r and φ l of X such that r 0 (x, y) = (φ l (y), φ r (x)) and φ r • φ l induces an uv-cycle on the set of all the pairs (a i , b j ). Our main result is Theorem 4.15, in which we determine all non-degenerate coalgebra automorphisms of D⊗D with set-type square up to height 1, that are solutions of the braid equation and induce r 0 on X × X. This gives various infinite families of solutions of the braid equation. Finally, in Proposition 4.16, we determine which ones of these solutions have set-type square.
Preliminaries
A partially ordered set or poset is a pair (X, ≤) consisting of a set X endowed with a binary relation ≤, called an order, that is reflexive, antisymmetric and transitive. A connected component of X is an equivalence class of the equivalence relation generated by the relation x ∼ y if x and y are comparable. The height of a finite chain a 0 < · · · < a n is n. The height h(X) of a finite poset X is the height of its largest chain. Let a, b ∈ X. The closed interval [a, b] is the set of all the elements c of X such that a ≤ c ≤ b. We say that b covers a, and we write a
In the sequel (X, ≤) is a locally finite poset and Y := {(a, b) ∈ X × X : a ≤ b}. It is well known that D := KY is a counitary coalgebra, called the incidence coalgebra
Consider KX endowed with the coalgebra structure determined by requiring that each x ∈ X is a group like element. The K-linear map ι : KX → D defined by ι(x) := (x, x) is an injective coalgebra morphism, whose image is the subcoalgebra of D spanned by its group like elements. Recall from [7] that a map r 0 :
Let r be a coalgebra automorphism of D ⊗ D and let
We say that r is non-degenerate if the maps
are isomorphisms (see [ 
for each y, z ∈ X such that e ≤ y ≤ f and g ≤ z ≤ h. = 1 for all x, y ∈ X. We will use freely this fact.
Factorization of solutions
We consider X × X × X endowed with the product order. Note that S and T are the closed intervals
Note also that
For S ⊆ T as above we define
w∈ [c,i] z∈ [j,d] u∈ [e,k] 
(see the proof of [10, Proposition 4.3] ). Since r ⊗ D and D ⊗ r are coalgebra morphisms, this implies that
and similarly
Assume S ⊆ T and let (p, q, s) ∈ S. We define the splitting of the inclusion S ⊆ T at (p, q, s) as the pair (S 1 ⊆ T 1 , S 2 ⊆ T 2 ), where
Theorem 2.2. The following equalities hold:
and
Proof. hold. We leave the proof of the second equality to the reader. 
Proof. By Proposition 2.1 we must show that LBE(S, T ) = RBE(S, T ) for all S ⊆ T .
When h(T ) = 0 this is true since r 0 : X × X → X × X is a solution of the braid equation, while for n = 1 it is true by hypothesis. Assume now that identity (2.2) hold for S ⊆ T with h(T ) ≤ n for some n ≥ 1 and set
. By the hypothesis, we know that (2.2) is satisfied for S = S. Moreover, for S ⊆ T with S / ∈ {S, S} there exists a splitting (
Hence, in this case the result follows by induction on h(T ), using Theorem 2.2. Finally we have
where in the second equality we have used equalities (2.3) and (2.4).
Braid equation for lower extremal inclusions in height one orders.
Next we analyze exhaustively the meaning of equalities (2.2) when the order has height one, the sum of the lengths of the intervals [a, b] , [c, d] and [e, f ] is greater than 1 and the inclusions are lower extremal: Proof. By Corollary 2.5.
Conditions for solutions with set-type square
Let r : D ⊗ D −→ D ⊗ D be a non-degenerate coalgebra automorphism and let r 0 : X × X −→ X × X be the map induced by r. In the sequel we assume that r 0 is a non-degenerate solution of the set-theoretical braid equation and we set r
Remark 3.2. By [10, Remark 3.1], the map r has set-type square if and only if 
We consider X × X endowed with the product order. Note that S and T are the closed intervals [(e, g),
Note also that h(
a w| a z|x c |y c and RSQ(S, T ) := δ ae δ bf δ cg δ dh .
Applying twice [10, Corollary 2.9], we obtain
Consequently, since by [10, Corollary 2.5]
where
Since r 2 is a coalgebra morphism, this implies that
LSQ(S, T ).
Let S ⊆ T and let (p, q) ∈ S. We define the splitting of the inclusion S ⊆ T at (p, q) as the pair (S 1 ⊆ T 1 , S 2 ⊆ T 2 ), where
Proof. Since the map
is injective, the result follows comparing coefficients in equalities (3.1) and (3.3).
The following equality hold:
Proof. Since, by definition 
As in Definition 2. Proof. Mimic the proof of Corollary 2.5 using equality (3.4) and Proposition 3.6.
For the rest of the section we will assume that (X, ≤) is connected. Moreover, since r 0 : X × X −→ X × X is a solution of the set-theoretic braid equation, φ l and φ r commute. Consequently, r has set-type square if and only if
where ϕ := φ l • φ r . 
a| (1) b|s (1) |s
a| (1) a|s (1) |s (1) s|s|a|b , (3.8) 12) and
(1) c| (1) c|a (1) |b ( 
(1) c| (1) c|a (1) |a (1) + λ
(1) c| (1) c|a (1) |b (1) = 0, which coincides with equality (3.11). A similar computation shows that when a = b = e = f and g = h = c ≺ d, equality (3.5) reduce to equality (3.13). By Corollary 3.7(1) this finishes the proof. 
for h ∈ {r, l}, a ≺ b in X and c ∈ X.
Proof. We only consider the case h = l since the case h = r is similar. By equalities (3.10) and (3.12),
which proves the first equality, and by equalities (3.11), (3.12) and (3.13),
a,
a, (1) b)
which proves the second equality.
We will need the following result that complements [10, Proposition 4.5].
Proposition 3.12. Item 6) of [10, Subsection 4.1] is satisfied if and only if for all
t)(
Proof. Mimic the proof of [10, Proposition 4.5(1)]. 
14)
and for all a ≺ b there exist constants
for all s, (3.16)
for all s and t. Assume now that r has set-type square up to height 1. Then, by Corollary 3.11,
Proposition 3.14. Assume that (X, ≤) has height 1. If r has set-type square up to height 1, then r has set-type square if and only if 
(1) c| (1) c|a (1) |a (1) + λ (1) c| (1) c|a (1) |b
(1) c| (1) c|a (1) |b (1) + λ (1) c| (1) d|a (1) |a
(1) c| (1) d|a (1) |a (1) + λ (1) c| (1) d|a (1) |b
(1) c| (1) d|a (1) |b (1) = Γ a|b|c|d + λ (1) c| (1) c|a (1) |b
c)(a (1) , b
c,
where the last equality follows from the definitions of Γ, β l and β r . Since, by (1.2) and the fact that the maps a (−) and (−) b are automorphisms of posets,
we obtain
where the second equality holds by Proposition 3.10; and the third one, by Corollary 3.11. Hence LSQ(S, T ) = 0 if and only if equality (3.19) is true. Proof. This follows immediately from Propositions 3.5, 3.10 and 3.14.
A family of examples
In this section we assume that u, v ∈ N are coprime and for each l ∈ N we set N l := {0, . . . , l − 1}. Define on the set
the partial order a i < b j for all i, j. For the rest of the paper we assume that each element of K × has uv distinct uv-th roots, and we fix a primitive uv-th root of unity w.
Let φ r , φ l : X → X be two commuting poset automorphisms and let In the sequel we assume that equalities (4.2) are fulfilled. For the sake of simplicity, from now on we write
By equalities (4.2) and Proposition 3.10,
Combining this with equality (1.2) we obtain that Remark 4.4. By equalities (4.3) and equality (4.4) there exists ε ∈ {±1} such that the following equalities hold: Assume that equality (2.2) hold for all S ⊆ T such that h(T ) ≤ 1. By item 4) of [10, Proposition 4.5] we know that, for all i,
Taking i = 0 and using equalities (4.5), we obtain
which is equivalent to equality (4.6). Conversely, assume that (4.6) holds. By equalities (4.2), in order to check that equality (2.2) is satisfied for all S ⊆ T such that h(T ) ≤ 1 it suffices to verify item 5) of [10, Subsection 4.1] and that, for each 0 ≤ i < uv,
When i = 0, the second coordinate of all the vectors in (4.8) and (4.9) vanishes, so conditions (4.8) and (4.9) hold. When i = 0, the computation above shows that (4.9) is equivalent to (4.6), and similarly (4.8) is equivalent to (4.6). Finally, item 5) of [10, Subsection 4.1] holds if and only if
But these equalities follow from a straightforward computation using (4.6). 
12)
Proof. By (1.2), we have
A direct computation using these facts and equalities (4.5) shows that equality (2.5)
Multiplying by α
3 and reordering we see that equality (2.5) with these values of a, b, c, d and e is fulfilled if and only if For the rest of the section we assume that equality (2.2) is satisfied for all S ⊆ T , such that h(T ) ≤ 1, or equivalently, that (4.6) holds.
Let α, β a and β b be as in Notation 4.3 and let ε ∈ {±1} be as in Remark 4.4. In order to abbreviate the expressions we write Γ instead of Γ 0|0|0|0 . 
Proof. Straightforward using (4.6). 
Proof. Note that by Lemma 4.8, equalities (4.10), (4.12) and (4.14) yield
is an uv-cycle. From equality (4.20) we obtain that
Combining this with (4.22) we deduce that Γ ςi|ςj|ςi|ςj = Γ i|j|i|j for all i and j, which implies that Γ i|j|i|j = Γ for all i and j. (4.23) On the other hand, from equality (4.21) we obtain that
Combining this with (4.20), we deduce that 
and 
Replacing Γ by this, β b by β a 1+α 1−α and ε by −1 in both sides of (4.26), we obtain −2β y| (1) y|x (1) |x
ai| (1) ai|a ( Proof. The first equality holds because r induces r 0 . The other formulas can be obtained using (1.1), (1.2) , the discussion at the beginning of Section 4, Proposition 4.1 and equalities (4.5). We prove for example that λ (1) b l | (1) b l |a 
