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Abstract
This paper provides the functional equations satised by the generating functions for enumer-
ating rooted nonseparable near-cubic planar maps with the size and the valency of root-vertex
and=or root-face of the maps as parameters. Moreover, explicit expressions of these functions
are also derived. Two of them are summation-free. c© 1999 Elsevier Science B.V. All rights
reserved.
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1. Introduction
The enumerative theory of planar maps was founded by Tutte in the beginning
of the 1960s. A series of his census papers [11{14] in that period of time had laid
a groundwork on the theory. Since then, the theory has been developed by Tutte
himself, Brown [1,2], Mullin [9,10] and Liu [3{8]. The papers at that time were much
concentrated on planar triangulations for the sake of attacking the four colour problem.
As the dual maps of planar triangulations, it goes without saying that the cubic planar
maps play an important part in the study of the four colour problem. On the other hand,
cubic planar maps have also paid an important role in solving the Gaussian crossing
problem [8]. The topic on enumerating cubic planar maps is rstly studied by Tutte as
well [13].
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Although general nonseparable planar maps [2,4,7] have been investigated, nonsep-
arable cubic planar maps have not been considered. The goal is to nd functional
equations satised by the enumerating functions or the relationships between either
general and nonseparable cubic cases or cubic planar maps and triangulations in order
to enumerate the corresponding planar maps.
It will be seen that the results in this paper are very useful in solving other kinds
of cubic planar maps such as 2- or 3-connected cubic planar maps and so on. They
will be studied in other papers.
A rooted near-cubic planar map is a rooted connected one in which all of its non-root
vertices are 3-valent. If the root-vertex is also 3-valent, then the map is called a rooted
cubic planar map. A map M is called separable if its edge set can be partitioned into
two disjoint non-null submaps S and T so that there is just one vertex incident with
both S and T . The vertex is said to be a separable vertex of M . A rooted nonseparable
near-cubic planar map is a rooted one without any separable vertex.
Let M be a set of some maps, dene a function, the enumerating function for M,
as follows:
fM(x; y; z) =
X
M 2M
xm(M)y n(M)zl(M); (1)
where m(M); n(M) and l(M) are the valency of the root-vertex, the number of the
edges and the valency of the root-face of M , respectively.
Furthermore, we introduce another enumerating function for M as follows:
hM(x; y) =
X
M 2M
xm(M)y (M); (2)
where m(M) and n(M) are the same in (1), that is
hM(x; y) = fM(x; y; 1); (3)
which is obtained by putting z = 1 from fM(x; y; z) in (1).
In fact, we can divide the map set M into the following Types according to the
valencies of the root-vertex of maps in M:
M=
X
i>0
Mi ;
Mi = fM 2M: m(M) = ig
(4)
for i>0, where M0 stands for a single vertex map #, if necessary.
Now, we dene that:
FMi(y; z) =
X
M 2Mi
y n(M)zl(M);
HMi(y) =
X
M 2Mi
y n(M);
(5)
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where m(M) and n(M) have the same meanings as in (1). It is easy to see that
fM(x; y; z) =
X
i>0
FMi(y; z)x
i;
hM(x; y) =
X
i>0
HMi(y)x
i;
HMi(y) = FMi(y; 1):
(6)
Obviously, the coecient of the term xmynzl in the power series of fM(x; y; z) is
just the number of combinatorial distinct planar maps in M such that m(M) = m,
n(M) = n and l(M) = l. Therefore, in order to enumerate the set M, we have to nd
out the expression of the power series of fM(x; y; z), hM(x; y); FMi(y; z) and HMi(y).
For the power series g(x) and g(x; y), we employ the following notations as:
@kxg(x) and @
(k; r)
(x;y)g(x; y) (7)
to represent the coecients of x k in g(x) and x ky r in g(x; y), respectively.
For a map M 2M, let R(M) be the root-edge of M . Let M − R and M  R stand
for the resultant maps of deleting R(M) from M and contracting R(M) into a vertex
in M , respectively.
Let M andN be two sets of some maps, M 2M and N 2N. Let (e1; e2; : : : ; em(M))
be the rotation at the root-vertex of M where e1 = R(M). The angle hei; ei+1i on the
rotation is said to be the ith angle of M , i= 0; 1; : : : ; m(M)− 1 where e0 = em(M). We
dene M _+i N as M [N provided M \N = fvg, the common vertex of M and N , and
N is inside the inner domain of the face to which the ith angle of M is incident such
that R(M _+i N ) = R(M), 16i6m(M). Further, we write that
MiN= fM _+i N : M 2M; N 2Ng (8)
for i = 1; 2; : : : ; m(M). Particularly,
MN=M0N:
In the following, we will enumerate rooted nonseparable cubic and nearly cubic
planar maps. Several explicit expressions of the enumerating functions for these maps
will be derived and two of them will be summation-free. Terminologies not explained
here are given in [8].
2. Functional equations
In this section we will set up the functional equations satised by the enumerating
functions for rooted nonseparable near-cubic planar maps. Let Mns be the set of all
rooted nonseparable near-cubic planar maps with the convention that the loop map O
is included but the vertex map and the link map are not.
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For M 2Mns, let (M) and (M) be the numbers of vertices and faces of M ,
respectively. Of course, nonrooted vertices are all with valency 3. According to The
Eulerian formula for planar graphs and the cubicness of the planar map M , we have
m(M) + 3((M)− 1) = 2n(M);
(M)− n(M) + (M) = 2:
(9)
From (9), it is also known that
n(M) + m(M)  0 (mod 3);
(M) = 23 (n(M) + m(M)) + m(M) + 1;
(M) = 13 (n(M) + m(M)) + 1:
(10)
For this reason, we see that if the enumerating function with the size as parameter
is determined, then so are the ones with the number of vertices or faces as parameter.
Now, we divide Mns into three parts: M
(0)
ns , M
(1)
ns and M
(2)
ns , i.e.
Mns =M(0)ns +M
(1)
ns +M
(2)
ns ; (11)
where M(0)ns consists of only a single map, a loop map O,
M(1)ns = fM 2Mns: M  R2Mnsg (12)
and M(2)ns stands for the other maps in Mns.
Lemma 1. Let M(1)(ns) = fM  R: M 2M(1)ns g; then we have
M
(1)
(ns) =Mns −Mns2 : (13)
Proof. For any M 0 2M(1)(ns), M 0 = M  R where M 2M(1)ns . From (12), M 0 2Mns. In
view of the near-cubicness, we have m(M 0)= (m(M)− 1)+2>3. So M 0 is a member
of the set on the right-hand side of (13).
Conversely, for any M 0 in the set of the right-hand side of (13), we have
M 0 2Mns and m(M 0)>3. we are allowed to construct a map M from M 0 by splitting
the root-vertex of M 0 into vertices o1 and o2 and adding a new edge R = (o1; o2) as
the root-edge of M such that o1 is the root-vertex of M and o2 is of valency 3. It is
easily seen that M 2Mns and M 0 =M  R. Namely, M 0 is a member of the set on the
left-hand side of (13).
Lemma 2. Let M(2)(ns) = fM  R: M 2M(2)ns g; then we have
M
(2)
(ns) =Mns 1Mns: (14)
Proof. For any M 00 2M(2)ns , from (11) and (12), we have M 00 = M  R 62Mns where
M 2Mns. This implies that the root-vertex vr(M 00) of M 00 is a separable vertex.
Let M 00 = M [ N such that M \ N = vr(M 00) and R(M) = R(M 00). Because of the
near-cubicness, we have M;N 2Mns, i.e. M 00 =M _+1N or M 00 2Mns 1Mns.
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On the contrary, let M 00 2Mns 1Mns, i.e. M 00 =M _+1 N where M;N 2Mns. Ac-
cording to the same method in the proof of Lemma 1, we can get a map ~M 2Mns
such that ~M  R=M 00. In other words, we have M 00 2M(2)(ns).
Theorem 1. The enumerating function f = fMns(x; y; z) satises the following func-
tional equation
(x − yz(1 + h))f = x 2yz(x − yz(1 + F)); (15)
where h= hMns(x; y) and F = FMns3 (y; z).
Proof. Suppose that f(0), f(1) and f(2) are the contributions of M
(0)
ns , M
(1)
ns and M
(2)
ns
to fMns(x; y; z), respectively. Then from (11) we have
f = f(0) + f(1) + f(2): (16)
For M(0)ns = fOg, since the loop map O has
m(O) = 2; n(O) = 1; l(O) = 1:
We see that
f(0) = x 2yz: (17)
For any M 2M(1)ns , let M 0 =M  R, from Lemma 1 we have M 0 2Mns −Mns2 and
m(M 0) = m(M) + 1; n(M 0) = n(M)− 1; l(M 0) = l(M)− 1:
Hence, we get that
f − fMns2 (x; y; z) = xy−1z−1f(1); (18)
where fMns2 (x; y; z) = x
2FMns2 (y; z) = x
2yz(1 + F). From (18) we have
f(1) = x−1yz(f − x 2yz(1 + F)): (19)
For any M 2M(2)ns , from Lemma 2, we can see that M R=S _+1T where S; T 2Mns.
This means that
m(M) = m(M  R)− 1 = m(S) + m(T )− 1;
n(M) = n(M  R) + 1 = n(S) + n(T ) + 1;
l(M) = l(M  R) + 1 = l(S) + 1:
(20)
From (20) we nd that
f(2) = x−1yzhf: (21)
According to (16), (17), (19) and (21), we obtain that
f = x 2yz + x−1yz(f − x 2yz(1 + F)) + x−1yzhf
from which Eq. (15) is derived immediately by grouping the terms.
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Theorem 2. The enumerating function h= hMns(x; y) satises the following quadratic
equation:
yh2 − (x − y)h+ x 3y − x 2y 2(1 + H) = 0; (22)
where H = HMns3 (y).
Proof. By putting z = 1; from (3), (6) and (15) the theorem can be obtained after
grouping the terms.
Theorem 3. The enumerating function F=FMns3 (y; z) satises the following quadratic
equation:
y 3z3(1 + F)2 + [1− z − (1 + H)y 3z2](1 + F) + z − 1 = 0: (23)
Proof. From (15) and (22), we can see that y; z and F=FMns3 (y; z) satisfy the following
system of equations:
x − yz(1 + h) = 0;
x − yz(1 + F) = 0;
yh2 − (x − y)h+ x 3y − x 2y 2(1 + H) = 0:
(24)
Then from the rst two of (24), we nd that
h= F; x = yz(1 + F): (25)
Substituting (25) into the third of (24) so as to eliminate x and h from it. Eq. (23)
may be obtained by rearranging the terms.
Up to now, the functional equation satised by the enumerating functions f; h and
F have been determined by Theorems 1{3, respectively, and the enumerating function
H has also appeared in the functional equations (22) and (23). It remains to solve
them.
3. The determinations of HMns3 (y) and hMns (x,y)
In order to nd the enumerating functions H = HMns3 (y) and h= hMns(x; y) in this
section, the only thing remaining to do is to solve the functional equation in (22). The
main tool we use is the Lagrangian theorem.
Theorem 4. The enumerating function H = HMns3 (y) implied by Eq. (22) has the
following explicit expression:
HMns3 (y) =
X
k>1
2k(3k)!
(k + 1)!(2k + 1)!
y 3k : (26)
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Proof. By means of Eq. (22), we can get the discriminant:
(x; y) = (x − y)2 − 4x 2y 2(x − y(1 + H)): (27)
Based on the method used by Tutte in [15], it is easily checked that the solution of
the following equation system in y and H :
(x; y) = 0;
@
@x
(x; y) = 0
(28)
is given by
y =
x
1 + 2x 3
; H = x 3(1− 2x 3): (29)
Let x 3 = , we then nd the following parametric expression:
y 3 =

(1 + 2)3
; H = (1− 2): (30)
According to (30), we now employ the Lagrangian theorem to nd
HMns3 (y) =
X
k>1
1
k
y 3k@k−1 (1 + 2)
3k(1− 4)
=
X
k>1
1
k
y 3k@k−1
3kX
i=0
2i

3k
i

i(1− 4)
=
X
k>1
1
k 2
k−1

3k
k − 1

− 2

3k
k − 2

y 3k
=
X
k>1
2k(3k)!
(k + 1)!(2k + 1)!
y 3k ;
which is just the theorem.
The rst few terms of H = HMns3 (y) are as follows:
HMns3 (y) = y
3 + 4y 6 + 24y 9 + 176y 12 + 1456y 15 +    : (31)
Theorem 5. The enumerating function h= hMns(x; y) determined by Eq. (22) has the
following explicit expression:
hMns(x; y) =
X
k>1
k+1X
m=2
2k−m+2(2m− 3)!(3k − m− 1)!
(2k)!(k − m+ 1)!(m− 2)!(m− 2)!x
my 3k−m: (32)
Proof. Let x = uy. Then (27) becomes
(x; y) = y 2[1− 2u+ (1 + 4y 3(1 + H))u2 − 4y 3u3]: (33)
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Although (33) is not necessary to be a perfect square, we may follow what was
suggested by Liu in [4] to assume
(x; y) = y 2(1− au)2(1− bu)
= y 2[1− (2a+ b)u+ (2ab+ a2)u2 − a2bu3]; (34)
where a and b are functions of y.
By identifying the coecients of ui in (33) and (34), we nd the following para-
metric expressions:
2a+ b= 2; 2ab+ a2 = 1 + 4y 3(1 + H); a2b= 4y 3: (35)
If we introduce the parameter  so that b= 2, then from (35), we have
a= 1− ; b= 2;
2y 3 = (1− )2; 4y 3H = 2(1− 2):
(36)
Further, let 1− bu= 2, i.e.
u= (1− 2)b−1; (37)
then from (33){(37) and (22), we have
h=
1
2y
[x − y +
p
(x; y) ] =
1
2
[u− 1 + (1− au)]
=
1
2
[− 1 + + (1− a)(1− 2)b−1]
=
1− 
4
[− 2+ (1 + )(1− (1− )];
namely,
h=
(1− )2
4
[(1 + )(1− )− ]: (38)
Let  = 1− 2, then from (36), (37) and(38), we obtain the following expressions
with two parameters  and :
xy 2 = (1− )(1− )2; 2y 3 = (1− )2;
2y 3h= 2(1− )2[2(1− )(1− )− ]:
(39)
From (39), we have
(; ) = det
0
B@
1− 2
1−  
0 1−31−
1
CA= (1− 2)(1− 3)
(1− )(1− ) : (40)
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Now (39) and (40) allow us to employ Lagrangian theorem with two parameters
for nding
hMns(x; y) =
X
m>2
X
k>0
@(m−2; k)(; )
2k(1− 2)(1− 3)
(1− )m(1− )2m+2k−2 x
my 3k+2m−3
−
X
m>2
X
k>1
@(m−2; k−1)(; )
2k−1(1− 2)(1− 3)
(1− )m+1(1− )2m+2k−1 x
my 3k+2m−3
=
X
m>2
X
k>0
2k@m−2
X
r>0

m+ r − 1
r

r(1− 2)
@k
X
s>0

2m+ 2k + s− 3
s

s(1− 3)xmy 3k+2m−3
−
X
m>2
X
k>1
2k−1@m−2
X
r>0

m+ r
r

r(1− 2)
@k−1
X
s>0

2m+ 2k + s− 2
s

s(1− 3)xmy 3k+2m−3
=
X
k>1
k+1X
m=2
2k−m+2(2m− 3)!(3k − m− 1)!
(m− 2)!(m− 2)!(2k)!(k − m+ 1)!x
my 3k−m
which is what we wanted.
4. On the determination of FMns3 (y; z)
In this section, we will calculate the power series of FMns3 (y; z) according to Theorem 3.
To put it dierently, we will build up the following theorem:
Theorem 6. The enumerating function F=FMns3 (y; z) determined by Eq. (23) has the
following explicit expression:
FMns3 (y; z) =
X
k>1
2kX
l=2
kX
i=12 (l−1)
k−1X
j=0
Bi;j(k; l)y 3kzl; (41)
where
Bi; j(k; l) =
(−1) j32j2k+l−3i−3j+1(2i − 1)!(3k − i − j)!i;j(k; l)
(2k + 2)!(k − i − j)!(l− i − j + 1)!(2i − l+ 1)!(i − 1)!j!
and
i; j(k; l) = 2(2k + 1)(2i − l+ 1)(i + j + 1)− (k − i − j)[l(i + j) + 4i + 2]:
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Proof. The discriminant of Eq. (23) is
(y; z) = (1− z + (1 + H)y 3z2)2 + 4y 3z3(1− z): (42)
Again according to what was suggested in [4], we may assume that
(y; z) = (1− az)2(1− 2bz + cz2); (43)
where a, b and c are functions of y. By identifying the coecients of zi in (42) and
(43). It can be veried that
a+ b= 1; a2 + 4ab+ c = 1− 2(1 + H)y 3;
a2b+ ac =−2y 3 − (1 + H)y 3; a2c =−4y 3 + (1 + H)2y 6:
(44)
From (44), we may obtain the following parametric expression:
a= 1− ; b= ; c = (9− 4);
y 3 = (1− 2)2; y 3(1 + H) = (1− 3);
(45)
where  is as a parameter.
On account of the binomial Theorem and Taylor expansion, from (42){(45) and
(23) we may obtain that
2y 3z3(1 + F) =−1 + z + (1 + H)y 3z2 +
p
(y; z)
=−1 + z + (1 + H)y 3z2 + (1− az)
p
1− 2bz + cz2
=−1 + z + (1 + H)y 3z2
+ (1− az)
X
k>0
(−1)k
0
@ 12
k
1
A (2b− cz)kzk
= z + (1 + H)y 3z2 +
X
l>1
(1=2)lX
i=0
(−1)l2l−2i−1
2
4
0
@ 12
l− i
1
A l− i
i
!
2bl−2ici
+
0
@ 12
l− i − 1
1
A l− i − 1
i
!
abl−2i−1ci
3
5 zl:
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Thus
FMns3 (y; z) =
X
l>2
(1=2)(l+3)X
i=0
(−1)l+12l−2i+1
2
4
0
@ 12
l− i + 3
1
A l− i + 3
i
!
2bl−2i+3ci
+
2
4
0
@ 12
l− i + 2
1
A l− i + 2
i

abl−2i+2ci
3
5y−3zl: (46)
Write that
A= bl−2i+3ci; B= abl−2i+2ci: (47)
Then (46) becomes
FMns3 (y; z) =
X
l>2
(1=2)(l+3)X
i=0
(−1)i+1 (2l− 2i + 1)!
2l+1i!(l− i)!(l− 2i + 3)!
[(2l− 2i + 3)A− (l− 2i + 3)B]y−3zl: (48)
And from (45) and (47), we have
A= l−i+3(9− 4)i ;
A+ B= l−i+2(9− 4)i
(49)
and
d
d
(A+ B) = [9(l+ 2)− 4(l− i + 2)]l−i+1(9− 4)i−1:
By using Lagrangian theorem, from (45) and (49) we may obtain that
A+ B=
X
k>l−i+2
@k−l+i−2
(9− 4)i−1
k(1− 2)2k [9(l+ 2)− 4(l− i + 2)]y
3k
=
X
k>l−i+2
@k−l+i−2
i−1X
r=0
(−1)i+r+132r22i−2r−2

i − 1
r

r
k
X
s>0
2s

2k + s− 1
s

s[9(l+ 2)− 4(l− i + 2)]y 3k
=
X
k>l−i+2
@k−l+i−2
X
r+s=t
(−1)i+r32r22i−2r+s−2
1
k

i − 1
r

2k + s− 1
s

[4(l− i + 2)− 9(l+ 2)]ty 3k
=
X
k>l−i+2
( X
r+s=k−l+i−2
(−1)i+r32r22i−2r+s l−i+2k

i − 1
r

2k + s− 1
s

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+
X
r+s=k−l+i−3
(−1)i+r+132r+222i−2r+s−2 l+ 2
k

i − 1
r


2k + s− 1
s

y 3k
=
X
k>l−i+2
X
r+s=k−l+i−2
(−1)i+r32r22i−2r+s
 l+ r − i + 2
k

i
r

2k + s− 1
s

y 3k : (50)
By replacing l in (50) with l+ 1, from (49) and (50) we obtain that
A=
X
k>l−i+3
X
r+s=k−l+i−3
(−1)i+r32r22i−2r+s l+ r − i + 3
k

i
r

2k + s− 1
s

y 3k
=
X
k>l−i+2
X
r+s=k−l+i−2
(−1)i+r32r22i−2r+s l+ r − i + 3
2k

i
r

2k + s− 2
s− 1

y 3k :
(51)
Now from (50) and (51), we have
B=
X
k>l−i+2
X
r+s=k−l+i−2
(−1)i+r 3
2r22i−2r+s1
2k(2k − 1)

i
r

2k + s− 2
s

y 3k ; (52)
where 1 = 2(2k − 1)(l+ r − i + 2) + s(l+ r − i + 1): Then from (51) and (52), we
have
(2l− 2i + 3)A− (l− 2i + 3)B=
X
k>l−i+2
X
r+s=k−l+i−2
(−1)i+r32r22i−2r+s
(2k + s− 2)!i!2
(2k)!s!r!(i − r)! y
3k ; (53)
where 2 = s[l(l+ r − i + 5)− 2(2i − 3)]− 2(2k − 1)(l− 2i + 3)(l+ r − i + 2).
Substituting (53) into (48) and grouping the terms, we have
FMns3 (y; z) =
X
l>2
(1=2)(l+3)X
i=0
X
k>l−i+2
X
r+s=k−l+i−2
(−1)r32r22i−2r+s−l−1
 (2l− 2i + 1)!(2k + s− 2)!(−2)y
3k−3zl
(2k)!s!r!(l− i)!(i − r)!(l− 2i + 3)!
=
X
k>2
2k−1X
l=2
(1=2)(l+3)X
i=l−k+2
k−l+i−2X
r=0
(−1)r32r23i−3r+k−2l−3
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 (2l− 2i + 1)!
r!(l− i)!(i − r)!(l− 2i + 3)!
 (3k − l+ i − r − 4)!3
(2k)!(k − l+ i − r − 2)!y
3k−3zl; (54)
where 3 =−2js=k−l+i−r−2.
Let k and i in (54) be substituted for k + 1 and l − t + 1, respectively, then (54)
becomes
FMns3 (y; z) =
X
k>1
2k+1X
l=2
kX
t=12 (l−1)
k−tX
r=0
(−1)r32r2k+l−3t−3r+1
(2t − 1)!
r!(t − 1)!(2t − l+ 1)!(l− t − r + 1)!
(3k − t − r)!t; r(k; l)
(2k + 2)!(k − t − r)!y
3kzl; (55)
where t;r(k; l) = 2(2k + 1)(2t − l + 1)(t + r + 1) − (k − t − r)(l(t + r) + 2(2t + 1)
when l 6= 2k + 1 and t;r(k; l) = 0 otherwise. It is easy to see that (55) is equivalent
to (41).
5. Parametric expressions of the equations
In fact, the parametric expressions of the enumerating functions HMns3 (y)
and hMns(x; y) have been derived in (30) and (39), respectively. In this section we
will discuss the parametric expressions of the enumerating function FMns3 (y; z) and
fMns(x; y; z) so as to reduce the formula in (41) and provide a parametric expression
for fMns(x; y; z).
According to (25) and (39), we have
z =
x
y(1 + F)
=
x
y(1 + h)
=
2(1− )(1− )2
(1− )2 + 2(1− )2[2(1− )(1− )− ]
=
2
(1− )(1 + 2)+ 22 : (56)
Let = 1=2, then (56) becomes
z =
2
1− (1− 2)(1 + ) ; (57)
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where 2y 3 = (1 − )2 in which we have to replace the parameter  in (45) for 12:
Thus, (45) becomes
a= 1− 12; b= 12; c = 14(9− 8);
2y 3 = (1− )2; y 3(1 + H) = 14(2− 3):
(58)
From (23), (42), (43) and (57) and (58), we have
2y 3z3(1 + F) =−1 + z + (1 + H)y 3z2 + (1− az)
p
1− 2bz + cz2
=W−2f−W 2 + 2W + 4(1 + H)y 32 + (W − 2a)Dg; (59)
where zW = 2;W = 1− (1− 2)(1 + ) and
D2 =W 2 − 4bW + 4c2 = (1− (1 + 22))2:
Substituting D = 1− (1 + 22) into (59), we have
2y 3z3(1 + F) =W−2f−W 2 + 2W + (2− 3)2
+ [W − (2− )][1− (1 + 22]g
= 2z2(1− − );
i.e.
y 3z(1 + F) = (1− − ): (60)
From (58) and (60) we obtain the following parametric expressions of FMns3 (y; z):
2y 3 = (1− )2; z = 2
1− (1− 2)(1 + ) ;
y 3z(1 + F) = (1− − );
(61)
from which we have
(;) = det
0
@ 1− 21− 0
 1− (1+4)1−(1−2)(1+)
1
A
=
(1− 3)(1− − 22)
(1− )(1− (1− 2)(1 + )) : (62)
Now, the parametric expressions given by (61) and (62) allow us to employ
Lagrangian inversion with two variables for nding an explicit formula of enumer-
ating function FMns3 (y; z).
Theorem 7. The enumerating function F=FMns3 (y; z) determined by Eq. (23) has the
following explicit expression:
FMns3 (y; z) =
X
k>1
2kX
l=2
min(k;l)X
i=(1=2)l
Ai(k; l)y 3kzl; (63)
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where
Ai(k; l) =
2k−i(3i − l)(3l− 5i + 2)(3k − l− 1)!l!
(k − i)!(2k + i − l)!(2i − l)!(l− i)!(l− i + 2)! :
Proof. By using Lagrangian theorem with two variables, from (61) and (62) we may
nd that
y 3z(1 + F) =
X
k>1
X
l>1
@(k−1; l−1)(; )
2k−l(1− 3)
(1− )2k+1 [1− (1− 2)(1 + ))]
l−1
(1− − )(1− − 22)y 3kzl:
That is
FMns3 (y; z) =
X
k
X
l>2
lX
i=0
2k−l

l
i

@(k−i; l−i)(; )
(1− 3)(1 + 2)i
(1− )2k+i−l+3
[(1− )2 − (1− )(1 + 2) + 223]y 3kzl
which is equivalent to the theorem.
However, comparing (63) with (41) and with (26), we have the following two
identities:
C(k; l) =
min(k; l)X
i=(1=2)l
Ai(k; l) =
kX
i=(1=2)(l−1)
k−iX
j=0
Bi; j(k; l) (64)
for k>1; 26l62k and
2kX
l=2
C(k; l) =
2k(3k)!
(k + 1)!(2k + 1)!
(65)
for k>1.
In addition, according to (15) and (39) and (61), we nd the parametric expressions
of f = fMns(x; y; z) as follows:
xy 2 = (1− )(1− )2; 2y 3 = (1− )2;
x−1y−2z =
2
(1− )(1− )2[1− (1− 2)(1 + )] ;
x−2y 2f = 
(1− )(1− )2 − (1− − )
(1− )(1− 22)(1− − )
(66)
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from which we obtain
(;;) = det
0
BBBB@
1− 2
1−   0
0 1−31− 0
  1−−2221−(1−2)(1+)
1
CCCCA
=
(1− 2)(1− 3)(1− − 222)
(1− )(1− )(1− (1− 2)(1 + )) : (67)
Of course, the parametric expressions given by (66) and (67) allow us to employ
Lagrangian inversion with three variables for nding an explicit expression of the
enumerating function fMns(x; y; z). But we cannot do so in this paper because the com-
plications are involved, obviously. We leave the detailed discussion to a forthcoming
paper in order to avoid too much space to be occupied here.
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