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  Abstract-The design of new sequence for high Processing Gain 
(PG) in DSSS systems with band limited noise channel and no 
aliasing, is shown. The PN-EB sequences present the same 
number of “zeroes” and “ones”, and zero mean. The number 
available is very large. All perform very good secondary peak 
level of autocorrelation. 
I. INTRODUCTION 
 One of the most frequently used Spread Spectrum (SS) 
technique [1], [2], [3], [4], is Direct Sequence (DS) for its 
noise immunity, secrecy and technologic accessibility. 
  It is frequently used with BPSK or QPSK modulation in 
which the modulating signal is a pseudo-random binary 
sequence (chips) obtained from a coded source. The words of 
the code are drawn from a pseudo-noise (PN) shift register 
generator with a chip rate (1/τ) much greater than the code 
information bit rate. 
  Although, in the classic approach the secrecy is a main 
property of DS-SS (which means to work in aliasing 
conditions), here we are mainly interested in achieving a good 
performance of the system from a communication theory 
point of view, namely, a high signal-to-noise ratio (SNR) at 
the demodulator output. 
  In [5] we analysed the effect of spreading the signal. We 
treated the spreading signal as being periodic (of period T) 
and focused our attention on the processing gain (PG) 
definition and how to achieve higher PGs. 
  In Fig.1, we depict an ideal DS-SS communication system. 
   
  Fig. 1 - Ideal DS-SS communication system. 
 The only information we need in which concerns the 
modulating signal is its bandwidth that is needed to fix the 
bandwidth of the output low-pass filter, Bx. The system 
output is the sum of the despreaded information signal x(t), 
with a spreaded noise signal ns(t). 
  The signal output power does not depend on the spreading, 
because, ideally, we do recover the original signal. However, 
the noise output power depends on spreading. In general, the 
output signal to noise ratio with, and without, spreading, will 
be different. So, it makes sense to define the Processing Gain 
(PG) as the ratio between the output signal to noise ratio with, 
and without, spreading 
  () () 0 0 s s N S N S PG =  (1) 
  As the power signal Ss is equal to S0, it follows that 
  s 0 N N PG =  (2) 
  The processing gain is the most important feature used in 
literature to qualify the performance of an SS system. In [5] 
we have shown the result of (2) when applied to the three 
most interesting cases, such as: 
  i)-  the band-limited noise in the aliasing case T>>1/(Bn+Bx) 
with Bn and Bx the noise and signal band-width, respectively, 
which results in the classic expression PG=(Bs /Bx) [1], [2], 
[4], where Bs=(1/2τ); 
 ii)-  the non band limited spectrum, which results in a PG≅1; 
iii)- the band limited noise with no aliasing, T≤1/(Bn+Bx), 
which results in PG=1/[A(0)τ/T]
2, where A(0)τ/T is the mean 
value of the spreading PN sequence. 
  Situation (iii) shows that one can get an increased PG, if in 
the reference band Bx, there is no replica of the original noise 
signal. This is the best situation. In an ideal situation, using a 
spreading signal with a zero mean value, we have PG=∞. 
There are two ways of obtaining this condition: 
  a)-  using PN sequences with equal number of ones and 
zeroes, for instance, adding one zero to a PN sequence; 
  b)-  using a split phase pulse, for instance, a Manchester 
pulse, instead of a rectangular one. This situation was 
abandoned because the split phase pulse doubles the chip 
frequency with all its hardware disadvantages. 
II. NEW PN EVEN BALANCED (PN-EB) SEQUENCES 
 The best choice stated above in (a) and the need for 
increasing the number of available zero mean sequences, led 
to the study and development of new type of maximum length 
sequences. This kind of sequences has zero mean once they 
have equal number of “zeroes” and “ones”. 
  In [6], Golomb referred that a classic shift register, as a 
deterministic limiting case of the binary Markov process, was 
not yet been fully exploited. The theorem that an n-stage shift 
register, with suitable feedback logic, is capable to produce 
any period p, with 1≤ p ≤ 2
n, which it is really a more general 
theorem about binary Markov process, namely if all 
transitions are possible. In [7], Good introduced a diagram 
(Good’s diagram) that performs a method to study the 
situation of all 2
n binary n-vectors that lie on a single shift 
register cycle. 
  An important alternative existence proof of a shift register 
sequence of length 2
n was given by Rees [8], who effectively 
constructed a linear shift register sequence of length 2
n – 1, and inserted an extra “zero” in the longest run of “zeroes” to 
obtain sequences with length of 2
n [9]. 
 In the first step for the construction, the new PN Even 
Balanced (PN-EB) sequences, were derived from the maxi-
mum-length sequences, by joining an extra “zero” at the end 
of each sequence period. The reasons for this choice were: 
  i)-  its easy implementation (in hardware): 
  ii)-  the large number of hardware alternatives. (remark that 
although the even balanced sequences considered here are 
generated by a Shift Register (SR), any PN sequence can be 
generated by means of a cyclically read memory table). 
 The choice for the sequence length (or the polynomial 
degree, n) depends on the channel bandwidth conditions, the 
kind of noise (type, bandwidth) and the information bit rate. 
  In our case, we explored the polynomial degree n=5, and so, 
there are only six maximum-length sequences [10], [11]. This 
represents a very small number of PN sequences available 
with period length 2
n–1. For this reason, to implement 
sequences with 2
n length, we resort to Gold sequences in 
order to develop the maximum number of new PN even 
balanced (PN-EB) sequences. 
  For Gold sequences generated by classic process (by means 
of two PN sequences) (degree n=5), we obtain 17 Gold 
balanced maximum length sequences [2], [10], [12]. 
According to their well-known properties, they present three 
levels of correlation function, all of them suitably low. 
  Then, by increasing one more “zero” at the end of the length 
of these 17 Gold sequences, we obtain new even balanced 
maximum-sequences, which we call PN-EB maximum-
sequences (with an even length and zero mean). 
  In [13], another way to achieve even balanced sequences 
called TCH sequences are presented. These also have a length 
of 2
n. However, the known TCH sequences exist in much 
small number and generally present worse secondary peak of 
autocorrelation levels as shown in Fig.2. 
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  Fig. 2 – Autocorrelation level of TCH and PN-EB codes. 
  The most frequently used method to recover the signal in 
the SS receiver is by performing an autocorrelation of the 
spreading sequence. Also, this function is used to characterise 
the PN sequences. So, the autocorrelation function represents 
a very important property to qualify the performance of SS 
sequences. All the new sequences must have a very low 
secondary peak level in order to improve their performance, 
in particular, to prevent any phase ambiguity in the receiver. 
  Table 1 shows the distribution of the number of the original 
PN-EB sequences (length = 32) by their higher secondary 
peaks of the autocorrelation. According with Table 1, there 
are 83 original sequences with correlation levels over 0.5. 
 
No. of  Sequences
 Correlation Levels 0.750 0.625 0.500 0.375 0.250 0.125 Total
Original 3 2 78 189 123 1 396
Original & Rees 2 0 19 219 155 1 396  
TABLE 1-Improvement of the PN-EB using the Rees criterion. 
  To improve these worst PN-EB cases (sequences with a 
level ≥0.5), we studied and tested the advantages of the Rees 
criterion (only used by Rees, until now, for the PN codes) 
when applied to all those original PN-EB sequences. The 
results are also shown in Table 1. Although an improvement 
was achieved, a new set of 21 PN-EB sequences (Original & 
Rees) still had high correlation levels and must be improved. 
As no suitable criterion was found in the literature able to 
reach this goal, we developed a new one based on the analysis 
of these worst cases. 
 The main information to solve the problem (locate the 
“extra zero” and obtain low correlation levels) is below: 
  a)- The Rees criterion, when applied to any m-sequence 
generated by a primitive polynomial doesn’t significatively 
change the secondary correlation levels; 
  b)- The Rees criterion, when applied to Gold sequences 
makes an improvement of the secondary correlation levels in 
62 sequences, which levels decreased to <0.5; 
  c)- A Gold sequence is the results of the adding (mod.2) of 
two primitive polynomials [14], but not a properly primitive 
polynomial; 
  d)- From all the 2
n + 1 Gold sequences generated mod.2, 
only some are balanced [15], exactly 2
(n-1) + 1 [14]; 
  e)- Only the preferred pair of m-sequences generated by a 
primitive polynomial could perform low levels of correlation 
out phase [16] e [17]; 
  f)- The Gold balanced sequences perform three levels of 
correlation [17]; 
  g)- From the 396 Gold balanced sequences, six are themself 
generator primitive polynomial, and only two of them are 
preferred pair. 
  Based on the above information, we proceed to analyse the 
autocorrelation function with more detail, in the next section. 
A. The Autocorrelation Function Analysis 
  Let an arbitrary symbol sequence xn, defined by xn = ±1 
(note that a logic symbol zero correspond to a numeric value 
“-1”), with (0≤n<N). Its Fourier transform is   () ∑
−
=
ω − ⋅ = ω
1
0
e   
N
n
n j
n x X  (3) 
  The periodic repetition of xn gives rise to a periodic size N 
signal and its Fourier coefficients are obtained from 
  () () ∑
−
=
π − ⋅ = ω =
1
0
2 e   
N
n
nk N j
n k n x X c  (4) 
which represent the sampling of the Fourier transform X(ω), 
at the frequency ωk, with ωk=2πk/N (k=1,…,N). The periodic 
sequence is obtained by the IDFT (“Inverse Discrete Fourier 
Transform”) 
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x  (5) 
The autocorrelation function  of a periodic sequence is 
obtained by sampling its Fourier transform. Then, let X(ω) be 
the Fourier transform of a periodic signal. Its spectrum is 
  () () () ω ⋅ ω = ω ∗ X X Rx  (6) 
and the autocorrelation function can be represented as the 
IDFT of the sampled version of Rx(ωk) 
  () ( ) {} k x x R IDFT n r ω =  (7) 
and, 
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  Let us consider the case of a periodic repetition sequence of 
symbols, defined as before, which length is increased by a 
symbol “–1”, denoted by yN, then (3) could be written as 
  () () N j
N y X Y ω − ⋅ + ω = ω e  (9) 
  From (6), it follows that the spectrum, can be represented by 
  () () () ω ⋅ ω = ω ∗ Y Y Ry  (10) 
and, replacing in (9) Y(ω) by its value in (10), it follows 
  () () [] () []
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N
N j
N y y X y X R e   e    (11) 
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and, with ωk=2πk/(N+1) (k=1,…,N), we obtain: 
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  So, replacing in (13) Y(.) by its value in (9), and developing: 
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  To note that, in (14), and developing separately each term, it 
is possible to conclude that: 
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  Each of these terms is nonzero only for δ(.) = 1 or, in other 
words, the argument of the δ function must be null. 
  Therefore, according to (15) and rewriting (14), we obtain: 
()
()
() ()
() ()
() ()
() () 












= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
− = ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
= ⇐ ⋅ + ⋅ + ⋅ + + ⋅ + ⋅
=
− − − − − − − −
− − − − − − − − −
− − − − − − − −
− − − − − − − −
− − − − − − −
− − − − −
− − − −
N n x x x x x x
N n x x x x x x
n x x x x x x x x
n x x x x x x x x
n x x x x x x
n x x x x x x
n x x x x x x x x
n r
N N
n N N N N
n N N N N
n N N N N
n N N N
n N N
n N N
y
        
1   
29   
3   
2   
1   
0   
30 29 29 0 30 0
1 1 28 0 29 0
1 1 0 29 27 0 28 0
1 1 26 29 1 0 2 0
1 1 27 29 1 0
1 1 28 29 0 1
1 1 29 29 1 1 0 0
n N N n 1 N 1 N
n N N N 29
n N N
n N N
n N N N 1
n N N N 0
n N N
x x x x
x x x x
x x
x x
x x x x
x x x x
x x
"
"
"
# # # # # # # #
"
"
"
"
   (16) 
where each term represent the elementary correlation 
products of the circular autocorrelation function, when 
applied to any arbitrary sequence. 
B. The Ranging Criterion 
  In the equation (16), we can represent each term of the 
elementary product of the correlation by two subscript 
numbers (referred to each phase correlation point). So. in 
(17), resulting: 
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  In (17), we observed two different bold lines (a diagonal 
and a column) which result from the new elementary products 
of the correlation, due to the “extra zero”. 
  Beside these lines it is possible to distinguish two triangles: 
an upper and a lower triangle. Inside the upper triangle each line contains the old elementary products of the correlation in 
a certain phase. Inside the lower triangle, each line contains 
the old elementary products of the correlation, but due to the 
“extra zero”, in a different phase than before. 
  Applying this map to each sequence is possible to 
observe, in the same line, which triangle contribution is more 
influent on the final value of the autocorrelation. In general, 
in the upper and in the lower zones of the map, for each line, 
the contribution of one triangle is preponderant over the other, 
and so, almost all of the elementary products of the 
correlation are in the same phase. This fact makes reasonable 
to presume a low autocorrelation value, once the sum of all 
old elementary products in the same phase is necessarily low 
(it is the odd PN sequence autocorrelation value). Otherwise, 
in the middle zone of the map, for each line, it is not 
expectable one triangle to have greater weight than the other. 
In this case, if the contribution of both triangles does not 
cancel each other, but rather reinforce their sum, it is 
reasonable to presume this leads to the worst cases. This was 
confirmed by the simulation results. Furthermore, in each 
line, the diagonal and the column bold lines contribution is 
small (maximum value ±2, for the symbol yN = -1). 
  Simulation results show, Fig.3, that the higher secondary 
peak levels for the worst sequences (those with higher 
autocorrelation values) occurred on middle lines in (17). 
Therefore, a suitable location for the “extra zero” will be 
nearest of the [(N+1)/2+1]
th symbol position (in our case, it 
will be nearest the 17
th position, once N=31). 
  Finally, in very few cases still (none of them belonged to 
the worst cases) the autocorrelation value remained equal, 
after the above-mentioned process. This happened because 
locating the “extra zero” at the end of the sequence period 
(first procedure) was already near the best result. Then, the 
way to improve them it is to locate the “extra zero” at the 
nearest run of “0’s” of this point. 
  All the above ranging sequential process can be resumed as: 
  1)-  From the Gold balanced sequences, an “extra zero” 
should be insert at the end of the sequence period; 
 2)- In all those sequences that still present higher 
correlation levels, the “extra zero” should be moved for the 
longest run of “0’s”; 
  3)- For those sequences which did not improve their 
autocorrelation value, the “extra zero” should be placed at the 
run of “0’s” nearest of the [(N+1)/2+1]
th position. 
  4)-  For those (if any) cases, which steps 2) and 3) did not 
improve the result of step 1), the “extra zero” should be 
placed at the nearest run of “0’s” of the location in step 1). 
  Simulation results shown that it is possible to obtain good 
PN-EB autocorrelation level sequences, using the proposed 
method. The performance of the set of sequences obtained by 
this process of “ranging zeroes” is shown in Table.2. 
 
No. of  Sequences
 Correlation Levels 0.750 0.625 0.500 0.375 0.250 0.125 Total
Original 3 2 78 189 123 1 396
PN-EB with ranging 0 0 0 233 162 1 396  
  TABLE.2-The final PN-EB (with the ranging criterion). 
Phase -> 123456789 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5 2 6 2 7 2 8 2 9 3 0 3 1 3 2
Seq.No.
5501a 31 -8 6 0 -8 6 -4 -8 2 -4 -4 8 -16 82 - 2 14 -2 2 8 -16 8- 4- 4 2- 8- 4 6- 8 0 6- 8
5511a 3 1 - 28 - 2 - 800 - 1 08 - 68620 - 2 -16 -2 -16 - 20268 - 68 - 1 000 - 8 - 28 - 2
11223a 31 -2 8 0 2 2 -2 -6 2 0 10 -6 -2 -2 -6 -6 -14 -6 -6 -2 -2 -6 10 0 2 -6 -2 2 2 0 8 -2
1116b 31 6 6 8 10 0 4 0 0 0 -2 -6 -8 -8 -12 -6 -14 - 6 - 1 2 - 8 - 8 - 6 - 200040 1 0866
11201b 31 0 0 -2 -8 4 -2 12 0 -8 -2 -6 6 0 -2 0 -14 0 -2 0 6 -6 -2 -8 0 12 -2 4 -8 -2 0 0
1109c 31 -10 10 -4 -6 4 -10 6 -10 8 -10 4 -6 -4 8 -4 18 -4 8 -4 -6 4 -10 8 -10 6 -10 4 -6 -4 10 -10
1118c 3 1 0 0- 8- 8 4 4 8 0- 4- 6- 8 4 4 4- 2 -14 -2 4 4 4 -8 -6 -4 0 8 4 4 -8 -8 0 0
7303c 31 -2 -2 2 -6 2 -4 10 0 -6 0 -6 8 0 -4 0 -14 0 -4 0 8 -6 0 -6 0 10 -4 2 -6 2 -2 -2
7323c 31 -8 -4 2 -10 4 8 -8 6 -8 6 2 -6 2 -4 -6 18 -6 -4 2 -6 2 6 -8 6 -8 8 4 -10 2 -4 -8
11511c 31 8 -10 -6 2 0 -4 -4 2 -4 -8 -2 6 -6 -6 8 18 8- 6- 6 6- 2- 8- 4 2- 4- 4 0 2- 6 - 1 0 8
15524c 3 1 - 2628 - 40 - 6402 - 40 - 2 - 6 -14 2 -14 - 6 - 20 - 4204 - 60 - 4826 - 2
5221d 31 0 -10 -4 2 0 6 -4 -4 2 -6 -6 -2 10 8 0 -14 0 8 10 -2 -6 -6 2 -4 -4 6 0 2 -4 -10 0
11328d 31 -2 8 8 -4 12 -8 6 -4 -6 8 -16 4 -4 -8 0 -18 0- 8- 4 4 - 1 6 8- 6- 4 6- 81 2- 4 8 8- 2
1216e 31 -2 8 -2 10 -4 0 -8 4 0 4 -6 2 -4 -2 -16 2 -16 -2 -4 2 -6 4 0 4 -8 0 -4 10 -2 8 -2
3615e 31 -2 0 0 -8 4 -6 12 0 -8 2 -6 8 0 -2 0 -18 0- 2 0 8- 6 2- 8 01 2- 6 4- 8 0 0- 2
3626e 31 -8 -4 4 -12 4 6 -8 10 -8 2 6 -10 4 -4 -6 18 -6 -4 4 -10 6 2 -8 10 -8 6 4 -12 4 -4 -8
5201e 3 1 8 - 1 0- 8 6 0- 4- 6 2- 6- 8 0 8- 8- 8 822 8 -8 -8 8 0 -8 -6 2 -6 -4 0 6 -8 -10 8
5218e 3 1- 8 2- 4- 2- 6 2- 214 -4 0 -4 -2 -2 -2 0 6 0 -2 -2 -2 -4 0 -4 14 - 2 2- 6- 2- 4 2- 8
15105e 31 -2 8 0 -8 -2 0 -14 10 -4 8 8 0 0 -2 -16 -2 -16 -2 0 0 8 8 -4 10 -14 0 -2 -8 0 8 -2
15126e 3 1- 8 8- 2- 8 4- 8 2- 8 6- 8 4- 8- 2 8- 622 - 6 8- 2- 8 4- 8 6- 8 2- 8 4- 8- 2 8- 8
7408f 31 -8 0 -10 -2 4 2 -2 4 2 -4 -4 -6 10 0 8 -18 8 0 10 -6 -4 -4 2 4 -2 2 4 -2 -10 0 -8
Fig.3 - Secondary peak levels non-normalize for 21 worst Original Rees sequences  The secondary peak levels of the autocorrelation of the PN-
EB, and the TCH ones, are shown in Fig.4. 
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  Fig.4 - Numbers of the codes TCH and PN-EB. 
 The autocorrelation being an important feature used to 
qualify the sequence performance, imply that a properly 
choice of sequences must be made according to their cross-
correlation levels in a similar way as used for the PN 
sequences, Fig. 5. 
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Fig.5 – The Cross-correlation levels for PN-EB. 
  This procedure is important to guarantee the identity of each 
sequence on a CDMA channel. 
  The results obtained for the cross-correlation of the new PN-
EB sequences confirm the desired low levels, as shown in the 
example of Fig. 5, where simulation results of cross-
correlation of different PN-EB sequences are represented. 
III. CONCLUSIONS 
 From Fig.4, we can conclude that is possible, with the 
proposed criterion to achieve tree levels of maximum 
secondary peaks of auto-correlation function for the PN-EB 
sequences, namely: 0.125, 0.25 and 0.375. 
  The results have shown that PN-EB sequences have similar 
maximum secondary autocorrelation peaks, when compared 
with the TCH ones and, but the PN-EB sequences exist in 
much larger number and present better correlation. 
  Further research is necessary in this area to optimise the 
even balanced sequences performance, either the PN-EB 
sequences or the TCH ones. 
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