Methods to implement stochastic simulations on the Graphics Processing Unit (GPU) have been developed. These algorithms are used in a simulation of micro and nano assembly with optical tweezers, but are also directly compatible with simulations of a wide variety of assembly techniques using either electrophoretic, magnetic or other trapping techniques. Significant speedup is possible for stochastic particle simulations when using the GPU, included in most PC's, rather than the CPU that handles most calculations. However, a careful analysis of the accuracy and precision when using the GPU in stochastic simulations is lacking and is addressed here. A stochastic simulation for spherical particles using Langevin's equation and Verlet integration has been developed and mapped onto stages of the GPU hardware that provide the best performance. The results from the CPU and GPU implementation are then compared with each other and with well-established theory. The error in the mean ensemble energy and the diffusion constant is measured for both the CPU and the GPU implementations. The time taken to complete several simulation experiments on each platform has also been measured and the speedup attained by the GPU is then calculated.
Introduction
Stochastic particle simulations are important when simulating micro or nano assembly operations using a variety of manipulation techniques. Assembly methods that employ optical, magnetic or electrophoretic traps often perform manipulation in a fluid cell where there are several freely diffusing particles and a few that are under the influence of the trapping field. Therefore, an accurate and fast algorithm to update the positions of the particles in the cell is needed. We have developed algorithms for stochastic particle simulations which can easily be interfaced with many trapping force calculations and are therefore widely useful in micro and nano assembly simulations.
Current GPUs have considerable computing power and are able to execute complex calculations to achieve photo-realistic rendering and smooth interaction in multimedia applications. The high computational power that these devices offer also make them an attractive option to speed up scientific calculations. While some general physical models have been implemented on the GPU and recent work [1] has addressed the issues of accuracy and precision for deterministic systems, such characterization is far from complete and even less satisfactory for iterative systems that generate long trajectories and may accumulate errors over thousands of steps. The focus of this work, therefore is to a) develop algorithms for stochastic simulations using the GPU, which can be used in many kinds of nanoassembly simulations and b) characterize the accuracy of stochastic simulations implemented on graphics hardware. All GPU's to-date store data in 32-bit floating point format compared with double-precision 64-bit formats that are common on the CPU, degrading accuracy and potentially resulting in large roundoff errors. The problem is further aggravated by the fact that most GPU vendors (including current generation hardware such as the nVIDIA G80 [2] ) do not strictly adhere to the IEEE floating point representation standard, causing the round-off errors to vary significantly between GPUs. The availability of 64-bit GPUs in the future is likely to improve the accuracy in some applications, but unless the GPU vendors uniformly adopt floating point standards (which is unlikely due to architectural and performance tradeoffs) already implemented on the CPU, the characterization of GPU errors will remain an important component in porting scientific calculations to the GPU successfully. In this work, we pick a model stochastic particle system of freely diffusing particles because it forms the basis of optical tweezers based assembly and is also widely useful for other manipulation methods we described previously. We quantify the accuracy of the GPU in relation with a double precision CPU implementation of the algorithm and also describe the details of the GPU memory and computational model in later sections. The constraints in programming streaming processors that are described in this paper are important even for newer architectures that employ a unified shader model.
Many general purpose calculations have been successfully implemented on the GPU facilitating its use as a cost-effective parallel processor. Geometric modeling applications have heavily leveraged the capabilities of the GPU [3, 4, 5, 6] and methods to solve Partial Differential Equations (PDE) as well as linear systems of equations have also been successfully implemented on the GPU. This in turn has led to the development of finite element algorithms [1] and spring mass systems. Development of sorting and search methods such as bitwise or a nearest neighbor search have helped the implementation of fluid dynamics problems on graphics hardware. Kipfer et al. [7] have developed a GPU based particle engine that can simulate a million particles with collision detection using a simple sorting algorithm. Kolb and Cuntz [8] adapted a Lagrangian model that directly simulates particle motion where they propose to eliminate the need to sort interacting particles to determine the effect of nearest neighbor interactions. A majority of GPU implementations however, emphasize the performance of their respective algorithms on graphics hardware over accuracy.
Here we develop a physically accurate simulation engine for freely diffusing particles on the GPU has been developed by choosing parts of the graphics pipeline that provide the most benefit. The simulation is then tested against the well-known theory of Brownian motion in order to characterize the accuracy when using the GPU in stochastic simulations. It is anticipated that our implementation will yield significant speedup with acceptable accuracy when compared with a CPU implementation.
This stochastic simulation module has been developed to model nanoassembly processes in an optical tweezers-based system. Traditionally, optical tweezers [9, 10] have been used for micromanipulation in biological applications [11, 12] with great success. We have extended the optical tweezers to perform micro and nanoscale manipulations to prototype nandevices [13, 14] . This system has the ability to easily and intuitively interact with the instrument and test complex operations through scripting. However, flexible algorithms are critically needed to quantitatively measure trapping behavior, improve the understanding of system operation in assembly tasks and develop automation and control functions. Therefore, a robust and physically accurate simulation module is centrally important to facilitate testing and development of such functions. The assembly workspace within the optical tweezers system has several particles that are freely diffusing in a liquid and a few that are under the influence of a trapping beam. At each time-step, the simulation must update the positions, velocities and accelerations of each particle in the workspace -a task that is computationally challenging for real-time operation. However, since similar operations are performed on every particle in the workspace, we can update each particle independently in parallel to improve performance. External forces such as the effect of the optical trap are then easily coupled into the particle simulation by taking advantage of the different time-scales of each process.
The simulation model for a freely diffusing particle system (Section 2) is first described followed by an overview of the GPU architecture (Section 3). Special attention is given to how the stages of the graphics pipeline map onto our simulation model and which stages of the graphics hardware provide the most benefit for a given operation. Finally, results (Section 4) highlighting the accuracy achieved by running the simulation on the GPU and the measured speedup are presented, followed by a discussion of the results and conclusions (Section 5).
Simulation Outline
A large particle in a fluid medium is bombarded by the surrounding liquid molecules undergoing thermal motion. This bombardment gives rise to a fluctuating force on the large particle and consequently imparts some velocity to it. As the particle moves through the liquid with a finite velocity it also feels the effect of a systematic drag force. Langevin's equation is used to formally describe this phenomenon and consists of a properly scaled random force and a systematic drag force [15, 16, 17] . Equation 1 gives the Langevin equation for a particle with mass, m, radius r and velocity V (t) at time t in a fluid with viscosity η which is a function of temperature T . The characteristic time-scale of this model is called the relaxation time, m γ , where γ = 6πηr is the drag coefficient (from Stoke's law for a spherical particle), and is the time taken for a particle's velocity to asymptotically approach thermal equilibrium when starting from rest or when it is injected with a large initial velocity.
The scaling constant, ζ, in Equation 1 is √ 2γK B T [18] and is obtained by imposing the requirements of the fluctuation-dissipation theorem [19] , where K B is Boltzmann's constant. The presence of the stochastic force term ζΓ(t) prevents the direct analytical solution of this equation. Therefore we first express Langevin's equation in a finite difference form and then proceed to integrate it numerically using an appropriate integration algorithm. Assuming a uniform time-step δt and constant acceleration, we can write the acceleration of the particle at the end of a time-step in finite difference form as shown in Equation 2. A force term F ext has been added to allow the inclusion of a force potential if needed, but is set to zero for the free particle.
As stated before, a large particle moving with a finite velocity, V (t) in a fluid bath at temperature T undergoes many collisions with the molecules in the liquid [20] . The stochastic force in Equation 2 is the result of these collisions over a finite period of observation, δt. Furthermore, the stochastic force that arises from these collisions is found to be normally distributed with width proportional to, .
Equation 3 can be integrated explicitly using one of the finite difference methods that have been proposed in the literature [21] . Implicit methods to solve Langevin's equation have also been proposed [22] and offer enhanced numerical stability at larger time-steps than is possible with explicit methods, however the computation cost for these methods can be very high. Brendensen and van Gunsteren [23] give a detailed comparison of several integration algorithms. Of the explicit finite difference methods, the most popular are either the Gear predictor-corrector method [24] or the Verlet method [25] . The Gear predictor-corrector, as the name suggests, consists of two steps -an initial prediction step that gives the initial estimates of the quantities being calculated followed by a correction. A fourth or fifth order approximation of the calculated quantities is commonly used and this method provides excellent energy conservation for smaller time-steps. However, the error in the equilibrium energy increases very rapidly for large time-steps. The Verlet algorithm, on the other hand, is a second order method that provides good energy conservation at larger time-steps. The Verlet methods typically underestimate the system energy when tested on a harmonic oscillator [26] . Eventually, an integration method must be selected that a) satisfies conservation laws with acceptable accuracy, b) is computationally cost effective and c) permits the use of the largest possible time-step. For our application, we choose the Verlet algorithm [27] due to its ease of implementation and the possibility to use larger time-steps.
Starting with the state of the simulation at time t, we calculate the acceleration of the particle at the next instance (t + δt) given by Equation 3. Next, we calculate the velocity of the particle at t + δt using Equation 4 . Finally, we update the position of the particle using the previous velocity and acceleration as shown in Equation 5 . Therefore, the velocity Verlet generates a list of positions, velocities and accelerations in one pass. Since the algorithm requires only one evaluation of any external potential at each time-step, it is generally more efficient than other methods. The overall errors in position and velocity for this algorithm are proportional to δt 2 [24] , which makes the velocity Verlet integrator a second order integrator. The result of a single simulation run is a list the particle's position, velocity and acceleration vectors at each time step.
GPU Implementation
The graphics rendering pipeline sequentially processes data in several steps to transform an arbitrary scene representation into a final result that is output to a display device. We begin by outlining the steps in the rendering process conceptually followed by a detailed look at the physical embodiment of the rendering pipeline commonly found in most modern GPUs.
The graphics scene in arbitrary world coordinates contains several geometric objects such as cubes, polygons or a mesh of triangles as well as lighting, point of view and other state information. The geometry of each object is then described using a primitive construct called a vertex. A vertex in contrast to traditional geometric vertices is a data structure that contains in addition to position in the native coordinate system, attributes such as a Red, Green, Blue (RGB) color, normal vector and other user-defined information. A list of vertices, grouped by geometry forms the input to the graphics pipeline. Connectivity information between the vertices of a geometry object, e.g. which vertices are connected by edges, is also stored implicitly within this list.
The rendering process consists of three stages: geometric transformation, rasterization and post-processing. The first stage of the rendering process manipulates incoming vertices by ignoring the embedded connectivity information and treating each vertex independently. Operations such as translation, rotation, scaling and lighting are applied to every vertex and the net result of these transformations is to align the user defined coordinate system with the coordinates of the viewing plane. The output of this stage is the transformed vertex list which is sent to the next stage in the pipeline.
In the rasterization stage, the three-dimensional vertices are first mapped onto the final screen coordinate system and connection information which was implicitly stored in the vertex list is used to render the scene starting with polygons that are farthest from the viewpoint. Pixels between connected vertices are then filled-in using appropriate color values. Next, pixels that are obscured by polygons lying on top of them and pixels that fall outside the screen viewing area are discarded. The final two-dimensional array is called a fragment stream and contains a RGB color and transparency value for each pixel as well as additional information which encodes knowledge of the geometry each fragment represents. This allows a bitmap to be applied to the fragments in the next stage for photorealistic rendering.
The post-processing stage is the last step in the rendering process where the incoming fragment stream is transformed into the final bitmap before being sent to the display device. Optionally user-supplied bitmaps are loaded, transformed and applied to individual fragments in this stage. Special operations to control the appearance of individual pixels on the screen can also be applied before the final bitmap is rendered. Bitmaps are sometimes called a pixel stream when referring to the output of the post-processing stage.
The geometric transformation and post-processing stage are user programmable. Data passing through either of these stages can therefore be manipulated by default system instructions (fixed function mode) or by loading a custom program. More than one program can also be chained together sequentially to perform a series of operations on the data list. Both programmable stages are capable of looping as well as writing their output to graphics memory to be re-used in a subsequent pass.
The memory model of the GPU differs considerably from that of the CPU. Important memory access restrictions within the individual stages of the pipeline, which are designed to improve the performance of graphics applications, can impact the utility of the GPU in general purpose applications. When sequentially processing the elements of a list, the GPU employs two memory models called scatter and gather. Given an input and output list, a scatter operation allows the result of a calculation on an input element to be mapped to an arbitrary location in the output list. A gather operation on the other hand, allows the results of a calculation on an input element to be mapped only to its corresponding location in the output list. Both the scatter and gather operations can read an arbitrary memory location in the input data for use in a calculation. The geometric transformation stage allows both scatter and gather operations, while the post-processing stage allows only gather operations. These memory restrictions are consistent with the use of the GPU in graphics applications but may pose a challenge when porting general purpose calculations to graphics hardware.
The GPU architecture contains several computational blocks or stages that embody the conceptual rendering pipeline (see Figure 1 ) described previously [28, 29, 30] . Next, we describe each stage of the pipeline in detail and also discuss how we use the GPU in our particle simulation. 
Figure 2: Calculate z = dx dt + y using the post-processing stage. The green squares in the figure are inputs to the program and the orange squares are the outputs.
Geometric Transformation (Vertex Processors)
The vertex processors transform vertices in the incoming vertex list appropriately to align them with the coordinates of the viewing plane. The processors in this stage support the Single Instruction Multiple Data (SIMD) and the Multiple Instruction Multiple Data (MIMD) computational models and are capable of handling branching and looping. However they are not heavily used for large calculations as they have fewer Processing Elements (PE) compared with the post-processing stage. In some situations the geometry that is defined in this stage can be designed cleverly so as to leverage the capabilities of the rasterization stage.
The graphics card is able to handle N 2 particles, arranged in a square grid at one time. In this stage, we create a single square polygon of N × N pixels that occupies the entire screen. Each pixel in this geometry represents one freely diffusing particle in the simulation. The size of this polygon is chosen so that the rasterization stage (discussed below) will perform no interpolation and the PEs in the post processing stage perform most of calculations.
Rasterization
The transformed vertex list is first mapped onto a surface in screen coordinates and the regions between connected vertices are filled-in starting with polygons that are farthest from the viewpoint. As described previously, attributes associated with each vertex are interpolated and polygons and pixels that lie outside the viewing volume are discarded before the results are output as a fragment stream. Since the rasterization step can be used to interpolate any user-defined attribute efficiently, we can use this capability in a calculation by defining an appropriate geometry and attributes in the previous step. The resulting fragment stream will then contain interpolated values of all the defined attributes. Sumanaweera and Liu [31] exploit this functionality to perform Fast Fourier Transforms on large image data sets. Interpolations can also be performed in the post processing stage, but since the rasterizer is designed specifically to perform this operation, utilizing this feature can result in significant performance benefits.f
In our simulation the rasterization stage converts the square polygon we defined previously into a 2-D fragment stream with dimensions N × N for use in the next stage of the pipeline.
Post-Processing (Fragment Processors)
The post-processing stage transforms an incoming fragment stream to the final bitmap that is output to the display device and is the most useful stage in the pipeline for general purpose simulations. The program
Step 2 R(t+δt)
Step 1 A(t+δt)
Step 3 A very useful extension to the graphics instruction set allows the output of the fragment processors to be retained on the graphics card instead of being written to the display device. This provides two important advantages a) it allows the result of a calculation to be returned to the calling program and b) it allows multiple passes or iterations over a data stream using the output of one pass as input to the next. As with any parallel processing hardware, it is advantageous to have an application that iterates multiple times over a data set before it needs to be refreshed or return results. Figure 2 shows an example operation in the post-processing stage. In this example, the gradient calculated using adjacent cells in bitmap X is offset by a constant from bitmap Y to generate the final output. The output can be written to a third bitmap -Z as in this example or can be output to the display device. Bitmap Z is then either stored and used as input in future iterations or returned to the calling CPU program.
The parallel architecture of this GPU stage allows us to simultaneously advance several particles through one simulation time-step δt. The bulk of the free particle simulation runs in this stage of the pipeline. Several bitmaps are created to hold the random deviates, position, velocity and acceleration information for N 2 particles. The incoming fragment stream and bitmaps are combined using three distinct steps that implement equations 3, 4 and 5. This program, shown in Figure 3 shows the layout of the program in the fragment processors that produces the final acceleration, velocity and position for each δt. The dark boxes on the left of the figure represent the input textures which hold the initial position, velocity and accelerations. The small boxes on the bottom of the figure are the input constants used in the calculations. The three processing stages combine the inputs to produce the final results shown on the right of the figure. Step 1 calculates the final acceleration at the end of the time-step using the input acceleration, pre-computed random deviates and the scalars for particle mass m, viscous drag, γ and time-step, δt. Similarly steps 2 and 3 use the appropriate input bitmaps and scalars shown in Figure 3 to calculate the final positions and velocities for each of the N 2 particles. A 128-bit representation is used to store the X, Y and Z components of a particle's velocity, position or acceleration within the RGB components of a single pixel of the bitmap, while the alpha component is left empty. The PEs in this stage simultaneously process the four color elements and depending on the specification of the graphics card, four to sixteen pixels (and therefore 3-D particles), in one clock cycle. At the end of each simulation pass, the N 2 particle simulation is advanced by one time-step and the output is written to a bitmap, held in the graphics memory. The simulation is allowed to run recursively for several passes before the results are read back to the CPU for storage. This strategy allows us to run a tight simulation loop, with a physically relevant time-step, while sampling the simulation output at longer intervals that are consistent with laboratory experiments. In the case of the GPU simulation, we also get the additional benefit of reducing the overall data communication time, thereby improving performance. At the end of the simulation, a time-series of position, velocity and acceleration for each of the N 2 particles is obtained for analysis.
Results and Discussion
The simulation returns the position, velocity and acceleration for each particle at regular time intervals, similar to the data obtained from a laboratory experiment when tracking an ensemble of freely diffusing particles. Several simulation experiments were setup to test the physical accuracy of the CPU and GPU implementations and also to measure the speedup achieved when using the parallel GPU architecture. In each experiment the particles were assumed to be spherical, made of glass and suspended in a water bath at room temperature (293 K) in the absence of any external potential field, such as gravity. The simulation was then run using three representative particle radii of 50 nm, 500 nm and 5 µm.
The characteristic time-scale of the simulation model is given by the relaxation time m γ which is a function of the particle radius, r and the friction coefficient, γ from Stokes law (Equation 2). Choosing a time-step that is much smaller than the characteristic time-scale allows us to capture interesting non-equilibrium behavior that occurs at time-scales shorter than the relaxation time. For the sake of convenience in determining the time-step, we pick a number τ , which is the closest multiple of 10 smaller than m γ . We then pick the simulation time-step to be some fraction of τ . Figure 4 shows a plot of the normalized mean energy as a function of time-step, δt for an ensemble of 30 particles with radius 500 nm. This small ensemble of 30 particles is only used to determine suitable parameters for the full simulation with 900 particles and 10 6 time-steps. We find that the relative error in the normalized energy increases for longer time-steps -approaching 60 % for a time-step that is approximately one τ . For 30 particles and time-steps shorter than 0.1τ , the relative error in the normalized energy is better than 5 %. As we shall see later in this section, this error reduces to below 1 % for the larger ensemble. We also find that the relative error does not decrease significantly as the size of δt is reduced further. The large error bars (which represent one standard deviation) in the plot decrease approximately by the √ 3 for an ensemble of 100 particles as may be expected and are significantly smaller for the full simulation ensemble as the distribution of mean energies approaches a normal distribution. In order to conserve energy and accurately estimate the equilibrium ensemble energy of the system, the change ) against time-step (δt) for an ensemble of 30 glass particles with radius 500 nm suspended in a water bath at 293 K. This data in this plot is used to pick the parameters for the full simulation wiht 900 particles. in kinetic energy and hence the change in velocity per time-step must be small. This condition imposes an upper limit on the size of the time-step that can be used in our simulation. Equation 2, after ignoring the stochastic force, gives the largest viable time-step as a function of the particle size and dynamical friction to be δt relaxation time ( m γ ). For a given particle radius and finite simulation time, shorter time-steps require a larger number of iterations resulting in simulations that take longer to complete. Furthermore, as we reduce the size of the time-step, we expect the Brownian motion model to fail for time-steps shorter than approximately one atto second which is a few orders of magnitude larger than the mean collision time given by Chandrasekhar [16] . However, on the GPU the shortest time-step (longer simulation runs) may be limited by the accumulation of large roundoff errors as we will see later in this section. We pick δt close to the largest allowable value where the error in the equilibrium averages is small. Therefore, we repeat the simulation for each particle radius with three representative time-step values 0.005τ , 0.01τ and 0.05τ . Table  1 gives the simulation parameters for the nine distinct simulation cases.
Each of the nine simulation experiments was carried out with 900 independent particles using a threedimensional Cartesian coordinate system. The simulation algorithm was run for a total of 1000000 time-steps, but only every 100 th data point was recorded resulting in a total of 10000 data points per particle trajectory. Although the simulation experiments were run for a fixed number of iterations, the choice of time-step ensures that each simulation run is longer than several hundred relaxation times thereby giving the system sufficient time to equilibrate. All particles in the simulation were started with initial positions at the origin of the coordinate system and with velocities sampled from an appropriate thermal distribution. Each experiment was run on the CPU (using single, CPU32 and double, CPU64 precision floating point representation) and on the GPU (using single precision, GPU32 floating point representation) to give matrices of position R ij , velocity V ij and acceleration A ij . The rows of the matrix, i give the particle number and the columns, j give the index of the time-step with the X, Y and Z components forming each element. However, since there is no coupling in the X, Y and Z axes for a freely diffusing particle, we can analyze the data as 3N one-dimensional trajectories. Therefore for 900 particles in three-dimensions we get a 2700 × 10000 matrix.
The physical accuracy of the recorded data was verified against quantities such as the thermal energy and the diffusion constant obtained from the theory of Brownian motion. The effects of time-step, particle radius, round-off error and statistical error on the accuracy of the simulation results are then discussed. The time required for the simulation to complete was also recorded for the CPU32, CPU64 and GPU32 implementations. This information was subsequently used to calculate the speedup obtained by running the simulation on the GPU. Finally, the scaling of speedup as a function of the number of particles is discussed.
Physical Validation

Energy Conservation
In order to verify energy conservation, we i) calculate the mean kinetic energy, the energy fluctuations as well as the statistical repeatability for an ensemble of particles and then compare them with theoretical values and ii) verify that on average the ensemble of particles does not gain or lose energy over time. Using the velocity data output by the simulation we calculate the mean energy of all the particles at each time-step (ensemble average energy). The mean energy must agree with the thermal energy 1 2 K B T given by the equipartition theorem for one degree of freedom. Table 2 shows the normalized mean energy for each simulation case and also compares the CPU and GPU implementations. In order to satisfy energy conservation, the net change in the mean energy of the simulation must be statistically consistent with zero.
Diffusion Constant
The mean squared displacement of a freely diffusing particle in one-dimension is given by the EinsteinSmoluchowski relation [20] shown in Equation 6 , where
is the diffusion constant, D. Using the position data output by the simulation, we calculate the variance in particle positions at each time-step. This gives the mean-squared displacement as a function of time. Using a linear least squares estimator, we then fit a line to this function and the slope of this line fit must equal the scaling constant 2D from Equation 6 . Table  3 shows the normalized diffusion constant for each simulation case. Table 2 gives the average energy (E), standard deviation (σ), standard error (SE) and normalized energy, E N orm = E Simulated E T heoretical calculated for varying particle size, time-step and for when the simulation is run on the CPU32, CPU64 and GPU32 platforms. The relative error in the equilibrium energy is better than 0.5 % when δt = 0.005τ and δt = 0.01τ and reaches a maximum of 1.77 % for δt = 0.05τ on the GPU. The error in the calculated mean energy of the simulation is always better than the 2.5 % reported in the literature [23, 24] for the velocity Verlet integration algorithm. The magnitude of the calculated error increases with the size of the time-step as expected and it is also observed that particle size has no systematic effect on the equilibrium average energy. The difference between the normalized energy calculated using the CPU32/CPU64 generated data and the GPU32 generated data is small for each simulated case. Energy conservation for the CPU and GPU implementations is found to be excellent and the energy trajectory, E in each case shows no appreciable gain or loss of energy over time. Table 3 shows the average diffusion constant (D), σ, SE and the normalized diffusion constant,
for each simulation case. The columns show the data for each implementation and the three representative particle sizes and the rows show the normalized diffusion constant for different time-steps. The effect of particle size and time-step on the error in the calculated value of the diffusion constant, D N orm is small. The calculated diffusion constant is found to be on average 1.4 % of the the theoretical value for the CPU32 and CPU64 implementations, with maximum errors of 4.2 % and 2.4 % respectively. However, the average error in the diffusion constant for the GPU32 runs was found to be 4.3 %, with a maximum error of 8 %. The small increase in error for the GPU32 implementation is caused by rounding errors. Equation 6 gives the average displacement of an ensemble of particles as a function of time and for each of our simulation experiments, the final displacement is less than one particle diameter. This is seen more clearly in Figure 5 , which shows a log-log plot of the average particle displacement (from Equation 6) over diameter for a finite-time simulation with time-step δt = 0.01τ after 1000000 time-steps. The gray region shows the effect of a ±10 % error in the diffusion constant. We see that the average excursion of a particle is only a small fraction of its diameter over the course of the entire simulation and consequently a 10 % deviation in the diffusion constant results in an error of less than 1 nm. In our experiments, the simulation is typically run for a total time less than a few milliseconds. However, real-time nanoassembly tasks will require the simulation to be run for several minutes, in which case the additive roundoff error will increase. In a nanoassembly workspace, the exact positions and trajectories of individual particles are less important than overall system properties such as energy conservation. Moreover when a particle is confined in an optical trap prior to assembly, the effect of random fluctuations is even less pronounced.
Analysis of GPU Rounding Error
The accuracy of results from the particle simulation depend mainly on errors introduced by the simulation algorithm, random number generator and roundoff error. In our simulations, algorithmic and random number errors exhibit similar behavior since the same algorithm is used across the CPU and GPU implementations and the random numbers are always generated on the CPU in double precision. Therefore the difference in simulation results on the GPU and CPU, arises primarily from varying rounding errors on each architecture. In order to investigate the GPU rounding error, relative to the CPU, we generate a position trajectory for a single 500 nm particle on the CPU (32 and 64-bit) and on the GPU using the same list of random deviates and simulation conditions. Therefore, we expect the trajectories generated on the CPU and the GPU to be identical, however this is not the case. Using the CPU64 trajectory as a reference, we plot the relative error in the CPU32 and GPU32 trajectories for the three separate time-steps in Figures 6(a) and 6(b). The relative errors on the CPU and GPU are of the same magnitude and increase as expecte when larger time-steps are used to generate the trajectories. The differences in the two plots can be explained due to differences in the method in which the CPU and GPU store the result of floating point operations.
The CPU, which follows the IEEE-754 floating point convention always performs exact rounding in all its operations while the GPU, depending on the vendor, performs exact rounding in some operations and chops the result of other operations. This can lead to fluctuations in the relative errors by as much as a factor of 2 [32, 33] . However, this error is acceptable since we are more interested in the long term statistical averages, where differences between individual particle trajectories do not severly affect average behavior. This is seen previously, in the calculation of the mean energy and the diffusion constant, which have a small error relative to their theoretical values, despite deviations in individual trajectories. The error in individual trajectories and consequently the error in the average diffusion constant can increase significantly when the particle diffuses far away from zero due to a loss precision due to adding numbers of significantly different magnitudes in Equation 5 . Through several experimens it is found that the onset of this error does not occur until the particle has diffused over 1.5µm from the starting point. This is not a problem since the simulation is never run long enough to trigger this condition. Also, the problem is easily avoided in longer simulations by shifting the particle back and recording the offset when it diffuses by a certain amount. 
Speedup
The total simulation time is divided into the computation time, the communication time (the time spent for moving data to and from memory to the on-chip cache) and the file I/O time (the time spent when writing the results to disk for analysis). The speedup of the GPU over the CPU is then calculated as the ratio of the sum of the computation and communication time for the entire simulation run. For both the CPU and GPU implementations, the random deviates are pre-calculated for use in the simulation. The random deviates can be calculated on the GPU, but may not provide any additional performance gains. Speedup was calculated for an ensemble of particles radius of 500 nm and a time-step, δt = 0.05τ . The experiments were repeated for ensemble sizes of 100, 256, 400, 625, 900, 1024 and 1600 particles. For each particle size, the simulation was run for a constant time and the output sampled every 10, 100 and 500 steps. All experiments were run on a Dell desktop with a dual core Intel Pentium, D processor with a clock speed of 2.8 GHz, 1 GB DDR2 RAM and a NVIDIA GeForce 7950GT PCI Express graphics card with 512 MB GDDR3 Video RAM running the OpenSuSe 10.2 Linux operating system * . Figure 7 shows the speedup obtained by the GPU over a single-precision CPU implementation. The three curves in the figure show the speedup when the output is sampled every 10, 100 and 500 time-steps. For ensembles with fewer than 256 particles, the CPU is faster because the time required to transfer data to the GPU memory is large compared to the computation time. As the ensemble size grows, the computation and communication times required by the GPU to run one simulation experiment remains constant while the computation time required by the CPU to run the same experiment grows steadily. This results in large performance gains by the GPU. We also see some performance benefits when the simulation is allowed to loop on the GPU for several cycles before the data is recorded. Figure 7 plots the speedup against the ensemble size in three cases where the output is sampled every 10δt, 100δt and 500δt. We observe that sampling the output every 100 time-steps yields better performance over the 10δt case but increasing the sampling interval to 500δt does not significantly change the observed speedup. This is due to the fact that the computational time on the GPU and CPU scale linearly as the sampling interval increases beyond 100δt and therefore the observed speedup remains roughly constant. * Certain commercial entities, equipment, or materials may be identified in this document in order to describe an experimental procedure or concept adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the entities, materials, or equipment are necessarily the best available for the purpose. 
The GPU as a Coprocessor in Stochastic Simulations
The GPU, when used to run a free particle simulation yields significant speedup, especially with large particle ensembles. However the benefits of using the GPU can be leveraged for more general simulations of the optical tweezers system as well as other stochastic systems. Most simulations of micro and nanoscale assembly tasks include an energy potential where the force exerted by the potential on individual particles is calculated periodically. These forces are often pre-computed and stored in a parametric form on the CPU [34] . When running the stochastic simulation on the GPU, the number of times the simulation loops on the GPU is tuned to closely match the timescale of the problem. For example in the case of the optical tweezers simulation, we allow the simulation to loop for 100 time-steps on the GPU before we read data back to the CPU. This corresponds to a time less than one relaxation time (the shortest time-scale in the problem) and at this time-scale the particle undergoes very little movement. The optical trapping force on the particle is then assumed to be constant and updated once every 100 time-steps to yield physically accurate results. This same principle is applicable for all stochastic simulations that use a fluidic assembly cell and some trapping potential.
Conclusions and Future Work
A versatile tool has been developed to speedup a wide class of stochastic simulations for the assembly of micro and nanoscale components in fluid. Several available choices to develop stochastic simulations on the GPU were critically examined and a simulation for freely diffusing particles has been successfully implemented on highly parallel graphics hardware. The accuracy of the results from the GPU implementation were then compared with those from the CPU. The errors in the mean energy of the ensemble and the diffusion constant were found to be acceptable in each simulation experiment. It was observed that particle size had a negligible effect on the results, but the errors in the ensemble averages increased with larger time-steps as expected. The speedup scaled with the size of the ensemble and the GPU obtained a speedup of almost 8 in comparison with the single precision CPU implementation for an ensemble of 1600 particles (although the card used in the simulation experiments is capable of simulating over 10 million particles at once). We conclude therefore that significant computational speed can be realized by using the GPU for stochastic simulation models with desired accuracy.
In future work, models to utilize more efficient unified shader architecture as well as multiple graphics cards to run several simultaneous simulation experiments will be explored. This will allow us to rapidly collect statistical data for assembly techniques and validate our assembly algorithms. These models will then be compared with results from trapping experiments performed on the optical tweezers. We also plan to estimate and track roundoff errors on the GPU at each iteration and explore methods to eliminate this error wherever possible.
