Individual differences in frequency discrimination ability. by Langston, Paul William.
INDIVIDUAL DIFFERENCES 
IN
FREQUENCY DISCRIMINATION ABILITY
*7
Paul William Langston,
A thesis submitted in 1978 "to the University of Surrey,
ProQuest Number: 10800290
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10800290
Published by ProQuest LLC(2018). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLC.
ProQuest LLC.
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106- 1346
SUMMARY.
This thesis is concerned with the application of basic theories 
about the way in which the ear perceives pitch to the understanding 
of individual differences in the ability to discriminate between- 
tones differing only in frequency. Much of the evidence relating to 
modern theories of pitch perception is reviewed before frequency 
discrimination and its Measurement are considered in more detail. 
Experiments giving rise to the concept of the critical bandwidth, 
which is related to the frequency-selective properties of the ear, 
are considered as well as theoretical models which suggest that the 
critical band may be related to frequency discrimination ability.
The possible relationship between individual differences in the 
critical band and in frequency discrimination is tested at two 
frequencies, 1 kHz and 5 kHz, in an experiment involving a group of 
ten subjects in all. At neither frequency is any evidence found of 
such a relationship. However there is strong evidence of a relation­
ship between frequency discrimination at 5 kHz and the frequency 
resolving ability of individual ears, when the frequency resolving 
ability is considered to be represented by the ability to detect a 
narrow band of noise symmetrically masked by two tones within the 
critical band. The results are consistent with a great deal of other 
experimental work on frequency discrimination which indicates that 
timing information in the auditory system plays a greater role in 
frequency discrimination at lower frequencies.
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CHAPTER 1. INTRODUCTION.
It is very well known that large differences exist between 
individuals in their ability to discriminate small changes in frequency. 
For example, many trained musicians can discriminate quite small 
frequency changes whereas there are certain individuals who appear 
to be exceptionally insensitive to such changes and are often described 
by the term ’tone deaf'. To a large extent differences may be atti’ibuted 
to the differences in the amount of practice which individuals may 
have had in making such discriminations, but there still appear to be 
quite significant differences in the basic abilities of individuals.
It is common in the literature on frequency discrimination to report 
results for a few selected well-trained subjects, with the object of 
describing the limits of the ear's discrimination ability for the 
particular task employed. However individual differences have occasion­
ally been noted (rather than systematically studied) in the literature,, 
and the work in this thesis was originally motivated by the experimen­
tal results reported by Webster (1969). Measuring frequency discrimin­
ation ability in rather short sessions with inexperienced subjects, 
Webster found very large differences in ability, both when two tones 
of different frequency were presented successively to the same ear 
and when the second tone was presented to the opposite ear to the 
first. These two methods of presenting the stimuli will be referred 
to as ipsilateral presentation and contralateral presentation respect­
ively. The relationship between discrimination ability in the ipsi- 
,lateral and contralateral cases appeared to be different for diff­
erent individual subjects, but the interpretation of these results 
was unclear. As a first step towards understanding these results it 
is necessary to discover more about the frequency discrimination
mechanism and how it may operate differently for different individuals, 
giving rise to differences in ipsilateral frequency discrimination 
performance. There has been a widespread suggestion in the literature 
that this mechanism has something in common with the mechanism giving 
rise to the critical bandwidth (which may be considered as a type of 
measure of the ear's frequency-selective properties). This suggestion 
provides the basis for our experimental work, which is basically a 
study of the relationship between individual differences in frequency 
discrimination ability and in the critical band.
Some of the terminology used in this work will be unfamiliar to 
readers with a background purely in physics or psychology, and for 
this reason a glossary is included to explain some common terms.
However as a preliminary it is necessary to make clear a few points 
which are essential to understanding. One of the simplest but most 
important is the distinction between 'pitch' and 'frequency'. The 
word frequency is used to define a physically measurable property of 
a pure tone stimulus, whereas pitch refers to a property of the 
sensation produced by the stimulus in the brain of an individual 
listener, and can only be measured by reference to the response of the 
listener in certain tasks. A similar distinction arises between 'loud­
ness* and‘intensity', loudness being a subjective property and intens­
ity being physically measurable as the power per unit area in the 
stimulating sound wave. The distinction between intensity and energy 
is important for short stimulus durations, because for example to 
■detect a short duration sound the ear can integrate intensity to 
obtain energy, so that sounds of different durations may be equally 
detectable if their total energy is the same.
Three terms which are used repeatedly in this thesis are 'frequency
discrimination1, 'frequency selectivity’ and 'frequency resolution'. 
Frequency discrimination refers to experiments in which a subject is 
required to discriminate between a tone of one frequency and a 
subsequent tone differing only in frequency. Frequency resolution 
refers to the ability to hear a component of a sound at one frequency 
when components at other frequencies are also audible. We use frequency 
selectivity as a more general term applying to a wide range of exper­
iments giving information about the ear's filtering action in relation
to the frequency spectrum of a sound.
The region of the auditory system with which we are largely 
concerned involves the basilar membrane in the cochlea and subsequent 
stages* Sound vibrations at the tympanic membrane (eardrum) are trans­
mitted by a series of bones to the fluid-filled cochlea in which the 
basilar membrane is caused to vibrate. Attached to the basilar membrane 
are two groups of hair cells, the inner and outer hair cells, of which 
the outer hair cells are most numerous. Motion of the basilar membrane 
deforms the hair cells and causes firing in the associated nerve fibres
The transduction process is not yet well understood.
Much of the experimental evidence which we review in Chapter 2 
relates to the motion of the basilar membrane and the relationship of 
its pattern of vibration to the pattern of activity in the nerve fibres 
The psychophysical experiments which we review and those we have 
carried out are generally aimed at deducing how the pattern of activity 
in the nerve fibres is used by the brain in discriminating changes in 
frequency.
CHAPTER 2. PITCH PERCEPTION.
2.1. Theories of hearing.
The principal forerunners of our modem theories of pitch 
perception were elaborated in the latter half of the 19th century.
The problems of musical perception were the main concern of psycho­
acousticians at the time so that any comprehensive theory of 
hearing had to account mainly for pitch perception and frequency 
analysis in the ear. In more recent times a great amount of inform­
ation has been gathered about many aspects of hearing so that no 
current theory can be sufficiently comprehensive to explain more 
than a few of the known facts in relation to a particular aspect of 
hearing. However the study of pitch perception still appears to be 
the key to understanding the basis of the functioning of the ear, 
and pitch discrimination remains the subject of much theoretical 
debate.
The most important early versions of two basic types of theory 
which have evolved to explain how the ear discriminates changes in 
pitch came from von Helmholtz (I863) and Rutherford (1886). Von 
Helmholtz's theory provided a fairly comprehensive explanation of 
most of the experimental data available at the time and has had a 
profound influence on the evolution of hearing theory. The basis of 
the theory was the idea that independent resonators in the inner ear 
would separately respond to tones of different frequency. The mag­
nitude of vibration of the resonators was related to the intensity 
of the stimulating tone, and each resonator would excite its own 
attached nerve fibre. Thus tones of different frequencies would cause 
excitation in different places within the auditory system. This 
theory and its descendants in which a change in pitch is detected
by a change in place of excitation are generally referred to as 
’place’ theories.
To identify the resonators in his theory von Helmholtz had to 
rely on the anatomical and physiological evidence available to him 
at the time. A few years before von Helmholtz first described his 
theory, Corti in his investigations of the inner ear had discovered 
what are now known as the rods of Corti. Von Helmholtz originally 
believed that these rods resonated at different frequencies due to 
variations in their stiffness and tension. In view of increasing 
evidence of the unsuitability of the rods of Corti for this purpose, 
such as the fact that the rods were absent in birds, von Helmholtz 
was forced to change his belief in later editions of his book (e.g. 
von Helmholtz 1875). The resonators were now assumed to be parts of 
the basilar membrane. This membrane inside the cochlea changes 
considerably in width along its length and was for some time thought 
to be under transverse tension. Von Helmholtz believed that it 
behaved like a series of stretched strings with different resonant 
frequencies. This idea was again overthrown by direct experimental 
evidence when von Bekesy showed that the basilar membrane was not 
under tension (von Bekesy i960)• However von Bekesy found support 
for the general idea of a place theory when he showed that the 
basilar membrane has different places of maximum response for stim­
ulating tones of different frequencies. This is due to a travelling 
wave transmitted by the fluids in the cochlea. For high frequency 
sounds the maximum in the envelope of the travelling wave occurs at 
the basal end of the cochlea where the basilar membrane is relatively 
narrow, whereas lower frequency sounds cause the travelling wave to 
extend further towards the apex of the cochlea.
The alternative to discrimination on the basis of a 'place1 
mechanism is the use of timing information in the auditory nerve. 
Theories in which this type of information is utilized are generally 
referred to as 'temporal* or 'periodicity1 theories. The early 
version of such theories described by Rutherford (1886) has been 
commonly referred to as the telephone1 theory because of the analogy 
between the operation of the ear and a telephone mouthpiece. Ruther­
ford assumed no frequency selectivity at all in the peripheral 
auditory system and suggested that pitch discrimination takes place 
at higher levels. This discrimination would be based on the fact 
that sounds of different frequencies were assumed to cause different 
rates of firing in auditory nerve fibres, tne rate of firing increas­
ing with frequency. Physiological evidence has always imposed an 
upper limit on the frequency at which such a mechanism could operate, 
because there is a limit to the rate at which auditory nerve fibres 
can fire in response to any stimulating sound. For single nerve fibres 
an absolute limit is imposed by the refractory period of the nerve 
fibre which represents a basic feature of the response of nerve fibres. 
A single nerve fibre responds by emitting unit impulses whose minimum 
possible separation in time is determined by a short time interval 
after the passage of an impulse during which it is not possible for 
the nerve fibre to fire again. This time interval is known as the 
refractory period of the nerve fibre and is typically about 700 mS.
Wever (1949) described much of the historical development of 
theories of hearing and attempted to synthesize the basic place and 
temporal mechanisms in his 'volley' theory. This theory suggests that 
at low frequencies timing information in single nerve fibres is 
used for frequency discrimination. At intermediate frequencies Wever
believed that timing information arising from the synchronous res­
ponse of a group of nerve fibres, known as a neural volley, could 
be used for frequency discrimination. At these frequencies it is 
also possible for a place mechanism to assist discrimination, while 
at the lowest frequencies place mechanisms are relatively ineffective 
because the low-frequency resolution of the basilar membrane is quite 
poor. Wever assumed that ..above about 5 kHz a place mechanism takes 
over completely because physiological experiments had shown no synch­
ronous response above this frequency.
In order to fully explain temporal theories in their modern form, 
it is necessary to describe in more detail current knowledge about 
the response of nerve fibres. Nerve fibres usually show some spon­
taneous activity even in the absence of stimulation. On stimulation 
with a pure tone fibres tend to give neural firings at a particular 
phase of the waveform so that a temporal regularity arises in the 
response. This does not mean that there is a constant time interval 
between firings because the nerve fibre will not always fire, but 
the intervals between firings will all be multiples of the period of 
the stimulating sound. The number of firings increases with intensity. 
Thus firing rate, if defined as the number of firings in a particular 
time interval, is intensity-dependent and changes in this rate do not 
signify changes in frequency. However there are changes in the 
temporal pattern of firing as a function of frequency. The upper limit 
for synchronous response is generally considered to be about 5 kHz 
(e.g. Rose, Brugge, Anderson and Hind 1967). This limit is imposed 
not by the refractory periods of individual nerve fibres, but by the 
precision with which nerve firings can be precipitated at a partic­
ular phase of the stimulating waveform.
A combination of place and temporal theories following the 
example of Wever avoids the major difficulties faced by the theories 
individually and it has become a widespread belief that different 
mechanisms for frequency discrimination operate at the opposite ends 
of the frequency scale. Nevertheless there is considerable difficulty 
involved in determining the relative importance of the two mechanisms 
at intermediate frequencies which are the most important in normal 
hearing tasks.
2.2. Sharpness of frequency response.
One of the main difficulties which has always faced place 
theories in general has been how to account for the very good freq­
uency discrimination performance shown by the ear, which is typically 
able to discriminate between tones differing by 0*3 % at 1 kHz. 
Because observations of the basilar membrane showed rather broad 
patterns of vibration (von Bekesy 19&0) there has been a continuing 
interest in possible mechanisms by means of which the basilar mem­
brane response could be sharpened. The M a w  of contrast' which 
relies on inhibitory action in the nervous system to sharpen the 
ear's response was suggested by von Bekesy himself. This possibility 
is indicated in hearing by analogy with the visual system in which 
a sharpening of visual contours is indicated by the presence of 
Mach bands (these are additional brighter and darker bands of light 
which appear near the edges when a bright band of light is observed 
against a dark background)• A number of alternative sharpening 
mechanisms based on mechanical processes in the cochlea were sugg­
ested by Huggins and Licklider (1951). More recently Tonndorf (1970, 
1974) has also worked on cochlear models in which sharpening may be 
obtained by mechanical events.
In recent years an increasing amount of physiological evidence 
has enabled us to evaluate with a greater degree of certainty 
exactly what amount of sharpening is necessary and at what stage in 
the auditory system it should occur. This physiological evidence 
includes measurements of the tuning curves of auditory nerve fibres 
and measurements of basilar membrane response curves using a variety 
of new experimental techniques.
For many years the measurements of von Bekesy on basilar 
membrane response curves formed the basis of our knowledge of freq­
uency response in the cochlea. Most of these experiments were carried 
out using stroboscopic illumination in conjunction with a microscope 
to measure vibration amplitude of the basilar membrane in the ears 
of dead animals. The resolution of the method is determined by the 
wavelength of light so that it is necessary that the vibration 
amplitude of the membrane should be made at least of the order of the 
wavelength of visible light. This means that only the low-frequency 
region of the membrane can be studied, as the vibration amplitude is 
greater in this region, and even then only at high levels of sound 
intensity (typically 140 dB SPL). The high intensities and possible 
post-mortem effects are two of the factors which have been consid­
ered as possible causes of a broadening of the measured frequency 
response curves.
Johnstone and Boyle (1967) were the first of several experim­
enters to apply more modem techniques to the measurement of basilar 
membrane vibrations. They made measurements on anaesthetized guinea 
pigs using the Mossbauer effect. This allows the vibration velocity 
of a small garama-ray source placed upon the basilar membrane to be 
determined, by observation of the Doppler shift in wavelength of
the emitted gamma radiation. Because the vibration velocity of the 
membrane increases with frequency this method is most sensitive at 
high frequencies and this is the frequency region in which later 
measurements using the same technique have been carried out (John­
stone, Taylor and Boyle 1970, Rhode 1971» Rhode and Robles 1974).
The measurements are therefore on a different region of the membrane 
from those of von Bekesy so that a direct comparison of the response 
curves obtained by the two different methods is impossible. However 
Tonndorf and Khanna (1968) compared the Johnstone and Boyle data 
with an extrapolation of von Bekesy's results and concluded that the 
two sets of results were consistent.
The results obtained by Rhode (1971) using the Mossbauer effect 
are particularly important from a theoretical point of view because 
of a nonlinearity he observed. Measuring at a frequency of about 
7 kHz in the cochlea of the squirrel monkey he found that the tuning 
curve of the basilar membrane response tended to broaden with inc­
reasing intensity above about 70 SPL, which was the lower limit 
of resolution of his technique. The implication of this is that von 
Bekesy's measurements at high intensities would necessarily give 
broader tuning curves than at more normal intensities, and if the 
nonlinearity continued down to even lower intensities the measured 
basilar membrane tuning curves could become as sharp as the tuning 
curves obtained for primary auditory nerve fibres, which are commonly 
measured at threshold and are considered in more detail in section
2.3. Rhode and Robles (1974) confirmed Rhode's original observation 
of the nonlinearity and also observed rapid post-mortem changes in 
the cochlea, which again suggests that von Beklsy may have observed 
unnaturally broad tuning curves in the ears of dead animals. Rhode
and Robles also found that the observed nonlinearity disappears after 
death. Post-mortem changes were also observed by Kohlloffel (1972b). 
However Rhode's observed nonlinearity in the squirrel monkey has not 
been confirmed by other workers using different techniques and 
working in the cochlea of the guinea pig. Kohlloffel (l972abc) used 
'fuzziness detection' with laser light for measuring vibration 
amplitude, whereas Wilson and Johnstone (1975) used a capacitive 
probe which enabled them to measure at intensities down to 40 SPL. 
In neither case was any nonlinearity of the type observed by Rhode 
reported.
Although there are discrepancies between the various measure­
ments of basilar membrane response, due possibly to the use of 
different animals, different techniques and different physiological 
states of the cochlea, there is clearly a general trend emerging.
The crucial question which must be asked about basilar membrane 
response curves is whether they can account for the observed tuning 
of primary auditory nerve fibres. It is this question which is 
considered in detail in the next section.
2.5. Comparison of mechanical and neural tuning.
There have been many measurements of the tuning curves of nerve 
fibres, for example the extensive measurements made on the cat by 
Kiang, Watanabe, Thomas and Clark (1965). It is important to under­
stand the technique by which such tuning curves are measured if we 
wish to make a valid comparison with curves of basilar membrane 
response or with curves obtained by psychoacoustic methods.
The most common method used to measure tuning curves of nerve 
fibres is to measure some threshold of response to a tone burst as 
a function of frequency, using microelectrodes to observe the nerve
impulses. Even in the absence of stimulation there is usually some 
spontaneous activity in nerve fibres and on stimulation with a pure 
tone some temporal regularity arises in the pattern of nerve firings. 
In measuring tuning curves some criterion has to be chosen as repre­
senting an increase over the spontaneous firing rate. This is 
usually close to the smallest change in activity which can be detected 
by the experimental arrangement. The intensity of a stimulating tone- 
burst necessary to elicit this minimal change in response is recorded 
as a function of the frequency of the tone-burst to give the thres­
hold tuning curve of the fibre. The frequency at which the required 
intensity is smallest is known as the characteristic frequency (CF) 
of the nerve fibre. Fibres with similar characteristic frequencies 
tend to be found in the same part of the nerve bundle leading from 
the cochlea (Kiang et. al. 19&5) ^  is generally assumed that
their frequency selectivity is derived from the particular region 
of the basilar membrane which excites them.
Since tuning curves determined in this way represent only the 
tuning of nerve fibres close to threshold, additional measurements 
are desirable at higher sound levels. Such measurements are generally 
presented either as iso-rate contours or as iso-intensity contours. 
Iso-rate contours are measured in a similar way to tuning curves 
except that instead of a threshold criterion the required response 
is some pre-determined firing rate. The contours obtained are 
typically very similar to the threshold tuning curves. To obtain iso­
intensity contours the intensity of the stimulating tone is kept 
constant and the firing rate is recorded as a function of frequency. 
These curves differ from tuning curves and also vary with the int­
ensity at which they are measured (Rose, Brugge, Anderson and Hind
1971). Rose et. al. kept the intensity constant near the eardrum using 
a probe, but the iso-intehsity curves tend to be difficult to interpret 
because firing rate is not a simple function of intensity, which leads 
to the variation in shape of the curves at different intensities.
Comparison of neural tuning curves with basilar membrane
response data is essential for our understanding of frequency sel­
ectivity in the cochlea* Difficulties in making the comparison have 
arisen in the past for a variety of reasons. Many of the neural
tuning curves have been measured in the cat whereas the guinea pig
has been a more popular animal for basilar membrane observations.
The basilar membrane data have been obtained using four different 
techniques in different frequency regions, and the results of Rhode 
(1971) for the squirrel monkey are inconsistent with the guinea pig 
data in suggesting an intensity-dependence for the sharpness of 
tuning. However the guinea pig data are reasonably self-consistent 
and it is possible to make a direct comparison with the results 
obtained by Evans (l970ab, 1972) on threshold tuning curves of 
single cochlear nerve fibres in the guinea pig. Unlike the earlier 
guinea pig measurements of Tasaki (1954), Evans found quite sharp 
tuning curves similar to those obtained by other workers for the cat. 
As was pointed out by Evans, there is a considerable difference 
between these tuning curves and those for the basilar membrane. The 
difference is most marked in the slope of the response curves just 
below the peak, as this slope is considerably greater for the nerve 
fibre tuning curves on the low-frequency side. The difference can 
also be described in terms of bandwidth which is greater by about 
a factor of ten for the basilar membrane tuning curves. This diff­
erence cannot simply be attributed to the surgical procedures
necessary to observe the response of the basilar, membrane, as 
equally sharp responses can be obtained in nerve fibres under the 
appropriate conditions of exposure of the basilar membrane (Evans 
1970b).
A direct comparison of neural and mechanical tuning was also 
made by Geisler, Rhode and Kennedy (l974)» using results of obser­
vations on the squirrel monkey. They replotted basilar membrane data 
as iso-amplitude curves (that is, the intensity corresponding to a 
given amplitude of basilar membrane response was determined for 
different frequencies) and compared these with iso-rate contours for 
nerve fibres. They remarked upon the similarities in the high-frequency 
slope and the asymptotic low-frequency slope, but agreed with Evans 
that the two types of tuning curve were significantly different in 
the slope at frequencies just below the frequency of maximum response. 
The differences between the curves are illustrated qualitatively in 
Figure 1.
This marked discrepancy between mechanical and neural tuning has 
led to the general belief that the amplitude of basilar membrane 
response cannot represent the ultimate mode of input to the auditory 
nerve, and that a second frequency-selective mechanism must be active 
in the peripheral auditory system to account for the observed tuning 
of nerve fibres. There has been much speculation recently on the 
possible site of this mechanism and the way in which it operates (see 
e.g. Zwicker and Terhardt 1974)* Tonndorf (1974) has maintained that 
■the difference in low-frequency slopes can be accounted for by a 
hydromechanical frequency-sharpening mechanism in the cochlea, in 
which the stimulation of hair cells is dependent on shearing motions. 
According to Tonndorf, this model produces higher values of the low-
Figure 1. Comparison of basilar membrane and nerve fibre tuning curves 
in the squirrel monkey (based on Geisler et. al., 1974)*
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frequency slopes and higher values of Q for the tuning curves (Khanna, 
Sears and Tonndorf 1968). Evans (1972) provided evidence of the 
possible physiological vulnerability of the 'second filter' when he 
observed that in guinea pigs with evidence of circulatory inefficiency 
in the cochlea, tuning curves of nerve fibres became as broad as 
measurements of the guinea pig basilar membrane response. Evans later 
directly showed the vulnerability of tuning to hypoxia and to the 
ototoxic agents cyanide and furosemide (Evans 1974a, Evans and Klinke 
1974)* Robertson and Manley (1974) observed a loss of sharpness of 
tuning when the oxygen supply to their experimental animal (the 
guinea pig) was reduced, Evans and Harrison (197&) have also shown 
that damage to the outer hair cells induced by the administration 
of the drug kanamycin causes a deterioration in threshold tuning 
curves. This suggests that the intactness of the outer hair cells 
is necessary for the ear to maintain full frequency selectivity, in 
spite of the fact that the majority of nerve fibres (about 90 %) 
innervate only the inner hair cells, according to Spoendlin (1970).
2.4. Comparison of physiological and psychoacoustical frequency
selectivity.
Although physiological experiments can tell us much about what 
sort of ir/formation is made available to the brain by the ear, we 
must rely largely on experiments in psychoacoustics to tell us how 
the brain utilizes this information. It is of interest to try to 
compare certain psychoacoustical and physiological results although 
this is not usually straightforward because of the differing tech­
niques employed. Also most of the physiological results come from 
animals whereas psychoacoustical experiments are usually carried out 
on man. A general statement which can be made is that the bandwidths
of single nerve fibres are comparable to the psychoacoustically 
measured critical bandwidth, which is discussed in detail in Chapter
4.
A more specific and direct comparison may be made between 
certain types of masking experiment and threshold tuning curves for 
nerve fibres. Recently both Zwicker (1974) and Vogten (1974) have 
carried out masking experiments which are suitable for such a com­
parison. Zwicker1s experiment attempts to imitate psychoacoustically 
the way in which threshold tuning curves are measured for nerve 
fibres, described in section 2.3. The sound pressure level of the 
stimulus (a tone-burst) and its frequency may be varied in the same 
way as in the physiological experiments, but it is necessary to 
define psychoacoustical equivalents of the response criterion and 
the single nerve fibres used in such experiments. Zwicker used a 
very faint sinusoidal tone, at a frequency considered to represent 
the characteristic frequency, to simulate activity in a single nerve 
fibre. This tone was used as the maskee in a masking experiment and 
its threshold was considered equivalent to the physiological response 
criterion. The tuning curve was observed by finding the intensity of 
a masking tone necessary to produce threshold of the maskee, as a 
function of the frequency of the masker. This may be thought of as a 
reversal of the more usual type of masking experiment (in which the 
intensity of the maskee and its frequency are varied) at a very low 
level (5 dB sensation level). The curves obtained by Zwicker are 
very similar in form to tuning curves of single auditory nerve 
fibres in the cat. Thus the frequency selectivity present at an early 
stage in the auditory nerve can be reproduced in a psychoacoustical 
experiment in which the later stages of the auditory system are
involved. Frequency selectivity as measured by this type of exper­
iment can therefore be regarded as completely developed at the stage 
of primary auditory nerve-fibres.
Vogten (1974) carried out masking experiments in which the 
masker (a pure tone) was continually present and a probe tone or 
maskee was repeated periodically, always commencing at the same phase 
of the masker. This was .intended to avoid the usual difficulties 
caused by temporal effects when masker and maskee are close together 
in frequency. Vogten carried out some experiments similar to those 
of Zwicker, by keeping the maskee fixed and varying the frequency and 
intensity of the masker. The curves obtained by Vogten with the 
maskee constant at 10 dB SL are suitable for comparison with tuning 
curves and are rather similar to the masking curves obtained by 
Zwicker. Both experimenters point out that individual differences 
in the masking curves are quite clearly to be seen. The curves 
obtained are also similar to those measured earlier by Small (1959)t 
who carried out the same type of masking experiment at slightly higher 
levels of the maskee.
In none of these experiments is it likely that a single nerve 
fibre alone is involved as in the physiological experiments but at 
low intensities the results approach this as a limiting case. At 
higher intensities the analogy is with iso-rate contours, based on 
the assumption that in order for the activity caused by the maskee 
in a nerve fibre to be just masked, the activity caused by the masker 
must reach a certain constant rate in the same nerve fibre, whatever 
the masker frequency.
A second type of masking experiment which is particularly 
interesting from a theoretical point of view involves the ‘pulsation
threshold' (Houtgast 1972). In pulsation threshold experiments the 
masker is repeated with a particular rhythm and the maskee is 
presented in the gaps between bursts of the masker. The name puls­
ation threshold arises because of a change in the way such stimuli 
are perceived as the intensity of the maskee is changed. At levels 
close to threshold the maskee sounds like a continuous tone, and only 
at higher levels does it. change to a perceived series of tone bursts. 
The level at which the transition between the two forms of perception 
takes place is known as the pulsation threshold. The theoretical 
interest in this type of masking experiment arises because of 
Houtgast's view that non-simultaneous masking experiments provide 
evidence of lateral inhibition in hearing which is absent in the more 
usual simultaneous masking experiments (Houtgast 1974)• The basic 
argument is that in simultaneous masking the masker and the maskee 
may both be subjected to the inhibitory process. This would explain 
why an edge effect similar to the Mach bands in vision (section 2.2) 
is apparently absent in simultaneous masking experiments in which 
noise bands with steep slopes at the edges are used as maskers 
(Rainbolt and Small 1972, Small 1975). Houtgast*s (1972) results 
indicate the expected type of edge effect for high-pass and low-pass 
noises with steeply sloping edges, when masking is measured using the 
pulsation threshold method. Houtgast (1974) also claimed that the 
masking curves obtained with the pulsation threshold method are 
steeper than those in simultaneous masking experiments, but Fasti
(1974) was unable to -find a significant difference in slope.
It is not clear exactly what mechanisms are involved in Hout­
gast 's experiments and what the detailed effects of simple changes 
in the stimulus configuration are. Schreiner, Gottlob and Mellert
(1977) studied, the effect of the duration of the masking pulses, the 
interval between the end df the masking pulse and the onset of the 
maskee, and the level of the maskee. It has become common to talk 
about lateral suppression rather than lateral inhibition when the 
mechanism giving rise to the effect is not necessarily an inhibitory 
interaction between neurons. Lateral suppression has been clearly 
demonstrated in physiological experiments when the response of one 
nerve fibre is reduced by the presence of activity in a second fibre, 
for example Sachs and Kiang (1968).
2.5. Pitch of tone complexes.
Unlike the masking experiments of Zwicker and Vogten described 
in section 2.4, most psychoacoustical experiments do not lead to 
results which can be directly compared with the results of physio­
logical experiments. Increasingly complex stimuli have been used in 
psychoacoustics to attempt to discover how sounds are processed in 
the higher centres of the brain. Physiologically, we do not know 
much about the networks existing at these levels. Thus there is 
much speculation about possible processing mechanisms for complex 
stimuli.
Experiments involving stimuli consisting of more than one pure 
tone have been of major importance in our understanding of hearing 
ever since the experiments of Seebeck (1841, 1845)* Seebeck generated 
his sound stimuli by blowing air through holes in rotating discs.
His observations involved him in a controversy with Ohm (1845) 
whose acoustical law states that individual sinusoidal components in 
a periodic sound can be separately perceived by the ear, which is 
therefore equivalent to a Fourier analyzer. Seebeck observed that 
the fundamental tone of a harmonic tone complex appeared to sound
much louder than would be expected on the basis of the spectrum of 
the stimulus. The influential von Helmholtz (I863) preferred to treat 
,the ear as an approximate' Fourier analyzer, with little regard for 
Seebeck1s experimental observations. The next major step came when 
the availability of electronic equipment allowed Fletcher (1924) to 
establish that it was indeed possible to hear a pitch corresponding 
to the fundamental frequency when the fundamental itself was omitted 
from the stimulus. This was temporarily explained by the possibility 
that the nonlinearity of the ear could physically reintroduce the 
fundamental as a difference tone (a distortion product corresponding 
to the frequency difference between two tones present in the stim­
ulus).
More recent interest in the perception of tone complexes stems 
from the observations of Schouten (1940). Schouten used tone comp­
lexes with harmonically related components and checked the absence 
of the fundamental as a possible distortion product by noting the 
absence of beats when a probe tone close to the fundamental fre­
quency was introduced. He suggested that high harmonics are not 
separately resolved by the ear but are heard collectively as a 
single subjective component with a pitch determined by the period­
icity of the collective waveform. Schouten referred to this coll­
ective percept as the ’residue’. The fact that the pitch of the 
residue can be heard in the ear when no component at the corres­
ponding frequency is present means that place theory in its com­
prehensive classical form must be discarded. Confirmation that this 
is the case came from Licklider (1954) who saturated the channels 
which would normally respond to a tone at the fundamental frequency 
with a band of noise. He found that the noise would not mask the
pitch of the residue. Also the residue pitch can be heard when the 
harmonic components of the stimulus are so weak that no nonlinear 
distortion could occur (Plomp .1965)•
An important aspect of the study of the perception of tone 
complexes is the study of the pitch shifts which occur when the 
components of the complex are changed so that they are no longer 
harmonically related. Following Schouten's early experiments, these 
pitch shifts were studied Dy de Boer (1956) and by Schouten, Ritsma 
and Cardozo (1962). They provide valuable information about exactly 
what type of mechanism can give rise to the pitch of the residue.
We will consider the results for the comparatively simple case of 
three-tone complexes, though pitch shifts of the same type also 
occur for complexes with different numbers of components. Three- 
tone complexes with all three components in phase may be generated 
by sinusoidal amplitude modulation of a sinusoidal tone.
The pitch shifts which occur when the components of a harmonic
tone complex are all shifted in frequency by the same amount in the
same direction are described to a first approximation by the 'first
effect of pitch shift'. Consider a stimulus consisting of components
of frequencies (n-l)fQ, nfQ, and (n*l)fQ. For appropriate values of
n and f this stimulus will have a pitch corresponding to the value o
of f . If each of the components is increased in frequency by an 
amount Af then the first effect of pitch shift consists of an 
increase in the perceived pitch by an amount equal to Af/n. An imm­
ediate conclusion from this is that the pitch is not determined by 
a difference tone as the spacing of the components remains unchanged. 
Also the periodicity of the .envelope of the stimulus remains un­
changed. The explanation given for this pitch shift in terms of a
periodicity theory is that the timing information which gives rise 
to the pitch is derived from the temporal fine structure of the 
stimulus. Peaks in the fine structure close to adjacent maxima of 
the envelope are separated by time intervals whose change with a 
slight shift in frequency can account for the first effect of pitch 
shift, though there are possible ambiguities of pitch. However the 
first effect of pitch shift is itself not a complete description of 
the effect of small shifts in frequency, as systematic deviations 
from the first effect occur. The observed pitch shifts are slightly 
larger than the first effect, and the deviation tends to increase 
with increasing harmonic number. The deviation from the first effect 
is illustrated by Figure 2. This so-called ’second effect of pitch 
shift1 also manifests itself as a decrease in pitch when the sep­
aration between the harmonics is increased. If the stimulus is 
generated by amplitude modulation of a sinusoidal tone, the sepa­
ration of the harmonics is increased by increasing the modulation 
frequency. The second effect of pitch shift was left largely unex­
plained originally, apart from the suggestion by de Boer that some 
mechanism exists by which the lower Fourier components of a tone 
complex are given more weight in the formation of a residue pitch. 
More recently Sraoorenburg (1970) has shown that the second effect 
of pitch shift can be explained by taking account of the combination 
tones which are generated in the ear by tone complexes. Studying 
stimuli with only two components f^ and f^ , he found that combination 
tones at the frequencies f^-k(fg-f^) appeared to play the same role 
as the lower harmonics would if physically present in the stimulus. 
Thus the second effect of pitch shift arises because the pitch is 
partly derived from a lower frequency region than that of the actual
Figure 2. Pitch of a three-component complex with 200 Hz spacing as 
a function of centre frequency.
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physical components of the stimulus.
So far these experiments on the pitch of the residue have been 
discussed in relation to 'periodicity theory mainly because histo­
rically this was the type of theory originally put forward with the 
experiments. Nevertheless the use of periodicity information in the 
way envisaged by Schouten is by no means the only way in which the 
observed pitches can be-explained. The principal alternative models 
which have been developed are normally called by the general term 
'pattern recognition models1, though 'pattern matching' might be a 
more accurate description of the processes involved. The most recent 
of these models have been described by Wightman (1975b)» Goldstein
(1975) and Terhardt (1974)* These detailed models followed earlier 
less specific suggestions by Thurlow (1965), Whitfield (196?) and 
Walliser (1969). In contrast to Schouten's theory of the residue, in 
which an interaction of unresolved harmonics is required, these 
models all require a preliminary stage of frequency analysis in the 
peripheral auditory system. The low pitch of a tone complex is then 
derived from the peaks in the spectral pattern produced by the ear, 
by mechanisms which differ according to the precise nature of the 
model. Thus an important test of the relative values of the two types 
of model lies in discovering to what extent the resolution of diff­
erent frequency components is important in the perception of a low 
pitch.
One experiment which clearly demonstrates that a low pitch can 
be heard when no interaction between harmonics is possible in the 
cochlea was carried out by Houtsma and Goldstein (1972). They used 
two-tone stimuli in which the tones were two successive harmonics.
In contrast to the common procedure of asking subjects to match the
pitch of a comparison signal to the pitch of the stimulus, subjects 
were given the task of recognising a two-note melody carried by the 
pitch of the (absent) fuildamental. Harmonic numbers were varied so 
as not to convey consistent information about the melody by the 
changes in the harmonics themselves. Melodies oould be recognised 
both when the two harmonics were presented monotically (i.e. to the 
same ear) and when they-were presented dichotically (one harmonic to 
each ear). For low sound levels performance was similar in both 
monotic and dichotic tasks, but at higher levels performance in the 
monotic task was better than in the dichotic task. Houtsma and 
Goldstein attributed the difference in performance to the influence 
of combination tones in the monotic case at high levels. They 
supported this interpretation by showing that additional tones 
introduced in the dichotic case to simulate combination tones caused 
performance to improve to the level of the monotic experiment. The 
experiment as a whole does not lead to any positive conclusion about 
the mechanism giving rise to the low pitch, except that a peripheral 
interaction between harmonics is not a prerequisite for the operation 
of the mechanism.
Other information about the importance of frequency resolution 
for the perception of a low pitch has been largely indirect. For 
example the ‘existence region* for low pitch was investigated by 
Ritsma (1962, 1963). For amplitude-modulated stimuli, he found that 
in no case could a low pitch be heard when the carrier frequency was 
above 5 kHz. Also Ritsma found that the frequency of modulation had 
to be below 800 Hz, though later both Plomp (1967) and Moore (1973c) 
found a low pitch up to a 1400 Hz repetition rate for stimuli with 
more components. Ritsma (1967) and Plomp (1967) investigated which
harmonics are dominant in creating the percept of a low pitch. Plomp 
used stimuli modified from the perfect harmonic case. The frequencies 
of the tones originally corresponding to the higher harmonics were 
increased while the frequency of the tone which was originally the 
fundamental was decreased together with the frequencies of other 
lower harmonics. Thus the stimuli provided conflicting pitch infor­
mation. Plomp found that„the second and higher harmonics rather than 
the fundamental are dominant in producing the pitch sensation for 
frequencies up to 1500 Hz. Ritsma found that for fundamentals 
between 100 and 400 Hz harmonics between the third and fifth are 
dominant. These results therefore indicate that those harmonics 
dominant in the perception of low pitch are those which are well- 
resolved by the ear. However Moore (1973c), making a direct comparison 
of results for the same group of subjects, found a limited range of 
stimulus conditions for which a low pitch could be heard when the 
components of the stimulus could not be resolved.
The effect of phase on the pitch of tone complexes is also of 
importance to theory because the relative phase of the components 
affects the fine structure of the stimulus waveform and therefore 
can affect the pitch predicted by temporal theories. Ritsma and Engel 
(1964) considered their results on the pitch of quasi-FM stimuli to 
support the hypothesis that pitch is based on the time interval 
between peaks in the fine structure of the stimulus. The term 'quasi- 
FM' refers to stimuli which differ from AM stimuli with all three 
components in phase only because of a 90° phase shift in the fre­
quency of the centre component. Wightman (l973a) carried out the same 
experiment as Ritsma and Engel but failed to find any differences in 
pitch matchings due to the phase difference between AM and quasi-FM
stimuli. Patterson (1973) carried out experiments with stimuli 
consisting of six and twelve components and observed that the low 
pitch was more distinct when there were clear periodic peaks in the 
envelope of the waveform of the stimulus than when the envelope was 
more flat because of random phases of the components. Wightman 
(1973a) found similar results for the same type of stimulus. These 
results indicate a possible effect of phase on the distinctness of 
the pitch of a tone complex, but not on the value of the pitch. 
Buunen, Festen, Bilsen and van den Brink (1974) studied the effect 
of phase on the distinctness of the pitch of a tone complex with 
three components and concluded that phase has an effect through the 
mechanism by which combination tones are generated. The levels of 
the combination tones depend on the phase relations of the components 
physically present in the stimulus, and the combination tones affect 
the distinctness of the pitch sensation.
The experiments on the effects of phase may be regarded as 
generally consistent with the pattern recognition models of pitch 
perception for tone complexes rather than with a theory based on the 
temporal fine structure of the stimulus waveform. There is however 
very little information to enable us to choose between the different 
pattern recognition models, and in particular to decide whether the 
resolved pitches of the components contributing to the patterns in 
such models are coded by position of nerve activity or by the 
temporal pattern of nerve firings. The derivation of pitch in the 
/models is generally given in mathematical terms rather than specific 
physiological mechanisms being described in detail.
The model put forward by Wightman (1973b) assumes a spectral 
analysis of limited resolution in the peripheral auditory system.
This is followed by a Fourier transformer and then a pitch extractor 
which extracts pitch from the peaks in the activity pattern of the 
output of the transformer; The model is insensitive to phase changes, 
as the peripheral frequency resolution is assumed to represent only 
the power spectrum of the stimulus. The model predicts values of 
both pitch and pitch strength for tone complexes.
Another model which, is insensitive to phase changes is the 
optimum processor model of Goldstein (1973)* The model again assumes 
peripheral frequency resolution, with retention only of frequency 
information for resolved components. This is followed by independent 
noisy transmission of the frequency information, from which a 
central processor makes a statistical estimate of the best fitting 
fundamental frequency. The processor assumes all stimuli to be per­
iodic and to consist of successive harmonics, and finds the best 
fitting harmonic series. The results obtained with the model are in 
quite good agreement with experimental data, including the dominant
region for the perception of low pitch and cases where pitch may be
ambiguous because the harmonics could correspond to more than one 
fundamental frequency. It is important to note that although this 
type of model is formally insensitive to changes in phase, never­
theless phase differences could have an effect on pitch if they 
affect the production of combination tones which the central pro­
cessor may act on, as was suggested by the experiment of Buunen et.
al. (1974).
Terhardt (1974) bas described a pattern recognition model in 
which learning plays an essential role. Exposure to harmonic sounds, 
such as speech, is assumed to leave traces on a 'learning matrix' 
which are later used in determining the pitches of sounds. Stimu­
lation with a pure tone after learning has occured will produce pitch 
cues at subharmonics of the stimulating tone as well as at its own 
spectral pitch. When more than one tone is present the pitch will 
correspond to that at which most pitch cues are present, though some 
ambiguity can arise. Like the other pattern recognition models, this 
model can account for a large amount of experimental data on the 
pitch of tone complexes*
Although all three of the models described above rely on a 
frequency resolution stage, the pitches of individual components may 
be coded either by place or temporal mechanisms. Thus although a 
great deal of progress has been made in understanding the pitch of 
tone complexes, it has not yet reached the stage where it helps our 
understanding of the way in which the pitch of a pure tone is 
encoded by the ear.
2.6. Pitch of noise signals.
Studies of the pitch of noise signals have provided some cont­
roversial results and in some cases have appeared to indicate that 
temporal mechanisms can give rise to. a sensation of pitch when no 
spectral information is available. It is always difficult in exper­
iments of this type to ensure that absolutely no spectral information 
is available to the ear.
One of the early examples of a signal with an apparently flat 
power spectrum giving rise to a sensation of pitch was reported by 
Miller and Taylor (1948). They used a periodically interrupted noise 
( and for interruption rates of about 100 - 200 per second they 
reported a faint sensation of pitch. Another example came from 
Cramer and Huggins (1958). They used a dichotic signal with a flat 
power spectrum at each ear (white noise), but a slight phase change
was present in a small frequency region in the signal presented to one 
ear compared with the stimulus presented to the other ear. A faint 
pitch sensation could he heard when the phase change occured in a 
frequency region below about 1*5 kHz. Fourcin (1970) also reported a 
pitch arising from binaural interaction. He used two noise sources 
to present sounds to both ears, with the sound of one noise source 
delayed in one ear compared with the other ear. This sometimes gave 
rise to a faint pitch sensation, although it was also possible to 
perceive two separate noise sounds located in different places.
Bilsen and Goldstein (1974) found that a pitch could be heard when 
only a single noise source was presented with a binaural delay.
In all experiments of this type, the pitch sensation is rather 
weak and different observers may disagree about the nature of the 
sensation. However it appears to be quite clear that a pitch sensation 
can be evoked to which there is no corresponding spectral peak.
Durlach (1962) showed that the Cramer and Huggins pitch could 
be explained in terms of speotral information generated in the brain 
by binaural interaction. More recently Bilsen (1977) has reviewed 
much of the experimental work on the pitch of noise signals and has 
presented a uniform explanation in terms of a ’central spectrum*.
This is motivated by the similarity of many pitch phenomena invol­
ving noise bands to the observations on the pitch of tone complexes. 
When there is no spectral information presented to each ear indivi­
dually, the central spectrum is assumed to be generated by binaural 
interaction. Bilsen presents a model of a neural network by means of 
which such a central spectrum may be created. Pitch can then be 
determined by an extended place principle, though temporal infor­
mation can be used in the mechanism which generates the central
spectrum. Thus, like experiments on tone complexes, experiments on 
noise signals cannot be simply interpreted in terms of their relevance 
to the way in which the pitch of a pure tone is encoded.
CHAPTER 5. FREQUENCY AND INTENSITY DISCRIMINATION.
5.1. Frequency difference 'limen.
The explanation of how the ear is able to discriminate between 
tones of different frequency has always been an essential part of 
theories of hearing. As a result there have been numerous attempts 
to measure the frequency discrimination ability of the ear. It is 
possible to do this in many different ways, but results are usually 
presented in terms of a quantity known as the frequency difference 
limen (FDL). This is a statistical measure of discrimination ability 
which is commonly defined as the frequency difference which a 
subject can hear 50 % of the time. A term often used interchangeably 
with the frequency difference limen is the just-noticeable difference 
(JND). In this thesis a distinction is sometimes made between the 
two by using the JND as a theoretical concept with the term FDL 
restricted to actual experimental results.
3.2. FM measures of frequency discrimination..
One of the most common ways of measuring frequency discrimination 
ability is to ask subjects to distinguish between a single tone of 
constant frequency and a frequency-modulated stimulus. This can be 
done by employing any one of a number of different psychophysical 
procedures, some of which are discussed in section 3*5* The size of 
the measured frequency difference limen is likely to vary according 
to the exact procedure employed. The classical study of frequency 
discrimination in an FM task was carried out by Shower and Biddulph 
(1931)* They measured the frequency difference limen for a wide range 
of frequencies and intensities for a test tone modulated in frequency 
at a rate of about four times per second, which was about the rate 
at which optimum performance was obtained. Their results as a
function of frequency have often been summarized as showing the FDL 
to be fairly constant at low frequencies, becoming proportional to 
frequency as frequency rises above about 1-2 kHz. The frequency 
modulation method has been criticized, particularly at high freq­
uencies, because subjects may be able to use fluctuations in inten­
sity arising from the irregular response of the ear-headphone 
combination to detect modulation (Henning 1966^.
5.5. Pulsed-tone measures of frequency discrimination.
Many of the more recent studies on frequency discrimination
have involved asking subjects to decide which of two successive pure- 
tone pulses is higher in frequency (Henning 1970, Moore 1973a, Wier,. 
Jesteadt and Green 1977). When the subject is forced to choose one 
of the tones as higher in pitch on each presentation, the difference 
limen may be defined as the frequency difference between the tones 
leading to 75 % correct judgements. We expect the subject to get 
about 50 % correct by chance and a large number of judgements are 
normally required to measure the frequency difference limen accur­
ately. We refer to experiments of this type as 'two-alternative 
forced choice1 (2AFC). The results obtained by different experi­
menters using this method are essentially different from FM results.
A number of variables can influence the size of the frequency
difference limen measured at a particular frequency and intensity in
a 2AFC experiment. Among the most important physical variables are 
the duration of the pulses, interval between the pulses, and the 
shape of the envelope of the waveform of the pulse. The effect of 
these variables was discussed by Moore (1971) and is briefly summ­
arized later when considering the choice of stimuli for our exper­
imental measurements.
5»4» Method of adjustment.
A third common way of measuring frequency discrimination ability 
is to ask subjects to adjust the frequency of a variable tone to 
match that of a tone of constant frequency. The difference limen may 
be defined as the standard deviation of the settings made by the 
subject, but this definition generally produces smaller difference 
limens than are measured- by other methods (Rakowski 1971, Wordmark 
1968)• It is possible to argue that if we are trying to measure the 
limits of the ear's frequency discrimination ability we should use 
the method leading to the smallest value of the difference limen. 
However it is always necessary to relate the results to theoretical 
ideas and this is generally easier in the forced choice experiments 
where a straightforward comparison is made. Results obtained by the 
method of adjustment are affected by details of the comparison 
procedure such as the coarseness of the adjusting mechanism and the 
length of time allowed for comparison.
5.5. Psychophysical procedures in FM and pulsed-tone measurements.
Any measurement of frequency discrimination may be carried out 
in a number of different ways, even when the type of stimuli to be 
used has been decided. Studies of both frequency and intensity 
discrimination have recently tended to concentrate on forced choice 
methods to which the theory of signal detection (Green and Swets 
1966) may be applied. Signal detection theory atterajte to provide a 
way of excluding psychological factors such as criterion and bias 
from measurements so that measurements of abilities which are purely 
sensory are obtained.
Jesteadt and Sims (1975.) studied the relationship between 
frequency discrimination performances obtained using three different
procedures, known as yes-no (YN), same-different (SD) and two- 
alternative forced choice. These procedures may be used both with 
pulsed pure tones and with frequency-modulated tones. In the yes-no 
procedure the subject is presented with one tone and asked whether 
it is the higher in pitch (of a pair which will be presented indi­
vidually on several occasions), or alternatively whether it is fre­
quency-modulated. In the-same-different procedure the subject hears 
two signals and responds 'different' if the second tone is higher in 
pitch, or is frequency modulated. The 2AFC procedure may be applied 
with frequency-modulated stimuli by presenting a pair of stimuli of 
which one is a pure tone and one is frequency-modulated and asking 
the subject to decide which is frequency-modulated. The theory of 
signal detection predicts that the best performance should be 
obtained in the 2AFC task. Jesteadt and Sims found this to be the 
case in general, but differences between procedures differed from 
the predictions of signal detection theory in different ways in the 
FM and pure-tone cases. This led them to conclude that a memory 
factor is operating in the pure-tone task to a greater degree than 
in the FM task. Differences in memory do not play a role in the 
traditional analysis of signal detection theory.
5.6. Relationship between FM and pulsed pure tone measures of 
frequency discrimination.
It is possible to compare FM and pure-tone measures of frequency 
discrimination by looking at average curves for the frequency DL as 
a function of frequency. On doing this, we observe that at high 
frequencies the difference limens obtained using pulsed pure tones 
in a 2AFC procedure are much.larger than the classical FM measures 
of frequency discrimination by Shower and Biddulph (l93l)» whereas
at low frequencies the pure tone difference limens are smaller.
Figure 3 shows a comparison of the results of Shower and Biddulph 
with the most recent pure-tone 2AFG results given by Wier, Jesteadt 
and Green (1977). As is pointed out in section 3«2, it is possible 
that the differences at high frequencies may be due to subjects 
making use of intensity fluctuations to a different extent in the two 
types of experiment. Howdver the difference at low frequencies is 
also quite marked and is not subject to the same explanation.
Although this comparison of average curves is useful in showing 
the general trend of results, it has certain drawbacks in that diffe­
rent subjects are necessarily involved in the two experiments and 
also the differences caused by the physical differences between the 
stimuli may be obscured by differences in psychophysical procedures 
as described in section 3*5« Both Moore (1976) and Jesteadt and Sims
(1975) made more direct comparisons, using the same subjects in FM 
and pure-tone tasks with the same psychophysical procedure. Amongst 
their conclusions, Jesteadt and Sims state that B The pure-tone and 
FM data differ in terms of overall performance, performance as a fun­
ction of paradigm, performance as a function of frequency and the 
nature of the psychometric function". Their experiment involved three 
subjects all with some previous experience in frequency discrimination 
tasks.
Moore (1976) used a somewhat different approach when he compared 
performances in pulsed-tone and FM tasks for twenty untrained subjects. 
He found a very weak correlation between the performances of indi­
viduals in the two tasks, both of which were carried out using the 
same two-alternative forced choice procedure. A noticeable feature of 
the results was the much greater spread of individual abilities in
Figure 5* Comparison of frequency difference limens obtained with 
pulsed-tone and FM methods at 40 dB SL.
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the pure-tone task initially, though this decreased with practice as 
we would expect. These results together with those of Jesteadt and 
Sims indicate that the relationship between pure-tone and FM measures 
of frequency discrimination is very weak or non-existent. This is 
somewhat surprising as previously it, had been generally assumed that 
difference limens measured in the two cases are at least measures of 
the same basic property of the ear.
With regard to the possibility that different factors are 
involved in the detection of frequency modulation from those involved 
in discriminating between pure tones of different frequency, an 
interesting experimental result was obtained by Kay and Matthews 
(1972). They found evidence for the existence of channels in the 
auditory system which are selectively tuned to detect frequency 
modulation* Their experiment involved measuring the ability to 
detect frequency modulation following exposure to a conditioning 
stimulus more deeply frequency-modulated at a similar rate. Provided 
that the rates of modulation of the test and conditioning stimuli are 
not too different, sensitivity of detection is diminished by the 
conditioning stimulus for a short time after the conditioning. The 
effect is relatively insensitive to. the carrier frequency, but is 
tuned to the modulation rate when this rate is low. The carrier frequency 
was 250 Hz in most of Kay and Matthews' work. Conditioning tones which 
are amplitude-modulated at the same rate do not affect the sensitivity 
of these FM channels. Conditioning in one ear can produce a large 
part of the effect in the opposite ear, indicating that the phenom­
enon involves predominantly central channels. The existence of these 
channels, together with the psychophysical evidence, indicates that 
the term 'frequency difference limen' has been used to describe
measured quantities which may in fact be measurements of quite 
different properties of the auditory system.
It is however encouraging to note that studies of the frequency 
difference limen using pulsed pure tones with forced-choice methods 
have been producing very consistent results (Harris 1952* Henning 
1970, Moore 1973a* Wier, Jesteadt and Green 1977). In attempting to 
find a value for the frequency DL it is common practice to use a 
small group of subjects preselected to reach a certain minimum 
standard, thus allowing an average to be taken and individual diff­
erences to be largely ignored. This was done for example by Wier, 
Jesteadt and Green (1977). Their subjects were required to produce 
difference limens of less than 3 Hz at 1 kHz and 70 dB SPL within a 
certain minimum time. This means that there is little systematic 
information about individual differences in frequency discrimination 
ability in the published literature.
The experiment by Wier et. al. (1977) uses a wider range of 
frequencies and intensities than previous pure tone studies. Previously 
the FM data of Shower and Biddulph (1931) provided the most extensive 
description of frequency discrimination which is one of the reasons 
for their widespread use in textbooks and for comparison with other 
functions and theoretical models. In view of the discrepancy between 
FM and pure tone results, this use of the Shower and Biddulph results 
may have led to some erroneous conclusions.
3.7. Intensity discrimination.
Intensity discrimination plays a supporting role in the experi­
ments described in this thesis, so we will summarize here some of the 
main features of intensity discrimination experiments. Essentially 
the same psychophysical procedures as those used in measuring
frequency discrimination may be employed, though the differences 
between psychophysical procedures are not necessarily the same. The 
main types of stimuli which have been used are amplitude-modulated 
tones or pulsed pure tones presented successively. As was the case 
for frequency discrimination, the earliest experiments were carried 
out using modulated stimuli. The best-known of the early experiments 
is that of Riesz (1928)..Riesz found that the difference in intensity 
which was just detectable depended on both frequency and intensity, 
the most noticeable effect being a deterioration in discrimination 
performance at either extreme of frequency. The difference limen 
tended to increase at lower intensity levels but was reasonably 
constant above about 60 dB SPL. When measuring the intensity diff­
erence limen it is common to represent the difference limen as a 
ratio as did Riesz, or to use the logarithmic measures
log (Al/l) or log ((i+Al/l)) where AI is the increment in intensity 
necessary to produce the required proportion of correct discrimin­
ations.
Much of the interest in intensity discrimination has concerned
*
the validity or otherwise of Weber's law, which states that the ratio 
Al/l should be constant at a particular frequency as intensity is 
varied, so that the just-detectable change in the stimulus would be 
a constant fraction of the magnitude of the stimulus. This was true 
only for moderately high intensities in the experiment of Riesz, but 
more recent results using pulsed pure tone stimuli tend to be some­
what different (Jesteadt, Wier and Green 1977* Penner, Leshowitz, 
Cudahy and Ricard 1974* Schacknow and Raab 1973). The conclusion of 
these and other studies is that log (Al/l) decreases linearly as a 
function of sensation level, though whether this holds at low
sensation levels is unclear. Jesteadt et. al. found the function 
still to be linear down to 10 dB and 5 dB SL, whereas Campbell and 
Lasky (1967) and McGill and Goldberg (l968ab) found nonlinearity and 
nonmonotonicity at low levels. The studies using pulsed sinusoids 
also disagree with Riesz in showing the Weber fraction Al/l to be 
generally independent of signal frequency.
The results for pulsed tones as a function of intensity have 
been described as giving a 'near miss' to Weber's law, since the value 
of the exponent in the equation relatingAl/l to l/lQ is close to 
zero (about - 0*1 is a typical value, i. e. Al/l = k(l/l )""0,1 ).. A 
possible explanation of this near miss in terms of Zwicker's 
excitation pattern model is discussed in Chapter 5» Weber's law is 
usually obeyed when noise stimuli are used instead of pure tones.
Many of the models which have been created to account for 
intensity discrimination rely on the. detection of a change in the 
number of neural impulses arriving in some time interval at a fairly 
central counting point in the auditory system (McGill and Goldberg 
1968ab, Siebert 1968, 1970). Models differ in the characteristics 
of the counting mechanism and the assumed distribution of neural 
activity. For example, McGill and Goldberg assume a neural count 
which is proportional to some fractional exponent of stimulus energy, 
the value of the exponent needing to be experimentally determined.
None of the models can yet be regarded as providing a complete 
description of intensity discrimination results.
CHAPTER 4. CRITICAL BANDWIDTH.
4.1. Introduction.
The term 'critical bandwidth' was first introduced into hearing 
by Fletcher (1940)* Since that time the term has been used in des­
cribing the results of a variety of experiments of a type somewhat 
different from those carried out by Fletcher. It is the results of 
these different experiments which define the critical band in its 
modem form and which must be considered in detail in order to 
understand the wide-ranging nature of the concept.
4.2. Critical ratio.
The critical band introduced by Fletcher (1940) depended on 
theoretical assumptions as well as on experimental results. Some of 
the experimental results were measurements of the threshold of a pure 
tone masked by white noise. The critical band was then derived by the 
use of two basic assumptions. One of these: assumptions was based on 
earlier experiments on pure tone masking which showed that masking 
is a maximum for maskers close in frequency to the frequency of the 
maskee (e.g. Wegel and Lane 1924)• This gave support to the idea 
that a given location on the basilar membrane would respond only to 
a restricted range of frequencies; and Fletcher made the assumption 
that when a tone is masked by white noise only a narrow band of fre­
quencies around the frequency of the masked tone contribute to 
masking. In the light of subsequent experiments on masking by noise 
bands of varying width, this assumption may be regarded as a good 
approximation to the truth (Greenwood 1961)• However the second 
assumption made by Fletcher does not have the same experimental sup­
port. This second assumption was that when the tone is just masked by 
the white noise, the power of the tone is just equal to the power of
the noise within the critical band. This assumption then allows the 
calculation of the critical band from the measured power of the tone 
and the noise power density. The assumption was based on Fletcher’s 
own measurements of masking of tones by narrow noise bands.
Fletcher’s measurements and others based on the masking of tones 
by white noise (e.g. Hawkins and Stevens 1950) were renamed ‘critical 
ratio’ by Zwicker, Flottorp and Stevens (1957). Zwicker et. al. used 
the term ’critical band' as a translation of the german word 'Frequenz 
gruppe' which was used to describe a series of experimental results 
obtained by Zwicker and colleagues in several different types of 
experiment carried out in the 1950’s. The choice of translation is 
unfortunate not only because of some confusion with Fletcher's 
original critical band, )mt also because the use of the word 'critical 
implies a particular type of rapid transition which is not always 
apparent in the experimental results. From now on we follow the 
modern usage, with the term 'critical band' reserved for direct 
measurements related to those reported by Zwicker et.al.
It has been pointed out that the difference between the critical 
ratio and the more modem critical band is simply that the critical 
band is larger by about a factor of 2^ at most frequencies (Scharf 
1970a), so that the results can be brought more into line by 
assuming that at threshold the noise power within the critical band 
must be times the signal power rather than equal to it as assumed 
by Fletcher. Even so, the form of the curves differs at low frequen­
cies. Masking experiments generally show that the power of the noise 
within the critical band needs to be somewhat higher than the power 
of the masked tone at threshold, though the exact factor involved is 
unclear. For example Greenwood (1961) found signal to noise ratios
for critical band maskers varying from about -3*5 dB at low frequencies 
to -8 dB at high frequencies ( a factor of 2^ - corresponds to about 
-4 dB). Hamilton (1957) fbund that the signal to noise ratio for 
sub-critical band noises varied from 0 dB at narrow bandwidths to 
- 4 dB at the critical band. The more recent measurements of the 
critical ratio by Moore (1975) do not support the idea that the crit­
ical ratio is a constant- fraction of the critical band.
4«3» Loudness of stimuli of variable bandwidth.
Of all the experiments in which the critical band is considered
to be directly involved, experiments on loudness summation provide 
the most widespread and consistent results. This is largely because 
loudness summation is a subject of particular interest in itself, 
and not just a means for studying the critical band.
The experiments which relate to the critical band involve
measurements of the loudness of tone complexes and of noise bands as 
a function of overall frequency separation or bandwidth Af (e.g.
Zwicker et. al. 1957» Scharf 1959&b). The results indicate that for 
a sound of invariant intensity at sensation levels above about 20 dB
SL, loudness is independent of Af until Af exceeds a certain value, 
beyond which the loudness of the stimulus begins to increase. The 
experiments involve the subjects matching the loudness of the stim­
ulus to the loudness of some comparison stimulus, usually a pure tone. 
The description of results in terms of a critical frequency separ­
ation is somewhat idealized, but provides a good summary of the 
general form of the results. The experiments on loudness summation 
have not generally been designed to measure the critical band and it 
is difficult to make precise estimates from the data as to its value. 
This is because it is necessary to determine the point of intersection
of two (assumed) straight lines, one horizontal representing the 
constant loudness for sub-critical frequency separations and the 
other sloping slightly ad loudness begins to increase with frequency 
separation outside the critical band. The accuracy of the data is not 
usually sufficient to define this point well. Many authors have foll­
owed the example of Zwicker et. al. (1957) who fitted lines to their 
data with a break at the value of the critical band determined from 
other experiments. This simply serves to illustrate the consistency 
of the results with other measures of the critical band. Thus in 
spite of the well-established role of the critical band in loudness 
experiments, such experiments are not well suited to the task of 
making precise measures of the critical band, particularly if we 
wish to do this rapidly for individual subjects.
Scharf (1970a) pointed out the existence of individual differ­
ences in loudness summation experiments. Measuring at 2 kHz with a 
group of six subjects, he found that for four of the subjects loud­
ness began to increase at about 300 Hz, while for one it began to 
increase at 400 Hz and for the other at 500 Hz. The typical value 
of the critical band at this frequency is 300 Hz. Individual differ­
ences may also have played an important role in the experiment of 
Boone (1973)* He attempted to measure the critical band at 1 kHz by 
averaging loudness measurements for twenty subjects and obtained a 
value of about 500 Hz, much larger than the 160 Hz typically obtained 
by other workers•
The change in loudness with stimulus bandwidth can be quali­
tatively explained by simple theoretical ideas. The basic idea is 
that tones falling within the same critical band will excite very 
similar sets of nerve fibres. If ldudness is related in some way to
the total number of neural firings, an increase in loudness will 
occur when the frequency separation of the tones in the stimulus 
increases to an extent where new nerve fibres can be excited. Inten­
sity has little effect on the firing rates of nerve fibres once a 
moderate level has been reached, so the presence of extra tones 
within a limited frequency region of a pure tone stimulus does not 
make much difference, to the total number of neural firings. We 
identify this frequency region as the critical band. Tones added to 
the stimulus outside the critical band excite different sets of nerve 
fibres, thus adding to the total number of neural firings and there­
fore increasing loudness. This does not of course necessarily imply 
that the curve for loudness as a function of frequency separation is 
of the idealized form of two intersecting straight lines. The exact 
form of the curve would depend on how tones interact in the stimul­
ation of nerve fibres and how the ear integrates the responses to 
determine loudness.
Loudness does not increase outside the critical band at low 
sensation levels (below about 20 dB SL) and this can also be exp­
lained on the basis of ideas derived from neurophysiology. Scharf 
(1970a) has pointed out that at low. levels the loudness of a critical 
band wide stimulus changes almost in direct proportion to intensity. 
This may be attributed to the fact that the firing rates of nerve 
fibres change more rapidly with intensity at low levels. According 
to Scharf, at these sensation levels sharing the energy of the 
stimulus between critical bands simply produces a change in loudness 
in each critical band in proportion to the change in energy, and the 
loudness in each critical band then summates to give the same total 
loudness. At even lower levels (below about 10 dB SL) loudness
decreases with stimulus bandwidth outside the critical band. This 
means that spreading the energy of a stimulus which is just audible 
over a wide range of frequencies produces individual components which 
are themselves inaudible as is the new stimulus. This may be regarded 
as a failure of the ear to integrate energy over a bandwidth wider 
than the critical band.
Apart from loudness summation, there are three basic experiments 
which gave rise to the critical band described by Zwicker et. al. 
(1957). None of these experiments have provided results as repro­
ducible as those in loudness summation experiments, but the simi­
larity of the results obtained in these different types of experi­
ment illustrates the apparently ubiquitous nature of the critical band. 
The three experiments are on the threshold of tone oomplexes (Gassier 
1954)* symmetrical masking of a noise band by two tones (Zwicker 
1954)» and. sensitivity to phase differences in three-component stimuli 
(Zwicker 1952).
4.4. Threshold of tone complexes.
Gassier (1954) investigated the relationship between the thresh­
old of a tone complex and its total bandwidth. Beginning with a 
single tone, in one of his experiments he added tones of equal int­
ensity equally separated in frequency by 20 Hz and measured the 
threshold of the<tone complex. He found that within a certain band­
width the threshold of the complex remained constant. In other words, 
the total energy of the complex required for it to become audible is 
constant provided that it is concentrated within a limited frequency 
range, the critical band. Outside this range the threshold energy of 
the complex begins to increase. In terms of individual pure tones, 
within the critical band the intensity of each tone at threshold of
the complex decreases by 3 dB for each doubling of the number of 
tones, whereas the intensity of individual tones at threshold of the 
complex is unchanged when tones are added outside the critical band. 
The critical bandwidth is therefore defined by the point of inter­
section of two straight lines, one sloping at 3 dB/octave and the 
other horizontal. Gassier obtained results of the same form when 
varying the bandwidth of" a noise stimulus. As is the case for loud­
ness at low levels, the ear appears to integrate energy or intensity 
only within the critical band.
Gassier*s experiments were carried out on two subjects whose 
results differed by up to about 40 %• In the experiment it is 
necessary that the thresholds of the individual tones in the complex 
should be the same, so if the threshold of the ear is not constant 
over the range of frequencies used it is necessary to make it so by 
introducing a uniform masking noise. Gassier obtained similar results 
both for masked thresholds and absolute thresholds.
Like the experiments on loudness summation, Gassier1s experiment 
requires a lot of accurate measurements in order to determine the 
point of intersection of two assumed straight lines. Although the 
basic principle on which Gassier's measurement of the critical band 
is based is well accepted, there is a lack of precise replication of 
his basic experiment on tone complexes. Recently Freidin (1976) has 
reported a very similar experiment to that of Gassier, the results 
of which are somewhat different.
Freidin made measurements at a frequency of 1 kHz using tone 
complexes with 10 Hz separation between the tones and a white masking 
noise. The number of tones varied from 1 to 21 giving a total fre­
quency separation of up to 200 Hz. With this spacing between tones,
Freidin found that doubling the number of tones within the critical 
band produced a decrease in the level of individual tones at thresh­
old of the complex of only about 1*5 dB, though the points in any 
case deviated significantly from a straight line within the critical 
band. Freidin*s explanation for the difference in slope is that the 
tones sum differently with a 10 Hz separation from with a 20 Hz 
separation. This possibility is indicated by an analogy with loud­
ness summation, since the total loudness of two equal-loudness tones 
separated by 20 Hz adds as the sum of the intensities, while for 10 
Hz separation it is the total sound pressure which determines loud­
ness. The masked threshold in this experiment can be considered as 
an equal-loudness curve.
Apart from the difference within the critical band, Freidin*s 
results also differ from Gassier*s outside Gassier*s measured crit­
ical band at 1 kHz (160 Hz). Here according to Gassier the level 
of individual tones within the critical band at threshold should 
remain unchanged, but Freidin*s results differ significantly from 
a horizontal line indicating constant intensity. Freidin therefore 
found it impossible to measure the critical band by this method. 
Freidin also carried out several other critical band experiments, 
which will be considered in the appropriate sections.
4.5. Sensitivity to phase effects.
Zwicker (1952) showed that a difference exists between the 
ability to detect amplitude modulation (AM) and frequency modulation 
(FM) of a pure tone. When the range of modulation is small compared 
with the rate (or frequency) of the modulation, a sinusoidally 
modulated FM stimulus essentially consists of only three components, 
the carrier frequency and two equally spaced side bands, as does an
AM stimulus. The only difference between the two stimuli lies in the 
phase relations between the components. Beginning with an AM stimulus 
with all three components' in phase and a small index of modulation, 
an approximate FM stimulus can be obtained by changing the phase of 
one of the side bands by 180°, or by changing the phase of the 
carrier by 90°. Zwicker measured the amount of modulation which was 
just detectable and foun.d that at low modulation rates FM was less 
easily detectable than AM, in that the amplitude of the side bands 
necessary for detection is less in the AM condition. This remains so 
with increasing modulation rate until a rate is reached at which FM 
and AM become equally detectable. The separation between the side 
bands at this modulation rate (the separation is twice the modulation 
rate) is taken to be a measure of the critical band. For separations 
larger than critical, FM and AM remain equally detectable so the 
phase of the side bands no longer appears to influence the behaviour 
of the ear. The critical band in this experiment is therefore the 
frequency region over which the components of the stimulus can 
interact sufficiently to produce an effect of phase.
Freidin (1976) also measured the critical band by the same 
method. His experiment was carried out at 1 kHz and the general forms 
of the curves obtained were similar to the results of Zwicker.
However the values obtained for the critical band, for four subjects, 
were all greater than the accepted value of 160 Hz, ranging from 200 
to 300 Hz. Freidin remarked on the apparent effect on the critical 
band caused by the degree of conditioning of the subjects to the 
perception of amplitude-modulated signals. Conditioning apparently 
allows subjects to make use of the phase differences in the stimuli 
over a wider bandwidth than in Zwicker’s original experiments. If
the critical band is a fixed property of the ear, the difference in 
results probably arises from a more precise determination of the 
point at which the FM and AM curves merge for highly conditioned 
subjects, for whom the range of influence of phase is somewhat 
greater. It seems likely that sensitivity to conditioning of this type 
is restricted to this particular critical band experiment, but this 
illustrates the danger of using critical band experiments which depend 
on some rather arbitrary criterion for defining the critical band.
4*6. Symmetrical two-tone masking.
Another experiment by Zwicker (1954) measured the critical band 
from the threshold of a band of noise masked by two tones. The noise 
band was narrower than the critical band at all frequencies used and 
its threshold was measured as a function of the frequency separation 
between two masking tones. These tones were spaced symmetrically about 
the noise band in frequency. Zwicker found that the threshold of the 
noise remained constant for small frequency separations between the 
tones, but began to fall rapidly at some 'critical1 value which 
corresponded quite well with other estimates of the critical band. 
Results for the two subjects in Zwicker's experiment were very 
similar in terms of measured bandwidth. Again there is a problem in 
measuring the precise size of the critical band from the masking 
curves, but this is less difficult than in the loudness summation 
and tone complex threshold experiments as the threshold of the noise 
falls quite steeply (see Figure 4)* However Zwicker's estimates of 
the critical band from this experiment are still rather subjective.
Experiments similar to that of Zwicker have been carried out by 
Greenwood (1961), Scholl (1962b), Green (1965) and Freidin (1976), 
though all these experiments are somewhat different in detail from
Figure 4» Threshold of a narrow noise band as a function of frequency 
separation of two masking tones (results of Zwicker, 1954)*
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the original experiment. Greenwood (1961) used the same stimulus 
configuration as Zwicker, with two tones masking a narrow noise band. 
He measured masked audiograms of the noise for different values of 
the frequency separation between the tones. That is, in contrast to 
Zwicker’s experiment in which the noise was always centred between 
the two tones in frequency, Greenwood varied the centre frequency of 
the noise band and measured its threshold as a function of centre 
frequency. The lower of the two masking tones in this experiment had 
a frequency of 3030 Hz. Greenwood found that when the two masking 
tones were separated by less than the critical bandwidth the audio­
grams had a single peak, while for separations in excess of a crit­
ical band two peaks were observed near the frequencies of the masking 
tones with a dip in the centre. This confirms the view that some 
critical band can be measured in this type of experiment.
Scholl (1962b) used two third-octave noise bands to mask a pure 
tone stimulus, obtaining masking curves as a function of frequency 
separation of the noise bands similar to those of Zwicker. Freidi^
(1976) repeated Scholl's experiment using tone clusters instead of 
noise bands as maskers. For five subjects at 1 kHz centre frequency, 
he measured critical bands of about 130-140 Hz though the transition 
from constant threshold to rapidly falling threshold was not well- 
defined. Zwicker in fact reported a value of 200 Hz for the critical 
band at 1 kHz in his summary of the results of his two-tone masking 
experiment, which is somewhat larger than the value of 160 Hz 
usually accepted as the critical band at this frequency (Zwicker 
1961, Scharf 1970a).
Green (1965) used two tones to mask a third tone centred 
between them in frequency. This experiment is essentially different
from those using noise bands because of the nature of the temporal 
interaction between the tones within the critical band. Although it 
was possible for Green to'choose a criterion to define a critical 
band from his results, the resulting values were very different from 
those obtained in other two-tone masking experiments. For this reason 
Green conducted an additional experiment using a narrow band of noise 
instead of a pure tone as the maskee. In general the results obtained 
by Green in this experiment still do not agree well with those of 
Zwicker, with the bandwidth tending to be larger in Green’s experi­
ment. Green himself (1965) and later Scharf (1970a) suggested that 
this might be due to the high masker levels of 77 dB SPL used by 
Green, since Zwicker’s results were least regular at the highest 
masker level he used which was 80 dB SPL. Scharf (1970a) reported an 
experiment which confirmed the view that masker level is important. 
However in the experiment by Freidin (1976) already described, the 
masker level was 75 dB SPL and the measured critical band was less 
than that of Zwicker, though here the role of tones and noise was 
effectively interchanged.
The experiments by Zwicker and Green differ in the methods 
employed for finding threshold. Zwicker’s subjects tracked the 
threshold of the noise by attempting to maintain it at a just - 
audible level, while in Green's experiment a two-alternative forced 
choice method was used. This method may be used in two basically 
different ways. The first possibility is to use two stimuli of the 
same duration, one consisting of the masking tones alone and the 
other consisting of the masking tones with the noise added. The 
alternative is the method which Green actually used, in which the 
masking tones are continuously present and the noise is added in
either of two intervals signalled by lights. Whether the shape of the 
threshold curve would be affected by the different methods of meas­
uring threshold would depend on whether the difference in threshold 
obtained by the methods is constant for all frequency separations. 
This has not been studied for this type of two-tone masking situa­
tion.
A further difference between Green's and Zwicker's experiments 
which could affect the results is the form of the noise bands used in 
the experiments. Green's noise band was obtained using an RCL filter 
with 60 Hz bandwidth at 1 kHz. Zwicker does not give details of the 
noise band he used at 1 kHz, but in general his noise bands were 
generated using high-pass and low-pass filters with steep slopes.
The modem descendants of these symmetrical masking experiments 
are the experiments of Patterson (1976) and Weber (1977)* These 
experiments involve measuring the threshold of a tone in the centre 
of a notch in wide-band noise, as the width of the notch is varied. 
Theoretical assumptions are then used to derive the shape of the 
auditory filter.
4.7* Masking by narrow noise bands of variable width.
Apart from the four basic types of experiment described in the 
last four sections, experiments on the masking of tones by narrow­
band noises are also directly relevant to the critical band. The 
first such experiment came from Fletcher (1940) who, apart from the 
derived critical band now renamed critical ratio (section 4*2), also 
reported results for the masking of tones by noise bands of varying 
widths. Fletcher's interpretation of his results was that increasing 
the bandwidth of the noise when already beyond the critical band did 
not affect the threshold of a tonal maskee at its centre frequency,
whereas a doubling of bandwidth inside the critical band led to a 
3 dB increase in the intensity of the tone at threshold. However his 
data were not sufficiently complete to show either the critical band 
or the slope of the threshold curve accurately.
Schafer, Gales, Shewmaker and Thompson (1950) measured the 
masked threshold of a tone as a function of the bandwidth of a 
masking noise, but found a continuous change in the threshold curve 
rather than a sharp change at the critical bandwidth. It is possible 
to define a bandwidth from the results of the Schafer et. al. experi­
ment, but this would not be 'critical1 in the way envisaged by 
Fletcher.
Hamilton (1957) measured the threshold of an 800 Hz tone masked 
by a noise of variable bandwidth. As the noise bandwidth increased 
he found that the tone threshold increased until a bandwidth of 
about 140 Hz was reached, then remained constant. This bandwidth is 
consistent with measures of the critical band described in the 
preceding sections. In contrast with Fletcher's ideas, Hamilton found 
that a doubling of noise bandwidth within the critical band produced 
a change in threshold of the tone of about 1*5 dB rather than 3 dB. 
Later, van den Brink (1964) also found a slope of about 1*5 dB/ 
octave within the critical band. This difference in slope was attri­
buted to the difference in character of the sensation caused by the 
noise as a function of bandwidth. The narrower-band noises have a 
more tonal sound and the masked tone appears more difficult to hear 
than for wider-band noises with the same power. Hamilton (1957) 
suggested that Fletcher's assumption of a 0 dB signal to noise ratio 
within the critical band at threshold was erroneous because it was 
largely based on measurements with a 30 Hz wide noise band.
Greenwood (1961) investigated the critical band by observing 
the change in form of the audiogram of a pure tone masked by noise 
of varying bandwidth and spectrum level, for different centre 
frequencies of the noise band. For subcritical bands of noise the 
audiograms (tone threshold as a function of tone frequency) are 
essentially triangular while for noises of greater bandwidth the 
audiograms develop a flat top. In terms of the critical band, the 
flat top develops with supracritical noise bands because all tones 
near the centre of the noise band are masked equally due to the fact 
that the critical band surrounding them is completely filled with 
noise which is contributing to masking. However at sensation levels 
for the tone above about 50 dB SL (called the transition level) the 
audiograms for subcritical noise bands also develop flat tops. This 
has not been interpreted as indicating a change in critical band 
with increasing intensity. The reason for this is that both above 
and below the transition level, a difference in behaviour is obser­
ved at the same critical bandwidth. Within the critical band inc­
reases in threshold are directly proportional to the power added by 
increases in bandwidth whatever the level, whereas outside the 
critical band this proportionality does not hold. Greenwood verified 
his inference that the critical band was the same both above and 
below the transition level by measuring audiograms obtained simply 
by varying the noise bandwidth as in other earlier experiments. The 
estimates of the critical band obtained by Greenwood were in good 
.agreement with the Zwicker et. al. (1957) results, except at high 
frequencies.
4.8. Other experiments relating to the critical band.
Experiments of a quite different type to those so far described 
in which the critical band has been used in interpreting the results 
are the experiments of Plomp (1964) and Plomp and Levelt (1965).
The experiment by Plomp (1964) was intended to investigate the range 
of applicability of Ohm's acoustical law, which states that the ear 
has the ability to analyze a periodic sound into its spectral comp­
onents. For tone complexes consisting of twelve components, in both 
inharmonic and harmonic cases, Plomp found that only the first 5-8 
components could be distinguished. The ability to hear individual 
components was measured by providing subjects with two possible tones 
to compare with the tone complex, one of which was present in the 
complex and the other not. The subject was asked to decide which of 
the two comparison tones was actually present in the stimulus. The 
frequency differehce between partials necessary to hear them separ­
ately can be obtained, in the harmonic case, by multiplying the 
frequency f^ of the lowest component by the number of discriminable 
components in the complex. The resulting value is interpreted as the 
frequency at which a separation of f^ is just sufficient to make the 
components discriminable. Plomp compared the form of the curve giving 
minimum frequency separation for audibility as a function of frequency 
with the critical band curve. Above about 1-2 kHz the curves are in 
close agreement, but below this they begin to diverge.
Plomp also measured discriminability when only two tones were 
present, and the curve obtained in this case bears less resemblance 
to the critical band curve as a function of frequency. The pitches 
of two simultaneous tones can be distinguished for frequency sepa­
rations much less than the critical band. Thus Plomp's experiment
does not provide a way of measuring the critical band, but rather 
indicates the possible wider implications of the critical band as a 
measure of frequency resolution. It is possible that the discrepancy 
at lower frequencies could arise because of the intervention of temp­
oral processes at such frequencies.
Henning (1966b) made the same sort of comparison between fre­
quency analysis and the Critical band when he used the existence 
region of the tonal residue (Ritsma, 1962) to derive the maximum 
frequency separation between tones possible for the existence of a 
residue pitch. The values obtained for frequency separation were 
close to the critical bandwidths originally measured by Fletcher.
Plomp and Levelt (1965) discussed the critical band in relation 
to tonal consonance of two-component stimuli. Subjects were asked to 
rate tone intervals on a seven point 'consonant-dissonant1 scale. The 
word 'consonant' was associated with 'beautiful' and 'euphonious' by 
the experimenter if subjects required any clarification of its 
meaning. When consonance is plotted as a function of the frequency 
difference between the two tones, a minimum in consonance is seen 
for small frequency differences followed by an increase to a rather 
broad maximum. If the frequency difference corresponding to the 
minimum is plotted as a function of the mean frequency of the two 
tones, then the curve obtained corresponds quite well with the 
critical band curve of Zwicker et. al. (1957) divided by a factor of 
four. Also in general it is possible to say that the maximum in 
consonance occurs when the frequency separation becomes larger than 
a critical band. However this apparent relationship between conson­
ance and the critical band is rather poorly defined and we could not 
regard such measurements of tonal consonance as a means of measuring
the critical band. The hypothesis that frequency differences for 
minimum and maximum tonal consonance are related to the critical band 
was put forward by Plomp and Levelt as an alternative to the von 
Helmholtz view that a constant frequency difference independent of 
the mean frequency would correspond to the maxima and minima. If 
Plomp and Levlt's data are used simply to choose between these two 
alternatives, then the interpretation in terms of the critical band 
is clearly the best.
Freidin (1976) and Haggard (1974) have also produced estimates 
apparently related to the critical band from experiments involving 
two-tone stimuli. Haggard (1974) carried out a masking experiment 
with two tones as masker and maskee and a constant intensity ratio 
between masker and maskee. Subjects were asked to vary the frequency 
of the lower intensity tone until it was separately audible. The 
frequency separation for separate audibility was then taken to be 
half of the critical band. Haggard was able to obtain results very 
similar to the critical band in their form as a function of fre­
quency. However this was dependent on the appropriate choice of 
various parameters, such as the size of the fixed masker/maskee 
ratio and the intensity of the masker, and on the criterion used by 
the subject in interpreting when a tone should be considered sepa­
rately audible.
Freidin (1976) attempted to measure the width of the critical 
band by measuring the width of the beat zone when one tone is masked 
by another. Because this is a measurement of a region over which 
temporal interaction takes place, we might expect the results to 
resemble those obtained in Zwicker's (1952) experiment on phase 
susceptibility which measures a region over which phase has an
effect on detectability. One of Freidin’s subjects participated in 
both types of experiment and had a critical band of 250 Hz in 
Freidin1s replication of the Zwicker phase experiment compared with 
2p0 Hz in the beat-zone experiment, both at 1 kHz. The second sub­
ject in the beat-zone experiment had a critical band of 130 Hz.
Freidin*s (1976) series of experiments allows some comparison 
of the critical bands for individuals measured in various different 
ways. However the fact that all subjects did not participate in all 
of Freidin1s experiments prevents any possibility of seeing clearly 
whether individual differences are related in the four types of 
experiment he carried out. Individual differences show clearly in the 
phase susceptibility and beat-zone experiments, but not in the 
experiment in which a tone was masked by two symmetrically placed 
tone clusters. Also individual differences in the critical band 
derived from the threshold of tone complexes of varying bandwidths 
are not clear because Freidin found this method unsuitable for 
measuring the critical band.
4.9* Effect of duration on the critical band.
The possible effect of duration on the critical band has been a 
somewhat controversial subject. Although we are not concerned with 
the short-duration critical band in the experimental part of this 
thesis, it is important to give some consideration to the effect of 
duration because it may shed some light on the nature of the critical 
band mechanism. Evidence comes both from some of the experiments 
described in the preceding sections and from experiments of a diff­
erent type to which the concept of a short-duration critical band has 
been applied. Of the typical critical band experiments, those for 
which the effect of duration has been studied include experiments on
loudness (Port 1963), threshold of a tone masked by a noise of 
varying bandwidth (Hamilton 1957), and threshold of a tone masked by 
two symmetrically placed third-octave noise bands (Scholl 1962b).
Experiments on the loudness of stimuli as a function of band­
width at short durations do not indicate any change in the size of 
the critical band. Both Port (1963) and Zwicker (1965b) obtained 
this result for noise bands as bandwidth was varied, and Scharf 
(1970a) reported the same result for pairs of tones as frequency 
separation was varied. Boone (1973) also found no effect of duration 
on the critical bands he measured in loudness experiments, though his 
critical bands were larger than those measured by others. In these 
experiments, the energy of the stimulus is kept constant as bandwidth 
is varied. There is some disagreement about the effect of duration 
on loudness, which should be the same for stimuli of different 
bandwidth if the effect of bandwidth on loudness is the same at all 
durations (see Scharf 1970a). Stephens (1974) Has shown the impor­
tance of methodological considerations in experiments on the apparent 
loudness of short-duration tone bursts.
Most of the other experiments directly related to the size of 
the' critical band at short durations involve various kinds of masking. 
Scholl (1962b), who studied the masking of a tone by two symmetrically 
placed third-octave noise bands of 500 mS duration, varied effective 
masker duration by varying the delay time between the onset of the 
masker and the onset of the maskee (a tone of 3 mS duration). The 
frequency separation of the noise bands at which the tone threshold 
began to fall increased as the delay time decreased. Thus the 
critical band appears to widen as the effective masker duration 
decreases. Scholl's results were later confirmed by Zwicker (1965b)
using band-suppressed noise as a masker.
Another masking experiment in which effective masker duration 
was varied by changing the'delay time between onset of masker and 
maskee was carried out by Elliott (1965). Threshold of a short-duration 
tone in white noise was observed to increase at short delays, appar­
ently indicating a wider critical band because a larger part of the 
masking noise is contributing to masking at short delays. Elliott 
also found that the threshold of a tone outside the frequency limits 
of a narrow-band masker increased at short delays, which again is 
consistent with a wider critical band allowing the noise to make a 
greater contribution to masking.
Hamilton (1957), in his experiment on the masked threshold of 
a tone as a function of bandwidth of the masking noise, found that 
the size of the critical band appeared to increase for tones of 
duration below about 100 mS. In repeating part of Hamilton’s experi­
ment, van den Brink (1964) reported the same effect of duration.
Some of the experiments indicating a wider critical band at 
short durations have been discussed by Zwicker and Fasti (1972) who 
provide alternative interpretations of the results. Zwicker and Fa3tl 
again confirmed the results of Scholl (1962b) but preferred to 
discuss the results in terms of the ’overshoot’ effect rather than in 
terms of a critical band developing with time. Zwicker and Fasti 
apply the term ’overshoot1 to the results of certain experiments on 
simultaneous masking with a long-duration masker and a short-duration 
maskee. In general, as the delay time between masker and maskee onset 
increases, the threshold of the maskee decreases up to a delay time 
of about 100 mS. This occurs for maskee durations less than about 
10 mS when the critical-band spectra of masker and maskee are
different and may represent a difference of up to 15 dB between the 
short delay and long delay thresholds. This is of course exactly the 
effect that Scholl considered to represent a development of the 
critical band with time, so it is important to discover where the 
difference in interpretation lies in terms of an experiment. Zwicker 
and Fasti attempted to clarify this by using a high-pass filtered 
noise to mask a short-duration tone presented at two different delay 
times. They found the threshold difference between 5 niS and 300 mS 
delays to be the same on the slope of the masker as at higher fre­
quencies. This difference in threshold they simply regard as the 
’overshoot1 effect, because if the critical band was developing with 
time we would expect the threshold difference to be different in the 
two cases, since the additional noise which would contribute to mask­
ing on the slope of the masker would be less than at higher frequen­
cies when noise is present on both sides of the tonal maskee.
Zwicker and Fasti also repeated one of the experiments of 
Elliott (1967) with different results. They emphasised the effect of 
spectral energy spread for short duration stimuli in relation to the 
excitation pattern normally arising in the auditory system, which 
can strongly influence the results of certain masking experiments. 
Zwicker and Fasti consider this effect and the overshoot effect to 
be sufficient to account for many of the results of masking experi­
ments which have been considered to indicate a development of the 
critical band with time.
Another class of experiments in which the critical band is 
thought to play a role are those on temporal summation, in which the 
threshold of a stimulus is measured as a function of duration. The 
critical band in these experiments is thought of as a bandwidth over
which the ear can integrate energy, as in the experiment carried out 
by Gassier (1954)* The basic principle which is shown by temporal 
summation experiments is that for durations below about 200 mS the 
absolute or masked threshold represents a constant energy level, so 
the ear integrates intensity at short durations. The integration time 
may depend both on frequency (Gengel and Watson 1969, Tempest and 
Bryan 1971) and on intensity (Stephens 1973)* In terms of the 
critical band, a constant critical band as a function of duration 
would imply the failure of the constant energy law at short durations 
because the spread in the spectral energy of the stimulus would be 
such that some energy would fall outside the critical band. If the 
critical band widens with decreasing duration faster than the spec­
trum of the stimulus spreads then we would expect the constant energy 
law to hold, since all the energy of the stimulus would remain within 
the critical band. We would expect to see the influence of the 
critical band only at very short durations ( in the vicinity of 10 mS, 
depending on frequency) when the spectrum of a tonal stimulus would 
become comparable in width with the critical band. The findings of 
different authors in this type of experiment are in disagreement.
For example, Green, Birdsall and Tanner (1957), Sheeley and Bilger 
(1964) and Stephens (1973) found a decrease in detectability of 
equal energy stimuli at short durations, whereas Scholl (1962a) and 
Zwicker and Wright (1963) found that the energy threshold remained 
constant down to durations where the stimulus energy would be expec­
ted to spread outside the critical band. Many of the other experi­
ments on temporal summation are summarized by Scharf (1970a). In 
view of the disagreement between authors, it appears that differences 
in procedure and in the exact nature of the stimuli are of great
importance in this type of work.
The results of the experiments described in this section may be 
summarized by saying that there is no consistent body of evidence 
pointing to a change in the width of the critical band at any 
particular duration.
CHAPTER 5. RELATIONSHIP BETWEEN FREQUENCY DISCRIMINATION AND THE 
CRITICAL BAND, j
5.1. Introduction.
On many occasions since the introduction of the concept of the 
critical hand by Fletcher (1940), it has been suggested that the size 
of the critical band is a constant multiple of the frequency diffe­
rence limen. Fletcher himself suggested this and he was followed by 
Licklider (l95l) and Bekesy and Rosenblith (l95l), who both remarked 
on the similar form of the curves giving the critical band and the 
frequency difference limen as a function of frequency. Zwicker, 
Flottorp and Stevens (1957) continued the comparison even though the 
critical band they introduced was different from Fletcher’s, and 
since then the statement that the critical band is a constant 
multiple of the frequency difference limen has continued to appear 
in the literature, e.g. Zwicker (1970), Scharf (1970a). Other 
functions have also been compared with the critical band and the 
frequency DL, notably the me1 scale of pitch developed by Stevens 
and Volkmann (1940) and the function derived by von Bekesy relating 
frequency to position of maximum excitation on the basilar membrane 
(Bekesy and Rosenblith 1951)*
The idea that these different measures may be related is an 
appealing synthesis which suggests that all are derived from a common 
frequency-selective mechanism in the ear. In particular, both the 
frequency DL and the critical band would represent a constant number 
of pitch units (mels) at all frequencies, and would also correspond 
to a constant fraction of the length of the basilar membrane. The 
existence of such a relationship would give strong support to the 
basic ’place’ models of pitch perception in which the pitch of a
pure tone is assumed to be determined by the position on the basilar 
membrane at which it produces a maximum in excitation.
The general comparison between curves is difficult to make 
accurately because of the problems involved in measuring the indivi­
dual functions over the whole frequency range. For example we have 
already seen in Chapter 3 how different methods of measurement can 
give rise to a different function for the relationship between the 
frequency difference limen and the frequency at which it is measured. 
Figure 5 shows the values of the critical band given by Zwicker et. 
al. together with the early frequency discrimination results of 
Shower and Biddulph (1931) obtained with FM stimuli, and the more 
recent results using pulsed pure tones of Wier et. al. (1977)* It 
can be seen that the choice of frequency difference limen curve for 
comparison is likely to strongly influence any conclusions we may 
draw.
Even if we observed the curves for the frequency difference limen 
and the critical band to be identical in form, this would not repre­
sent proof of a common mechanism. To discover whether the apparent 
similarities could be ascribed to such a common mechanism, it is 
necessary to discover whether variations in the efficiency of the 
mechanism affect both the critical band and the frequency difference 
limen in the same way. Thus we may make use of differences between 
the results of individual subjects in measurements of frequency 
discrimination and the critical band. In particular, we may ask 
whether a subject who performs poorly in frequency discrimination 
tasks does so because of a poor frequency-selective mechanism which 
would also manifest itself in a wider than normal critical band.
The experimental work described in Chapters 6 and 7 was intended to
Figure 5» Comparison of critical band with the frequency difference 
limen obtained by' two different methods.
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answer this question, but first we consider specific models which 
predict a relationship between the frequency DL and the critical 
band, in order to make more clear the theoretical basis for such a 
relationship.
5.2. The Zwicker excitation pattern model for JiMDs.
In recent years the concept of the 1psychoacoustical excitation 
pattern’ has proved valuable in describing some aspects of hearing.
The excitation pattern is derived from masking experiments in which 
the threshold of a tone is measured as a function of frequency when 
masked by a narrow band noise (i.e. bandwidth less than the critical 
band) (Maiwald 1967^ • The masked audiogram produced is considered to 
represent the pattern of excitation in the ear caused by stimulation 
with the narrow band noise, and is referred to as the psychoacoust­
ical excitation pattern. It is assumed that this also represents 
the excitation pattern of a pure tone at the centre frequency of the 
noise band, though a narrow-band noise is used to obtain the masked 
audiogram in order to reduce the influence of temporal regularities 
in the stimulus. This approximation may be considered sufficiently 
good to be of value, though probably it is somewhat inaccurate in 
detail (see e.g. Fasti 1976).
Zwicker (1970) has described how changes in the excitation 
pattern may be used by the ear in detecting small changes in frequency 
and in intensity. The excitation may be represented graphically as 
in Figure 6, It is convenient to use a scale of frequency based on 
the critical band rather than the more straightforward logarithmic 
frequency scale. Using this scale, the 'critical band rate1, measured 
in Barks, represents the number of critical bands below the equiva­
lent value on a frequency scale, which can be calculated from the
Figure 6. Variation of excitation patterns with small changes in 
frequency and intensity.
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values of the critical band given by Zwicker (1961). In this repre­
sentation, the excitation .patterns for narrow-band noises and, by 
assumption, for pure tones have the same shape for a wide range of 
centre frequencies. The patterns are basically triangular with a 
maximum near the centre frequency. An important feature is the 
constant steep low-frequency slope of the patterns, which varies 
very little with centre frequency.
Figure 6 (a) shows how the excitation patterns for pure tones 
are believed to change for small changes in intensity, while Figure 
6 (b) shows the effect of small changes in frequency on the patterns. 
The basic postulate used by Zwicker to explain the basis for the 
discrimination of frequency and intensity changes is that the ear is 
able to detect a change in a stimulus only when the excitation level 
L changes by an amount of 1 dB or greater anywhere along the 
critical band scale. When a pure tone stimulus changes in frequency 
as in Figure 6 (b), the largest change in excitation occurs at 
places on the low-frequency side of the pattern where the pattern 
slopes most steeply. Maiwald (196'/^ reported a value of 27 dB per 
critical band for this slope, largely independent of signal frequency 
and intensity. Thus in order to produce a change in excitation of 1 dB 
in this region, a change in frequency equal to a fraction 1/27 of & 
critical band is necessary at all frequencies, so that the JTND for 
frequency is a constant fraction of the critical band. This fraction 
is very close to the value of l/30 which according to the comparison 
made by Zwicker (1970) separates the critical band curve from the 
curve for the FM frequency difference limen.
It should be noted tha-t in this model the change in frequency is 
detected by ’off-centre1 detectors which are not maximally excited
by the signal, rather than by detecting changed activity at the 
peak. Zwicker's model for .frequency discrimination is not new in that 
the basic idea that the shift in the response curve with frequency 
should produce a detectable change in level at some point on the 
response curve is a classical idea which was used in deciding . 
whether the sharpness of resonance in von Helmholtz’s theory was 
sufficient to account for frequency discrimination ability, e.g. 
Humphrey and Gold (1947)* The main feature which is added in Zwicker's 
model is the strong experimental background giving rise to knowledge 
of the excitation patterns and the critical band scale.
Detection of a small change in intensity according to the 
Zwicker model is not dependent on details of the slope of the 
excitation pattern as in the frequency discrimination case. Figure 
6 (a) shows how the excitation pattern is affected by changes in 
intensity. At high intensities the high-frequency side of the 
pattern, which Zwicker calls the ’upper accessory excitation’, grows 
in a nonlinear manner. This means that the maximum change in excita­
tion level occurs at points on this side of the pattern, which is 
therefore used in discrimination. This provides a qualitative 
explanation for the failure of Weber’s law (section 3*7)» since the 
intensity difference limen measured as the dB difference between 
tones will fall with increasing level as the change in the upper 
accessory excitation becomes larger than the change in the main 
excitation for the same difference between tones.
5«3« Experimental evidence relating to the Zwicker model.
If we examine experimental evidence in relation to Zwicker's 
model, we see that there are different degrees of support for the 
intensity discrimination part of the model and its frequency discrim-
ination part. Also we should note that although Zwicker formulated 
his model on the basis of experiments with modulated tones, several 
authors have discussed it in relation to the results of their 
experiments on forced-choice discrimination of pulsed stimuli. There 
is no reason why this extension of the model should not be appro­
priate as long as no specific features of the mechanism detecting 
changes in excitation are introduced to exclude such an extension.
In support of his model for detection of intensity changes, 
Zwicker (1970) reports that although the just noticeable degree of 
amplitude modulation decreases with intensity due to the nonlinear 
growth of the upper accessory excitation, if a high-pass filtered 
noise is used to mask this part of the pattern then detection 
deteriorates to the level expected on the basis of a 1 dB change in 
the main excitation. The same failure of Weber’s law with no masking 
also occurs in experiments on intensity discrimination of pulsed 
pure-tone stimuli as described in section 3*7* However Moore and 
Raab (1974) in an experiment using pulsed tones also studied the 
effect of a high-pass filtered noise intended to mask the high- 
frequency part of the excitation pattern. Even with the noise, they 
found that Weber’s law did not describe their results accurately, 
though an improvement in the fit to Weber’s law compared with the 
simple pure tone case was observed. When Moore and Raab used instead 
a band-stop filtered noise, results were even closer to Weber's law. 
Thus their conclusion, at variance with Zwicker’s model, was that 
information from both edges of the excitation pattern is utilized 
in intensity discrimination.
The main evidence in favour of Zwicker's model for frequency 
discrimination lies in its accounting for the relationship between
the frequency DL and the critical band. More direct evidence such as 
that provided by Moore (l97^ab) and by Verschuure and van Meeteren 
(1975) has tended to be unfavourable to the model.
Moore's (197.3a) experiment involved forced-choice frequency 
discrimination of short-duration tone pulses. The results present 
difficulties for place models in general, though Moore specifically 
considers the Zwicker model. The difficulty for these models lies in 
explaining the small values obtained for the product Af.d, where Af 
is the measured frequency difference limen and d is the duration of 
the tone pulse. As the duration is decreased the frequency spectrum 
of the tone pulse widens and imposes a limit on the frequency 
discrimination which can be achieved by means of a place mechanism. 
Moore made a calculation of this limit by considering the limit­
ations placed on the slope of the basilar membrane displacement curve 
by the envelope of the spectrum of the tone pulse. Moore’s results 
show values of Af.d which are smaller by up to a factor of five than 
his calculated minimum of 0#24t at frequencies below about 5 kHz. 
However his detailed discussion of the Zwicker model is rather 
misleading, since Moore refers to the 'excitation pattern on the 
basilar membrane' whereas the excitation patterns on which the 
Zwicker model is based are derived from masked audiograms which 
depend also on processes at a later stage in the auditory system and 
are sharper than basilar membrane responses. Zwicker (1970) states 
that the frequency selectivity described by the excitation pattern 
is about five times sharper than the frequency response curve of the 
basilar membrane as measured by von B£k£sy (i960). A limitation on 
frequency discrimination is still imposed by the spectrum of the 
stimulus, but it is difficult to calculate this limit accurately
because of the possible effects of duration on the ability to detect 
changes in excitation. Cardozo (1962) has also argued that frequency 
discrimination at short durations is too good for any measuring 
system based on spectral resolution. An interesting feature of 
Moore's experiment is that the value of the product Af»d can be seen 
to be consistent with place models above about 5 kHz which is physio­
logically about the upper limit for possible frequency discrimination 
based on temporal mechanisms (Rose et.al. 1967). Moore interprets his 
results as indicating that a temporal mechanism is used for frequency 
discrimination below 5 kHz, changing to a place mechanism at fre­
quencies above this.
A second experiment by Moore (1975b) on the pitch discrimination 
of narrow noise bands lends support to this conclusion and is there­
fore in conflict with the basic Zwicker model at low frequencies. 
Moore was able to present sufficient details of a temporal model to 
make specific predictions from it about the discrimination of noise 
bands. However it is not clear to what extent an experiment involving 
discrimination of noise bands is relevant to the basic Zwicker model. 
The model in its original form does not apply to rapidly fluctuating 
sounds, but we may take note of the results of an experiment by 
Zwicker and Schutte (1973)* They showed that fluctuations in the 
excitation pattern can follow those in the stimulus if the stimulus 
is a sufficiently narrow noise band, whereas for wider noise bands 
the pattern is unable to follow these fluctuations. Thus for wide 
bandwidths of noise with a constant low-frequency slope we would 
expect the frequency differenoe limen to remain independent of the 
noise bandwidth. Moore found an increase in this difference limen at 
larger bandwidths, but his results are in disagreement with those of
Maiwald (1967b) who found a slight decrease in the difference liraen 
as the bandwidth increased.; from 50 Hz to 60 Hz. Maiwald used a 
method employing modulated stimuli and did not use any very small 
bandwidths where temporal effects may play a greater role. Moore was 
able to explain his results at small bandwidths on the basis of a 
temporal model except at 6 kHz which was the highest frequency he 
used.
One additional experiment by Moore (1972) allows the same inter­
pretation of results. This involves comparison of difference limens 
obtained when both stimuli are presented to the same ear (ipsilateral 
DL) with difference limens obtained when one stimulus is presented to 
one ear and the second presented subsequently to the opposite ear 
(contralateral DL). On the basis of the Zwicker model we might 
expect that the difference limen would be somewhat larger in the 
contralateral case because no direct comparison of excitation patt­
erns is possible. More specifically we can say that the frequency 
and intensity DLs should deteriorate by about the same amount.
Moore found this to be the case at 6 kHz but not at 2 kHz and 4 kHz.
Verschuure and van Meeteren (1975)» as well as criticising the 
Zwicker model on the grounds that it predicted larger values of the 
frequency DL than they measured, also criticized the model on the 
basis of an experiment on matching the pitch of tones of different 
intensities. The difference in intensity means that a direct compa­
rison of excitation cannot be used by the subject, since a differ­
ence in frequency is not simply represented by a decrease in 
excitation on one side of the pattern and an increase on the other. 
Verschuure and van Meeteren found only a small increase in the just
noticeable frequency difference for matchings with a 10 dB SPL 
difference, with a gradually steeper slope towards bigger intensity 
differences. According to'the Zwicker scheme, a much less accurate 
pitch discrimination system should take over when intensity differ­
ences are present and pitch discrimination should level off for 
larger differences. This is of course an extension of the basic model 
for the detection of changes in tones of similar intensities.
5.4* Corliss model of discrimination.
We take as a second example of a theory which relates the 
critical band to the frequency difference limen the model of Corliss 
(1967). There are two basic mechanisms involved in this model. The 
first is an element emitting unit responses in proportion to the 
instantaneous amplitude of a stimulating sound. The second is a 
selector mechanism which integrates the responses in a manner 
analogous to a resonant circuit, whose properties can be specified 
in terms of a factor Q defined as the ratio of the energy stored to 
the rate of dissipation. Energy is stored most efficiently by the 
selector mechanism when it is derived from a stimulus of a frequency 
close to its natural frequency. A change in the perception of a 
stimulus occurs when the amount of stored energy changes by a 
quantity equal to the ’least count’ AE which is the smallest energy 
change detectable by the mechanism. This change must take place over 
a time longer than some minimum time interval At* Changes in input 
power are responded to by a change in energy storage which is an 
exponential function of time, so that when an input stimulus ceases 
the stored energy decays exponentially and there is a time At during 
which no change can be perceived as the stored energy has not yet 
diminished by the least count AE.
In order to describe how the Corliss model relates frequency 
discrimination to the critical band, we need two of the basic 
equations describing the assumed form of the selector mechanism. The 
first defines an exponential coefficient oCf such that if the initial 
amount of energy stored is E and the minimum detectable decrease in 
energy is &E, the stored energy must decrease to an amount equal to 
exp (-<*) times its original value in order to produce the change in 
energy AHJ. Thus
AE = (l - e“*)E
so that
-* = in(l - AE/E) (1)
According to the model a change in frequency is detectable when 
the response along the frequency axis falls to a fraction exp(-oj) 
times its original value. Thus, the minimum detectable change in 
frequency can be calculated by equating exp(-o^ to the equation 
giving F, the fraction of the maximum response of the selector as a 
function of frequency. This equation may be written as
exp(-*) = F = + t£(t* - f2f )  (2)
This equation is given incorrectly by Corliss (1967) but the correct 
equation and the algebraic manipulation necessary to obtain the next 
equation may be found in an earlier paper by Corliss (1963). This also 
involves some approximations, mainly that.Af and AE are small com­
pared with f and E. The result obtained is
Af/f0 = - 1)Vq0 (3)
This therefore relates the just noticeable difference in frequency 
to the intrinsic property of the selector mechanism represented by 
Qq at a frequency fQ, through a factor dependent on the ability to 
detect changes in energy. Naturally we would expect tne bandwidth of
the selector mechanism to be related to the critical band, this
bandwidth itself being inversely related to tne value of Q at any
given frequency. The relationship was calculated by Corliss (1967) 
with reference to an experiment in which a pure tone would be masked
by a band of noise. The result she obtained was
Critical band (.4)
which using equation (3) becomes .
Af - ((e°*- l)^ /flr^ ) # critical band. (5)
We should not attach too much importance to the precise value of 
the constant involved in this relationship, but the important 
qualitative features are that an increase in the Q, of the selector 
mechanism would give rise to a decrease in the critical band and a 
corresponding decrease in the frequency difference limen, and also 
differences in the ability to detect changes in energy can affect the 
measured frequency DL (the factor e°* - 1 reduces to AS/E to a first 
approximation). This is very similar to what we would expect on the 
basis of the Zwicker model.
Corliss (1967) used her model to relate the results of many 
apparently different types of experiment on masking and discrimi­
nation. The principal difficulty faced by the model is the very high 
value of Q required for the selector mechanism (150 at a frequency of 
1 kHz).. This is much higher (by more than a factor of ten) than any 
direct measures of frequency selectivity in the ear by psychoacoustical 
or physiological methods. The model may therefore be regarded as 
rather too simple in terms of the mechanisms involved, but scarves 
well alongside the Zwicker model to illustrate the way in which place 
models can account for a relationship between the frequency difference 
limen and the critical band. In terms of individual differences, we
would clearly expect on the basis of the Corliss model that individual 
differences in the frequency difference limen and the critical band 
would be related, because of their common relationship to the Q of 
the selector mechanism. The Zwicker model is built on the average 
experimental results of many subjects and does not make such clear 
predictions about individual differences; however, we would expect 
frequency discrimination ,to be poorer for a less steep low-frequency 
slope of the excitation pattern, and we would normally expect this 
to correspond to an increase in an appropriately measured bandwidth.
CHAPTER 6. AIMS OF EXPERIMENTAL WORK AND PRELIMINARY EXPERIMENT.
6.1. General aims of experimental work.
We have seen in Chapter 5 that in typical place models of fre­
quency discrimination, the ability to discriminate a change in the 
frequency of a pure tone depends only on two measurable basic prop­
erties of the ear. These are the form of the excitation pattern 
arising in the ear as a result of its frequency-selective properties, 
and the ability to detect changes in excitation or energy in parts of 
the pattern when the pattern changes due to a change in stimulating 
frequency. It is the general aim of the experiments which follow to 
discover whether such models can be used as a basis for describing 
individual differences in frequency discrimination ability. According 
to these models, a poorer than average frequency discrimination ability 
would necessarily be accompanied by a broader than normal response 
pattern or by a below-average ability to detect changes in excitation. 
The ability to detect changes in excitation may be measured fairly 
directly in an intensity discrimination experiment, but there are a 
number of different experiments in which the width of the ear’s 
response pattern to a single frequency component may be considered to 
play a major role. Of these, the critical band experiments have 
commonly been considered to represent the ear’s frequency-selective 
properties, and would appear to be most suitable for our purposes 
since place models can make direct predictions about the relationship 
between frequency discrimination and the critical band, and these 
predictions have often been deemed to be supported experimentally (see 
Chapter 5)• Our primary aim is to test the prediction that if all 
subjects are similar in their ability to detect changes in excitation, 
individual differences in the frequency difference limen will be
positively correlated with individual differences in the frequency 
resolving ability or selectivity of the ear, as might be represented 
by the critical band. Thus-for each individual subject, at least three 
properties of the ear must be measured; namely, the frequency diff­
erence limen, the intensity difference limen, and the frequency 
resolving ability. The first two of these are reasonably straight­
forward measurements, bu\ the way we choose of measuring the third 
property could have a vital influence on the outcome of the experiment 
in terms of whether or not a correlation is found.
Because of the purely mechanical nature of the models under test, 
this work does not take account of the ways in which the individual 
differences may have originally arisen. Whether these differences are 
inherited, cultural or simply due to differences in familiarity with 
the type of task involved does not concern us, provided only that the 
differences remain stable and can be clearly measured. It is the 
object of the preliminary experiment we describe in this chapter to 
discover how the differences between individuals in all three proper­
ties we need to measure compare with the variability within subjects 
due to factors not under experimental control. We need to know, for 
example, whether we can justifiably compare the frequency DL measured 
for an individual subject on a particular day with his critical band 
measured on a different day. Apart from practice effects, inconsis­
tencies could arise due to changes in the physiological state of an 
individual subject or in his attitude to the experiment, both of which 
,can only be controlled to a limited extent.
In view of much of the experimental evidence reviewed in the 
preceding chapters, it is possible that the type of place model we 
have been referring to might be more appropriate at higher frequencies,
when the alternative temporal information in the nerve fibres is lost. 
For this reason the initial work was carried out at 1 kHz, which may 
be considered a 'medium1 frequency, with the intention of changing to 
a higher frequency if no evidence was found for a place mechanism at 
1 kHz, or to a lower frequency if the evidence favoured a place model 
at 1 kHz.
6.2. Preliminary experiment: Observation of individual differences and 
stability of measurements of the FPL, IDL and critical band.
6.2.1. Introduction.
The purpose of this experiment was to compare individual differ­
ences with within-subjects differences over a period of time which 
amounted to several weeks. The methods by which measurements were 
made were intended to be suitable for the later experiments on correl­
ation, so that they were chosen with the intention of keeping within- 
subjects differences within reasonable .limits and trying to avoid any 
important differences in procedure for the three types of measurement 
which were made. The apparatus used in the experiments is described 
in Appendix 1. In this preliminary experiment, the frequency DL, 
intensity DL and critical band were each measured on three separate 
occasions for the right ear of all subjects.
6.2.2. Measurement of the frequency difference limen.
A two-alternative forced choice procedure with pulsed pure tones 
was used to measure the frequency DL. This procedure was chosen partly 
because of the consistency of results obtained by different authors 
using this procedure (see Chapter 3)* and partly because it is poss­
ible to use a similar procedure in the intensity discrimination and 
critical band experiments. This similarity in procedure may be 
important later when we study the relationships between the different
measurements. For example, if we want to consider intensity and fre­
quency discrimination in terms of a model in which the same detectors 
operate to detect changes in excitation in both cases, it is desirable 
that the detectors should be operating under conditions as nearly 
identical as possible in our experiments.
Having chosen the two-alternative forced choice procedure, the 
next step is to select suitable values of the physical parameters, 
namely the shape, duration and intensity of the tone pulses and the 
inter-pulse interval. Experiments on the effect of duration on fre­
quency discrimination generally indicate that performance improves 
from short durations up to a duration of about 200 mS, with very 
little change after that ( Henning. 1970, Moore 1973a). We chose a 
signal duration of 500 mS to be safely above the duration at which a 
deterioration in performance might begin. The effect of the interval 
between tone pulses was studied by Moore (1971), who concluded that 
no interaction between pulses occurs for intervals of 200 mS or 
greater. Thus an inter-pulse interval of 500 mS was chosen as suitable 
for our experiment. Details of the envelope of the waveform of the 
pulse are most important at short durations (Ronken 1969)* The pulses 
we used were essentially rectangular, but a rise/fall time of 10 mS 
was used to avoid switching transients. The tones were presented at 
an intensity of 45 dB SPL. This level was chosen with a view to the 
type of place model eventually to be tested by the experimental work, 
whose suitability might be affected by nonlinear events at higher 
.levels. For example, Zwicker (1970) reported a nonlinear growth in the 
excitation pattern above about 50 dB SPL.
The way in which the two-alternative forced choice procedure was 
employed was intended to find the frequency separation at which an
individual subject scored 75 % correct in his responses. One of the 
two tones presented on any particular trial was at the test frequency 
of 1 kHz . The other tone was always higher in frequency and was 
presented either before or after the standard tone at random. The sub­
ject was seated inside a sound-reducing booth containing two push­
button switches and two lights. All other apparatus and the exper­
imenter were outside the booth. When the subject pressed a switch, one 
of the lights would come on and remain on until the switch was released. 
Two lights identical to those inside the booth were situated outside 
the booth and responded to the same switches. The object of having 
lights inside the booth as well as outside was so that the subject 
could see the effect of his response and would be sure of the pressure 
on the switches necessary to operate the lights. On presentation of a 
pair of tones, the subject was required to respond by pressing one of 
the two switches to indicate which of the tones(either first or 
second) he believed to be higher in pitch. The subject was told that 
in some cases he might not feel he could hear a difference but would 
still be required to make some response. When the subject responded, 
his response was recorded by the experimenter who then presented the 
next pair of tones. The subject was not informed whether or not his 
response was correct, as we had no desire in this experimental work 
to try to train subjects to do better or to influence their perfor­
mance unnecessarily. Subjects were normally required to make about 100 
responses in succession before being allowed to rest. Typically this 
number of responses would be obtained in a period of under 10 minutes. 
The beginning and end of such a series of tone-pair stimuli were 
signalled to the subject by a tone of longer duration, so that the 
subject heard a long tone, a series of tone pairs requiring a response,
and then a second long tone signalling a rest period of a little less 
than five minutes. The normal length of a session was slightly under 
one hour and the object of'dividing the time in this way was to avoid 
any fatigue effects in a task requiring a certain amount of concen­
tration. In general we observed no consistent differences in perfor­
mance between the beginning and end of a series of 100 tone-pair 
presentations. .
During the first run of 100 stimulus presentations the frequency 
of the variable tone was always chosen so that initially the frequency 
difference between the two tones was large enough for the subject to 
find discrimination fairly easy. The frequency difference was reduced 
after every 20 presentations until a difference was reached at which 
the subject scored less than 75 %> so that a preliminary estimate of 
the difference limen was made in the first run. This estimate was then 
used to decide on the frequency differences to be used in later runs. 
Three frequency differences were chosen for the later runs with the 
intention that one should correspond to about the 75 % level of correct 
responses and the others should be on either side of this level. Using 
these frequency differences during the next three runs a total of 100 
responses at each of the three differences could be obtained. The 
difference corresponding to 75 % correct was then found by assuming a 
straight line fit to these three points. The three levels would typic­
ally be separated from each other by 0*5 Hz or less with fairly clear 
differences in performance, so that taking the results as a whole the 
difference limen for most subjects for a particular session could be 
estimated to the nearest 0*1 Hz. If there were any unusual features of 
the results at the three frequency differences selected, the subject 
was required to participate in a further run of about 100 stimulus
presentations. Occasionally the preliminary run of 100 presentations 
was also extended if it was felt that a good preliminary estimate of 
the difference limen had not been made, usually because of a marked 
improvement in the subject's performance in the early stages.
6.2.3. Measurement of the intensity difference limen.
The measurement procedure for the intensity difference limen was 
made as similar as possible to that used for the frequency difference 
limen with the later experiment on correlation in mind. The tone 
pulses, of which the standard one was at 45 dB SPL, were switched on 
and timed by the same circuitry as those for the frequency discrimin­
ation measurement so that the duration, inter-pulse interval and 
rise/fall time were as described there. The duration of 500 mS is 
sufficiently long for intensity discrimination performance to be close 
to optimum as was the case in the frequency discrimination measurement 
(see Henning, 1970).
The task for the subjects was a forced choice between two tones, 
of which one was always at the same frequency and intensity and the 
other tone was reduced in intensity. This is a reversal of the more 
common procedure in which ian increment in intensity is used with the 
lower tone of fixed intensity. This change will not affect the diff­
erence limen expressed as a dB difference between tones because of the 
basic symmetry of intensity discrimination performance. A decrement 
rather than an increment in intensity has been used before, for 
example by MoGill and Goldberg (1968b). Our reasons for using a decre­
ment have to do with the models predicting correlations and will be 
fully explained when the experiments intended to test these predictions 
are described.
On presentation of a pair of tones, subjects were required to
press a switch to indicate which tone they thought was louder. Apart 
from this, the procedure used to determine the difference corresponding 
to 75 % correct responses was identical to that used in the frequency 
discrimination measurement, with the intensity of the variable tone 
being changed instead of the frequency.
6.2.4. Measurement of the critical band.
As we saw in Chapter 4, the concept of the critical band arises 
from the consistency of average results in different experiments and 
there has been very little work on individual differences in the 
critical band. In choosing a way of measuring the critical band for 
individuals, we have to bear several considerations in mind. Regarding 
the intention of later investigating the possible correlation between 
the critical band and the frequency difference limen, we should choose 
a way of measuring the critioal band which seems directly appropriate 
to the type of place model we have been considering, with frequency 
resolution clearly playing a role. The method should be one of those 
giving values of the critical band consistent with the established 
critical band scale (Scharf 1970a), and should also allow a bandwidth 
to be sufficiently precisely defined for any individual differences 
which may exist to be clearly shown. We considered these requirements 
to be best met by a two-tone masking experiment of the type carried 
out by Zwicker (1954)» in which a narrow band of noise was masked by 
two tones symmetrically situated above and below the centre frequency 
of the noise band.
The Zwicker experiment has already been discussed in section 4*6, 
so here we will concentrate on the modifications made in our procedure 
compared with that in the original experiment. We considered two 
particular features of the experiment as originally carried out to be
undesirable. The first of these is the use of a tracking method to 
determine threshold. This means that the subject is required to vary 
the level of the sound to be detected in an attempt to keep it just 
audible. This is a criterion-dependent method in that it depends on 
what sensory events the subject chooses as representing 'just audible'. 
Using a forced-choice method eliminates this criterion-dependence 
which may have a particularly great effect with inexperienced subjects 
as used in our experiment.
The second undesirable feature is the rather arbitrary manner in 
which the magnitude of the critical band is estimated from the form 
of the threshold cuxve as a function of frequency separation (Fig. 4* 
p. 4.11). The critical band is taken as the bandwidth at which the 
threshold of the noise begins to decrease as the frequency separation 
between the masking tones is increased, and this point is determined 
simply by eye. As a measure of frequency resolution, there is no 
reason to prefer this definition of bandwidth to any other. In deter­
mining differences in bandwidth for individual subjects, we chose 
instead to use the bandwidth at which a 5 dB change in the noise band 
threshold was observed. This is of course an equally arbitrary defin­
ition, but its value lies in that we can measure a 5 bandwidth for 
individuals much more precisely than a bandwidth effectively corres­
ponding to a 0 dB change. The reason for this is that the threshold 
is generally changing much more rapidly with bandwidth at a point 5 cU3 
away from maximum masking than at the point where threshold is just 
beginning to fall. We would expect that the major consequence of this 
change in the definition of bandwidth would be that larger values of 
the critical band than those reported by Zwicker (1954) will be 
obtained. However individual differences for the two definitions
should be the same unless the masking curves have some Unusual features, 
for which we can occasionally check.
The procedure used to/ determine the noise-band threshold at any 
particular frequency separation bore certain similarities to the 
difference limen measurements in that it was a two-alternative forced 
choice procedure with the shape and timing of the stimuli controlled 
by the same switch as in those measurements, giving a duration of 
500 mS. Each of the two masking tones, symmetrically placed in frequency 
about 1 kHz, was always at an intensity of 45 dB SPL. In each pair of 
stimuli presented, one stimulus consisted of only the two masking 
tones while the other consisted of the two masking tones together with 
a narrow band of noise. The subject was required to indicate which of 
the stimuli, either first or second, had included the noise band. This 
was done by means of lights as in the difference limen measurements, 
and when the subject responded (no time limit-was imposed), his res­
ponse was recorded by the experimenter and the next pair of stimuli 
then presented. The threshold for any particular frequency separation 
was defined as the level at which 75 % correct responses were obtained.
Since it is very time-consuming to measure the threshold at a 
number of different separations between the masking tones, a somewhat 
shortened procedure was adopted to measure the 5 dB bandwidth we chose. 
This enabled the critical band to be measured in sessions of about the 
same length as those used for the difference limens, which we felt 
might help avoid differences in results due to fatigue or motivational 
differences when we came to investigate the correlation between 
measures. The procedure involves making a single measurement of the 
threshold at a frequency separation within the critical band and then 
finding the frequency separation corresponding to a 5 dB decrease from
this threshold. This relies on the fact that the threshold is fairly 
constant within the critical hand as measured by Zwicker (1954) in 
this experiment. Indeed the Zwicker definition of the critical band 
relies on the threshold being entirely constant within the critical 
band, and although we cannot rely on this ideal situation holding in 
our measurements, results obtained by other authors (e.g. Freidin 1976) 
indicate that the threshold at a suitable sub-critical frequency sepa­
ration will not differ too much from the threshold at other separations 
within the critical band. We chose to initially measure the threshold 
of the noise band for a frequency separation of the masking tones of 
120 Hz. This is well within the value of 160 Hz normally given as the 
critical band at this frequency (Scharf 1970a) and the value of 200 Hz 
obtained by Zwicker for this type of two-tone masking experiment. It 
is also sufficiently large to keep any complications which may be 
caused by temporal interaction between the stimulus components to a 
minimum*
In the critical band measurements reported in this chapter, the 
bandwidth of the filter producing the noise band was about 80 Hz (to 
3 dB points), so that the two masking tones for the sub-critical 
threshold measurement were effectively on either edge of the noise 
band in frequency. This configuration of the stimulus components is 
particularly important, because the threshold of the noise band at 
this frequency separation may be thought of as a way of representing 
frequency resolving ability. If the ear had perfect frequency resolution, 
we would expect that the threshold of the noise band measured with the 
two tones separated by 120 Hz would be equal to its absolute threshold, 
since there would be no 'interference' or masking from the two tones.
We may consider that the more the threshold is raised from this ideal,
the poorer is the frequency resolving ability of the ear. However at 
this stage the experiment was designed with the intention of using 
the critical band rather than this masked threshold as the means of 
representing frequency resolving ability, and it might be expected 
that the two measures will be related.
The threshold of the noise with 120 Hz tone separation was 
measured with an initial approach from above in 1 dB steps, the noise 
level being reduced if the subject scored 9 or 10 correct out of 10 
responses. As in the difference limen measurements, a three-point 
psychometric function was determined in the vicinity of the threshold. 
Each point was based on about 40 trials and the minimum separation 
between levels used was 0»5 dB. A straight line fit to the three 
points then gave an estimate of the threshold to the nearest 0*1 dB.
Following this initial threshold estimate, the level of the noise 
was reduced by 5 dB from the threshold for the individual subject 
involved. The masking tones were then set to a frequency separation 
much larger than the critical band. With the noise level now held 
constant, the frequency separation between the masking tones was 
varied to find the separation at which threshold was again reached.
The general approach to finding this frequency separation was the same 
as in the other measurements, with an initial approach from an easy 
(wide) separation followed eventually by the determination of the 
separation corresponding to 75 % correct responses from a three-point 
psychometric function. Rest periods in the critical band measurement 
were given at about the same intervals as in the difference limen 
measurements, again with a view to avoiding unnecessary differences 
which might obscure the correlations to be investigated later.
6.2.5. Subjects and general information.
Seven subjects participated in this preliminary experiment. All 
were postgraduate students/at the University of Surrey who volunteered 
in response to a written request for subjects offering payment at the 
rate of £1 per session of about one hour. The subjects were told of 
the nature of the tasks they would be required to perform and were 
told that if they began the experiment, they would be required to 
complete all the planned sessions if possible. The only requirement 
imposed with regard to the hearing of the subjects was that they 
should have a threshold within 10 dB of the ISO standard at 500 Hz,
1 kHz and 2 kHz for the ear under test. This enabled a constant sound 
pressure level to be used without there being large differences in 
sensation level between subjects. Of course there is some influence 
of sensation level on frequency and intensity discrimination, but we 
would expect the influence to be only slight over the range of 
sensation levels we shall be using (Wier et. al. 1977 > Jesteadt et. al. 
1977).
Before the reported results were obtained, some rapid estimates 
of the difference limens and critical band were made for all subjects. 
This was to familiarize the subjects with the procedure and to ensure 
that they understood the discriminations they were required to make, 
in particular in the critical band experiment where some familiarity 
with the sound of the noise band to be detected was necessary. None 
of the subjects had previous experience in psychoacoustic tests of 
this type. No subjects withdrew from the experiment after initially 
participating. The subjects had a mean age in the early twenties with 
no large deviations from the mean, and were all male.
In this preliminary experiment, all subjects wore Koss Pro 5LG
headphones whereas in later experiments TDH-39 headphones were used. 
The Koss headphones are circumaural and were chosen for the prelim­
inary experiment because they were more comfortable to wear for long 
periods than the TDH-39 headphones. Their disadvantage lay in a poorer 
frequency response than the TDH-39 headphones and a greater difficulty 
in calibrating them accurately in terms of sound pressure level. 
However since we were working within a restricted frequency range and 
the measurements being made were not sensitive to slight changes in 
overall sound pressure level, we felt it best to give priority to 
making the experiments more comfortable for the subjects, since 
discomfort could adversely affect performance in an experiment invol­
ving repeated measurements over a period of time.
The three types of measurement we have described were each 
carried out on three separate occasions for each of the seven subjects 
involved. For each subject, the total of ninesessions was spread over 
a period of about five weeks. Sessions for any particular subject 
normally took place at about the same time of day, though it was not 
always possible for subjects to complete all their sessions at exactly 
the same time of day. The object of this arrangement was to keep 
the variability of the-results to a minimum in case of any diurnal 
variations. Measurements on each subject were carried out in cyclic 
order, so that one measurement each of the critical band, frequency DL 
and intensity DL would be completed before any of these was measured 
for a second time. This was necessary to avoid, for example, all 
subjects gaining practice in detecting changes in excitation in the 
intensity discrimination experiment before having any measurement of 
frequency discrimination ability carried out.
6.2.6. Results.
The measured values of the critical band, frequency DL and 
intensity DL are presented'in Table 1. Critical band and frequency DL 
results are given in Hertz, with the intensity DL results given as a 
dB difference between tones. Mean values across all subjects are also 
given for each measurement. Numbers indicate the order of measurement, 
for example fFDL l1 refers to the first measurement of the frequency DL 
for each subject.
6.2.7. Discussion of results.
(a) Frequency difference limen.
It can be seen quite clearly from Table l(a) that there are 
considerable individual differences in the size of the frequency DL.
Most noticeable is that one subject has an exceptionally large DL, but 
there are also differences between the other subjects which can be 
Shown to be significant. Since the experimentwas planned with the 
intention of comparing between-subjects differences with within- 
subjects variations, the analysis of variance is an appropriate 
statistical technique. This shows the between-subjects variance to be 
so large compared with the within-subjects variance that the individual 
differences may be considered significant at below the 0*1 % level.
The actual values of the difference limens are about what we would 
expect for largely untrained subjects in this type of task (Harris 1952). 
The session-to-session variability is also about what we would expect 
(Moore 1971)» with deviations for individual subjects generally 
remaining within about 15 % of the mean value for the subject. The 
only feature of the results which may be regarded as slightly sur­
prising is the absence of any practice effect between the first and 
third sessions. We will consider why this should be so after the
Table 1. Difference limens and the critical band measured on three
successive occasions for seven subjects at 1 kHz and 45 dB SPL.
Subject: DMP 10 SE IM GW JE KK Mean.
FDL 1 2-0 15*5 3*0 3-3 3*5 3-2 3-1 4-51
FDL 2 2-2 15-5 5*4 2*2 4*6 3*9 3-4 5-03
PDL 3 1-7 15*0 3*5 3*6 4.4 2*8 2*0 4-71
(a) Frequency difference limen.
Subject: DMP 10 SE IM GW JE KX Mean.
IDL 1 0*9 1*5 4-1 . 1*1 1*4 1*8 2-4 1*89
IDL 2 1*1 1*6 3*6 0«85 1*6 1*6 1*7 1*72
IDL 3 ■1*3 1-5 4*3 0*9 2-5 1*7 2*8 2*n
(b) Intensity difference limen.
Subject: DMP 10 SE IM GW JE KK Mean.
CB 1 550 200 400 700 280 250 680 409
CB 2 550 245 460 660 290 270 760 438
CB 5 540 260 400 660 275 250 680 409
(c) Critical bandwidth with 80 Hz wide filter.
discussion of the intensity difference limen and critical band results.
(b) Intensity difference limen.
Table l(b) shows clear individual differences in the size of the 
intensity DL. As in the case of the frequency DL, the analysis of
variance may be used to show that the differences are significant at
below the 0*1 % level. Although again one subject stands out as having 
an exceptionally large DL-, differences between the other subjects are 
also apparent. The values for most subjects of about 1-2 dB and their 
variability are typical of what we might have expected, but as for the
frequency DL results no effect of practice can be seen.
(c) Critical band.
The results for the critical band given in Table l(c) show 
individual differences as clearly as do the results of the difference 
limen measurements. A significance level below 0*1 % can again be 
obtained by the analysis of variance. No effect of practice is apparent, 
but for this type of critical band measurement we had no prior reason 
to expect any such effect. Although we might have expected that the 
ability to detect the noise band in this experiment could be suscept­
ible to practice, the critical band is based on the difference in the 
threshold at different frequency separations and so would not be 
affected by an overall lowering of the threshold curve. In fact no 
apparent long-term practice effect was observed for the initial 
threshold measurements either. The values of the critical band are 
somewhat larger than the average of 160 Hz at 1 kHz and the value of 
about 200 Hz reported by Zwicker (1954) in the original version of 
this experiment. Undoubtedly part of the difference may be attributed 
to our choice of a 5 dB bandwidth rather than attempting to measure 
the point at which threshold just begins to fall. It is also possible
that part of the difference may be attributed to the filter we used to 
obtain the noise band for this experiment. The obvious requirement for 
a noise band in the experiment is that the bandwidth should be less 
than the critical band, which was so in this case as the bandwidth 
(to 3 dB points) was about 80 Hz. However it may also be expected that 
the slopes of the filter edges may have some effect on the measured 
bandwidth, since if thisvis less than the slope of the ear’s normal 
response to a pure tone, the pattern of response in the ear may be
determined more by the slope of the noise band than by its own intrinsic
selectivity. The filter we used had a slope of 120 dB per octave near 
the peak, but away from the peak the slope began to gradually decrease. 
For example, the slope averaged about 60 dB/octave in the response 
region 15-23 dB below the peak. The initial slope of 120 dB/octave is 
comparable with the response of the ear measured in direct masking 
experiments, for example the low-frequency slope of the excitation 
pattern given by Zwicker (1970) is 27 dB/critical band. Since it is 
not clear whether the decreased slope away from the peak could cause 
an enlargement of the measured critical band, we felt it necessary 
to use a filter with more steeply sloping flanks in subsequent
measurements of the critical band to be reported in Chapter 7*
(d) General discussion.
The general feature of the results which is most in need of some 
clarification is the absence of any practice effects in both sets of 
difference limen measurements. In our view this is due to the details 
.of the procedure used to measure the difference limens. In each 
session, a preliminary run was included to give a first estimate of 
the difference limen, but the results of the preliminary run made no 
contribution to the more precise final estimate. Practice effects
were very clear for most subjects during the preliminary run itself, 
but there was a more stable performance during the later stages of 
each session. It is this more stable part of the performance which is 
reflected in the results we have given for the difference limens. 
Undoubtedly practice effects would have been clearly seen if the 
sessions had been shorter. These would have been most apparent for the 
frequency DL, but our results suggested that they would also have been 
present in intensity DL measurements.
This preliminary experiment conclusively shows the presence of 
individual differences in frequency and intensity discrimination ability 
and in the critical band. The feature of tne experiment which is most 
important from our point of view is that these individual differences 
are quite large compared with within-subjects variations and are quite 
stable over a period of time. Thus in investigating possible relation­
ships between the measures, we can expect that it would be a suitably 
effective method to measure these quantities for individuals on only 
a single occasion each, and to study the correlation between these 
single measurements. This is the procedure we have adopted in the 
experiments described in Chapter 7 *
CHAPTER 7. EXPERIMENTS ON THE RELATIONSHIP BETWEEN FREQUENCY 
DISCRIMINATION AND THE CRITICAL HAND.
7.1. Relationship between frequency DL, intensity DL and the critical
band at 1 kHz.
7.1.1. Aims of experiment.
The principle which we aim to test in this experiment may be 
stated in very simple and general terms - the broader the pattern of 
response in the ear to a pure tone stimulus, the poorer will be the 
ear's ability to discriminate changes in the frequency of a pure tone. 
We have seen in Chapter 5 bow two specific place models of hearing, 
those of Corliss (1967) and Zwicker (1970), may be used to predict an 
overall relationship between the critical band and the frequency DL.
We do not aim to restrict our experiment to a test of any specific 
model, but we can apply the principles of these models to illustrate 
the general predictions.
In the kind of model we aim to test, the link between the response 
pattern and frequency discrimination is provided by the ability to 
detect' changes in response on any particular part of the pattern.
In the Zwicker model this is referred to as the ability to detect 
changes in excitation, while in the Corliss model it is the ability 
of the frequency-selective mechanism to detect changes in stored 
energy. This ability can be measured fairly directly in an intensity 
discrimination experiment* In terms of the Zwicker model, a small 
change in intensity at reasonably low levels (below 50 dB SPL) gives 
the same change in excitation over the whole of the pattern, so that 
no advantage is to be gained from listening to any particular region 
of the pattern and the intensity DL may be taken as representative of . 
the ability to detect changes in excitation. In the Corliss model,
the intensity DL is a direct measure of the ability to detect changes 
in energy. Since frequency discrimination is held to depend on the 
same detection mechanism when a change in response is caused by a 
shift in frequency, we might expect to see some correlation between 
the frequency and intensity difference limens. This would be most 
pronounced if the bandwidth of the frequency-selective mechanism did 
not differ greatly between individuals. At this stage we assume that 
the critical band is the appropriate measure of bandwidth. This is 
not only because of the widespread belief that the critical band is 
a measure of frequency resolving ability and is related to the 
frequency DL, but also because the particular form of masking experi­
ment we have chosen to measure the critical band directly involves 
the broadness of the ear's response to the components of the stimulus. 
As we have already pointed out in section 6.2.4.» the critical band 
experiment also includes an additional way ofrepresenting frequency 
resolving ability, namely the noise band threshold for a particular 
frequency separation of the masking tones, which we might expect to 
be related to the critical band.
The principal alternative to the general type of place model we 
have been considering ds a temporal model of frequency discrimination, 
in which the temporal (distribution of impulses in the nerve fibres 
determines pitch. This type of model does not necessarily predict 
any relationship between the difference limens and the critical band, 
since predictions depend very much on the details of the model.
Without going into detail, we can give an example of a possible pre­
diction based on general principles. This is that the greater the 
number of nerve fibres active in response to a tone, the more precisely 
can differences in timing be measured and consequently the better will
be frequency discrimination. Thus there will be a negative correlation 
between the broadness of frequency response in the ear and frequency 
discrimination ability.
Since we have discussed a number of possible relationships which 
could arise, it is necessary to give them some priority in terms of 
the aims of the experiment and any planned statistical tests. The 
primary aim of the experiment is to test the hypothesis that individual
differences in the critical band will be positively correlated with
differences in the frequency DL, against the null hypothesis of zero
correlation. This is the only hypothesis to which any statistical test
may be applied. Other relationships should be regarded simply as 
additional information about the suitability of a place model at a 
frequency of 1 kHz and possibly suggestive for further experimental 
work. For convenience we summarize some of the most likely relation­
ships here, bearing in mind that some of them might be expected to be 
rather weak. The relationships ares-
(a) The frequency DL will be positively correlated with the 
intensity DL (place model).
(b) The initial noise band threshold in the critical band exper­
iment will be related to the critical band and to the frequency 
DL (place model)•
(c) The critical band will be negatively correlated with the 
frequency DL (possible temporal model).
In addition to these relationships predicted by theoretical 
.models, we must also establish the relationship between our measure­
ments of the critical band reported in Chapter 6 and our measurements 
in this experiment where it was necessary to use a different noise 
filter and headphones, as will be explained.
The experiment involved the measurement on separate occasions of 
the frequency DL, intensity DL and critical band for ten subjects, 
seven of whom were those involved in the preliminary experiment.
7.1.2. Measurement of the frequency difference limen.
The procedure by which the frequency DL was measured was as 
described for the preliminary experiment in Chapter 6. As we have 
said, the use of a two-alternative forced choice procedure and the 
timing of the stimuli were intended to be consistent in all our 
measurements to avoid introducing unnecessary differences which might 
weaken possible correlations. The only additional factor which we wish 
to draw attention to here is that the standard tone in the frequency 
discrimination experiment was always at 1 kHz and the variable tone 
higher in frequency. This means that in terms of the Zwicker model, 
the variable tone gave a decrease in excitation on the low-frequency 
side of the excitation pattern compared with the standard. We had this 
fact in mind when choosing the stimuli in the intensity discrimination 
measurements.
7.1.3. • Measurement of the intensity difference limen.
The procedure for measurement of the intensity difference limen 
was as described in the preliminary experiment. There it was mentioned 
that the variable tone was always of lower intensity than the fixed 
tone, so that its excitation pattern represented a decrease in 
excitation from the excitation pattern set up by the standard tone. 
This makes the stimulus configuration as similar as possible to the 
.frequency discrimination measurement in terms of the Zwicker model, 
with as nearly as possible the same detectors of excitation changes 
being involved in the two different measurements. There is also an 
additional reason for using a decrement rather than an increment in
intensity compared with the standard. This is that it is more con­
venient to express AE/E as a fraction which will always be less than 
one, with E the maximum and AE the decrease from the maximum. This is 
in fact essential in the Corliss model described in Chapter 5» since 
the model is developed in terms of the detectable decrease from an 
energy maximum.
7.1.4* Measurement of the critical band.
The measurement of the critical band consisted of two parts, the 
determination of an initial noise-band threshold with the masking 
tones separated by 120 Hz (i.e. at 940 Hz and 1060 Hz), followed by 
the determination of the bandwidth at which this threshold fell by 
5 dB. These were determined in the same manner as in the preliminary 
experiment, but the form of the noise band was different and TDH-39 
headphones were used instead of the Koss Pro 5LC headphones used 
previously. As we said in discussing the results of the preliminary 
experiment, the measured values of the critical band were rather large 
and it seemed possible that this could be due in part to an insuffic­
iently steep slope of the noise band. Therefore the filter used 
originally to generate the narrow noise band was replaced by one with 
a slightly larger bandwidth (about 100 Hz) but with a constant steep 
slope beyond this bandwidth of 600 dB/octave. A change of headphones 
was also made at this stage because the largest of the critical bands 
in the preliminary experiment turned out to be so large that the 
frequency response of the Koss headphones could not be considered flat 
over the entire region, of interest. Since all the subjects who part­
icipated in the preliminary experiment were also involved at this 
stage, it was possible to directly compare the values of the critical 
band obtained under the different conditions. In addition, the three
subjects who were new to the experiment at this stage had two measure­
ments of the critical band made with the same TDH-39 headphones but 
with the two different filters to produce the noise bands. This was 
to enable us to observe whether any changes which might occur for the 
first seven subjects could be simply due to the change of headphones 
rather than to the change of noise-band shape.
7.1.5* Subjects and general information.
Ten subjects were used in this experiment, the three who were 
added to the seven in the preliminary experiment being in the same 
age group and recruited in the same way. The additional three subjects 
were introduced to the tasks they were required to perform in the same 
way as the subjects in the preliminary experiment had been,, in a single 
preliminary session before the reported results were obtained. Since 
at this stage it was necessary to use the TDH-39 headphones in the 
critical band experiment, the same headphoneswere used for the other 
measurements. Sessions took place at the same time on different days 
for any individual subject. We felt it best to strictly impose the 
restriction on time of day at this stage since the preliminary exper­
iment was not designed to observe to what extent differences in the 
time of day of the sessions would contribute to the variability of the 
results. Stimuli were presented only to the right ear of the subject 
in all cases.
7.1.6. Results.
Table 2 provides a comparison of the critical band values 
obtained with the two different filters. For seven of the subjects, 
we compare the average critical band with 80 Hz wide filter and 
Pro-5LC headphones, with the critical band with the more steeply 
sloping 100 Hz wide filter and TDH-39 headphones. For the other
Table 2. Comparison of critical band values for different noise band 
stimuli.
Subject. Average initial critical New critical band
band, 80 Hz filter, 100 Hz filter,
Koss Pro-5LC headphones. TDH-39 headphones
10 235 170
JE 260 230
GW 280 250
DMP 350 270
SE 420 290
IM 6.70 490
KK 710 450
Subject. Critical band, 80 Hz Critical band,
filter, TDH-39 headphones. 100 Hz filter,
TDH-39 headphones
LB 270 230
DLP 300 270
HT 320 290
Table 3» Difference limens, critical band and threshold of noise band 
masked by two tones of 120 Hz separation, for ten subjects 
at 1 kHz and 45 dB SPL.
Frequency DL Intensity DL Critical band Threshold 
(Hz) (dB) (Hz) (dB SPL)
2*0 
14*5 
5-3 
3*0 
4-1 
3-5 
2-8 
2*2 
4*2 
2*1
Values of product-moment r:- 
FDL - IDL - 0*05
FDL - CB - 0*43
FDL - Threshold +0*35
CB - Threshold - 0*31
1*1 270 33*8
1*5 170 35*2
4-0 290 35*5
0*9 490 28*3
1*8 250 33-0
1*7 230 29*7
2*3 450 34*0
0*6 r 270 29*5
0*9 290 28*7
2*2 23O 33*2
Subject
DMP
10
SE
IM
GW
JE
KX
DLP
HT
LB
three subjects, we compare directly the critical bands obtained with 
the two filters with the same TDH-39 headphones.
Table 3 shows values of the four quantities between which we 
wish to look for correlations, namely the frequency DL, intensity DL, 
critical band and the two-tone masked threshold measured in the first 
stage of the critical band experiment. Since we did not give results 
for this threshold in the* preliminary experiment, it is worth noting 
here that, in that experiment, the greatest variation of the two-tone 
masked threshold over three sessions for an individual subject was 2 dB 
and the smallest 0*5 dB, with a typical range of under 1 dB. Table 3 
also includes values of the product-moment correlation coefficient 
for those relationships we have indicated might be of theoretical 
interest.
7.1.7* Discussion of results.
(a) Comparison of critical band values.
We see from Table 2 that the change of headphones and noise band 
has caused a decrease in the measured critical band, representing 
about 25 % overall for the seven subjects involved. Now most of the 
bandwidths lie in the range 200-300 Hz, that is somewhat larger than 
the 200 Hz reported by Zwicker (1954) as we would expect with our 
choice of a 5 dB bandwidth. Whilst the magnitude of the bandwidths has 
changed considerably, the factor of most interest to us is whether the 
directions of the individual differences remain constant, since we 
would hope that our measurements of individual differences would not 
be too sensitive to experimental details. In fact we can see that 
although the critical bands for some subjects have changed slightly 
more than for others, the rank ordering of subjects remains virtually 
unchanged. Both sets of values clearly show two subjects with
exceptionally large critical bands, with consistent differences between 
the remaining subjects.
We see that the three subjects who used the same headphones with 
different filters also show a decrease in the critical band when 
changing to the noise band with steeper slope. Thus there is clearly 
some advantage to be gained by using a noise band with very steep 
slopes. We have not attempted to completely separate the effects of 
headphone and filter changes since we are mainly concerned about the 
consistency of individual differences under the double change, which 
is clearly quite satisfactory. We believe that for the smaller band­
widths the change is largely due to the filter change, since both sets 
of headphones may be considered to have an almost flat frequency 
response over these small bandwidths. However for the larger band­
widths the response of the Pro-5LC headphones cannot be considered flat 
and this could contribute to enlarging the critical band in the preli­
minary experiment. The fact that someofthe bandwidths were so large 
was, as we said earlier, the reason why a change of headphones from 
the preliminary experiment was thought necessary.
(b) Correlations between measurements.
We see from Table 3 that the product-moment correlation coefficient 
for the frequency DL - critical band relationship is rs-O-43* Thus 
we fail to find any support for the hypothesis of a positive correlation 
between the two. Jn view of the fact that the correlation coefficient 
is negative, it seems likely that the failure to find support for the 
hypothesis does not stem simply from not having enough subjects in the 
experiment to be able to reject the null hypothesis. If we were to 
impose confidence limits from the value of the correlation coefficient, 
we can be more than 95 % certain that the true value of the correlation 
coefficient lies below r » ♦ 0*3* The negative correlation is of course
consistent with the prediction we made from a temporal model, but we 
should not attach any particular significance to this.
The correlation between the frequency and intensity difference 
limens, which we predicted to be positive on the basis of a place model, 
is described by an r of - 0*05* Of course this does not exclude the 
possibility that the true correlation is positive, but again we fail 
to find any support for a.place model*
The other measurement of interest is the noise band threshold in 
the first part of the critical band experiment. This shows a slight 
positive correlation with the frequency DL, with r equal to * 0*35* 
However the correlation between this threshold and the critical band 
itself is described by an r of - 0*31. This suggests that these two 
quantities, which we had expected both to be dependent on frequency 
resolving ability, may in fact be largely independent of each other.
This possibility will be discussed further after the next experiment.
At this stage we may say that we have found almost no support 
for the idea that a place model can describe frequency discrimination 
at 1 kHz..We therefore move on to a frequency of 5 kHz, where temporal 
information becomes very weak, to see whether support for a place 
mechanism may be found there.
7.2. Experiment on the relationship between the frequency and intensity 
difference limens at 5 kHz and frequency resolving ability.
7.2.1. Aims of experiment.
The predictions we aim to test in this experiment are largely 
those made before the preceding experiment. However there is some 
difference in emphasis and a further important assumption. The diff­
erence in emphasis arises because of the result of the preceding 
experiment that the two-tone masked threshold in the critical band
experiment is not related to the critical band itself. We may therefore 
regard it as a quantity representing frequency resolving ability in a 
different sense to the critical band, and a quantity which may itself 
be correlated with the frequency DL. Thus in this experiment we plan 
not only to test the hypothesis of a positive correlation between the 
frequency DL and the critical band, but also to test for a positive 
correlation between the frequency DL and this two-tone masked threshold. 
These are the two correlations to which we plan to apply statistical 
tests. The most likely additional correlation we would expect from a 
place model is a positive correlation between frequency and intensity 
discrimination, though not necessarily a strong one.
The assumption we make at this stage concerns the relationship 
between frequency resolution in the ear at 1 kHz and 5 kHz. We assume 
that the results we have for frequency resolution at 1 kHz will be 
representative of the ear’s frequency resolving ability at 5 kHz, in 
that individual differences will remain largely consistent between 
the two frequencies. This stems from the belief that frequency resol­
ution is based on the same basic filtering characteristics of the 
cochlea at the two frequencies, and that the differences between indi­
viduals due to differences in the properties of the cochlea will 
therefore be similar. Such an assumption can only be properly justified 
by the contribution it may make to our understanding of the results.
If its validity is unclear, it will be necessary to make measurements 
of frequency resolution at 5 kHz. However at this stage the plan is 
to compare the difference limens at 5 kHz with the frequency resolution 
measures at 1 kHz.
In addition to the directly predicted correlations between 
measures, we can gain additional useful information from the correlations
between individual differences in the difference limens at 1 kHz and 
5 kHz. If frequency discrimination is based on different mechanisms 
at the two frequencies, it/is quite possible that individual differ­
ences in the 1 kHz frequency DL will not correlate with those in the 
5 kHz frequency DL. On the other hand, we should certainly expect that 
the intensity DL results at different frequencies would be related.
We do not propose any tests of significance here, but the relationship 
between the difference limens at different frequencies may be used to 
support or oppose any conclusions we may be able to draw from the 
other relationships.
7.2.2. Measurement procedure.
The difference limens at 5 kHz for both frequency and intensity 
were measured in the same manner as those at 1 kHz. In each case the 
standard tone was at' 5 kHz and 45 dB SPL. '
7.2.3. Subjects.
Nine of the ten subjects who participated in the experiment at 
1 kHz continued in this experiment at 5 kHz. On checking the audio­
grams of. the original ten subjects to ensure that no large differences 
in sensation level would exist, we found that one of the subjects (10) 
had to be excluded from the 5 kHz measurements because of a steep dip 
in his audiogram in the 4 kHz region. This-occured in both ears of 
the subject, and the form of the dip and the history of the subject 
made it extremely likely that this was a hearing loss due to exposure 
to loud noise. We did not regard the damage in this part of the 
cochlea as any reason for excluding the subject’s results at 1 kHz, 
since according to the models under test frequency discrimination 
ability is determined solely by the broadness of the response pattern 
and the ability to detect changes in excitation, both of which we were
clearly able to measure at that frequency. It was however impossible 
to measure this subject’s frequency discrimination ability satisfact­
orily at 5 kHz, even at the highest intensities the apparatus could 
generate without distortion, because the threshold curve sloped so 
steeply that a small change in frequency corresponded to a large change 
in loudness.
7.2.4. Results.
The values of the frequency-and intensity DLs at 5 kHz are given 
in Table 4, together with all the results at 1 kHz for ease of compa­
rison. A summary of the correlation coefficients indicated as being of 
interest when we set out the aims of the experiment is provided in 
Table 5* Those involving the 5 kHz measurements are based on the result 
of only nine subjects, whereas the correlations between measures at 
1 kHz are based on the results of ten subjects.
7*2.5. Discussion of results.
The two relationships to which we planned to apply tests of 
significance are those between the 5 kHz frequency DL and the 1 kHz 
critical band (r = - 0*21) and between the 5 kHz frequency DL and the 
noise threshold at 120 Hz masking tone separation in the critical 
band experiment (r s. + 0*79). This latter congelation may be alter­
natively described by a value of Spearman's rank order correlation 
coefficient r of + 0*83* The correlation is illustrated by Figure 7*
S - +.\-
It may be interpreted as significant at the 1 % level, allowing for 
the fact that we have tested for two correlations in the same experi­
ment and therefore doubled the probability of finding a large correl­
ation for one of them. It should be emphasised that other product- 
moment correlation coefficients have been given purely for descriptive 
purposes and therefore no attempt should be made to attribute levels
Table 4* Frequency and intensity difference limens for nine subjects
at 5 kHz and 45 dB SPL, together with 1 kHz results.
Subject FDL 5kHz FDL 1kHz IDL 5kHz IDL 1kHz CB 1kHz Threshold 
(Hz) (Hz) (dB) (dB) (Hz) (dB SPL)
DMP 270 2*0 1*7 1*1 270 33*8
SE 180 3*3 4*4 4*0 290 35*5
IM 46 3*0 1*3 0*9 490 28*3
GW 85 4*1 4*2 1*8 250 33*0
JE 98 3*3 1*7 1*7 230 29*7
KK 140 2*8 2-7 2*3 450 34*0
DLP 32 2*2 \ 1>9 0*6 270 29*5
HT 39 4*2 2*0 . 0*9 290 28*7
LB 170 2*1 2*6 2*2 230 33*2
Table 5* Product-moment correlation coefficients for measures in Table 4> 
for those relationships relevant to the experimental aims.
FDL 1kHz FDL 5kHz IDL 1kHz IDL 5kHz CD 1kHz Threshold 1kHz
FDL 1kHz 1
FDL 5kHz - 0*49 1
IDL 1kHz - 0*05 1
IDL 5kHz + 0*20 + 0*78 1
CB 1kHz - 0*43 - 0*21 1
Th. 1kHz + 0*35 + 0*79 - 0*31 1
Figure 7» Frequency difference limen at 5 kHz for 9 subjects compared 
with noise threshold for 120 Hz tone separation in critical 
band experiment.
FDL
(Hz)
8Q
Threshold of noise (dB SPL)
of significance to them.
The correlation between the frequency and intensity difference 
limens at 5 kHz* which we would expect to be positive on the basis of 
a place theory, is described by an r of + 020. The other relationships 
which are of interest are between the difference limens at the two 
freqiiencies. The individual differences in the intensity difference 
limen are quite consistent, the correlation coefficient between 
individual results at 5 kHz and 1 kHz being- r s 4- 0*7fl. However the 
frequency discrimination results for individuals are very different 
at the two frequencies, being described by an r of - 0*49*
It has been generally believed that at 5 kHz and frequencies 
above a place mechanism of frequency discrimination must operate, and 
the relationship between frequency discrimination and frequency resol­
ution as measured by the two-tone masked threshold offers support for 
this idea. In view of the strength of the correlation, it appears that 
the assumption that frequency resolution at 1 kHz is representative of 
that at 5 kHz is justified. However the critical band does not appear 
to be a suitable measure of frequency resolution to show the expected 
relationship to the frequency DL.
Given that a place model appears to operate at about 5 kHz, we
must decide whether the same mechanism operates at 1 kHz. Our results 
at 1 kHz fail to offer support for the operation of a place mechanism 
and must be regarded as being in conflict with the type of place model
we described in Chapter 5* In addition, while the results at the two
frequencies indicate that intensity discrimination is based on the 
same mechanism, we have the quite remarkable result that individual 
differences in the frequency DL at 1 kHz and 5 kHz do not appear to 
be positively correlated. Thus we are led to believe that the mechanisms
of frequency discrimination at 1 kHz and 5 kHz are generally quite 
different.
We can illustrate these ideas which have been developed from the 
overall results by looking at the behaviour of individual subjects 
who are remarkable in some way, though comments on the particular 
mechanisms underlying behaviour for any individual must be rather 
speculative. For example^subject DMP, who performed best at frequency 
discrimination at 1 kHz, became worst at the same task at 5 kHz. One 
possible explanation is that this subject was using temporal inform­
ation at 1 kHz, but at 5 kHz either had to use very unclear temporal 
information or switch to a comparatively inefficient place mechanism. 
Subject SE, who had exceptional difficulty in detecting changes in 
excitation according to his intensity difference limen, did not have 
the difficulties in frequency discrimination expected by a place model 
until the frequency was changed to 5 kHz. Neither of the subjects with 
large critical bands (IM and KK) had any particular difficulties in 
frequency discrimination as a consequence of their large critical 
bands*- Also there is no explanation in terras of the place models for 
the large frequency DL of subject 10 at 1 kHz, since he had the 
smallest critical band together with reasonably good intensity disc­
rimination. Thus we see that it is not just ihe results of one or 
two subjects which obscure any overall correlation; the simple place 
models at 1 kHz are completely lacking in overall support.
One feature of the experiment for which some further explanation 
is required is the apparent lack of relationship between the critical 
band and the two-tone masked threshold, both of which we expect to 
depend on the ear’s frequency selectivity. We believe that the 
threshold has proved a better measure for the correlation work for two
basic reasons. Firstly, the threshold with the masking tones separated 
by 120 Hz depends on interactions between excitation patterns closer 
to the peaks than in the measurement of the critical band. It may be 
that the peak region of the excitation pattern would be the most 
important in frequency discrimination by a place mechanism. Secondly, 
the threshold measurement directly depends on the ability to detect a 
change in excitation overa limited response region, whereas the 
critical band may be considered a less direct measure since it depends 
on the difference between two thresholds, thereby eliminating the 
direct dependence on the ability to detect excitation changes. We 
can illustrate this by making a simple modification of the critical 
band for individuals, by multiplying by the individual intensity DLs 
to include differences in detection ability. This new combined measure 
(CB x IDL) then shows weak correlations with the two-tone threshold 
(r = 016) and with the 5 kHz frequency DL (r= + 0*36) . Whilst
these correlations are in the expected direction, they do not suggest 
the critical band and intensity DL to be very good indicators of the 
frequency. DL, even at 5 kHz. It may be important that in the threshold 
measurement the region over which a change in excitation is detected 
is limited by the masking tones, whereas in the intensity discrimin­
ation measurements the whole of the excitation pattern may be used.
An important possibility which must be considered is whether the 
subjects could have used loudness differences in the tone pulses, 
caused by the frequency response of the ear-headphone combination, to 
aid their frequency discrimination at 5 kHz. If this were so, and 
intensity discrimination was also related to the masked threshold 
measurements because both involve the detection of changes in excitation, 
then we might see an ’artificial’ correlation between the two-tone
threshold and the frequency DL due to their common relationship with 
intensity discrimination. We do not believe that subjects would have 
been able to use any loudness variations which may have been present 
for three basic reasons. Firstly, subjects were given no information 
about the correctness of their responses so that it would have been 
difficult to learn to use loudness cues in the time available.
Secondly, Wier et. al, (1977) found that when they replaced the TDH-39 
headphones as used in this experimental work by headphones with a 
smoother high-frequency response, no change in frequency discrimination 
occurred. Finally, the correlation we obtained between frequency and 
intensity discrimination at 5 kHz was rather weak (r — + 020). This 
is exactly the type of weak correlation we would expect to find in 
any case with a place mechanism in which the two types of discrimination 
rely on the same detectors.
7.3* Conclusions.
The evidence obtained from our experimental work leads to two 
fundamental conclusionss-
(a) Frequency discrimination at 5 kHz is based on a place mechanism 
for most or all subjects.
(b) Frequency discrimination at 1 kHz is generally based on a 
different mechanism to that at 5 kHz, possibly one making use of the 
temporal pattern of nerve firings.
These conclusions are in line with much of the experimental 
evidence we have reviewed in the earlier chapters of this thesis. The 
conclusions refer to the normal methods of frequency discrimination 
used by largely untrained subjects. We should not discount the 
possibility that in certain tasks, particularly when the stimuli are 
not pure tones, subjects can be trained to make discriminations akin
to frequency discrimination on the basis of mechanisms they would not 
normally use.
There are two points arising from our critical band measurements 
which, while not in conflict with the published literature, we do not 
consider to have been clearly expected on the basis of the literature. 
The first of these is that our measurements of the critical band are 
dependent on the shape of the noise band to be detected, in particular 
being smaller for a more steeply sloping noise band. The second is that 
individual differences in the critical band for the same critical band 
experiment are clearly marked and cover quite a wide range.
More generally, we may say that the experiments clearly demon­
strate the potential value of studying the relationships between 
individual differences in basic hearing abilities. Although these 
individual differences may arise for many different reasons which we 
may not understand in detail, they can still help us to understand 
the range of applicability of simple models to the frequency discrimi­
nation process. The abilities we have studied are by no means the 
only ones between which relationships might be observed; for example, 
valuable information about the relationship between frequency resolution 
and the ability to hear the low pitch of a tone complex should be 
obtainable from a detailed study of individual differences. We believe 
that this type of experiment has an important role to play in the 
study of pitch perception and has been rather neglected in the past.
APPENDIX 1.
The arrangement of the apparatus for all of the experiments is 
shown in Figure 8. The signal from Oscillator 1 (Adret Codasyn 201) 
was used in the frequency discrimination experiments. The frequencies 
were set manually using a programming unit and the switching of the 
signals was controlled by the combined switch/timing unit which was 
made for the experiment. The stability ox the oscillator was such 
that frequency differences of 0*1 Hz could be accurately obtained.
Oscillator 2 (Hewlett-Packard 4204A) was used for the intensity 
discrimination measurements with the timing controlled Dy the same 
switch/timing unit. Intensity changes were obtained by either switch­
ing in or bypassing an attenuator built for the experiment which was 
calibrated in tenths of a decibel.
Oscillators 1 and 2 produced the two masking tones for the 
two-tone masking measurements. The narrow noise band-was produced by 
a white noise generator (Hewlett-Packard 8057A) through one of two 
possible bandpass filters built for the experiment. The output of the 
noise generator was controlled by switches with a minimum step of 
0*1 dB. The three signals to be presented to the headphone were 
fed together to the switch/timing unit after being combined by an 
impedance-matching network.
Calibration in terms of sound pressure level was carried out 
using a B & K artificial ear type 4153 in conjunction with a B & K 
audio frequency spectrometer type 2111. The input voltage to the 
headphones corresponding to 45 dB SPL was found and this voltage was 
then maintained for the standard tones in the experiments. For the 
noise band, we obtained a reference sound pressure level through a 
third-octave filter at 1 kHz, and then used this single reference to 
convert the voltages corresponding to individual thresholds to
Figure 8, Arrangement of experimental apparatus.
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approximate effective sound pressure levels. This means that the 
individual differences in masked threshold reported in Chapter 7 are 
precise in terms of voltage input to the headphones, hut the thresholds 
themselves cannot be regarded as accurate measurements of a sound 
pressure level because of the fluctuating nature of the noise stimulus.
GLOSSARY.
AMPLITUDE MODULATION. An amplitude-modulated pure tone may be
described by an equatibn of the form S(t)n (l «*• mcos2trgt)sin2*cft. 
This stimulus has components at frequencies f-g, f and f+g. The 
carrier frequency is f, the modulation frequency or rate is g and 
m is the modulation index whose magnitude is proportional to the 
amplitudes of the (f-g) and (f+g) components (the sidebands).
AUDIOGRAM. A graph showing the threshold of a stimulus as a function 
of its frequency.
CHARACTERISTIC FREQUENCY (of a nerve fibre). The frequency at which 
the nerve fibre is most sensitive to stimulation.
COMBINATION TONE. A distortion product generated in the ear at a fre­
quency corresponding to some linear combination of frequencies 
physically present, e.g. is usually a quite strong combin­
ation tone.
DICHOTIC. A form of stimulus presentation in which different stimuli 
are presented to the two ears of a subject.
DIFFERENCE LIMEN. The difference in some attribute of a stimulus 
which can just be detected by a subject. The criterion for 
1 just-detectable’ may vary between experiments, but typically the 
aim is to find the stimulus difference which the subject can hear 
on 50 % of presentations.
DIFFERENCE TONE. A distortion product generated in the ear at a 
frequency corresponding to the difference between frequencies 
physically present in the stimulus.
V
EXCITATION PATTERN. A pattern derived from masking experiments 
intended to show the amount of activity or ’excitation’ in the 
ear caused by a stimulating sound in each critical band.
FREQUENCY MODULATION. A frequency-modulated, pure tone may be described 
by an equation of the f orm S(t)s cos(2frft - mcos2Tfgt). The carrier 
frequency is f and the' modulation frequency or modulation rate is g. 
For small values of the modulation index m only the components at 
frequencies f-g, f and f+g are important, but generally there are 
components at other frequencies above and below these.
JUST NOTICEABLE DIFFERENCE (JND). The difference in some attribute of 
a stimulus which can just be detected. In general we use this as 
a theoretical idea while reserving the term ’difference limen’ 
for the results of particular experiments.
LATERAL INHIBITION, LATERAL SUPPRESSION. The reduction of nerve firings 
in a fibre responding to one component of a stimulus by activity 
in response to neighbouring frequency components.
MASKING, MASKER, MASKEE. Masking is the process by which one sound 
makes another more difficult to hear. The sound which the subject 
is trying to hear is the maskee, and the sound which is making it 
more difficult to hear is the masker.
MONOTIC. A type of stimulus presentation in which the stimulus is ; 
presented solely to one ear of the subject.
PURE TONE. A stimulus effectively consisting of only one frequency 
component.
SENSATION LEVEL. The level of a stimulus in decibels above the 
threshold for an individual subject.
SOUND PRESSURE LEVEL. The level of a stimulus in decibels above a
—16 2reference level of 10~ Watts/cm in terms of intensity.
THRESHOLD. The threshold of a stimulus is the level at which a 
subject can just detect it (e.g. 50 % correct when the task is 
simply to say whether or not the stimulus is present).
TONE COMPLEX.. A stimulus consisting of more than one frequency
component, with components which would be considered to be pure 
tones if presented alone. A harmonic tone complex is one in which 
the frequencies of all components are multiples of some common 
frequency in the audible range. This common frequency, if present 
in the complex, is known as the fundamental.
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