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Distributed Strategy for Optimal Dispatch of
Unbalanced Three-Phase Islanded Microgrids
Pedro P. Vergara, Juan M. Rey, Hamid R. Shaker, Josep M. Guerrero, Fellow, IEEE,
Bo N. Jørgensen, Luiz C. P. da Silva.
Abstract—This paper presents a distributed strategy for the
optimal dispatch of islanded microgrids, modeled as unbalanced
three-phase electrical distribution systems (EDS). To set the
dispatch of the distributed generation (DG) units, an optimal
generation problem is stated and solved distributively based
on primal-dual constrained decomposition and a first-order
consensus protocol, where units can communicate only with their
neighbors. Thus, convergence is guaranteed under the common
convexity assumptions. The islanded microgrid operates with the
standard hierarchical control scheme, where two control modes
are considered for the DG units: a voltage control mode (VCM),
with an active droop control loop, and a power control mode
(PCM), which allows setting the output power in advance. To
assess the effectiveness and flexibility of the proposed approach,
simulations were performed in a 25-bus unbalanced three-phase
microgrid. According to the obtained results, the proposed
strategy achieves a lower cost solution when compared with a
centralized approach based on a static droop framework, with a
considerable reduction on the communication system complexity.
Additionally, it corrects the mismatch between generation and
consumption even during the execution of the optimization pro-
cess, responding to changes in the load consumption, renewable
generation and unexpected faults in units.
Index Terms—Consensus algorithm, distributed dispatch, opti-
mal power flow, nonlinear programming, three-phase microgrid.
NOTATION
Sets:
F Set of phases {A, B, C}
G Set of DG units, G = G1 ∪ G2
G1 Set of DG units operating in PCM, G1 ⊂ G
G2 Set of DG units operating in VCM, G2 ⊂ G
L Set of lines
N Set of nodes of the EDS
Om Set of operational constraints of the DG unit m
W Set of wind turbines (WTs) units
Indexes:
φ, ψ Phases φ ∈ F and ψ ∈ F
mn Line mn ∈ L
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m,n Node m ∈ N and n ∈ N
Parameters:
αm Constant parameter associated to the DGs operation
cost
βm Linear parameter associated to the DGs operation
cost
∆tD Length for the discretization of the operational time
∆ω Angular frequency deviation
∆V Voltage magnitude deviation
DPm Active power droop gain of DG units in VCM
DQm Reactive power droop gain of DG units
ε Parameter to control the converge of the active droop
protocol
ε̂ Parameter to control the converge of the frequency
reference protocol
γm Quadratic parameter associated to the DGs operation
cost
λ Dual variable associated with the active power bal-
ance constraint
λm Local estimation of λ by the DG unit m
κ Parameter to control the converge of consensus pro-
tocol
PWm Expected active power generation of the WTs
P
G
m Maximum active generation limit of the DG units
PGm Minimum active generation limit of the DG units
PDm,φ Active load consumption
Q
G
m Maximum reactive generation limit of the DG units
QG
m
Minimum reactive generation limit of the DG units
QDm,φ Reactive load consumption
V Maximum voltage magnitude
V Minimum voltage magnitude
V0 Nominal voltage magnitude
ω0 Nominal angular frequency




mn,φ,ψ Transformed line impedance, defined as Z
′
mn,φ,ψ =
Zmn,φ,ψ θψ − θφ
Continuous Variables:
PGm Total active output power of the DG units
PG0m Total scheduled active of the DG units
Pmn,φ Active power flow in line mn at phase φ
QGm Total reactive generation power of the DG units
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Qmn,φ Reactive power flow in line mn at phase φ
Smn,φ Apparent power of line mn at phase φ
SLmn,φ Apparent power losses in line mn at phase φ
Vm,φ Voltage magnitude of nodes
ω Frequency of the system
Remark: Through the paper, it is assumed that the DG unit
m ∈ G (and equivalently the WT m ∈ W), it is connected to
the node m ∈ N of the EDS.
I. INTRODUCTION
T
RADITIONALLY, the optimal dispatch of a microgrid
is performed in a centralized way, where a system op-
erator gathers all the operational and technical information of
the distributed generation (DG) units, aiming to define the
generation dispatch that minimizes the overall cost [1]. Cen-
tralized optimal strategies for microgrids have been proposed
in [2]–[4]. Due to the way information is exchanged with
the central operator, these approaches require high bandwidth
communication infrastructures and high-levels of connectivity,
increasing the complexity of their implementation, specially
considering that the number of DG units can be large.
Moreover, these approaches do not show privacy preserving
characteristics, considering that units can belong to different
owners, which might not be interested in sharing private op-
erational information. In contrast, distributed approaches offer
features that make them an interesting alternative, including
scalability, adaptability, privacy preserving and robustness,
allowing to respond to changes in the number of operating
units, unexpected increase in renewable generation or load
consumption, among others [5].
Recently, distributed approaches have drawn a lot of at-
tention in the technical literature [6]. In general, two main
groups can be identified: (i) the approaches based on consensus
algorithms and (ii) the approaches based on local updating
rules. In all these, the objective is to define the generation
dispatch of each DG unit locally, limiting the amount of
information that is exchanged between the DG units.
For the first group, in [7] an iterative algorithm is developed
based on the incremental cost principle. This correspond to
the consensus variable. In these works, a DG leader unit
is required to balance the generation and load consumption.
In [8], two consensus algorithms are executed in parallel
to estimate locally the mismatch between generation and
load consumption. In [9], a term is added to the consensus
algorithm using only local information based on the nodal
power balance equation, which plays the role of a gradient.
In [10], [11] a modified consensus algorithm with finite-
time convergence characteristics is presented, while in [12]
a distributed gradient-based algorithm is developed, taken
the derivative of the cost function of each DG unit as the
consensus variable.
In the second group, simple updating rules are developed.
These rules are continuously executed in an iterative procedure
aiming to define the operational schedule of each unit until a
convergence criterion is reached. For instance, in [13]–[17],
the iterative rule is defined to be proportional to the active
power mismatch between generation and load consumption.
In addition to this, in [14], a proportional term based on the
marginal cost is also considered. Thus, units with low marginal
cost will increase their output power faster than high cost
generators. As the active power mismatch is a global variable,
and to be able to estimate it locally, in [13] local measurements
of frequency deviation are used, while in [14] and [17], a
complex communication procedure between neighbor units is
considered.
The main drawback of the above-discussed works [7]– [17],
is that they assume that all the generators and loads are
connected to one bus, ignoring the underlying operation of
the electrical distribution system (EDS). In general, in these
works it is assumed that a balancing mechanism operates i. e.,
a leader unit supply the required active power to correct the
mismatch between generation and load consumption; all this
while the optimization algorithm is executed. In an actual
operation, this is not a practical assumption since the mismatch
between the generation and load consumption is corrected in
a faster speed of response (normally, in the order of seconds)
by the lower level controllers [18]. Moreover, as in islanded
operation the DG units are responsible for providing the
frequency and voltage magnitude references for the system,
if the optimal dispatch does not consider the control operation
of the DG units, the system might operate with a higher
frequency or voltage deviation, and consequently, the optimal
schedule might not be technically feasible. In this regard, in
[5], [19], a distributed approach including the operation of the
EDS was developed. However, a centralized communication
infrastructure is still required, while the unbalanced operation
of the microgrid is not taken into account.
Considering this, a distributed strategy for the optimal
dispatch of islanded microgrids is presented in this paper.
The microgrid is modeled as an unbalanced three-phase EDS,
operating within a hierarchical control scheme. To define the
active dispatch of the DG units, an optimal generation problem
is stated and solved distributively using a first-order consen-
sus protocol, where units can communicate only with their
neighbors. This strategy is based on primal-dual constrained
decomposition theory, in order to distribute the problem among
the units and take into account locally their technical opera-
tional requirements. Thus, convergence is guaranteed under
the common convexity assumptions. Additionally, two control
modes are considered for the DG units: a voltage control mode
(VCM), with an active droop control loop, and a power control
mode (PCM), which allows setting the output power of the
unit in advance. To assess the effectiveness and flexibility of
the proposed approach, simulations were performed in a 25-
bus microgrid for different case of studies. According to the
results, the proposed strategy achieves a lower cost solution
when compared with a centralized approach, with a consid-
erable reduction on the communication system complexity,
responding to changes in the load consumption, renewable
generation, and unexpected faults in units.
Among all the features previously discussed of the proposed
distributed strategy, the main contributions of this paper can
be summarized as follows:
• The proposed strategy considers the control modes of
the DG units (VCM and PCM) in the optimization
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approach. In this context, as the units in VCM operate
with a droop control loop, these are responsible for
correcting the active power mismatch between generation
and consumption after any load or renewable generation
increase/decrease, and more importantly, during the exe-
cution of the optimization algorithm.
• The proposed strategy is considered to operate within the
standard hierarchical control framework for microgrids.
Thus, it is ensured that the dynamics of the optimization
algorithm and the primary control layer (implemented
with droop control) are decoupled, which helps to main-
tain the stability of the system. Moreover, it considers
a correction protocol, in order to operate in steady-state
with a lower frequency deviation.
II. CONTROL AND OPERATION OF MICROGRIDS
Microgrids can operate in two modes: grid-connected or
islanded mode. In grid-connected mode, the frequency and
voltage magnitude references are provided by the main grid,
while in islanded mode, these must be provided by the DG
units [20]. Since the operation of microgrids deals with issues
from different technical areas, time scales and infrastructure
levels, the hierarchical control scheme has been widely ac-
cepted as the standard solution [18].
In general, the hierarchical control scheme comprises three
different and well defined levels: (i) a primary level, the
fastest level, responsible for the local control of the DG units,
generally based on droop control, which does not require
communications; (ii) a secondary level, which deals with the
deviation at steady-state conditions of the frequency and the
voltage magnitude due to the operation of the primary level;
and (iii) a tertiary level, the slowest level, responsible for
the economical operation of the system, implemented through
a dispatch algorithm, generally based on the solution of an
optimization problem.
A. Primary and Secondary Control Level
Regarding the primary control level, DG units can operate
in two different control modes: power control mode (PCM)
and voltage control mode (VCM) [21]. In islanded operation,
at least one unit is required operating in VCM to define the
frequency and voltage magnitude reference of the EDS [18].
Hence, if the unit operates in PCM, the output power can be




m , ∀m ∈ G1. (1)
In this case, the output power is independent of the state of
the EDS. Different from this, if the unit operate in VCM, its
output power cannot be set in advance, since this unit operates
with a droop control loop. Therefore, all units in VCM share
the remaining active power mismatch between generation and
consumption, in inverse proportion to their active droop gain
(DPm). The droop operation of a unit in VCM mode can be
represented using the expression,




m , ∀m ∈ G2, (2)
where PGm is the total active output power of the unit. A










Figure 1. Control modes of the DG units: VCM and PCM. The line in
the VCM indicates the direction of variation in PGm when D
P
m is decreased.
Additionally, ωm can be modified in order to reduce the frequency deviation.
Fig. 1. The droop gain DPm reflects the slope of the ω − P
curve. Thus, the total output power of units in VCM (i.e., PGm )
can be set to their scheduled value (PG0m ), tuning D
P
m; all this
in order to minimize the overall generation cost.
The main difference between these control modes is related
to the operation of the control loops and how these set the
output power in steady-state conditions. Thus, they are essen-
tially independent, which means that each DG unit can decide
its operation mode (see Sec. IV-C for a further discussion).
Implementation and stability issues related to the transition
between both control modes are discussed in detail in [21].
As for the reactive power QGm, in both control modes all
the DG units share the reactive power consumption defining
their output voltage magnitude using the expression,




m, ∀m ∈ G. (3)
This droop control is based on the assumption that the out-
put impedance of the DG unit is inductive, which is valid for
synchronous-based and the majority of inverted-based units,
coupled to the EDS with an inductor filter. Nevertheless, in
case of output non-inductive impedance, control strategies that
aims to decouple the active and reactive power regulation can
be implemented, e.g. virtual output impedance strategies [22].
Regarding the secondary control level, its main function is
related to the definition of the frequency and voltage reference
i. e., ωm and V0. This is done in order to reduce the frequency
and voltage deviation in steady-state conditions [23], and as
shown in Fig. 1. The operation of the secondary control level
can be seen as a correction process, which operates with a
lower speed of response than the primary control, in order to
maintain their dynamics decoupled.
B. Tertiary Control Level
Regarding the tertiary level, to define the operational sched-
ule of the DG units, an optimization problem is formulated
and solved. The formulation of this problem must account
for all the operational constraints of units, while the total
load consumption is supplied with minimum generation cost.
In general, this problem is known as the optimal generation
problem, which can be stated using the formulation given by
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m ∀m ∈ G. (6)
In the above formulation, the objective function in (4)
aims to minimize the overall generation cost, where fm(P
G0
m )
models the generation cost of each DG unit, which can be
approximated with a quadratic function [1], such as,
fm(P
G0





m + αm, ∀m ∈ G, (7)
where usually γm holds a positive value, which yields con-
vexity of the generation cost function.
For the operational constraints, the active power balance
in the EDS (neglecting power losses) is modeled in (5), as
a function of the three-phase output power of the DG units
(PGm ), WT units (P
W
m ) and the load consumption (P
D
m,φ); while
constraints in (6) models the generation limits of the DG units.
III. DISTRIBUTED OPTIMAL STRATEGY
In this section, a description of the communication topology
of the DG units seen as a graph is discussed. Additionally, the
consensus algorithm used is introduced. Then, the distributed
optimal strategy is presented. Finally, an overview of the
proposed approach is discussed.
A. First-Order Consensus Algorithm
Let the graph G = (V, E , A) describes the communication
topology of the DG units. For this graph, the set of nodes V
represents the set of DG units, while the set of edges E ⊂
V × V represents the set of communication links between the
DG units. Considering this, an adjacency matrix A = [amn],
with non-negative adjacency elements amn, can be defined
for the microgrid. The adjacency elements associated with the
communication links (or edges of the graph) are positive, i.e.,
amn = 1 ∀(m,n) ∈ E , and otherwise, amn = 0. Additionally,
Nm is defined as the set of neighbors of the DG unit m, i.e.,
the set of DG units that can exchange information with unit m.
Finally, the cardinality (i.e., the size) of the set Nm is deifned
as dm.
Define for the DG unit m a generic variable xm ∈ R, and
named it as the consensus variable. The consensus variable
represents the quantity in which all the DG units want to agree
(in Sec. III-B, the consensus variable defined corresponds to
λ, i.e., the incremental cost variable). Thus, it can be said that
the DG unit m and n agree if and only if xm = xn. Moreover,
it can be said that all the DG units have reached consensus if
and only if xm = xn ∀m,n ∈ V .
The dynamics of the consensus variable xm for each DG
unit can be described by the discrete-time model in (8), where
k is an iteration counter.
xm(k + 1) = xm(k) + um(k). (8)
It can be shown that under the protocol in (9), all the DG
units reach consensus when k → ∞ [24], where C = [cmn]





Thus, after replacing (9) into (8), and some re-arrange, the
dynamics of the consensus variable of each DG unit can be
updated using (10), which can be seen as the weighted average
of its current state and the current state of its neighbors units.




To reach consensus under dynamics in (10), the consensus
matrix C = [cmn] can be defined as [14],
cmn =
{
1/(dm + 1) if n ∈ Nm ∪ {m},
0 if n 6∈ Nm.
(11)
Such definition leads to a row-stochastic (i.e., row sum of
1), as required according [25]. It is important to highlight
that the notion of neighborhood used here is related to the
existence of a communication link between the DG units.
The protocol in (10) is known as the first-order consensus
algorithm, and its speed of convergence depends on the
level of connectivity of the communication topology of the
DG units. Nevertheless, convergence is guarantee as long as
the communication topology fulfills the design requirements
discussed in Sec. III-E.
B. Distributed Optimal Dispatch Strategy
The optimal generation problem, as formulated in Sec-
tion II-B, can be solved using a distributed optimization
approach taking advantage of its structure. In this, the only
constraint that couple the problem among all the units is the
active power balance in (5). Moreover, the set of operational
constraints of the DG units, given by (6), defines a closed and
convex set1 Om, ∀m ∈ G, in such a way that Om ∩ On =
∅,∀m,n ∈ G; or in other words, the operational constraints of
the DG unit m are independent of those of unit n. In this case,
only generation limit constraints are considered. However,
other operational constraints such as prohibited operational
zones can be added to the set Om without modifying the
proposed optimization strategy.
Based on this, a distributed strategy can be developed.
Firstly, define the Lagrangian function L(PG0m , λ) as






















where λ corresponds to the dual variable associated to con-
straint in (5). The optimal solution, which defines the active
power dispatch of each DG unit, must meet the first optimality






















1Notice that Om as defined in (6), is closed due that PGm take values within




m. Additionally, it is convex since it is described
by a set of linear equations.
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(a) DG unit operating with VCM control.
(b) DG unit operating with PCM control.
Figure 2. Structure of a DG unit seen as an agent. The black dashed lines
represent exchange of information between different agents, while the red
dashed lines represent local measurements.
Therefore, to define its scheduled active power, i.e., PG0m ,
each DG unit m ∈ G solve (14) locally. The only global
information required to solve (14) corresponds to λ, which
can be estimated locally by each unit. To do this, variable λm
is introduced and defined as the local estimation of the dual
variable by unit m. From the economic operation of power
systems, λm can be seen as the incremental cost of the DG
units. Hence, the minimum cost dispatch is reached when all
units have the same incremental cost value [7]. This condition
is equivalent to state that λm = λn, ∀m,n ∈ G, which suggests
that variable λm can be defined as the consensus variable.
Therefore, to estimate λm, this paper proposes that each unit








m ), ∀m ∈ G, (15)
where κ is a parameter that controls the convergence of the
protocol. Notice that for units operating in PCM, the second
term in (15) is reduced to zero, due to (1). The rationale of
protocol in (15) can be understood if each DG unit is modeled
as an independent agent, with functionalities such as acquiring
local measurements, exchange information with its neighbor-
ing agents and define its active power schedule independently.
A representation of the structure and information flow of a DG
unit as an agent for both control modes, is shown in Fig. 2.
Notice that each DG unit has two active power variables:
PGm , which stands for the active output power, and P
G0
m ,
which stands for the scheduled active output power. These
two variables must not be confused: PG0m is obtained for all
the DG units solving the problem in (14), and corresponds
to the output power that minimizes the total generation cost,
while PGm is the actual power that the DG unit is supplying
to the microgrid. Thus, the active output power of a DG unit
operating in PCM, can be directly set considering (1). On
the other hand, as the output power of units operating in
VCM cannot be directly set (i.e., PGm cannot take directly the
value given by PG0m ), the active droop gain (D
P
m) is modified
iteratively using the protocol,
 
 
k = k + 1
Consensus Algorithm
Agent m
Agent n Agent p
Agent n,∀n ∈ G1
Define PG0n (k) solving (14)
Agent m, ∀m ∈ G2
Define PG0m (k) solving (14)
Define DPm(k) using (16)











Figure 3. Flowchart of the proposed distributed dispatch strategy composed
of Stage I and Stage II.






m ), ∀m ∈ G2, (16)
where ε controls the convergence. This protocol guarantees
that the active output power of the DG units in VCM (PGm ),
defined through the droop expression in (2), equals the dis-
patched power (PG0m ), defined cooperatively by all the DG
units.
Nevertheless, when DPm is modified, the system might reach
a steady-state with a frequency different from the nominal
frequency value, given by ω0. To reduce this deviation, each
unit updates its frequency reference (ωm) in (2), using the
following protocol,
ωm(k + 1) = ωm(k) + ε̂(ω0 − ω), ∀m ∈ G2. (17)
This protocol guarantees that the system will operate with
a lower frequency deviation in steady-state. A theoretical
convergence analysis of protocols (15), (16) and (17), is
presented in the Appendix.
As for the reactive power, and as shown in Fig. 2, informa-
tion about the voltage at the node of connection is required for
all units in order to define their reactive output power using
(3). In this case, reactive power has not been considered in the
optimization strategy, as it does not incur in any cost [27].
C. Overview of the Distributed Strategy
Fig. 3 shows the flowchart of the proposed distributed
dispatch strategy, composed of two stages: one to run the
consensus protocol (Stage I) and other to run the optimization
algorithm (Stage II). At each iteration k, each stage can be
explained as follows:
Stage I: All DG units execute locally their consensus
protocols, as explained in Section III-B, in order to calculate
λm(k), i.e., the local estimation of variable λ. Here, it is
assumed that the exchange of information between the DG
units is done synchronously, i.e., the time-delay of the com-
munication process is not considered. Additionally, recall that
the exchange of information between units depends on the
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communication topology, as explained in Sec. III-A and shown
in Fig. 3.
Stage II: Here, each DG unit solves the problem in (14)
independently, in order to define PG0m (k), i.e., the optimal
dispatch that minimizes the overall generation cost for the
current λm(k). To be able to solve the sub-problem in (14),
each DG unit requires: λm(k) (previously calculated in the
Stage I), and its own operational data i.e., parameters of the
cost function (αm, βm, γm), maximum and minimum active
generation capacity (Pm, Pm). Additionally, the units in VCM
update their parameters DPm(k) and ωm(k), using (16) and
(17), respectively.
It is important to highlight that, as the consensus protocol
of units operating in VCM considers the current output power
though the droop control loop, the proposed strategy takes
into account the active power losses, even if these were not
considered in the formulation stated in Sec. II-B.
Notice that, in order to update protocols (16) and (17) in
Stage II, operational information of the EDS, such as the
frequency (ω) and the current output power of the DG units
in VCM (PGm ), is required (see Fig. 2). This information can
be obtained by the DG unit through local measurements, as
explained in [12].
D. Operation within the Hierarchical Control Framework
To better understand the operation of the proposed strategy
within the hierarchical control scheme, consider the illustrative
example of the dynamics of the microgrid shown in Fig. 4.
The hierarchical control is activated at t1. Before this time it
is considered that the microgrid is in steady-state operation,
and the DG unit m has output power PGm . After t1, the
active droop gain DPm is modified, forcing the unit in VCM
to supply PG0m (previously defined as a predetermined value
of the tertiary control). This process is performed by the
primary control level, which operates with the fastest time
of response, denominated as TP . Due to the operation of the
primary control, the frequency is modified, as shown in Fig. 4b.
This frequency deviation is corrected by the secondary level,
which acts in a slower time scale compared with the primary
level. For this reason, its time of response TS is greater than
TP , which helps to decouple its dynamics. Finally, the tertiary
level operates defining the new scheduled active power value
PG0m with the slowest time scale TT . Thus, the update of the
dispatch variables is done once the frequency recovery process
is completed.
In this context, considering the operation of the proposed
distributed strategy, Stage I and II perform the functions of the
tertiary and secondary control, defining the optimal schedule
of all the DG units (i.e., PG0m ), as well as the parameters of
the droop control to reduce the frequency deviation in steady-
state conditions (i.e., DPm, ωm). Considering this, and aiming
to maintain decoupled the dynamics of Stage I and II and the
primary control, the response time of the proposed strategy
(named as TD in Fig. 4a) should be selected to have a value
greater than TS , but lower than TT , i.e., TS ≤ TD ≤ TT .
The selected value will depend on the speed of response
desired for the system. Usually, TS takes values near to
30 s or lower [23], [28], [29], while TT can take values
(a) Active output power of the DG unit m operating in VCM.





















Figure 4. Illustrative example of the dynamics of the primary, secondary and
tertiary control level. The convergence time of the optimization algorithm in
the proposed strategy is limited by the time length TD .
between 5 to 15 minutes [18]. Notice also that TD limits
the maximum processing time of the proposed strategy in a
practical implementation.
E. Design Considerations
The selection of the parameters κ, ε and ε̂ in protocols,
(15), (16) and (17), can affect the speed of convergence of
the distributed strategy. Higher values for these parameters
can lead to a faster convergence. However, a trade-off exists
so that if they are set too large, an oscillatory behavior can
be observed due to the excessively fast update of λm(k) in
(15). Additionally, the number of DG units also affects the
choice of these parameters. It is possible to observe that, after
a load or WT generation increase/decrease, the higher number
of DG units in VCM, the lower the active power that each
DG unit supply to reduce the mismatch between generation
and load consumption; which means that the output power of
the DG unit (PGm) might not be too far from its new schedule
value (PG0m ). Therefore, the distributed approach can converge
faster. This analysis suggests that the control parameters κ, ε
and ε̂ should be set inversely proportional to the number of
DG units, N . Thus, the following heuristic rules can be used,
κ = 100/N, ε = 1/100N, ε̂ = 1/N. (18)
Although these rules do not estimate an optimal value for the
convergence parameters κ, ǫ and ǫ̂, these have shown a good
performance in different scenarios, as described in Sec. IV-F.
The design of the communication topology can follow
multiple criteria in order to define how the DG units exchange
information, including: geographical localization, closeness in
the electrical network, tolerance to links failure, among oth-
ers [7], [12]. Nevertheless, the convergence of the distributed
strategy is guarantee as long as the graph G, that models
the communication topology, meets, at least, the next design
criteria:
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8 0.444 0.111 0.0 90 900 -180 540
13 0.264 0.067 0.0 150 1500 -300 900
19 0.400 0.100 0.0 120 1200 -120 720
22 0.500 0.125 0.0 80 800 -160 480
25 0.250 0.063 0.0 160 1600 -240 960
• There exists a path that links any DG unit m to any DG
unit n. This condition guarantee that all the DG units are
connected.
• The consensus matrix C = [cmn] is balanced, which can
be obtained with bidirectional communications links.
The use of the proposed strategy, as based on a distributed
approach, reduces the dependence on the communication sys-
tem complexity when compared with a centralized approach.
In fact, in a centralized approach, a high level of connectivity
is required due to the central operator, reducing its robustness
and reliability since a single point of failure exists. Moreover,
in case of a link failure, the corresponding DG unit will be
isolated, preventing its control. In this context, in the proposed
strategy the communication topology can be designed to be
robust in case of any link failure, following, for instance, the
design rule presented in [12]. Additionally, as there is no leader
unit, the system will continue its operation in case of a unit
fault, as will be shown in Sec. IV-D.
IV. SIMULATION RESULTS AND DISCUSSION
The proposed strategy was tested in the unbalanced 25-
bus microgrid shown in Fig. 5a. In total, five DG units and
two WT units are considered. For comparison purposes, the
two communication topology shown in Fig. 5 are considered.
These are selected as they correspond to the more common
topologies used in literature to test distributed algorithms [7].
Nevertheless, other topologies can be tested as well, as long
as they meet the design requirements described in Sec. III-E.
The information of the DG units is shown in Table I. The
reactive droop gain of all units were defined as in (19), while
at initialization (i.e., at k = 0), the active droop gain of the
units operating in VCM were defined as in (20). This definition
allows the DG units operating in VCM achieve proper active
power sharing according to their power ratings [30].
DQm = (V − V )/2Q
G
m, ∀m ∈ G (19)
DPm(k) = ∆ω/P
G
m, ∀m ∈ G2|k = 0. (20)
Additionally, V , V and ∆ω/2π were set to 0.94 p.u.,
1.05 p.u. and 0.1 Hz, respectively. The parameter κ was set in
20, while ε and ε̂ were defined to be 0.02 and 0.2, respectively,
using (18). The active power in all the protocols is in p.u.,
using 1000 kW as the nominal base. Initially, the WT units
are not operating. The units G13, G19, G25 operate in VCM,
while units G8, G22 operate in PCM. The distributed model
was implemented in AMPL and solved with IPOPT [31], using
a computer with an Intel i7-4749 processor and 16 GB RAM.
As explained in Sec. III-C, at each iteration k, information
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(a) 25-bus three-phase microgrid.
(b) Ring topology. (c) Tree topology.
Figure 5. Microgrid and the communication topology presented as a graph.
The data of the system and load demand of each node can be found in [32].
of the DG units in VCM (PGm ) is required to update protocols
(16) and (17). To simulate this measurement process, in this
paper, an optimal power flow (OPF) formulation is used, as
explained next in Sec. IV-A.
A. Simulation of the Measurement Process
In order to simulate the physical response of the microgrid
during the optimization process at each iteration k, an optimal
power flow formulation is solved. In practical cases, the
response in the microgrid variables is measured using sensors
locally implemented in each DG unit, thus, this formulation
is not necessary.
The use of this formulation is based on two facts: first,
the dynamics of the primary control level is faster than the
dynamics of the higher control levels (or equivalently, TD ≫
TP in Fig. 4); and second, to define DPm in (16), P
G
m is obtained
filtering the measured instantaneous active power with a low-
pass filter [23]. This means that, at the end of the time length
TD, the system has reached a steady-state condition, which
can be estimated using a power flow model [30].
The unbalanced three-phase islanded OPF formulation is
given by the non-linear optimization problem in (21)–(33),
which is based on the work presented in [33]. Notice that
in this formulation there are not control variables, thus, its
solution is equivalent to the one provided by a three-phase
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= QDm,φ ∀m ∈ N , ∀φ ∈ F (24)















































m ∀m ∈ G2 (28)




m ∀m ∈ G (29)
Vm,φ = Vm,ψ ∀m ∈ G2, ∀φ, ψ ∈ F (30)





m ∀m ∈ G2 (32)
QG
m
≤ QGm ≤ Q
G
m ∀m ∈ G (33)
In the above formulation, the objective function in (21) aims
to minimize the total active power losses of the EDS. This
ensure that the solution of the power flow formulation matches
the steady-state operation of the unbalanced microgrid, con-
sidering the active droop loop of the DG units operating in
VCM and the reactive droop loop of all units [30], [33].
The EDS is modeled by (23)–(25), derived as a function
of the active and reactive power flow through lines, i.e.,
Smn,φ = Pmn,φ+jQmn,φ. The line impedance is considered to
be constant. Additionally, a transformation is introduced and
defined as Z
′
mn,φ,ψ = Zmn,φ,ψ θψ − θφ. Notice that due to this
definition Z
′
mn,φ,ψ is not symmetric as Zmn,φ,ψ. Constraints
(23) and (24) model the active and reactive power balance,
respectively, considering the output power of the DG units
operating in VCM and PCM, and the balanced power of the
WTs.
In (23), the three-phase output power of DG units in PCM
is modeled as a balanced constant power injection, which
value was previously defined in the Stage II (i.e. PG0m (k), see
Fig. 3); while the three-phase output power of units operating
in VCM is considered as a power flow variable. Equation (25)
models the voltage magnitude drop in the lines. In (26), the
three-phase output power of units in VCM is modeled as a
function of their output power per phase, while (27) models
the three-phase reactive output power of all units (in PCM
G1 G2 G3 PD
Figure 6. Microgrid used for the simple numerical example. DG units G1
and G2 operate in VCM, while the DG unit G3 operate in PCM. The total
load demand is defined to be 400 kW.
Table II
DG UNITS INFORMATION FOR THE NUMERICAL EXAMPLE
m γm[$/kW
2] βm[$/kW] αm[$] PGm[kW] P
G
m[kW]
1 0.20 0.25 0.0 40 400
2 0.50 0.15 0.0 20 200
3 0.30 0.22 0.0 25 250
and VCM). The active droop expression of units in VCM is
considered using (28), while the reactive droop expression is
considered in (29) for all units (in PCM and VCM). Constraint
in (30) models the electromotive force of synchronous-based
DG units, which is represented by the balanced voltages
magnitudes at their internal nodes [2]. Constraint in (31)
enforces the maximum and minimum limits for the voltage
magnitudes. Finally, the total active generation power limits
are defined by (32) for units in VCM, while the total reactive
generation limits are defined by (33) for all units. For a more
detailed discussion of this power flow formulation and the DG
units modeling, see [33].
B. Numerical Example
In order to illustrate the proposed strategy, a simple numer-
ical case is presented in this section, applying the distributed
approach, which is summarized in (40) to (45) in the Ap-
pendix. This simple case is composed of three DG units, the
DG unit G1 and G2 operate in VCM, while the DG unit G3
operates in PCM. The total load consumption is defined as 400
kW, while the system is considered to be lossless, as shown
in Fig. 6. The DG units parameters are shown in Table II,
meanwhile it is considered that all the DG units exchange
information with the remaining, defining the consensus matrix
to be equal to C = [cmn] = 1/3,∀(n,m) ∈ V , as explained
in Sec. III-A.
The first iterations for this simple case are shown in Ta-
ble III. For k = 0, all the DG units define the local estimation
of the incremental cost as λ1(0) = λ2(0) = λ3(0) = 0. To
define PG0m (0), each DG unit solves the problem in (14). This





















Thus, using the current local estimation of λm(k) and (34),
each DG unit defines its optimal active power as PG01 (0) = 40,
PG02 (0) = 20 and P
G0
3 (0) = 25, which corresponds to their
minimum active power generation. Notice in Table III, that as
the unit G3 operates in PCM, its output power can be defined
to be its scheduled value, i. e., PG03 (0) = P
G
3 (0) = 25. For the
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units in VCM, the DG current output power can be obtained
using power flow models or analytic solutions, if the size of
the problem allows it. For real operation, the estimation of the
current output power is based on local real-time measurements.
In this case, the current output power of the units in VCM can
be estimated as2,
PG1 (k) =















Using these expressions, for k = 0, the current output power
of the units in VCM are given by PG1 (0) = 250 and P
G
2 (0) =
125. Additionally, DP1 (0) and D
P
2 (0), are defined as using
the standard expression, which is given in (20), defining the
values3 of DP1 (0) = 1.57 and D
P
2 (0) = 3.14.
For k = 1, first all the DG units update their local estimation
of the incremental cost, using the expression in (15). For the
unit G1, (15) gives
4,
λ1(1) = 1/3 λ1(0) + 1/3 λ2(0) + 1/3 λ3(0)
+ 33.33(PG1 (0)− P
G0
1 (0)) = 7.00. (37)
The factor 33.33 represents κ, calculated as explained in
Sec. III-E. For the remaining DG units, the same procedure
is done, giving: λ2(1) = 3.5 and λ3(1) = 0. Once the local
estimation of the incremental cost are obtained, each DG unit
uses the expression in (34) to obtain their optimal schedule,
which gives: PG01 (1) = 40, P
G0
2 (1) = 20 and P
G0
3 (1) = 25.
Then, the droop gains of units in VCM are updated, using the
expression in (16), giving,
DP1 (1) = D
P
1 (0)
+ 0.0033(PG1 (0)− P
G0
1 (0)) = 1.5707 (38)
The factor 0.0033 represents ε. Applying the same procedure
for G2, gives D
P
2 (1) = 3.1404. Finally, the current output
power of the units in VCM are estimated using the expressions
in (35) and (36), which gives: PG1 (1) = 249.97 and P
G
2 (1) =
125.03. Notice in Table III, and as described in Sec. III-B, the
units in VCM always maintain the power balance, supplying
the total amount of load, even during the execution of the
proposed distributed strategy.
This procedure can be applied iteratively, reducing the
total generation cost, as can be seen in Table III. The final
solution will converge to the optimal solution of the centralized
problem, given by PG01 = 193.47, P
G0
2 = 77.49 and
PG03 = 129.03, with a total generation cost of 15572.25 $.
C. Case I: Initialization, Validation and Comparison
Fig. 7 shows the total generation cost, while Fig. 8 and
Fig. 9 show the local estimation of the incremental cost
variable (λm) and the total active output power of each DG
unit, respectively; all during operation. The iteration counter
2A detailed derivation of this solution can be found in [20].
3DP
1
(0) = 2π · 0.1/0.4 = 1.5700.
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Figure 7. Total generation cost of the DG units considering the ring and tree
topology shown in Fig. 5. The x-axis represents k, i.e., the iteration counter.
k, in Fig. 7 to Fig. 9 (and the remaining ones), should be seen
as a discretization of the operational time, using a time length
of ∆tD (see Sec. IV-F). Additionally, it is assumed that there
is not changes in the operational conditions (increase/decrease
of load and WT generation) until the proposed strategy reaches
the optimal solution. This is done in order to assess its
convergence properties.
Initially, the value of λm was set to zero at each DG unit.
Due to this, the output power of units in PCM is set at their
minimum value, as a result of the problem stated in (14). This
is shown in the early iterations in Fig. 9d. Simultaneously, the
units operating in VCM correct the active power mismatch,
supplying the remaining active power, as can be seen in Fig 9a
to Fig 9c. After some iterations, the units operating in VCM
increase their local estimation of λm, as shown in Fig. 8, this
value is then distributed through the communication topology,
and as a consequence, the output powers of units operating in
PCM is increased. The units operating in VCM decrease their
output powers to respond to the increase in the output powers
of the units operating in PCM. For this, the active gain of the
droop loops are modified as shown in Fig. 10. Moreover, due
to the way the consensus protocol is defined in (15) for units
operating in VCM, their output powers will converge to the
optimal value defined through the solution of (14). Therefore,
through this cooperative procedure, the total generation cost
is reduced as the strategy reaches the optimal solution, as can
be seen in Fig. 7.
Regarding the reactive power, as all units operate with
a droop-based loop, the reactive generation is distributed
proportionally according to the rating of each DG unit, as
shown in Fig. 11. Notice that, although the reactive power
dispatch is not considered in the proposed strategy, the voltage
constraints are considered through the definition of the reactive
droop gain in (19), which guarantees that the voltage in the
microgrid will operate within the maximum and minimum
allowed values, as it is shown in Fig. 12, before and after
the convergence of the iteration process. As for the frequency,
Fig. 13 compares the frequency of the system with and without
considering the protocol in (17). Thus, when protocol in (17) is
considered, the system operates with a lower frequency devi-
ation. This is accomplished after each DG unit defines locally
their frequency reference ωm, using local measurements of the
system’s frequency, as shown also in Fig. 13.
The solution that the proposed distributed strategy reaches
is independent of the communication topology of the DG
units. This can be seen in Fig. 7, where the total cost is the
same for both communication topologies. Moreover, notice
that, although the results for the dual variables displayed in
Fig. 8 are obtained considering the ring topology shown in
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Table III






















0 250.00 125.00 25.00 400.0 1.5700 3.1400 0.000 0.000 0.000 40.00 20.00 25.00 20586.75
1 249.97 125.03 25.00 400.0 1.5707 3.1404 7.000 3.500 0.000 40.00 20.00 25.00 20587.44
2 249.94 125.06 25.00 400.0 1.5714 3.1407 10.499 7.001 3.500 40.00 20.00 25.00 20588.14
3 249.92 125.08 25.00 400.0 1.5721 3.1411 13.998 10.502 7.000 40.00 20.00 25.00 20588.83
4 249.89 125.11 25.00 400.0 1.5728 3.1414 17.497 14.003 10.500 43.12 20.00 25.00 20589.53
5 249.86 125.14 25.00 400.0 1.5735 3.1418 20.892 17.504 14.000 51.61 20.00 25.00 20590.21
6 247.34 123.92 28.74 400.0 1.5741 3.1421 24.074 20.970 17.465 59.56 20.82 28.74 20247.74
7 243.58 122.06 34.36 400.0 1.5748 3.1424 27.096 24.273 20.836 67.11 24.12 34.36 19756.54
8 239.97 120.29 39.75 400.0 1.5754 3.1428 29.950 27.333 24.068 74.25 27.18 39.75 19311.92
9 236.56 118.61 44.83 400.0 1.5759 3.1431 32.641 30.221 27.117 80.98 30.07 44.83 18916.08
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Figure 8. Local estimation of the incremental cost variable (or dual variable)
at each DG unit using the ring topology in Fig.5b. The x-axis represents k,



















(a) Active power of unit G13
(b) Active power of unit G19
(c) Active power of unit G25
(d) Active power of units G8, G22 and W5+W17























































Figure 9. Total active output power of DG and WT units. The x-axis
represents k, i.e., the iteration counter. In (a) to (c), the blue line represents
PGm , i.e., the real active power of the DG units, while the dashed red line
represents PG0m , i.e., the optimal scheduled active power of each DG unit.
After convergence, the real output and the optimal scheduled power are the
same.
Fig. 5b, the same results are obtained if the tree topology is
considered instead. In this sense, the main difference is related
to the speed of convergence of the consensus algorithm, which
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Figure 10. Active droop gain of units operating in VCM during operation.


















Figure 11. Total reactive output power of all the DG units. The x-axis
represents k, i.e., the iteration counter.
Notice that the formulation of the optimal generation prob-
lem in Sec. II-B is independent on the operational mode of the
DG units (VCM or PCM), suggesting that the optimal solution
is also independent on these operation modes. However, as
units operating in VCM share the power losses in proportion
to the their ratings, the final solution will depend on the set of
units operating in VCM and in PCM. To show this, Table IV
compares the optimal solution for different cases of modes
of operation. In all cases, the communication topology used
was the ring topology. According to these results, the solution
obtained have the same total generation cost, but different
active power losses and incremental cost variable. The same
total generation cost is due to the cost of the power losses,
which is negligible when compared with the cost of supplying
the total active load consumption.
The selection of the units operating in VCM is an important
issue, as these units are responsible for automatically correct
the mismatch between generation and load consumption after
any change in the operating conditions and, more importantly,
during the optimization process. Therefore, its selection should
be based on their maximum generation capacity. In this
context, if the generation capacity of these units is lower than
the total load demand, the droop control cannot guarantee
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(a) At iteration k = 1
(b) At iteration k = 300





















ω(k) with the protocol in (17)







0 100 200 300 400 500 600 700 800 900
Figure 13. Frequency and frequency reference for all units during operation.
The x-axis represents k, i.e., the iteration counter.
a feasible operation, especially in the early iterations of the
optimization process and after any load increase or WT
generation reduction.
Table IV also shows a comparison with the solution obtained
using the centralized strategy in [33], which considers a static
droop operation framework, i.e., the active and reactive droop
gains are not modified during operation, and they are defined
based on the Standard IEEE 1547.7 [34]. In this case, as the
strategy proposed in [33] is centralized, all the information
regarding the microgrid, the DG units and loads is available
in advance, gathered by a high-level and central operator.
According to these results, the total generation cost and the
power losses are reduced 0.6% and 2.4%, when comparing
the distributed with the centralized solution. Notice that the
static definition for the active droop gain (DPm) used by the
centralized solution does not consider the economic operation
of the DG units, but only the generation capacity instead,
sharing the active load among all the units in proportion to
their ratings [33]. In contrast, the proposed approach defines
the active droop gains based on the solution of the economical
dispatch problem, and consequently, a lower cost solution is
obtained. Regarding the frequency, the microgrid operates with
the nominal value in steady-state in all cases, while in the
solution obtained by the centralized strategy a deviation of
0.05% was observed. These results show the effectiveness
of the proposed strategy when compared with a centralized
strategy.
D. Case II: Time-varying Conditions
To assess the flexibility of the proposed distributed strategy
under time-varying conditions, different unexpected changes in
the operational conditions of the microgrid are analyzed. Here,
the communication topology used was also the ring topology.
At k = 300, the load demand is increased by 10%. In this
Table IV
COMPARISON OF THE DISTRIBUTED STRATEGY FOR DIFFERENT CASES
Distributed Strategy Centralized [33]
Units in PCM G8, G22 G8 – –
Units in VCM
G13, G19 G13, G19, G8, G13, G19, G8, G13, G19,
G25 G22, G25 G22, G25 G22, G25
Total Cost [105$] 7.369 7.369 7.369 7.413
Total Losses [kW] 32.77 32.79 33.04 33.54
Frequency [Hz] 60.00 60.00 60.00 59.97
max{λm} [$/kW] 450.495 450.43 450.328 –
min{λm} [$/kW] 450.058 450.095 450.185 –
min{Vm,φ} [p.u.] 0.9466 0.9460 0.9430 0.9430
case, units operating in VCM respond automatically correcting
the active power mismatch in the EDS, as can be seen in
Fig 9. Due to this, the local estimation of the incremental
cost variable (λm) are increased, which cause that units in
PCM respond to the new operational condition, increasing
their output active powers. After some iterations, the system
reaches a new optimal operational state. At k = 450, both
WTs are dispatched, as shown in Fig 9d. This increase in
the renewable generation creates an active power mismatch
(generation is higher than consumption), causing that units
operating in VCM respond automatically and reaching a new
operational condition characterized by a lower value of the
incremental cost variable, as shown in Fig 8.
At k = 600, unit G22, which is operating in PCM,
unexpectedly is turned off and all its communication links are
disabled, simulating a fault. Here, it is assumed that the WTs
generation maintains the same value in order to assess only the
impact due to the DG units fault. This fault creates an active
power mismatch (generation is lower than consumption), that
leads to an immediate response of the units operating in VCM.
In fact, this is one of the main advantages of the proposed
strategy, since some units operate in VCM mode (i.e., with
an active droop loop), they are responsible for automatically
reduce the active power mismatch between generation and
consumption after any change in the operational conditions
of the microgrid, using only local information, increasing the
robustness and reliability during operation.
Finally, at k = 750, unit G22 restores its operation and
the system reaches the same optimal operational point before
the fault. Notice, however, after unit G22 is turned on, the
units operating in VCM have a different value of active droop
gains, as shown in Fig. 10. This is due to the fact that the
output power of units operating in VCM, defined through the
active droop loops, depends on the rates DGm/D
G
n , ∀m,n ∈ G2,
which in this case are the same before and after the simulated
fault of unit G22.
E. Case III: Impact of the Communication Topology on the
Performance
In this section, the impact of the communication topology
on the performance of the proposed strategy is assessed. To
do this, the communication topologies shown in Fig. 14 are
considered, in addition to the ring and tree topologies shown
in Fig. 5. All the parameters, units operating in VCM and
PCM, are defined as in Case I.
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(a) Fully Connected (b) Leader (c) Robust
Figure 14. Additional communication topologies used to test the proposed
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Figure 15. Comparison of the convergence of the total generation cost of the
DG units for different communication topologies. The x-axis represents k,
i.e., the iteration counter.
The convergence of the proposed strategy can be affected
by the connectivity level of the DG units, as it is based on a
first-order consensus algorithm. This level of connectivity can
be measured by the coefficient β, defined by the relationship
between the number of links over the number of DG units.
For the considered topologies, this takes the value of 1 and
0.8 for the ring and tree topologies, respectively (see Fig. 5);
and 2, 0.8 and 1.2 for the fully connected, leader and robust
topologies, respectively (see Fig. 14). Thus, it is expected
that communication topologies with higher value of β, reach
consensus faster. However, according to the results shown in
Fig. 15, the tree and robust topology have better performance
(i.e., they converge faster) when compared with the fully
connected topology, which has the higher β. Considering
these results, it is possible to conclude that although the level
of connectivity β and the speed of convergence are closely
related, there is no an inversely proportional relationship
between them. For this reason, it is not possible to know
exactly which topology will have the fastest convergence speed
based exclusively on the values of β. These results are in
agreement with those presented in [7], where a first-order
consensus algorithm was also studied. Finally, it is important
to add that in the simulations the proposed strategy defines
the same optimal dispatch for all the DG units, regardless the
communication topology used.
F. Case IV: Scalability and Computational Time
In this section, simulations with 3, 7 and 10 DG units were
carried out, in addition to the case with 5 DG units presented
in Sec. IV-C. This is done in order to assess the scalability
performance of the proposed strategy. In all the simulations,
the communication topology used was the ring topology, while
the units operating in VCM and PCM are selected following
the discussion presented in Sec. IV-C.
Fig. 16 shows the active output power of the DG units
in VCM and PCM in all cases. For these simulations, the
maximum computational time required by one DG unit to
solve the problem (14) in one iteration k, is near to 0.030 s.
Based on this, a conservative value of 0.1 s can be used as the
time-step to discretize the operational time (∆tD). This time
should also include the time to perform all the measurements
and exchange the data between the DG units. In this context,
this low computational time is one of the main advantages of
the proposed distributed strategy, which is a consequence of
the reduction of the size of the optimization problem solved
by each DG unit. Notice that in all cases, all the DG units
have reached consensus in less than 400 iterations, which
means that the proposed approach requires approximately 12 s
to converge to the optimal solution (or 40 s, if 0.1 s is
used for ∆tD), if all the DG units execute the optimization
process in parallel, as expected in practical implementations.
In fact, based on the hierarchical control approach discussed
in Sec. III-D, the maximum time for the distributed approach
to reach the optimal solution is actually limited by TD, which
can take values in the order of minutes. Thus, the proposed
algorithm is sufficiently fast and suitable for implementation.
Finally, it is important to highlight that the results shown
in Fig. 16 were obtained using the proposed heuristic rules in
(18), showing their good performance for these cases, as the
distributed strategy properly reaches the optimal solution.
V. CONCLUSION
In this paper, a distributed strategy for optimal dispatch of
unbalanced three-phase islanded microgrids was presented. To
define the generation dispatch of the DG units that minimize
the overall generation cost, an optimization problem is stated
and solved distributively based on primal-dual constrained
decomposition and a first-order consensus algorithm. Two
operational modes are considered for the DG units: VCM
and PCM. Comprehensive simulations and comparison were
given to show the effectiveness and flexibility of the proposed
distributed approach.
According to the obtained results, the proposed strategy
achieves a lower cost solution, when compared with the
standard centralized approach based on a static droop frame-
work, since the solution of the economic dispatch is used
to define the active droop gains; while the frequency de-
viation is reduced in steady-state, using a local correction
term. Additionally, as units in VCM operate with an active
droop loop, they are responsible for automatically reduce
the active power mismatch between the generation and the
consumption, after any change in the operational conditions of
the microgrid and, more importantly, during the optimization
process. Finally, as the proposed strategy is considered to
operate within the standard hierarchical control framework,
the dynamics of the primary level (implemented with droop
control) and the dispatch layer (implemented in the Stage I
and II) are decoupled, which helps to maintain the stability of
the system.
APPENDIX
CONVERGENCE ANALYSIS OF THE PROPOSED
DISTRIBUTED STRATEGY
To study the convergence of the proposed distributed strat-
egy, the next conditions are assumed to hold,
(C1) Condition 1: The problem in (4)–(6) is technically
feasible i. e., the DG units in VCM have enough generation
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(a) Case with 3 DG units
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(b) Case with 7 DG units
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(c) Case with 10 DG units
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Figure 16. Active output power of the DG units for the cases with 3, 7 and 10 units. Upper: Units in VCM. Lower: Units in PCM. The x-axis represents k,
i.e., the iteration counter.
capacity to correct the active power mismatch between gener-
ation and consumption during the optimization process. This














(C2) Condition 2: All the DG units exchange information
following a pre-defined communication topology, which de-
fines the consensus matrix C = [cmn], designed as explained
in Sec. III-E.
(C3) Condition 3: All the DG units gather the required
data, process and update their protocols synchronously and in
parallel.
Thus, the next proposition can be defined,
(P1) Proposition 1: The proposed distributed strategy con-
verge monotonically if conditions C1–C3 holds.
To prove Proposition 1, first, recall the proposed distributed
strategy.
For each iteration k, and each DG unit m ∈ G, apply
sequentially:




























∆ω(k + 1) = ω0 − ω (44)
ωm(k + 1) = ωm(k) + ε̂∆ω(k + 1) (45)
In (41), PGm corresponds to the total active output power
of the DG units, meanwhile ω in (44), corresponds to the
angular frequency of the microgrid, both obtained by the DG
unit through local measurements.
Additionally, consider the next following lemmas,
(L1) Lemma 1: The active output power of a DG unit
operating with droop control is inversely proportional to its
active droop gain, or equivalently, PGm ∝ 1/D
P
m.
Proof: A technical discussion related to the operation of DG
units with droop control is presented in [20].
(L2) Lemma 2: In (40), PG0m (k+1) > P
G0














λm(k) λm(k + 1) λm(k + 2)
≈ λm(k)/2γm
≈ λm(k + 1)/2γm
≈ λm(k + 2)/2γm
Figure 17. Schematic representation of L(PG0m , λm(k)) in (48), as a
function of PG0m for different values of λm(k), such that λm(k + 2) >
λm(k + 1) > λm(k). P
G0
m can be obtained as the root of ∂L(·), which









represent the non-feasible values for PG0m , according to the set Om.
Proof: Recall that (40) is equivalent to the definition of the
Lagrangian given in (12). Thus, (40) can be stated as,






m + αm − λm(k)P
G0
m , (46)




2 + (βm − λm(k))P
G0
m + αm. (47)
Considering that αm = 0, since the shut-up/shut-down cost
is not considered; and λm(k) ≫ βm in the economic dispatch







In order to better understand the solution of (40), which
defines PG0m , as a function of λm(k), Fig. 17 shows the
second-order polynomial function given by (48), for different
values of λm(k). Notice that the solution of (40) is equivalent
to find the root of the derivative of (48), in such a way that
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Thus, as γm > 0, from (50) and Fig. 17, is possible to
conclude that PG0m ∝ λm(k), which prove L2.
For each iteration k ∈ Z+ ∪ {0}, let construct the series





lowing the iterative strategy in (41)–(45). Proposition 1 will be
proved, if the series defined using (41)–(45) converge and are
monotonic. To show this, let k = 0, thus λm(0) = 0,∀m ∈ G,
while DPm(0) is defined as in (20) and ωm(0) = ω0, as
explained in Sec. IV. Since λm(0) = 0, then P
G0
m (0) = P
G
m,
due to (50). Moreover, PGm > 0, since C1 holds and the
DG units in VCM correct the active power mismatch in the
microgrid. Thus, ∆PGm(0) > 0.





∆PGm(0) > 0 and κ > 0, ǫ > 0 in (42) and (43). As
λm(1) > λm(0), then, P
G0
m (1) > P
G0
m (0) in (40) and due







and due to L1. Finally, ∆ω(1) > 0, since in islanded
droop-based microgrids, the frequency is under the nominal
value when the frequency reference is set to ω0 [33], as
for k = 0. Thus, ωm(1) > ωm(0), since ǫ̂ > 0, and as a
consequence, ∆ωm(1) < ∆ω(0), which means that deviation
of the frequency of the microgrid is reduced, considering also
that C3 holds (see in Fig. 1 ω when ωm increase).
Because of the iterative nature of (41)–(45), it can be
verified that the following monotonic series exits for k =





m(1) > · · · > P
G
m
{PG0m (k)} : P
G0
m (0) < P
G0







m(1) > · · · > 0





m(1) < · · · < D
P
m(k)
{∆ω(k)} : ∆ω(0) > ∆ω(1) > · · · > 0
{ωm(k)} : ωm(0) < ωm(1) < · · · < ωm(k).





m is a bound of {P
G0
m (k)}. Moreover, the series {P
G
m(k)}
is monotonically decreasing, while the series {PG0m (k)} is
monotonically increasing. Due this, the series {∆PGm(k)} is
monotonically decreasing and bounded by 0. These series can
be technically interpreted as, during the optimization process,
the DG units can not supply lower than PGm and the optimal
dispatch can not be greater than P
G
m. The fact that the series
{∆PGm(k)} is decreasing imply that P
G
m converge to P
G0
m .
The series {λm(k)}, {D
P
m(k)} and {ωm(k)} are not
bounded, but they are limited since their definition in (42),
(43) and (45), are a function of ∆PGm(k) and ∆ω(k), which
are bounded and monotonically converge to 0. Additionally, as
C2 holds, all the λm(k) converge to λ through the consensus
matrix C = [cmn].
Thus, based on the fact that as all these series are monotonic
and limited, P1 is proved to be valid.
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