Abstract. We study the complexity of finding extreme pure Nash equilibria in symmetric (unweighted) network congestion games. In our context best and worst equilibria are those with minimum respectively maximum makespan. On series-parallel graphs a worst Nash equilibrium can be found by a Greedy approach while finding a best equilibrium is NPhard. For a fixed number of users we give a pseudo-polynomial algorithm to find the best equilibrium in series-parallel networks. For general network topologies also finding a worst equilibrium is NP-hard.
Introduction
In the last years there has been a lot of interest in algorithmic game theory combing aspects of game theory and computer science. Driven by growing demand for faster and larger communication networks more and more questions were asked: How do non-cooperative users interact in such networks where increasing load on individual parts of the network causes a degradation in service, often in the form of reduced transfer speed? How does this congestion effect affect the whole network? Is there some kind of self-regulation among the users? Classical game theory provides qualitative answers such as existence of equilibria, states Contribution We consider (unweighted) network congestion games with arbitrary non-decreasing latency functions on edges. Our negative results need only linear latencies ℓ e (x) = a e x. We establish that finding a best or a worst Nash equilibrium concerning makespan social cost is not equally hard in the following meaning: We prove that on seriesparallel graphs finding a best equilibrium is NP-hard. It is strongly NP-hard if the number of users is part of the input and weakly NP-hard otherwise. Moreover, we suggest a pseudo-polynomial time algorithm that determines a best Nash equilibrium on series-parallel graphs if the number of users is fixed. This indicates that this problem is not strongly NP-hard. In contrast to this we show that a worst pure equilibrium is found by the Greedy approach of Fotakis et al. [9] on these graphs. In general networks also finding a worst equilibrium is NP-hard. In fact, we prove it to be NP-hard in the strong sense already for two users on an acyclic network with linear latencies.
Road Map The paper is organized as follows: Section 2 introduces our notation and preliminary results such as existence of pure equilibria and computation of an arbitrary equilibrium. In Section 3 we discuss our results on finding a worst Nash equilibrium and in Section 4 for a best Nash equilibrium, respectively.
Preliminaries
We consider N users of the same size, i.e., each routing the same amount of unsplittable flow from a single source s to a single sink t through a directed graph G = (V, E). The edges of G are equipped with non-decreasing latency functions ℓ e : N 0 → R + 0 for all e ∈ E modelling the congestion effects. An instance of the game is thus given by (G = (V, E), (ℓ e ) e∈E , s ∈ V, t ∈ V, N ). By scaling the latency functions appropriately we assume without loss of generality all users to have unit size. Let P denote the set of all simple s-t-paths in G and thus the strategy set of all users. In our context a flow is a function f : P → N 0 that assigns integer values to paths in the network. The latency on a path is the sum of the latencies on its edges that depends on the total flow on the edge:
We denote by f e := P ∈P: e∈P f P the flow on edge e uniquely induced by the flow f defined on paths. Note that there may be different so-called flowdecompositions or flows on paths that correspond to the same flow on edges. Example 1 shows that we need the information about paths for modelling the users' behaviour in our game.
A Nash equilibrium is a stable situation in which no user wants to deviate from her chosen path because she cannot decrease her experienced latency this way:
Definition 1 (Nash Equilibrium, Nash Flow). A flow on paths f = (f P ) P ∈P is at Nash equilibrium, if and only if for all paths P 1 , P 2 with f P1 > 0 we have
Existence of Nash equilibria Rosenthal [16] used the following potential function Π : F → R defined on the set of feasible flows F to prove the existence of pure Nash equilibria in network congestion games:
Flows corresponding to local optima of this potential function constitute Nash equilibria. Fabrikant et al. [4] establish that one equilibrium can be computed in polynomial time because a min-cost flow in the following instance MCF(G) minimizes Rosenthal's potential function and is thus a Nash flow.
Definition 2 (Min-cost Flow Instance, MCF(G)). Given a network congestion game (G = (V, E), (ℓ e ) e∈E , s ∈ V, t ∈ V, N ) construct the corresponding min-cost flow instance as follows: For every edge e ∈ E we need N copies with costs c ei = ℓ e (i), i = 1, . . . , N . The capacities of all edges are 1 and we send N units of flow from s to t.
Observe that every path decomposition of every optimal solution of the min-cost flow instance MCF(G) yields a Nash equilibrium as the negative cycle optimality condition for optimal min-cost flows directly implies that no user wants to deviate from her chosen strategy. However, not every Nash equilibrium is also an optimal solution of the min-cost flow instance (cf. Examples 3 and 4). Note that there are instances and Nash flows (not global but local optima of Rosenthal's potential) such that a different path decomposition of the flow on edges induced by a Nash flow is not again Nash (cf. Example 1). Thus, it is necessary to have the information about the flow on paths as the output of the game although this might be exponentially large in the input size of log N .
Example 1 (Nash equilibria and flow decompositions). Consider the instance given in Figure 1 . The latency functions are given as edge labels. In order to distinguish parallel edges (s, u) (or (u, t)), we call them upper and lower edge between s and u (u and t).
Observe that the flow sending the first user on edge (s, t), the second user on the path consisting of the upper edge from s to u and the lower edge from u to t and the third user on the path containing the so far unused edges is a Nash equilibrium. The flow on every edge is equal to 1. But if we change the flow decomposition and send the second user on both upper and the third on the lower edges this last user becomes unsatisfied because she would be better off changing to edge (s, t). Hence, not every path decomposition of a flow on edges yields a Nash equilibrium. Social Cost In this paper, we consider minimizing the makespan as the social objective function. This notion comes from scheduling and is a priori only applicable to parallel link networks. Flows minimizing the following more general makespan definition are sometimes also called min-max flows.
Definition 3 (Makespan, Social Cost). Given a flow on paths f = (f P ) P ∈P the makespan is given by
Epstein et al. [3] showed that on parallel links all Nash equilibria have equal makespan but this does not hold in general:
Example 2 (Nash equilibria with different non-optimal makespans). Consider the instance given in Figure 2 for two users. If every edge is used by exactly one user and the paths are alternating between upper and lower edges then an optimal solution with makespan 12 is achieved. Observe that in any Nash equilibrium there is exactly one user on every edge between s and u 1 and between u 1 and u 2 and there are two users on the upper edges between u 2 and u 3 and between u 3 and t. A best Nash equilibrium with makespan 13 can be obtained if both users alternate between upper and lower connection on the first two edges. However, one user may also choose the lower connections on both first edges. This yields again a Nash equilibrium, which is worst and has makespan 14. As in general the makespan of different Nash equilibria as well as an optimum makespan are not equal, we are now interested in computing two extreme Nash equilibria.
Extreme Nash Equilibria We introduce the following two problems of finding a best or worst pure equilibrium, respectively.
Worst Nash Equilibrium (W-NE for short):
Given: Network congestion game (G = (V, E), (ℓ e ) e∈E , s ∈ V , t ∈ V , N ) and a number K > 0 Question: Does there exist a Nash equilibrium f such that C max (f ) ≥ K?
Best Nash Equilibrium (B-NE for short):
Given: Network congestion game (G = (V, E), (ℓ e ) e∈E , s ∈ V , t ∈ V , N ) and a number K > 0 Question: Does there exist a Nash equilibrium f such that
Unfortunately, it can be shown that in general neither a best nor a worst Nash equilibrium is an optimal solution of MCF(G):
Example 3 (Best Nash flow not optimal in MCF(G)). Reconsider the instance of Example 2 and observe that the unique solution of MCF(G) is the Nash equilibrium with makespan 14 and thus not the best one.
Example 4 (Worst Nash flow not optimal in MCF(G)). In case of the worst Nash equilibrium consider the instance given in Figure 3 for two users: The optimal solution f * of MCF(G) for the graph given in Figure 3 is unique and has a unique path decomposition sending one user on Q 1 = (s, u 1 , u 4 , t) and Q 2 = (s, u 3 , u 2 , t) each with makespan C max (f * ) = 2. However, f with f P1 = f P2 = 1 where P 1 = (s, u 1 , u 2 , t) and P 2 = (s, u 3 , u 4 , t) is a Nash equilibrium with C max (f ) = 3.
The fact that in general no worst Nash equilibrium is an optimal min-cost flow in MCF(G) is quite interesting because in the special case of series-parallel graphs there always exists a worst Nash equilibrium that is an optimal solution of the min-cost flow problem MCF(G). This follows from the result that the Greedy approach determines a worst Nash equilibrium in series-parallel graphs (cf. Section 3.1).
Series-parallel Graphs
As already mentioned we consider not only arbitrary network topologies but also series-parallel networks. Series-parallel graphs can be defined inductively. A single edge e = (s, t) is series-parallel with start terminal s and end-terminal t. by definition. Let G i be series-parallel with start-terminal s i and end-terminal t i (i = 1, 2). Then the graph S(G 1 , G 2 ) obtained by identifying t 1 and s 2 is a series-parallel graph, with s 1 and t 2 as its terminals (series composition). And the graph G = P (G 1 , G 2 ) obtained by identifying s 1 and s 2 and also t 1 and t 2 is a series-parallel graph (parallel composition). This graph has s 1 (= s 2 ) and t 1 (= t 2 ) as its terminals (cf. [9] ). This class of graphs has some very nice properties: Bein et al. [1] established that the Greedy approach solves the min-cost flow problem in series-parallel graphs. Combined with the min-cost flow instance introduced by Fabrikant et al. [4] this yields that the greedy approach of iteratively assigning the users to a shortest path with respect to the latency induced by the current flow plus an additional user on every edge yields a Nash equilibrium on series-parallel graphs. This result was also obtained by Fotakis et al. [9] who call this algorithm GBR (greedy best response) and we keep this notation.
Worst Pure Nash Equilibrium
In this section the complexity status of determining a worst Nash equilibrium is investigated. We prove that a Greedy strategy solves the problem on seriesparallel graphs and show strong NP-hardness for the problem on general graphs.
Special Case of Series-parallel Graphs
In the following we show that the Greedy Best Response (GBR) algorithm introduced by Fotakis et al.
[9] always leads to a worst Nash equilibrium in seriesparallel graphs. The idea of this algorithm is as follows: If one considers a setting where the users arrive consecutively, a new user routes her path such that her personal latency is minimized given the flow induced by the users currently in the network. This choice is irrevocable, i.e., no user can change the strategy in the future. More formally, let us denote by
the minimum latency for a new user given a flow f . According to GBR the new user chooses her path P N +1 such that the latency of P is L + (f ). If a flow f ′ is obtained by a given flow f where a single user is added according to GBR we use
For series-parallel graphs it has been shown in [9] that if f is an arbitrary Nash equilibrium then f ′ = f ⊕P N +1 is again a Nash equilibrium. Note that this property does not hold in general graphs. As a consequence GBR always leads to a Nash equilibrium if all users have the same size and the underlying network is series-parallel. In this paper, we strengthen this result and show that the obtained Nash equilibrium is always a worst Nash equilibrium. This holds for all latency functions that are non-decreasing. The next lemma, which is a key point in order to prove our result, has already been used implicitly in [9] . It states that if we start with a Nash equilibrium and add one more user according to GBR then the latency of the new user is not less than the latency of all the previous users in the new flow. Lemma 1. Let G = (V, E) be a series-parallel graph and f a Nash equilibrium for N users. If we choose P N +1 ∈ P according to GBR we obtain a new Nash equilibrium f ′ = f ⊕ P n+1 such that
The next two lemmata are dealing with the two compositions in the definition of series-parallel graphs. In fact, we give a characterization of a Nash equilibrium in S(G 1 , G 2 ) and P (G 1 , G 2 ). Before the results are stated the following notation is introduced. Let G i be a series-parallel graph and f i :
Lemma 2. Let f i be a flow in a series-parallel graph
if and only if the following conditions are satisfied:
We want to establish a similar result for the series composition. Therefore let G i be series-parallel and f i : P i → N 0 a flow in G i for i = 1, 2 for N users. Let us assume without loss of generality that the users choose the paths
The set of all flows that can be obtained this way will be denoted by
Using these lemmata we are able to prove the following theorem by induction on the composition steps. The detailed proof is omitted due to space restrictions.
Theorem 1.
If G is a series-parallel graph then the Nash equilibrium obtained by GBR is a worst Nash equilibrium.
Complexity Status on General Graphs
Before proving NP-hardness of the problem of finding a worst Nash equilibrium, we consider a related problem that is called Blocking Path problem:
Blocking Path Problem (BlockP for short):
Given: Digraph G = (V, E) with source s ∈ V and sink t ∈ V . Question:
Does there exist an s-t-path P ∈ P such that after deleting the edges of P there is no path from s to t?
Theorem 2. The Blocking Path Problem is strongly NP-hard even on acyclic networks.
The proof is a reduction from 3SAT and due to lack of space postponed to the full version of this paper. The Blocking Path Problem is used to show that determining a worst Nash equilibrium in general networks is NP-hard even for two users.
Theorem 3. Determining a Worst Pure Nash equilibrium is strongly NP-hard even for two users on acyclic networks and with linear latency functions.
Proof. Consider an instance I(BlockP) of the strongly NP-hard Blocking Path problem. Let G = (V, E) be the acyclic network of instance I(BlockP) with s, t ∈ V . An instance I(W-NE) of determining a worst pure Nash equilibrium is defined as follows: I(W-NE) is defined on a graph G ′ = (V, E ′ ) which contains the same vertex set as G and E ′ = E ∪ {(s, t)}. Since G ′ is acyclic it is possible to define a bijective function π : V → {1, . . . , n} such that π(i) < π(j) if and only if (i, j) ∈ E. Given any such bijection π the latency functions are given by
Observe that due to this definition of the latency functions of edges in G every path from s to t is a shortest path with respect to the edge lengths ℓ e (1). Let L * be the length of a shortest path from s to t in G with respect to edge lengths ℓ e (1) for e ∈ E. Then the latency of (s, t) is defined by ℓ (s,t) (x) = (L * + 1 2 )x. We show that there exists a blocking path P * for I(BlockP) if and only if there exists a Nash equilibrium f in G ′ with cost
Assume that there exists a blocking path P * in I(BlockP). Let P 1 = P * and P 2 = (s, t). Then the flow on paths f is given f P1 = f P2 = 1 while the flow on all other paths is equal to zero. Obviously,
holds. It remains to show that f is a Nash equilibrium. Observe that f is a Nash equilibrium if and only if neither the user of path P 1 nor the user of P 2 can decrease her latency by changing to another path. Consider path P 1 : Every path P in G has latency L * as long as there is one user on P 2 . Moreover, ℓ P2 (f ) = 2L * + 1 forf P2 = 2. Hence, the user of P 1 has no reason to change to another path in G ′ . In the second step, we consider path P 2 : Consider the flowf withf P1 =f P = 1 for some path P in G. Observe that P shares at least one edge e ′ with P 1 and since all slopes of latency functions in G are integral, we have ℓ e ′ (1) ≥ 1. Therefore,
holds for all alternative paths P in G the flow f is a Nash equilibrium. On the other hand, assume that there exists a Nash equilibrium f with makespan
. We distinguish three cases: -P 2 = (s, t) and f P2 = 2: In this case ℓ P2 (f ) = 2L * + 1. However, consider the flowf withf P2 =f P = 1 for some path P in G. Then ℓ P (f ) = L * < ℓ P2 (f ) which contradicts the fact that f is a Nash equilibrium.
-There are two (possibly identical) paths P 1 , P 2 in G with f P1 = f P2 = 1:
Without loss of generality assume that ℓ P1 (f ) ≥ ℓ P2 (f ) and consider the flowf withf P2 =f (s,t) = 1. Then
Since f is assumed to be a Nash equilibrium, we have
but L * and ℓ P1 (f ) are integral which yields
. This leads to a contradiction to the lower bound L * + 1 2 on the makespan. -There exist paths P 1 in G and P 2 = (s, t) with f P1 = f P2 = 1: We show that P 1 is a blocking path in G. Assume that P 1 is not blocking. Then there exists a path P ′ from s to t in G such that P ′ has no edge in common with P 1 . Consider the flowf withf
. This leads to a contradiction to the assumption that f is a Nash equilibrium and therefore P 1 is a blocking path in G.
⊓ ⊔
Best Pure Nash Equilibrium
In this section, we show several complexity results concerning the problem of determining a best Nash equilibrium. All results given in this section hold even for series-parallel graphs. We show that computing a best Nash equilibrium for N users is strongly NP-hard if N is part of the input. If the number of users is fixed then the problem remains weakly NP-hard. At least for series-parallel graphs this result is best possible because there exists a dynamic programming algorithm with pseudo-polynomial running time.
Strong NP-hardness Result
In this subsection, we prove that finding a best Nash equilibrium on seriesparallel graphs is strongly NP-hard if the number of users is part of the input. We show this by reduction to the numerical 3-dimensional matching problem, which is known to be strongly NP-hard (see [11] ).
Numerical 3-Dimensional Matching (N3M for short):
Given: Disjoint sets X, Y, Z, each containing m elements, a weight w(a) for all elements a ∈ X ∪ Y ∪ Z and a bound B ∈ Z + . Question:
Does there exist a partition of X ∪ Y ∪ Z into m disjoint sets A 1 , . . . , A m such that each A j contains exactly one element from each of X, Y and Z and a∈Ai w(a) = B for all 1 ≤ i ≤ m.
Theorem 4. Determining a best Nash equilibrium is strongly NP-hard on seriesparallel graphs if the number of users is part of the input.
Proof. Consider an instance I(N3M) of N3M. Observe that we may assume without loss of generality that w(a) < 2w(b) and w(b) < 2w(a) for each pair a, b ∈ X. Otherwise a large number M can be added to all elements in the set X and to B until the desired condition is satisfied. An analogue property holds for Y and Z.
Based on this instance we construct the following series-parallel graph G = (V, E): Let V = (s, u, v, t) and for each element in the set X (Y , Z) we introduce a directed edge from s to u (u to v, v to t). The latency function of an edge e is given by ℓ e (x) = w(a)x where w(a) is the weight of the corresponding element in the instance I(N3M).
Observe that in a best Nash equilibrium every edge is used by exactly one user. Hence, there is a one-to-one correspondence between the subsets A i i = 1, . . . , m and the paths of the users and therefore there exists a Nash equilibrium with m users in G with social cost at most B if and only if I(N3M) is a YES-instance. ⊓ ⊔
Weak NP-hardness for fixed number of users
This subsection deals with the problem of determining a best Nash equilibrium if the number of users N is fixed. The proof is a reduction from Even-Odd Partition. As it works similar to that of the previous section it is omitted here.
Theorem 5. Determining a best Nash equilibrium is weakly NP-hard even for two users and on series-parallel graphs.
A pseudo-polynomial time algorithm for series-parallel graphs
In this subsection, we discuss a dynamic programming approach to find a best Nash equilibrium in series-parallel graphs if the number N of users is not part of the input. Let f be a Nash equilibrium in a graph G for k users which choose the paths P 1 , . . . , P k . Then we define a multiset
which will be called cost profile of f . Note that several Nash equilibria can have the same cost profile. The idea of the algorithm is to decide if for a given multiset C = {c 1 , . . . , c k } with 0 ≤ k ≤ N there exists a corresponding Nash flow f with k users. This is done using the inductive definition of series-parallel graphs. In order to decide if a cost profile can be realized by a Nash flow
we need to know L + (f i ). More formally, for a given multiset C = {c 1 , . . . , c k } and a graph G we define
If such a Nash equilibrium does not exist we set S G (C) := −∞. Hence, all cost profiles with S G (C) ≥ 0 do have a corresponding Nash flow f . Let us discuss the algorithm in more detail.
A single edge (s, t)
For the simplest series-parallel graph there is a unique flow for all 0 ≤ k ≤ N and all users have latency ℓ (s,t) (k). Thus, we obtain immediately
2. The series composition Let C = {c 1 , . . . , c k } be given. Note that this cost profile can only be obtained by a Nash flow f ∈ f 1 ⊗ f 2 with C i := C(f i ) = {c 
because every s − t path in G has to pass the vertex t 1 = s 2 . Thus, we obtain
3. The parallel composition Let C = {c 1 , . . . , c k } be given. A corresponding Nash flow f is of the form
Moreover the conditions from Lemma 3 have to be satisfied, i.e., max{c
. The shortest path in G with respect to the flow f is given by min{L
}, because the shortest path in P (G 1 , G 2 ) chooses either a path with edges in G 1 or in G 2 . Thus,
is satisfied.
Note that it is straightforward to get the best Nash flow at the end if the corresponding flows which determine S G (C) during the algorithm are stored as well. In order to analyze the running time of this algorithm note that for a graph G and a fixed number k of users there are at most
multisets, where L := max e∈E l e (N ) is the maximum latency on an edge and a simple path can have at most |V | edges. Due to the fact that this is needed for all 0 ≤ k ≤ N the number of multisets that have to be stored is at most N (|V |L)
It is easy to see that for the series and parallel composition (6) and (7) can be done in polynomial time with respect to the number of multisets. Thus, the proposed dynamic programming approach is pseudo-polynomial which implies that B-NE is indeed not NP-hard in the strong sense for series-parallel graphs.
A Proofs

A.1 Worst Pure Nash Equilibrium
For the case of series-parallel networks we have established three lemmata to prepare for the main result Theorem 1. Lemma 1 gives us that the last user added by GBR always experiences the highest latency.
Proof (Lemma 1).
Assume there is a path P such that ℓ P (f ′ ) > ℓ PN+1 (f ′ ) and f P > 0. Then there exist path segments π N +1 and π of P N +1 and P such that both segments start at some vertex u and end at v and
Note that the last inequality holds because the latency functions are non-decreasing. However, equation (8) is a contradiction to the fact that f is a Nash equilibrium, because the user on path P would choose the path segment π N +1 instead of π. Thus, the result follows.
⊓ ⊔
The second and third one establish characterizations of Nash flows in series and parallel compositions and the proofs are very straight forward:
Proof (Lemma 2). Note that the first condition implies that a user in G i does not want to choose another path in G i . The second condition guarantees that a user in G 1 does not prefer a path in G 2 or vice versa. Due to the fact that all edges of a path in P (G 1 , G 2 ) are either in G 1 or G 2 the result follows. ⊓ ⊔ Proof (Lemma 3). Note that in G the vertex t 1 = s 2 is a cut vertex and hence every s-t-path in G has to pass this vertex. Thus, if f 1 and f 2 are Nash equilibria no user in G wants to choose another path. The other direction follows also immediately.
We are prepared to prove Theorem 1 stating that GBR finds a worst Nash equilibrium on series-parallel graphs.
Proof (Theorem 1). The proof is done by induction on the number of seriesparallel composition operations. If G consists of a single edge directed from s to t, then the statement holds, because all users have to use the edge (s, t) and this is the only feasible flow through the network. The next situation is if G is obtained by a series composition from G 1 and G 2 . Let f be the Nash flow that was obtained using GBR. Let
Then f ∈ f 1 ⊗ f 2 and f i are Nash equilibria in G i for i = 1, 2. Note that f 1 and f 2 could have also been obtained applying GBR to G 1 and G 2 separately. Thus, using the induction hypothesis f 1 and f 2 are worst Nash equilibria. Moreover, due to Lemma 1 we obtain
because the last user added chooses a path in G 1 and in G 2 both of them having the largest latency. Suppose that there is another Nash flow f ′ with
are Nash flows. Note that
which is a contradiction to the fact that f 1 and f 2 are worst Nash equilibria. Finally, we consider a parallel composition obtained from G 1 and G 2 . Let f be a Nash equilibrium in G = P (G 1 , G 2 ) obtained by GBR where 1 ≤ k ≤ n users route their paths in G 1 and n−k players choose a path in G 2 . The corresponding flows in G 1 and G 2 are denoted by f 1 and f 2 , i.e., f = f 1 ∪f 2 . We assume without loss of generality that
holds, i.e., the user with the largest latency has chosen a path in G 1 .
If k = n all users choose a path in G 1 and using the induction hypothesis this is a Nash equilibrium in G 1 . Moreover, this is also a Nash equilibrium in P (G 1 , G 2 ). This is true because of Condition 2 of Lemma 2 which is satisfied due to the fact that the last user has chosen her way according to GBR. So let us assume that 1 ≤ k < n. By the induction hypothesis f i is a worst Nash equilibrium in G i for i = 1, 2 with k and n − k users. It follows also from the induction hypothesis that the social cost of a worst Nash equilibrium in G i is non-decreasing with respect to the number of users. Let us assume that there is a worst Nash equilibrium
where l user choose a path in G 1 . If l = k then a contradiction is immediately obtained because f 1 and f 2 are worst Nash equilibria. Let us assume that l > k. Then,
is satisfied. The first inequality holds, because f ′ 2 is a Nash flow in G 2 . The second inequality is true because if a new user chooses her path with respect to f ′ 2 the new flow is a Nash equilibrium with n − l + 1 ≤ n − k users. Due to the fact that C max (f 2 ) are the worst social cost in any Nash flow with n − k users and the monotonicity of the social cost equation (10) follows. Thus, using (9) we obtain
and it can be concluded that there is a user in G 1 with the largest latency with respect to f ′ . Let us denote the corresponding path by P ′ , i.e.,
implies that the user on path P ′ wants to switch to a path in G 2 which is a contradiction to the assumption that f ′ is a Nash equilibrium. The case where l < k can be done in a similar way.
To deal with the case of general graph topologies we need Theorem 2 stating that the Blocking Path Problem is strongly NP-hard even on acyclic networks.
Proof (Theorem 2).
Observe that BlockP is in NP. We show that there exists a polynomial reduction from 3SAT. An instance I(3SAT) of 3SAT is given by a set U = {u 1 , . . . , u n } of variables and a collection C = {c 1 , . . . , c m } of clauses over U such that each clause contains exactly three literals. The question is whether there exists a truth assignment for C. 3SAT is known to be strongly NP-hard [11] . Based on I(3SAT) an instance I(BlockP) of BlockP is constructed in the following way: The graph consists of variable and clause gadgets and vertices s and t. A variable gadget for
Moreover, there are edges (s, y 1 ) and (s, y ′ k ) and (y k , t) for k = 1, . . . , n. These edges make sure that each edge (y ′ k , y k+1 ) must be contained in P . Finally, we add edges (s, x k ) and (s,x k ) for k = 1, . . . , n. This completes the definition of the variable gadgets. See Figure 4 for an illustration. For each clause c j there is a clause gadget that contains the vertices z j and z ′ j . Moreover, there are three parallel paths from z j to z
This completes the construction of instance I(BlockP). We show that I(BlockP) is satisfiable, i. e., there exists a blocking path from s to t if and only if I(3SAT) is satisfiable. Assume that I(3SAT) is satisfiable. Then P runs through all variable gadgets in such a way that it uses edge (
Then the path continues its journey through the clause gadgets. Since I(3SAT) is satisfiable there are at most two literals that are not true. Assume without loss of generality that the first literal is true. Then the path starts in z j and continues with (a ) and finally moves to the next clause gadget until it arrives at t. Assume that P is not a blocking path then there exists a pathP from s to t that does not contain any edge of P . Hence, the predecessor of t onP is a vertex of type y k for k = 1, . . . , n or of type z However, all incoming edges into y k for k = 1, . . . , n and all incoming edges into b ′ j for j = 1, . . . , m are blocked. Therefore, there must exist a clause c j such that P enters the clause gadget of c j , travels through it and leaves it at z ′ j to t.P must enter the clause gadget via a 1 j because all other paths through the gadget are blocked. But since the predecessor of a 1 j in the associated variable gadget has no incoming edges (because the literal is true) this leads to a contradiction. Therefore, P is a blocking path. On the other hand, assume that there exists a blocking path P in I(BlockP). Obviously, P must travel through every variable gadget because otherwise there would exist a non-blocked path of the form (s, y ′ k , y k+1 , t). Therefore, the truth setting of the variables is defined according to which path of the variable gadget is chosen. Assume that there exists a clause c j where all three literals are false. Then all three vertices a 1 j , a 4 j and a 7 j are reachable from s via the corresponding variable gadgets. Hence, there are three disjoint paths from s via the variable gadgets, the clause gadget of c j and z ′ j to t. P must contain edge (b j , b ′ j ) and hence blocks at most two of these three disjoints paths. This leads to a contradiction to the blocking property of P . ⊓ ⊔
A.2 Best Pure Nash Equilibrium
The proof of weakly NP-hardness of the Best Nash Equilibrium Problem uses a reduction from the Even-Odd Partition Problem:
Even-odd Partition (EOP for short):
Given: Finite set A = {a 1 , a 2 , . . . , a 2n }, a size w(a i ) ∈ Z + for each a i ∈ A and 2B = Similar to the arguments used in Subsection 4.1 we may assume without loss of generality that w(a 2i−1 ) < 2w(a 2i ) and w(a 2i ) < 2w(a 2i−1 ) holds for i = 1, . . . , n.
Proof (Theorem 5).
Given an instance I(EOP) then an instance I(B-NE) is defined by a graph G = (V, E) with V = {v 1 , v 2 , . . . , v n , v n+1 } and two parallel edges between v i and v i+1 for i = 1, . . . , n + 1. Consider the two edges between v i and v i+1 then one edge has latency ℓ e (x) = w(a 2i−1 )x and the other one has latency ℓ e (x) = w(a 2i )x. Finally, two users travel from s = v 1 to t = v n+1 . We use exactly the same ideas as for the proof of Theorem 4 to show that I(EOP) is a YES-instance if and only if there exists a Nash equilibrium in I(B-NE) with makespan at most B. ⊓ ⊔
