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Abstract
We develop a gradient-flow theory for time-dependent functionals defined in ab-
stract metric spaces. Global well-posedness and asymptotic behavior of solutions are
provided. Conditions on functionals and metric spaces allow to consider the Wasser-
stein space P2(Rd) and apply the results for a large class of PDEs with time-dependent
coefficients like confinement and interaction potentials and diffusion. Our results can be
seen as an extension of those in Ambrosio-Gigli-Savaré (2005)[2] to the case of time-
dependent functionals. For that matter, we need to consider some residual terms, time-
versions of concepts like λ-convexity, time-differentiability of minimizers for Moreau-
Yosida approximations, and a priori estimates with explicit time-dependence for De
Giorgi interpolation. Here, functionals can be unbounded from below and satisfy a type
of λ-convexity that changes as the time evolves.
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1
1 Introduction
We consider the gradient flow equation
u′(t) = −∇E(t, u(t)), t > 0, (1.1)
u(0) = u0, (1.2)
where E : [0,∞)×X → (−∞,∞] is a time-dependent functional and (X, d) is a complete
separable metric space. Our aim is to construct a general theory in metric spaces that can
be applied for PDEs with time-dependent coefficients. In fact, with this theory in hand, we
obtain global-in-time existence and asymptotic behavior of solutions in the Wasserstein space
P2(Ω) for a number of PDEs with density of internal energy U , confinement potential V and
interaction potential W depending on the time-variable. That space consists of probability
measures on Ω with finite second moment endowed with the so-called Wasserstein metric
d2(µ, ν). Here we will focus on the whole space Ω = Rd.
Gradient flows theory has been successfully developed for the case of time-independent
functionals E(u) in general metric spaces (X, d) (see [7],[8],[2],[3],[15]). Two basic tools
in the theory are the concept of curves of maximal slopes (see [8],[15]) and a time-discrete
approximation scheme (see [7],[3]). The latter is based on the implicit variational scheme
Unτ ∈ Argmin
v∈X
{
1
2τ
d2(Un−1τ , v) + E(v)}, (1.3)
where τ > 0 is a time step. Notice that (1.3) consists in finding minimizers for interactive
values of the Moreau-Yosida approximation Eτ (u) := infv∈X{ 12τ d
2(u, v) + E(v)} of E in
(X, d). Speak generally, basic hypotheses assumed on E are lower semicontinuity and some
type of convexity and coercivity (see [2]). For the analysis of PDEs as a gradient flows, a
suitable metric space is P2 in which the above theory has demonstrated to be particularly
very fruitful. The idea of using the above discrete scheme in P2 goes back to the work
[11] for the linear Fokker-Plank equation and [20] for the porous medium equation. Sub-
sequently, several authors extended this approach to a general class of continuity equations
(see [2],[1],[6]) with velocity field given by the gradient of the variational derivative of a
time-independent functional, namely
∂u
∂t
= div
(
u∇
δE
δu
)
, in (0,+∞)× Rd, (1.4)
where E is the free energy associated to PDE dealt with. Under some basic assumptions,
they considered E with the form
E [u] :=
∫
Rd
U(u(x)) dx+
∫
Rd
u(x) V (x) dx+
1
2
∫∫
Rd×Rd
W (x−y) u(x) u(y) dx dy, (1.5)
where U : R+ → R is the density of internal energy, V : Rd → R is a confinement potential
and W : Rd → R is an interaction potential. The functional (1.5) has the classical form given
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by the sum of the internal energy, potential energy and interaction energy functionals that is
verified by a wide number of physical models. Beside existence of global-in-time flows,
the literature contains results on uniqueness, global contraction, regularity, and asymptotic
stability of solutions (see e.g. [2]). We also quote the paper [4] where a 1D non-local fluid
mechanics model with velocity coupled via Hilbert transform was analyzed by using gradient
flow theory in P2.
In [13], the authors dealt with nonlinear diffusion equations in the form
∂tu− div(A(∇(f(u)) + u∇V )) = 0,
where A is a symmetric matrix-valued function of the spatial variables satisfying a uniform
elliptic condition and f , V are functions satisfying suitable hypotheses. They also analyzed
the contraction property for solutions.
On the other hand, from a theoretical and applied point of view, it is natural to consider
a time-dependence on the coefficients of some equations. For instance, a version of the
stochastic Fokker-Plank equation (the one considered in [11]) is
dXt = −∇V (t, Xt)dt+
√
2κ(t)dBt, (1.6)
where the term
√
2κ(t) is known as the diffusion coefficient and Bt stands for the classical
Brownian motion. For (1.6), it is well-known that the law of processes is modeled by the
PDE
∂tu = κ(t)∆u+∇ · (∇V (t, x)u).
Another example is the version of the Mckean-Vlasov equation [24]
dXt = b(t, µt, Xt)dt+
√
2κ(t)dBt, with b(t, µ, x) = −∇W (t, ·) ∗ µ,
where µt is the law of the processes Xt that obeys the PDE
∂tu = κ∆u−∇ · (b(t, u, x)u)
with κ depending on the time t. The term b(t, u, x)u corresponds to an interaction between
particles with time-dependent potential.
For a bounded convex domain Ω ⊂ Rd and 0 < T < ∞, Petrelli and Tudorascu [21]
considered the non-homogeneous Fokker-Plank equations
ut −∇x · (u∇xψ(t, x))−∆x(P (t, u)) = g(t, x, u) in Ω× (0, T ) (1.7)
with Neumman boundary conditions and nonnegative u0 ∈ L∞(Ω) such that
∫
u0dx = 1.
They proved existence of nonnegative bounded weak solutions by constructing approxi-
mate solutions via time-interpolants of minimizers arising from Wasserstein-type implicit
schemes. Let us point out that, when P (t, z) = κ(t)z, the conditions in [21] require that the
viscosity κ is bounded away from zero, while here we allow κ to be arbitrarily near zero (see
Theorem 6.9 in subsection 6.2).
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In [23], Rossi, Mielke and Savaré analyzed the doubly nonlinear evolution equation
∂ψ(u′(t)) + ∂uE(t, u(t)) ∋ 0 in B′, a.e. t ∈ (0, T ), (1.8)
where B is a separable Banach space, 0 < T < ∞, and u(0) = u0. They proposed a
formulation for (1.8) in a separable metric space (X, d) that extends the notion of curve of
maximal slope for gradient flows in metric spaces. Existence of solutions is proved by means
of a time-discrete approximation scheme in (X, d) defined as
Unτ ∈ Argmin
v∈X
{τψ(d(Un−1τ , v)/τ) + E(tn, v)}, (1.9)
where τ is a partition for [0, T ] and τ = |τ | is the time step. Among others, the authors
of [23] assumed that E satisfies the chain rule, is locally (in time) uniformly bounded from
below, and differentiable in the t-variable with the derivative satisfying the condition
|∂tE(t, u)| ≤ C(E(t, u) + d(u
∗, u) + 2C0), (1.10)
for some u∗ ∈ X , where
C0 = − inf
t∈[0,T ],u∈X
E(t, u).
In fact, functionals in [23] are the sum of two time-dependent functionals E1 and E2 where
E1 is bounded from below and λ0-convex (uniformly with respect to t ∈ [0, T ]), and E2 is
a dominated concave perturbation of E1. For a bounded domain Ω and u0 ∈ H10 (Ω), using
the above approach for ∂ψ(u′(t)) = u′(t) (gradient flow case), they also analyzed (1.1) with
∂uE(t, u) = −∆u+F
′(u)−l(t) in theL1(Ω)-metric. These results were improved in [18] by
considering more general dissipation ψ. Moreover, in [18] the condition (1.10) was relaxed
to |∂tE(t, u)| ≤ CE(t, u). We also refer the reader to [19, 22] for stability results for doubly
nonlinear equations in Banach spaces.
Since our functionals are not bounded from below neither satisfies a estimate like (1.10),
we can not to apply the theory from [23] and [18]. Here we assume the conditions E1,
E2, E3, E4 and E5 given in Section 2 (see pages 6 and 7). Notice that E4 gives some
local-in-time control from below for E but allows it to be unbounded from below at each
t > 0. In (1.10) it is required some control of the time-derivative of E in terms of the
functional itself. Instead of such estimate, we work with a condition on the difference of E
in two different times (see E3). In order to recover the contraction property, inspired by the
convexity used in [2], we propose a type of λ-convexity that changes as the time evolves (see
E5). Thus, functionals could “lose convexity” in a such way that the approximation between
two solutions for large times still holds, because the contraction property depends only on
the mass accumulated by λ, i.e.
∫ t
0
λ(s)ds. In general the function λ(t) can be unbounded
both from above and below in [0,∞) but, for the contraction, it is assumed to be continuous.
In Section 6, we show how to extend results for the case of E(t, u) having a more general
density of internal energy U(t, u) and viscous term −∆x(P (t, u)) (see Theorem 6.10 and
Remark 6.11 in subsection 6.3). There, the conditions on potentials prevent E(t, ρ) to satisfy
E3. In the case P (t, z) = κ(t)z, the diffusion coefficient κ is non-increasing. This condition
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is necessary in order to have the uniform limit of the approximate solutions (4.8) in all finite
interval [0, T ].
Another application of time-dependent gradient flows appears in the context of pursuit-
evasion games. Jun [12] considered gradient flows in suitable playing fields and investigated
existence and uniqueness of continuous pursuit curves that are downward gradient curves for
the distance from a moving evader, i.e. a time-dependent gradient flows. In fact, his result
works well in CAT (K)-spaces (with K = 0) that are complete metric spaces such that no
triangle is fatter than the triangle with same edge lengths in the model space of constant
curvature K. Also, he assumed that E(t, u) is Lipschitz in t, locally Lipschitz in u, and λ0-
convex for all t > 0 where λ0 is a fixed constant (i.e. λ0-convex uniformly in t). Another
basic hypothesis used by him is that Et,τ (u) given by
Et,τ (u) := inf
v∈X
{
1
2τ
d2(u, v) + E(t, v)}
is Cτ -Lipschitz in t, for all u ∈ X = CAT (0) and τ > 0, where C > 0 is a constant. For
the time-independent case E(u), we refer the reader to [16] for X = CAT (0) (see also [2])
and [14] for a geometric approach in X = CAT (K).
In this paper we follow the program in the book [2] that contains a relatively complete
gradient flows theory in general metric spaces and its applications for the non-vectorial space
P2 by using optimal transport tools. So, our results can be seen as an extension of those in
[2] in order to consider time-dependent functionals. For that matter, due to time-dependence
of E , we need to handle some residual terms (see e.g. (4.14) and the estimate (4.19)) and to
consider time-versions of concepts like λ-convexity (see E5) and interpolation functions as
(4.3) to (4.7). One of these functions is the interpolation (4.4) that corresponds to the time-
dependent convexity parameter λ(t). Thus, some adaptations from arguments in [2] made
here is not a straightforward matter and involves certain care. Also, the time-differentiability
of the minimizer for the Moreau-Yosida approximation of E needs to be analyzed (see Propo-
sition 3.4) and, in order to get the convergence of the approximate solutions, a priori esti-
mates with explicit dependence on the t-variable are performed in Proposition 5.2 for which
the aforementioned condition E3 plays a key role.
The plan of this paper is the following. In Section 2 we recall some concepts such as
proper functional and local slope, and some results on gradient flow theory in metric spaces.
Also, we give the metric formulation for (1.1)-(1.2) and the basic assumptions for the func-
tional E . In Section 3, we construct the approximate solutions, provide some properties for
the minimizer of the Moreau-Yosida approximation, and give estimates for approximate so-
lutions. In Section 4, we derive a priori estimates for the approximate solutions and show
their locally uniform convergence in [0,∞). In Section 5, we show that the curve, which is
the limit of the approximate solutions, is in fact a solution of (1.1)-(1.2) in the sense of Sec-
tion 2 and obtain the contraction property for solutions. Section 6 is devoted to applying the
general theory in the Wasserstein space for PDEs with time-dependent functionals as those
mentioned above.
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2 Metric formulation and implicit scheme
Let (X, d) be a complete separable metric space and consider the functional E : X →
(−∞,+∞]. Recall that E is said to be proper whether there is u0 ∈ X such that E(u0) <∞,
and its domain is defined by
Dom(E) = {u ∈ X : E(u) <∞}. (2.1)
Thus, a functional E is proper when Dom(E) 6= ∅. Let f+ and f− denote the positive and
negative parts of an extended real-valued function f . The following concept is crucial in the
theory of gradient flows, and we will use it for the case of time-dependent functionals.
Definition 2.1. Let E be a proper functional in a metric space X . The local slope |∂E| of E
at the point u ∈ X is defined as
|∂E|(u) = lim sup
v→u
(E(u)− E(v))+
d(u, v)
. (2.2)
In what follows, we recall a technical lemma that will be useful in our calculations.
Lemma 2.2 ([2, Lemma 2.2.1]). Let E : X → (∞,∞] be a functional such that there is
τ ∗ > 0 and u∗ ∈ X with
Eτ∗(u
∗) := inf
v∈X
{
E(v) +
d2(v, u∗)
2τ ∗
}
> −∞.
Then
Eτ (u) ≥ Eτ∗(u
∗)−
1
τ ∗ − τ
d2(u∗, u), for all 0 < τ < τ ∗ and u ∈ X,
and
d2(u, v) ≤
4τ ∗τ
τ ∗ − τ
(
E(v) +
d2(u, v)
2τ
− Eτ∗(u
∗) +
1
τ ∗ − τ
d2(u∗, u)
)
.
In particular, the sub-levels of the map v → E(v) + d2(u,v)
2τ
are bounded.
2.1 Metric formulation
Let E : [0,+∞) × X → (−∞,+∞] be a time-dependent functional. It is well known
that the problem (1.1)-(1.2) admits a metric reformulation by using the concept of local slope
(see [23]). This is given by the variational inequality
d
dt
(E(t, u(t))) ≤ ∂tE(t, u(t))−
1
2
|∂E(t)|2(u(t))−
1
2
|u′|2(t), (2.3)
where |∂E(t)| stands for the local slope of the functional u → E(t, u), for each fixed t > 0,
and
|u′|(t) lim
s→t
d(u(s), u(t))
|t− s|
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stands for the metric derivative of an absolutely continuous curve u.
Below we state the principal assumptions on the family of functionals E(t, ·) on X , for
t ∈ [0,∞):
E1.- For each t ≥ 0, E(t, ·) is proper and lower semicontinuous with respect to the metric
d(·, ·).
E2.- The domain of the functionals, D := Dom(E(t, ·)), is time-independent.
E3.- There exist u∗ ∈ X and a function β : [0,∞) → [0,∞) with β ∈ L1loc([0,∞)) such
that, for each u ∈ D, the function t→ E(t, u) satisfies
|E(t, u)− E(s, u)| ≤
∫ t
s
β(r) dr(1 + d2(u, u∗)). (2.4)
Note that if the condition (2.4) is valid for some u∗ ∈ X then it is in fact valid for all
u∗ ∈ X . Also, for each u ∈ D, the function t → E(t, u) is differentiable a.e. in [0,∞) and
its set of differentiability points may depend on u.
Now we are ready to give the notion of solution for (1.1)-(1.2) that we deal with.
Definition 2.3. Let u0 ∈ X and E : [0,+∞)×X → (−∞,+∞] be a functional satisfying
the assumptions E1, E2 and E3. We say that an absolutely continuous curve u : [0,+∞)→
X is a solution for (1.1)-(1.2), if u(0) = u0, the function t → E(t, u(t)) is absolutely
continuous,
|u′|, |∂E(·)|(u(·)) ∈ L2loc([0,∞)), (2.5)
and the variational inequality (2.3) holds true.
2.2 Implicit variational scheme
We start by recalling the Moreau-Yosida approximation of E . For τ > 0 and t ≥ 0, this
approximation is defined as
Et,τ (u) := inf
v∈X
{E(t, τ, u; v)}, (2.6)
where the functional E(t, τ, u; ·) is given by
E(t, τ, u; v) := E(t, v) +
d2(u, v)
2τ
. (2.7)
Next, take a partition τ = {0 = t0τ < t1τ < · · · < tnτ < · · · } of [0,∞) with limn→∞ tnτ =
∞. Defining the step size τn := tnτ − tn−1τ , one can construct the sequence
Unτ ∈ Argmin
v∈X
{E(tnτ , τn, U
n−1
τ ; v)}, (2.8)
for a given family of initial data U0τ ∈ X .
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Since the convergence results are locally in time, we can fix T > 0 arbitrary and analyze
the convergence in [0, T ]. In order to analyze rigorously the problem of minimization (2.8),
we give two additional assumptions that will allow to obtain uniqueness and a nice behavior
of the minimizers.
E4.- For each T > 0, there exist a u∗ ∈ X and τ ∗(T ) = τ ∗ > 0 such that the function
t→ Et,τ∗(u
∗) is bounded from below in [0, T ].
E5.- There is a function λ : [0,∞) → R in L∞loc([0,∞)) such that: given points u, v0, v1 ∈
X , there exists a curve γ : [0, 1]→ X satisfying γ(0) = v0, γ(1) = v1 and
E(t, τ, u; γ(s)) ≤ (1− s)E(t, τ, u; v0)+ sE(t, τ, u; v1)−
1 + τλ(t)
2τ
s(1− s)d2(v0.v1),
(2.9)
for 0 < τ < 1
λ−
T
and s ∈ [0, 1], where λ−T = max{− inft∈[0,T ] λ(t), 0}.
Remark 2.4. Note that by Lemma 2.2, for each 0 < τ < τ ∗ and u ∈ X , we have that the
function t→ Et,τ (u) is bounded from below in [0, T ]. In view of the assumptions E4 and E5
we assume by technical reasons that τ ∗ < min{ 1
λ−
T+1
, 1}.
Remark 2.5. In E5, we consider the existence of curves γ : [0, 1]→ X for all v0, v1 ∈ X and
not only for elements in the domain D. This will be necessary for the applications in Section
6 where we will use the concept of generalized geodesics in the Wasserstein space P2(Rd).
These curves exist independently of the functionals that we will analyze in that section.
3 Construction and properties of the implicit scheme
In this section we provide some results about the sequence defined in (2.8). They can be
seen as extensions of some results in [2] to the case of time-dependent functionals. We start
with the following preliminary result.
Lemma 3.1. Suppose E1, E4 and E5 and let u ∈ X , 0 ≤ t ≤ T , 0 < τ < 1
λ−
T
. Then, the
minimization problem
min
v∈X
{E(t, τ, u; v)}
has a unique minimizer utτ .
Proof. Let vn ∈ D be a minimizing sequence, i.e., lim
n→∞
E(t, τ, u; vn) = Et,τ (u). Given
m,n ∈ N, by the convexity property E5, there is a curve γ : [0, 1] → X , with γ(0) = vn,
γ(1) = vm, and
Et,τ (u) ≤ E(t, τ, u; γ(1/2))
≤
1
2
E(t, τ, u; vn) +
1
2
E(t, τ, u; vm)−
τ−1 + λ(t)
8
d2(vn, vm).
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Thus
τ−1 + λ(t)
4
d2(vn, vm) ≤ (E(t, τ, u; vn)− Et,τ (u)) + (E(t, τ, u; vm)− Et,τ (u)) .
It follows from the above estimative that vn is a Cauchy sequence inX and hence it converges
to some utτ ∈ X . From the lower semicontinuity, we get that utτ is a minimizer of the
functional E(t, τ, u; ·). The uniqueness follows from E5 and is left to the reader.
In the next lemma we show that E tτ (u) and utτ depend continuously on (τ, t, u).
Lemma 3.2. Assume the properties E1 to E5. Then, the following statements hold true:
a) The map (τ, t, u) ∈ (0, τ ∗(T ))× [0, T ]×X → E tτ (u) ∈ R is continuous.
b) The map (τ, t, u) ∈ (0, τ ∗(T ))× [0, T ]×X → utτ ∈ X is continuous.
Proof. We start with item a). Let (τn, tn, un) be a sequence converging to (τ0, t0, u0) in
(0, τ ∗(T )) × [0, T ] × X . Denote by vn = (un)tnτn the minimizer of E(tn, τn, un; ·) given in
Lemma 3.1. It follows that
lim sup
n→∞
Etn,τn(un) = lim sup
n→∞
E(tn, τn, un; vn)
≤ lim sup
n→∞
E(tn, τn, un; v)
= E(t0, τ0, u0; v),
for all v ∈ X . Taking the infimum in the right hand side, we obtain lim sup
n→∞
Etn,τn(un) ≤
Et0,τ0(u0). In view of Lemma 2.2, the sequence vn is bounded. So, we can estimate
lim inf
n→∞
Etn,τn(un) ≥ lim inf
n→∞
{
1
2τn
(d(un, u0)− d(vn, u0))
2 + E(tn, vn)
}
= lim inf
{
d2(un, u0)
2τn
−
d(un, u0)d(u0, vn)
τn
+
τ0 − τn
2τ0τn
d2(vn, u0)
+E(t0, τ0, u0; vn) + (E(tn, vn)− E(t0, vn))}
≥ lim inf
n→∞
{
Et0,τ0(u0)−
∫
[tn,t0]
β(r) dr(1 + d2(u∗, vn))
}
= Et0,τ0(u0),
and thus lim
n→∞
Etn,τn(un) = Et0,τ0(u0). For item b), note that
E(t0, τ0, u0; vn)− Etn,τn(un) =
(
d2(u0, vn)
τ0
−
d2(vn, un)
τn
)
+(E(t0, vn)− E(tn, vn)).
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Using E3, the boundedness of vn and the convergence (τn, tn, un)→ (τ0, t0, u0), we get
lim
n→∞
(E(t0, τ0, u0; vn)− Etn,τn(un)) = 0,
and, by the item a),
lim
n→∞
E(t0, τ0, u0; vn) = Et0,τ0(u0).
It follows that vn is also a minimizing sequence for Et0,τ0(u0) and then, by the same argu-
ments in the proof of Lemma 3.1, it converges to (u0)t0τ0 , as required.
Because of Lemma 3.1, for each family of initial data U0τ ∈ X associated to a partition
τ of [0,+∞), we have that the sequence (2.8) is well-defined for each n ∈ N such that
tnτ < T + τ
∗
, if τ ∗ < 1
λ−
T+1
. In what follows, we give some estimates for the minimizer of the
Moreau-Yosida approximation (2.6). These will play an important role in the convergence
of approximate solutions.
Lemma 3.3. Assume that E satisfies the properties E1 to E5. Let 0 < τ < τ ∗, 0 ≤ t ≤ T
and u ∈ D. Then
d2(ut+ττ , u
∗)− d2(u, u∗) ≤ ǫ
d2(ut+ττ , u)
τ
+ τ
d2(ut+ττ , u
∗)
ǫ
, (3.1)
for all ǫ > 0. If τ ≤ τ ∗/8, we have
d2(ut+ττ , u
∗) ≤ 4τ ∗
(
E(t, u) +
∫ t+τ∗
t
β(r) dr(1 + d2(u, u∗))− inf
0≤r≤t+τ∗
Er,τ∗(u
∗))
)
+ 4d2(u, u∗). (3.2)
Proof. We have that
d2(ut+ττ , u
∗)− d2(u, u∗) = −2d(ut+ττ , u
∗)(d(u, u∗)− d(ut+ττ , u
∗))
−(d(u, u∗)− d(ut+ττ , u
∗))2
≤ 2d(ut+ττ , u
∗)d(ut+ττ , u)
≤ ǫ
d2(ut+ττ , u)
τ
+ τ
d2(ut+ττ , u
∗)
ǫ
(3.3)
≤ 2ǫ(E(t+ τ, u)− E(t+ τ, ut+ττ )) + τ
d2(ut+ττ , u
∗)
ǫ
≤ 2ǫ(E(t+ τ, u)− Et+τ,τ∗(u
∗))
+ǫ
d2(ut+ττ , u
∗)
τ ∗
+ τ
d2(ut+ττ , u
∗)
ǫ
. (3.4)
Notice that we have already obtained (3.1) in (3.3). Now, choosing ǫ = τ∗
2
in (3.4), we get
1
2
d2(ut+ττ , u
∗) ≤ τ ∗
(
E(t, u) +
∫ t+τ∗
t
β(r) dr(1 + d2(u, u∗))− Et+τ,τ∗(u
∗))
)
+d2(u, u∗) +
2τ
τ ∗
d2(ut+ττ , u
∗),
which implies (3.2) when τ ≤ τ ∗/8.
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The next result gives a time-differentiability property for Et,τ (u).
Proposition 3.4. Assume E1 to E5. For 0 < τ ≤ τ∗
8
, the function τ → Et+τ,τ (u) is locally
absolutely continuous in (0, τ∗
8
] and then is differentiable almost everywhere in that interval.
For each u ∈ D, assume further that the set of differentiability points of t → E(t, u) does
not depend on u (e.g., when t→ E(t, u) is differentiable). Then
d
dτ
Et+τ,τ (u) = ∂tE(t+ τ, u
t+τ
τ )−
d2(u, ut+ττ )
2τ 2
(3.5)
in the set of differentiability points.
Proof. Let 0 < τ0 < τ1 ≤ τ∗8 . Recalling that ut+τ0τ0 minimizes E(t + τ0, τ0, u; ·), and using
E3, we have that
Et+τ1,τ1(u)− Et+τ0,τ0(u) ≤ E(t+ τ1, u
t+τ0
τ0
)− E(t+ τ0, u
t+τ0
τ0
)
+
τ0 − τ1
2τ1τ0
d2(u, ut+τ0τ0 ) (3.6)
≤
∫ t+τ1
t+τ0
β(r) dr(1 + d2(ut+τ0τ0 , u
∗)) +
τ0 − τ1
2τ1τ0
d2(u, ut+τ0τ0 ).
Similarly, but now using ut+τ1τ1 , it follows that
Et+τ1,τ1(u)− Et+τ0,τ0(u) ≥ E(t+ τ1, u
t+τ1
τ1 )− E(t+ τ0, u
t+τ1
τ1 )
+
τ0 − τ1
2τ1τ0
d2(u, ut+τ1τ1 ) (3.7)
≥
τ0 − τ1
2τ1τ0
d2(u, ut+τ1τ1 )−
∫ t+τ1
t+τ0
β(r) dr(1 + d2(ut+τ1τ1 , u
∗)).
Notice that (3.2) allows us to estimate the terms d(u∗, ut+τiτi ) and d(u, ut+τiτi ), i = 0, 1, by
an expression independent of τ , which gives the absolute continuity in each compact in-
terval of (0, τ∗
8
]. Now take a point τ ∈ (0, τ∗
8
] where the derivative of τ → Et+τ,τ exists.
Considering lateral limits, the equality (3.5) follows by using estimates (3.6)-(3.7) and that
d(ut+ττ , u
t+τk
τk
)→ 0 as τk → τ (see Lemma 3.2 b)).
As a consequence, we have the following corollary.
Corollary 3.5. Assume the same hypotheses of Proposition 3.4. Then, for u ∈ D, we have
the identity
d2(u, ut+ττ )
2τ
+
∫ τ
0
d2(u, ut+rr )
2r2
dr =
∫ τ
0
∂tE(t+ r, u
t+r
r ) dr+E(t, u)−E(t+τ, u
t+τ
τ ). (3.8)
Proof. By integrating (3.5) from τ0 to τ ≤ τ∗8 , it follows that
Et+τ,τ (u)− Et+τ0,τ0(u) +
∫ τ
τ0
d2(u, ut+rr )
2r2
dr =
∫ τ
τ0
∂tE(t+ r, u
t+r
r ) dr.
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In view of the definitions of Et,τ (u) and utτ , and since the above integrals are finite as τ0 → 0,
the remainder of the proof is to show that Et+τ0,τ0(u) → E(t, u) as τ0 → 0, for each fixed
t > 0. In fact, note that
Et+τ0,τ0(u) ≤ E(t+ τ0, u),
and so
lim sup
τ0→0+
Et+τ0,τ0(u) ≤ E(t, u). (3.9)
Also, we can conclude from (3.9) and Lemma 2.2 that d(u, ut+τ0τ0 ) → 0, as τ0 → 0. Using
the lower semicontinuity of E , we get
E(t, u) ≥ lim sup
τ0→0
Et+τ0,τ0(u)
≥ lim inf
τ0→0
(
E(t, ut+τ0τ0 )−
∫ t+τ0
t
β(r) dr(1 + d2(u∗, ut+τ0τ0 ))
)
≥ E(t, u),
as desired.
Remark 3.6. In the last proof, we have showed in particular that ut+ττ → u as τ → 0, when
u ∈ D.
Now, we recall a discrete Gronwall lemma.
Lemma 3.7 ([2] Lemma 3.2.4). Let A, α ∈ [0,∞) and, for n ≥ 1, let an, βn ∈ [0,∞) satisfy
an ≤ A+ α
n∑
j=1
βjaj , ∀n ≥ 1, with m = sup
n∈N
αβn < 1.
Then, denoting B := A/(1−m), θ := α/(1−m) and β0 = 0, we have that
an ≤ Be
θ
∑n−1
i=0 βi, n ≥ 1.
The variational scheme (2.8) will be the base for constructing approximate solutions for
(1.1)-(1.2). The below lemma can be seen as a version of [2, Lemma 3.2.2] for the case of
time-dependent functionals and gives a first set of estimates in order to control approxima-
tions.
Lemma 3.8. Assume E1 to E5. Let τ = {0 = t0τ < t1τ < · · · < tjτ < · · · } be a partition of
[0,∞), τj := t
j
τ − t
j−1
τ , and |τ | = supj |τj |. For T > 0 and τ ∗ < 1λ−
T+1
, choose N ∈ N such
that T ∈ [tN−1τ , tNτ ). Suppose that there is a constant S > 0 satisfying
E(0, U0τ ) ≤ S and d2(u∗, U0τ ) ≤ S. (3.10)
Then, there exists a constant C = C(S, T, τ ∗, E) > 0 such that
d2(u∗, Unτ ) ≤ C,
n∑
j=1
d2(U jτ , U
j−1
τ )
2τj
≤
n∑
j=1
(
E(tjτ , U
j−1
τ )− E(t
j
τ , U
j
τ )
)
≤ C, (3.11)
for all 1 ≤ n ≤ N and |τ | sufficiently small.
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Proof. By the minimizer property of U jτ and E3, we get
n∑
j=1
d2(U jτ , U
j−1
τ )
2τj
≤
n∑
j=1
(
E(tjτ , U
j−1
τ )− E(t
j
τ , U
j
τ )
)
≤ E(0, U0τ )− E(t
n
τ , U
n
τ )
+
n∑
j=1
∫ tjτ
tj−1τ
β(r) dr(1 + d2(u∗, U j−1τ )), (3.12)
for 1 ≤ n ≤ N . Using the first estimate in Lemma 3.3 with u = U j−1τ , ut+ττ = U jτ and
ǫ = τ
∗
2
, we obtain
1
2
d2(u∗, Unτ )−
1
2
d2(u∗, U0τ ) =
n∑
j=1
1
2
d2(u∗, U jτ )−
1
2
d2(u∗, U j−1τ )
≤
τ ∗
2
(
E(0, U0τ )− inf
0≤t≤T+τ∗
Et,τ∗(u
∗)
)
+
d2(u∗, Unτ )
4
+
n∑
j=1
τj
d2(U jτ , u
∗)
τ ∗
+
(
τ ∗
2
∫ tjτ
tj−1τ
β(r) dr
)
d2(u∗, U j−1τ )
+
τ ∗
2
∫ T+τ∗
0
β(r) dr.
Rearranging terms, it follows that
d2(u∗, Unτ ) ≤ 2τ
∗
(
S − inf
0≤t≤T+τ∗
Et,τ∗(u
∗)
)
+ 2
(
1 + τ ∗
∫ τ∗
0
β(r) dr
)
S
+2τ ∗
∫ T+τ∗
0
β(r) dr + 4
n∑
j=1
(
τj
τ ∗
+
τ ∗
2
∫ tj+1τ
tjτ
β(r) dr
)
d2(u∗, U jτ )
≤ A(S, T, τ ∗, E) + 4
n∑
j=1
βjd
2(u∗, U jτ ), (3.13)
for some constant A = A(S, T, τ ∗, E) > 0, where βj := τjτ∗ +
τ∗
2
∫ tj+1τ
tjτ
β(r) dr. By using an
argument of absolute continuity, we have that max
1≤n≤N
4βj < 1, for |τ | small enough. Then,
the first estimate in (3.11) follows by using Lemma 3.7 in (3.13). For the second one, we use
(3.12) and observe that
E(0, U0τ )− E(t
n
τ , U
n
τ ) ≤ S − inf
0≤t≤T+τ∗
Et,τ∗(u
∗) +
d2(u∗, Unτ )
2τ ∗
,
which is bounded. This concludes the proof.
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4 A priori estimates
It is well known that, under convexity hypotheses, the problem (1.1)-(1.2) admits a for-
mulation based in a differential inequality. In fact, in the case when X is a Euclidean space
and the functional E(t, ·) is λ(t)−convex, the curve solution u(t) satisfies
1
2
d
dt
‖u(t)− v‖2 +
λ(t)
2
‖u(t)− v‖2 + E(t, u(t)) ≤ E(t, v), (4.1)
for all v ∈ X . Assuming the hypothesis of convexity E5, one can derive a discrete version
of (4.1). In fact, for each fixed t > 0, we have (see [2, Theorem 4.1.2])
1
2τ
d2(utτ , v)−
1
2τ
d2(u, v) +
1
2
λ(t)d2(utτ , v) ≤ E(t, v)− Et,τ (u). (4.2)
Now we define a set of interpolating functions that will be useful in the convergence of
approximate solutions. In comparison with [2], the time-dependence of E generates new
residual terms in the estimates and leads us to define the interpolations Tτ and λ˜τ (t) in (4.3)-
(4.4) below. The function λ˜τ (t) is necessary in order to deal with the time-dependence on
the parameter λ.
Let τ = {0 = t0τ < t1τ < · · · < tnτ < · · · } be a partition of [0,∞) and τn := tnτ − tn−1τ .
Consider T > 0, N ∈ N such that T ∈ (tN−1τ , tNτ ], and the following functions defined on
the interval [0, T ]:
Tτ (t) := t
n
τ , for t ∈ (tn−1τ , tnτ ], (4.3)
λ˜τ (t) := λ(t
n
τ ), for t ∈ (tn−1τ , tnτ ], (4.4)
lτ (t) :=
t− tn−1τ
τn
, for t ∈ (tn−1τ , tnτ ], (4.5)
d2τ (t;V ) := (1− lτ (t))d
2(Un−1τ , V ) + lτ (t)d
2(Unτ , V ), for t ∈ (tn−1τ , tnτ ], (4.6)
Eτ (t) := (1− lτ (t))E(t
n−1
τ , U
n−1
τ ) + lτ (t)E(t
n
τ , U
n
tτ ), for t ∈ (t
n−1
τ , t
n
τ ], (4.7)
Uτ (t) := U
n−1
τ , Uτ (t) := U
n
τ , for t ∈ (tn−1τ , tnτ ]. (4.8)
Also, we consider Uτ (0) = Uτ (0) := U0τ . The functions in (4.8) are called approximate
solutions for (1.1) corresponding to the data U0τ .
Taking utτ = Unτ , u = Un−1τ and v = V, we can rewrite (4.2) as
1
2
d
dt
d2τ (t;V ) +
λ˜τ (t)
2
d2(Uτ (t), V ) + Eτ (t)− E(Tτ (t), V ) ≤ (4.9)
1
2
Rτ (t) + (1− lτ (t))(E(t
n−1
τ , U
n−1
τ )− E(t
n
τ , U
n−1
τ )),
for t ∈ (tn−1τ , tnτ ], where
1
2
Rτ (t) := (1− lτ (t))(E(t
n
τ , U
n−1
τ )− E(t
n
τ , U
n
τ ))−
1
2τn
d2(Un−1τ , U
n
τ ). (4.10)
With this notation, we have the next estimate.
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Lemma 4.1. Assume E1 to E5. For a partition τ with |τ | < τ ∗, define the residual term
Dτ (t) := (1− lτ (t))d(Uτ (t), Uτ (t)). (4.11)
We have that
1
2
d
dt
d2τ (t;V ) +
λ˜τ (t)
2
d2τ (t;V )−
(
λ˜+τ (t)d(Uτ (t), Uτ (t)) + λ˜
−
τ (t)Dτ (t)
)
dτ (t;V )
+ Eτ (t)− E(Tτ (t), V ) ≤
1
2
Rτ +
λ˜−τ (t)
2
D
2
τ + (1− lτ )(E(t
n−1
τ , Uτ )− E(t
n
τ , Uτ )), (4.12)
for all V ∈ D and almost every point t ∈ [0, T ].
Proof. A detailed proof for the case λ˜τ (t) < 0 can be found in [2, pg.88]. Let us explicit the
proof for λ˜τ (t) > 0. For that, we can suppose that
d(Unτ , V ) < d(U
n−1
τ , V ),
and estimate
d2(Uτ (t), V )− d
2
τ (t;V ) = (1− lτ )
(
d2(Uτ (t), V )− d
2(Uτ (t), V )
)
.
Thus, we have
d2(Uτ (t), V )− d
2
τ (t;V ) ≥ −d(U
n
τ , U
n−1
τ )(d(U
n
τ , V ) + d(U
n−1
τ , V ))
+lτd(U
n
τ , U
n−1
τ )(d(U
n−1
τ , V )− d(U
n
τ , V ))
= −d(Unτ , U
n−1
τ )
(
(1− lτ )d(U
n−1
τ , V )
+lτd(U
n
τ , V ) + d(U
n
τ , V ))
≥ −2d(Unτ , U
n−1
τ )
(
(1− lτ )d(U
n−1
τ , V ) + lτd(U
n
τ , V )
)
≥ −2d(Unτ , U
n−1
τ )dτ (t;V ),
which together with (4.9) gives the desired result.
The next result is a slightly modified version of the Gronwall Lemma in [2, Lemma 4.1.8].
The proof is the same and we omit it.
Lemma 4.2. Let x : [0,∞)→ R be a locally absolutely continuous function and let a, b, λ˜ ∈
L1loc([0,∞)) be such that
d
dt
x2(t) + 2λ˜(t)x2(t) ≤ a(t) + 2b(t)x(t) a.e. t ≥ 0. (4.13)
For T > 0, we have that
eα(T )|x(T )| ≤
√√√√(x2(0) + sup
t∈[0,T ]
∫ t
0
e2α(s)a(s) ds
)+
+ 2
∫ T
0
eα(t)|b(t)| dt,
where α(t) =
∫ t
0
λ˜(s) ds.
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4.1 More two interpolation terms
In this subsection we consider two interpolation functions that depend on two partitions
τ and η of [0,∞) with |τ |, |η| < τ ∗. So far, we have define two residual terms Rτ and Dτ
in (4.10) and (4.11), respectively. Another one that we will work with is
Gτη(t) := 2(1− lτ (t)) [E(Tη(t), Uτ (t))− E(Tτ (t), Uτ (t))]
+ 2lτ (t)
[
E(Tη(t), Uτ (t))− E(Tτ (t), Uτ (t))
]
, for t ∈ [0, T ]. (4.14)
Define also the interpolation function d2τη(t, s) as
d2τη(t, s) = (1− lη(s))d
2
τ (t, Uη(s)) + lη(s)d
2
τ (t, Uη(s)).
Taking in (4.12) a convex combination, with coefficients (1− lη(t)) and lη(t) for V = Uη(t)
and V = Uη(t) respectively, we arrive at
d
dt
d2τη(t, t) + (λ˜τ + λ˜η)d
2
τη(t, t) ≤ 2
[
λ˜+τ d(Uτ (t), Uτ (t)) + λ˜
+
η d(Uη(t), Uη(t))
+λ˜−τ (t)Dτ (t) + λ˜
−
η (t)Dη(t)
]
dτη(t, t) + Rτ (t)
+ Rη(t) + λ˜
−
τ (t)D
2
τ (t) + λ˜
−
η (t)D
2
η(t) +Gτη(t)
+Gητ (t).
Now we can use Lemma 4.2 in the last inequality in order to estimate
eατη(t)dτη(t, t) ≤
d2(U0τ , U0η) + ∫ t
0
e2ατη(s)
∑
θ∈{τ,η}
(
R
+
θ (s) + λ˜
−
θ (s)D
2
θ(s)
)
ds
+
∫ t
0
e2ατη(s)
(
G+ητ (s) +G
+
τη(s)
)
ds
)1/2
+
∫ t
0
eατη(s)
(
λ˜+τ (s)d(Uτ (s), Uτ (s)) + λ˜
+
η (s)d(Uη(s), Uη(s))
+λ˜−τ (s)Dτ (s) + λ˜
−
η (s)Dη(s)
)
ds, (4.15)
for all t ≥ 0, where ατη(t) :=
∫ t
0
λ˜τ (s) + λ˜η(s) ds.
4.2 Convergence of the approximate solutions
In this section, we deal with the convergence of the approximate solutions Uτ and Uτ .
Using the minimizer property of U jτ and direct calculations, one can obtain∫ t
0
e2ατη(s)(R+τ (s) + λ˜
−
τ (s)D
2
τ (s)) ds ≤ C|τ |
n∑
j=1
(E(tjτ , U
j−1
τ )− E(t
j
τ , U
j
τ )) (4.16)
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(∫ t
0
eατη(s)λ˜−τ (s)Dτ (s) ds
)2
≤ C|τ |2
n∑
j=1
(E(tjτ , U
j−1
τ )− E(t
j
τ , U
j
τ )) (4.17)
(∫ t
0
eατη(s)λ˜+τ (s)d(Uτ (s), Uτ (s)) ds
)2
≤ C(T )|τ |2
n∑
j=1
(E(tjτ , U
j−1
τ )− E(t
j
τ , U
j
τ )),
(4.18)
for T ∈ (tN−1τ , tNτ ], 0 ≤ t ≤ T , and n ≤ N.
The above estimates give some control on the residual terms Rτ and Dτ . Next, we provide
an explicit estimate for the residual term (4.14). This could be useful to obtain convergence
rates of approximate solutions to the gradient flow solutions. Recall the standard notations
a ∧ b = min{a, b} and a ∨ b = max{a, b}.
Proposition 4.3. Assume E1 to E5 and the boundedness condition (3.10). Let τ ,η be two
partitions of [0,+∞)with |τ |, |η| small enough as in Lemma 3.8. For T > 0, chooseN,K ∈
N, such that T ∈ (tN−1τ , tNτ ] ∩ (tK−1τ , tKτ ]. There is a constant C = C(T, S, τ ∗, E) > 0 such
that ∫ T
0
G+τη(t) dt ≤ C(|τ |+ |η|). (4.19)
Proof. Denote Inτ = (tn−1τ , tnτ ]. For t1τ , let k1 be the greatest integer satisfying tk1−1η < t1τ . If
tk1η = t
1
τ define J1 = I1τ . Otherwise, choose n1 ≤ N as the greatest integer with the property
tn1τ < t
k1
η and define J1 = I1τ ∪ · · · ∪ In1τ . In both cases, we have Tη(tn1τ ) = tk1η and then∫
J1τ
(1− lτ (t))
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds dt ≤
∫
J1τ
(1− lτ (t)) dt
∫ Tτ (tn1τ )∨Tη(tn1τ )
0
β(s) ds
≤ (|τ |+ |η|)
∫ tk1η
0
β(s) ds.
If tn1+1τ = tk1η , define J2τ = In1+1τ . Otherwise, take the greatest integer k2 ∈ N such that
tk2−1η < t
n1+1
τ . In the case tk2η = tn1+1τ , define J2τ = In1+1τ . Otherwise, take the greatest
integer n2 ≤ N such that tn2τ < tk2η and define J2τ = In1+1τ ∪ · · ·∪ In2τ . Noting that Tη(tn2τ ) =
tk2η and Tτ (t) ≥ tn1+1τ , we get∫
J2
τ
(1− lτ (t))
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds dt ≤
∫
J2
τ
(1− lτ (t)) dt
∫ Tτ (tn2τ )∨Tη(tn2τ )
t
n1+1
τ ∧Tη(t
n1
τ )
β(s) ds
≤ (|τ |+ |η|)
∫ tk2η
t
k1
η
β(s) ds.
Proceeding inductively, and adding estimates obtained in the process, we arrive at∫ T
0
(1− lτ (t))
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds dt ≤ (|τ |+ |η|)
∫ T+τ∗
0
β(s) ds. (4.20)
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Analogously, ∫ T
0
lτ (t)
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds dt ≤ (|τ |+ |η|)
∫ T+τ∗
0
β(s) ds. (4.21)
Adding (4.20) and (4.21), we get∫ T
0
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds dt ≤ 2(|τ |+ |η|)
∫ T+τ∗
0
β(s) ds. (4.22)
Now, recalling (4.11) and the property E5, and using the first estimate in (3.11), for t ∈ [0, T ]
it follows that
G+τη(t) ≤ 2(1− lτ (t))
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds(1 + d2(u∗, Uτ )(t))
+2lτ (t)
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds(1 + d2(u∗, Uτ )(t))
≤ C(S, T, τ ∗, E)
∫ Tτ (t)∨Tη(t)
Tτ (t)∧Tη(t)
β(s) ds. (4.23)
Finally, we conclude by integrating (4.23) over [0, T ] and using (4.22).
In the present section and in Section 3, we have obtained some properties and estimates
for E(t, u) and the implicit variational scheme (2.8) associated to the problem (1.1)-(1.2).
After doing that, we are in position for proceeding as in [2, pag. 91-92] and showing that the
approximate solutions (4.8) converge uniformly in [0, T ] as |τ | → 0.
Theorem 4.4. Assume E1 to E5 and the condition
lim
|τ |→0
d(U0τ , u0) = 0, sup
τ
E(0, U0τ ) = S <∞, (4.24)
for some u0 ∈ D. Then, the approximate solutions Uτ and Uτ converge locally uniformly
to a function u : [0,∞)→ X satisfying u(0) = u0. Moreover, u is independent of the family
U0τ .
Remark 4.5. In fact, the convergence of the approximate solutions is valid for u0 ∈ D¯.
Proof of Theorem 4.4. The proof follows essentially the same arguments in [2] by taking
care of the time-dependence. We give some steps for the reader convenience. By taking a
suitable convex combination, we arrive at
d2(Uτ (t), Uη(t)) ≤ 3d
2
τ ,η(t, t) + 3C(|τ |+ |η|).
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So, using (4.16), (4.17), (4.18) joint with Lemma 3.8, and the estimate (4.15), we obtain
dτ ,η(t, t) ≤
(
d2(U0τ , Uη) + C(|τ |+ |η|) +
∫ t
0
e2ατ ,η(t)(G+τ ,η(t) +G
+
η,τ (t)) dt
)1/2
+C(|τ |+ |η|).
We conclude the convergence by using Proposition 4.3 and the completeness of the space
X .
5 Regularity
In this section we show that the function u obtained in Theorem 4.4 is, in fact, a solution
for (1.1)-(1.2) in the sense of Definition 2.3. For that matter, we need to show some regularity
properties for u. We begin by recalling the De Giorgi interpolation.
Definition 5.1. Let (Unτ )n be a solution for the variational scheme (2.8), defined for tnτ ≤
T + τ ∗. Define the De Giorgi interpolation
U˜τ (t) = U˜τ (t
n−1
τ + δ), for t ∈ (tn−1τ , tnτ ] and δ = t− tn−1τ ,
as the unique minimizer of the functional v ∈ X → E(tn−1τ + δ, δ, Un−1τ , v).
We have that the De Giorgi interpolation also converges locally uniformly to the same
function u in Theorem 4.4.
Proposition 5.2. Assume the same hypotheses of Theorem 4.4. There is a constant C > 0
independent of τ such that
d2(Uτ (t), U˜τ (t)) ≤ |τ |C
(
1 +
t− tn−1τ
Tτ (t)− t
∫ Tτ (t)
t
β(r) dr
)
, (5.1)
for all t ∈ (tn−1τ , tnτ ]. Thus, U˜τ converges to the function u given in Theorem 4.4 a.e. in
[0, T ]. Moreover, the convergence is uniform provided that the function β in E3 belongs to
L∞loc([0,∞)).
Proof. Let N ∈ N be such that T ∈ (tN−1τ , tNτ ]. First, we will show that the discrete solution
(Unτ )
N
n=0 satisfies the inequality
E(tnτ , U
n
τ ) ≤ E(0, U
0
τ ) + C, (5.2)
for some constant C independent of τ . In fact, by using E3 and the minimizer property (2.8)
of Unτ , we obtain
E(tnτ , U
n
τ ) ≤ E(t
n−1
τ , U
n−1
τ ) +
∫ tnτ
tn−1τ
β(r) dr(1 + d(u∗, Un−1τ )).
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Recall that d(u∗, Un−1τ ) is bounded by a constant C that depends on T and is independent of
τ . Proceeding inductively, it follows that
E(tnτ , U
n
τ ) ≤ E(0, U
0
τ ) + C
∫ T+τ∗
0
β(r) dr,
from where we get (5.2). Now, estimate (3.2) in Lemma 3.3 and (5.2) give
d(U˜τ (t), u
∗) ≤ 4τ ∗
(
E(tn−1τ , Uτ (t)) + C(1 + d
2(u∗, Uτ (t)))
)
≤ 4τ ∗(E(0, U0τ ) + C),
for t ∈ (tn−1τ , tnτ ]. Taking δ = t− tn−1τ for t ∈ (tn−1τ , tnτ ], we can estimate
d2(Uτ (t), U˜τ (t))
2δ
+ E(t, U˜τ (t)) ≤
d2(Uτ (t), Uτ (t))
2δ
+ E(t, Uτ (t))
≤
d2(Uτ (t), U˜τ (t))
2τn
+ E(tnτ , U˜τ (t))
+E(t, Uτ (t))− E(t
n
τ , Uτ (t)))
+
(
1
2δ
−
1
2τn
)
d2(Uτ (t), Uτ (t)).
Rearranging terms and using E3, it follows that(
1
2δ
−
1
2τn
)
d2(Uτ (t), U˜τ (t)) ≤
(
1
2δ
−
1
2τn
)
d2(Uτ (t), Uτ (t)) +
∫ tn
τ
t
β(r) dr
×
(
2 + d2(u∗, Uτ (t)) + d
2(u∗, U˜τ (t))
)
.
Recalling that E(0, U0τ ) ≤ S and using (5.2), we obtain (5.1) and then the convergence of
U˜τ (t) to u(t) in the set of Lebesgue points of β.
Before proceeding, let us recall a well-known estimate for the slope |∂E(t)|. Recall that
ut+ττ stands for the minimizer of E(t+ τ, τ, u; ·). Then ut+ττ ∈ Dom(|∂E(t+ τ)|) and
|∂E(t+ τ)|(ut+ττ ) ≤
d(u, ut+ττ )
τ
. (5.3)
Under the convexity hypothesis E5, we have that the local slope |∂E(t)| is lower semicon-
tinuous and
|∂E(t)|(u) = sup
v 6=u
(
E(t, u)− E(t, v)
d(u, v)
+
1
2
λ(t)d(u, v)
)+
. (5.4)
The next lemma will be useful to show W 1,1loc -regularity for functions with a certain type
of control in their variations.
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Lemma 5.3. Let T > 0 and f, g, β ∈ L1([0, T ]) be such that
|f(t)− f(s)| ≤ (g(t) + g(s))|t− s|+
∫ t
s
β(r) dr,
for s < t. Then f ∈ W 1,1([h, T − h]), for all 0 < h < T/2.
Proof. Since the function t → ∫ t
0
β(r) dr belongs to W 1,1([0, T ]), we have the difference
quotient property
sup
0<|h˜|<h
∫ T−h
h
∣∣∣∣∣1h˜
∫ t+h˜
t
β(r) dr
∣∣∣∣∣ dt <∞. (5.5)
Using the notation
∆h˜(f)(t) =
f(t+ h˜)− f(t)
h˜
,
we obtain∫ T−h
h
|∆h˜(f)(t)| dt ≤
∫ T−h
h
g(t) + g(t+ h˜) +
∣∣∣∣∣1h˜
∫ t+h˜
t
β(r) dr
∣∣∣∣∣ dt
≤ 2 ‖g‖L1 +
∫ T−h
h
∣∣∣∣∣1h˜
∫ t+h˜
t
β(r) dr
∣∣∣∣∣ dt,
which gives the desired regularity by employing a difference quotient argument.
Now we are ready to show that the limit u in Theorem 4.4 is a time-dependent gradient
flow in the sense of Definition 2.3.
Theorem 5.4. Assume E1 to E5. The limit u : [0,∞) → X in Theorem 4.4 is locally
absolutely continuous and its metric derivative |u′| belongs to L2loc([0,∞)). Moreover, if the
function t→ E(t, u) is differentiable for u ∈ D, its time-derivative is upper semicontinuous
in the u-variable (with respect to the metric), and the property
tn ↓ t, d(un, u)→ 0 as n→∞⇒ lim inf
n→∞
E(tn, un)− E(t, un)
tn − t
≥ ∂tE(t, u) (5.6)
holds true, then the function t→ E(t, u(t)) is absolutely continuous and satisfies the identity
E(t, u(t))− E(0, u(0)) =
∫ t
0
∂tE(s, u(s)) ds−
1
2
∫ t
0
|u′|2(s) ds−
1
2
∫ t
0
|∂E(s)|2(u(s)) ds.
(5.7)
In particular, u is a solution for (1.1)-(1.2).
Remark 5.5. Definition 2.3 does not contain (5.6). Note also that this assumption is used to
prove (5.7) and, in fact, is not necessary to obtain the absolute continuity of t→ E(t, u(t)).
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Proof of Theorem 5.4. Let T > 0 and denote by
|U ′τ |(t) =
d(Un−1τ , U
n
τ )
τn
(5.8)
the discrete derivative of Uτ (t) in each interval (tn−1τ , tnτ ]. By Lemma 3.8, we have that∫ t
0
|U ′τ |
2(s) ds ≤ C, (5.9)
for each t ∈ [0, T ]. Thus, we can extract a sequence τ k such that |τ k| → 0 and |U ′τk |
converges weakly in L2([0, T ]) for some function m. Fix 0 ≤ s < t ≤ T and choose
p = p(s) and n = n(s) ∈ N with s ∈ (tp−1τk , t
p
τk
] and t ∈ (tn−1τk , t
n
τk
]. It follows from (5.8)
and triangular inequality that
d(Uτk(s), Uτk(t)) ≤
∫ tn
τk
tp−1τk
|U ′τk |(r) dr.
Letting k → +∞, and using the weak convergence, we conclude that u is absolutely con-
tinuous and |u′| ≤ m. Also, after a change of variables, we can employ the identity (3.8) to
obtain
1
2
∫ tn
τ
0
|U ′τ |
2(r) dr +
∫ tn
τ
0
d2(Uτ (r), U˜τ (r))
2r2
dr =
∫ tn
τ
0
∂tE(r, U˜τ (r)) dr
+E(0, U0τ )− E(t
n
τ , U
n
τ ). (5.10)
For the above subsequence, we have
E(t, u(t)) ≤ lim inf
k→∞
E(t, Uτk(t)) = lim inf
k→∞
E(Tτk(t), Uτk(t)),
and so, using (5.3) and (5.4), we arrive at
1
2
∫ t
0
|u′|2(r) dr +
1
2
∫ t
0
|∂E(r)|2(u(r)) dr + E(t, u(t))
≤ lim inf
k→∞
(1
2
∫ Tτk (t)
0
|U ′τk |
2(r) dr +
∫ Tτk (t)
0
d2(Uτk(r), U˜τk(r))
2r2
dr
+E(Tτk(t), Uτk)
)
≤ lim sup
k→∞
∫ Tτk (t)
0
∂tE(r, U˜τk(r)) dr + E(0, u(0))
≤
∫ t
0
∂tE(r, u(r)) dr + E(0, u0), (5.11)
where, by convenience, we have chosen U0τ = u0 (recall that u does not depend onU0τ → u0).
Notice that in particular sup
t∈[0,T ]
E(t, u(t)) < ∞. On the other hand, in view of [2, Lemma
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1.1.4 a)], there exist an increasing absolutely continuous function s : [0, T ]→ [0, L], whose
inverse t is Lipschitz, and a curve uˆ : [0, L] → X such that |uˆ′|(s) ≤ 1 and u(t) = uˆ(s(t)).
Considering the function ϕ(s) = E(t(s), uˆ(s)) and using (5.4), it follows that
ϕ(s1)− ϕ(s2) ≤
(
|∂E(t(s1))|(uˆ(s1)) + λ
−
TC
)
|s2 − s1|
+(1 + C2)
∫ s2
s1
β(t(s))t′(s) ds,
for s1 < s2, where C = sup
s∈[0,L]
d(u∗, uˆ(s)). Replacing the roles of s1 and s2, we obtain
|ϕ(s1)− ϕ(s2)| ≤
(
|∂E(t(s1))|(uˆ(s1)) + |∂E(t(s2))|(uˆ(s2)) + 2λ
−
TC
)
|s2 − s1|
+(1 + C2)
∫ s2
s1
β(t(s))t′(s) ds.
By using Lemma 5.3, we can conclude that ϕ is absolutely continuous and then E(t, u(t))
also does so. It follows that E(t, u(t)) is derivable at almost every point t ∈ [0, T ]. Let
t0 ∈ [0, T ] be a differentiability point of E(t, u(t)) for which the metric derivative |u′|(t0)
exists. Taking tn ↓ t0, we get
d
dt
(E(t, u(t))) |t=t0 ≥ lim inf
n→∞
E(tn, u(tn))− E(t0, u(tn))
tn − t0
+ lim inf
n→∞
E(t0, u(tn))− E(t0, u(t0))
d(u(tn), u(t0))
d(u(tn), u(t0))
tn − t0
= ∂tE(t0, u(t0))− |∂E(t0)|(u(t0))|u
′|(t0).
Integrating the above inequality, and using (5.11), we obtain (5.7).
Corollary 5.6. Under the hypotheses of Theorem 4.4. There exists a subsequence of parti-
tions τ k such that Eτk(t) defined in (4.7) converges to t → E(t, u(t)) in L1loc([0,∞)), and
therefore a.e. in [0,∞) (up to a subsequence), where u is as in Theorem 4.4.
Proof. We only need to show that, for T > 0, the functions fτ and gτ defined as
fτ (t) := E(t
n
τ , U
n
τ ), for t ∈ (tn−1τ , tnτ ],
and
gτ (t) := E(t
n−1
τ , U
n−1
τ ), for t ∈ (tn−1τ , tnτ ],
converge to t → E(t, u(t)) in L1([0, T ]), as |τ | → 0. First, note that for each partition
{0 = t0 < t1 < · · · < tL = T} of [0, T ], we can bound the variation of fτ as
L∑
l=1
|fτ (tl)− fτ (tl−1)| ≤
N∑
n=1
(
(E(tnτ , U
n−1
τ ))− E(t
n
τ , U
n
τ )
) (5.12)
+C
∫ T+τ∗
0
β(s) ds, (5.13)
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where C > 0 is a constant independent of τ . By Lemma 3.8, the summation in the right
hand side of (5.13) is bounded, and therefore the total variation of fτ in [0, T ] is uniformly
bounded. Analogously, the total variation of gτ in [0, T ] is uniformly bounded. It follows
from [10, Chap. 5, Theorem 4] that there exist a subsequence τ k and functions A,B ∈
L1([0, T ]) such that fτk → A and gτk → B in L1([0, T ]), as k → ∞. Also, it is not hard
to show that A = B ≥ E(t, u(t)) a.e in [0, T ]. Now, the same argument used in the proof
of (5.7) can be used in order to show the equality A = E(t, u(t)) a.e. t ∈ [0, T ]. In fact, if
fτk(t)→ A in L1([0, T ]), then
1
2
∫ t
0
|u′|2(r) dr +
1
2
∫ t
0
|∂E(r)|2(u(r)) dr + A(t)
≤ lim inf
k→∞
(
1
2
∫ Tτk (t)
0
|U ′τk |
2(r) dr +
∫ Tτk (t)
0
d2(Uτk(r), U˜τk(r))
2r2
dr
+E(Tτk(t), Uτk)
)
≤
∫ t
0
∂tE(r, u(r)) dr + E(0, u0),
and, using (5.7), we are done.
Remark 5.7. As a consequence, we have that the solution u(t) ∈ Dom(|∂E(t)|) for almost
every point t ∈ (0,∞).
5.1 Contraction property
Consider the condition
E6.- The function λ(t) is continuous.
Having at hand the estimates obtained in previous sections, the contraction property holds
if we assume E6. Here we only sketch its proof for the reader convenience.
For λ(t) continuous, the interpolation λτ defined in (4.4) converges uniformly to λ, as
|τ | → 0, in each bounded interval of [0,∞). Recall the following technical lemma [25,
Lemma 23.28].
Lemma 5.8. Let F = F (t, s) be a function [0,∞)× [0,∞)→ R locally absolutely contin-
uous in the variable t and uniformly continuous in s, and locally absolutely continuous in s
and uniformly in t; that is, there exists a nonnegative m ∈ L1loc([0,∞)) such that
|F (t, s)− F (t′, s)| ≤
∫ t
t′
m(r) dr and |F (t, s)− F (t, s′)| ≤
∫ s
s′
m(r) dr,
where m does not depend on s in the first inequality and on t in the second one. Then,
the function δ(t) := F (t, t) is locally absolutely continuous and, for almost every point
t0 ∈ [0,∞), we have
d
dt
|t=t0δ(t) ≤ lim sup
t↑t0
(
F (t0, t)− δ(t0)
t− t0
)
+ lim sup
t↓t0
(
F (t, t0)− δ(t0)
t− t0
)
. (5.14)
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Integrating (4.9) from s to t with 0 ≤ s < t ≤ T and taking the subsequence τ k given in
Corollary 5.6, we can pass the limit and use E6 in order to obtain the inequality
1
2
d2(u(t), V )−
1
2
d2(u(s), V ) +
∫ t
s
λ(r)
2
d2(u(r), V ) + E(r, u(r)) dr ≤
∫ t
s
E(r, V )dr.
(5.15)
Let u, v be two solutions given by Theorem 4.4 with initial data u0, v0 ∈ D, respectively.
Recall that, by Lemma 3.8, both curves u and v are locally bounded. Also,
|d2(u(t), v(s))− d2(u(t′), v(s))| ≤ d(u(t), u(t′))(d(u(t), v(s)) + d(u(t′), v(s)))
≤ C(T )
∫ t
t′
|u′|(r) dr.
where C(T ) = 2 sup
0≤t≤T
(d(u(t), u∗) + d(v(t), u∗)). Similarly, one can show the local ab-
solute continuity in the variable s for the function F (t, s) = d2(u(t), v(s)). It follows that
d2(u(t), v(s)) verifies the hypotheses in Lemma 5.8. Next, using (5.15), a direct computation
gives
d
dt
d2(u(t), v(t)) + 2λ(t)d2(u(t), v(t)) ≤ 0, (5.16)
for almost every point t ∈ [0,∞), which implies
d(u(t), v(t)) ≤ e−
∫ t
0
λ(s) dsd(u0, v0). (5.17)
Remark 5.9. The time-dependent functional E can be “weakly” convex (λ(t) < 0) at a
certain t = t0. In fact, we could have
∫ t0
0
λ(s) ds < 0 and solutions distance themselves.
However, according to the behavior of λ(t), the convexity could be improved (λ(t) > 0
and
∫ t
0
λ(s) ds > 0) as t increases. In this case, we would recover the time-exponential
approximation between the solutions u and v.
6 Applications for PDEs in the Wasserstein space
In this section we apply the theory developed in previous ones for time-dependent func-
tionals associated to PDEs in the Wasserstein space. This space has a very nice geometric
structure and is suitable to address gradient flow equations.
We start by recalling some definitions and properties of that space. We denote by
P2(R
d) the set of Borel probability measures in Rd with finite second order moment, i.e.
µ ∈ P2(R
d) if µ is a positive Borel measure,
µ(Rd) = 1 and M2(µ) :=
∫
Rd
|x|2 dµ(x) <∞.
We can endow P2(Rd) with the weak-topology or the so-called narrow topology by consid-
ering the following notion of convergence:
µk ⇀ µ as k →∞⇔ lim
k→∞
∫
Rd
f(x) dµk(x) =
∫
Rd
f(x) dµ(x), (6.1)
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for all f ∈ C0b (Rd), where C0b (Rd) stands for the set of bounded continuous functions. On
the other hand, P2(Rd) endowed with the Wasserstein distance is a complete metric space.
This metric is defined by means of the Monge-Kantorovich problem and reads as
d
2
2(µ, ν) = min
{∫
Rd×Rd
|x− y|2 dγ(x, y) : γ ∈ Γ(µ, ν)
}
, (6.2)
where Γ(µ, ν) =
{
γ ∈ P(Rd × Rd) : γ(A× Rd) = µ(A), γ(Rd × B) = ν(B)
}
. In fact,
there exists at least one probability measure in P(Rd × Rd) that reaches the minimum in
(6.2). This is called the optimal transport plane and is supported in the graphic of the sub-
differential of a convex lower semicontinuous function (see [26]). We denote by P2,ac(Rd)
the set of probability measures in P2(Rd) that are absolutely continuous with respect to the
Lebesgue measure. If µ does not give mass to sets with Hausdorff-dimension less than d− 1
(e.g. if µ ∈ P2,ac(Rd)), there exists a map tνµ : Rd → Rd that coincides with the gradient
of a convex lower semicontinuous function, such that ν = tνµ#µ and the optimal transport
plane γ0 is given by the push-forward of µ via the map Id×tνµ, i.e. γ0 = (Id×tνµ)#µ. Thus,
we have that (see [26, theorem 2.12])
d
2
2(µ, ν) =
∫
Rd
|x− tνν(x)|
2 dµ(x). (6.3)
We also recall the concept of generalized geodesics [2].
Definition 6.1. Let σ, µ0, µ1 ∈ P2(Rd) and let γ0, γ1 ∈ P(Rd × Rd) be two optimal plans
that reach the minimum in (6.2) for d(σ, µ0) and d(σ, µ1), respectively. Let γ ∈ P(Rd×Rd×
R
d) be a 3-plane such that P1,2#γ = γ0 and P1,3#γ = γ1 where Pi,j denotes the projections
on the coordinates xi and xj . A generalized geodesic with base point σ connecting µ0 to µ1
is defined by µt = ((1− t)P2 + tP3)#γ, for t ∈ [0, 1].
Although the theory in previous sections can be used to analyze general functionals in
P2(R
d), we shall concentrate our attention in the following cases:
The time-dependent potential energy
V(t, µ) =
∫
Rd
V (t, x) dµ(x), (6.4)
where V : [0,∞) × Rd → R is a time-dependent potential and the time-dependent inter-
action energy
W(t, µ) =
1
2
∫
Rd×Rd
W (t, x, y) d(µ× µ)(x, y), (6.5)
where W : [0,+∞)×Rd×Rd → R is an interaction potential. We also are interested in the
case of time-dependent diffusion coefficient in the internal energy functional
U(t, µ) = κ(t)U(µ) = κ(t)
∫
Rd
ρ log(ρ) dx, (6.6)
where κ : [0,∞)→ (0,∞) and dµ = ρ dx is an absolutely continuous measure with respect
to the Lebesgue one. For singular measures, we set U(t, µ) = +∞.
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Remark 6.2. The tools developed in previous sections are not directly applicable for time-
dependent κ. The reason is that the condition E3 is not satisfied for arbitrary κ, but only for
κ constant. So, we postpone the case of κ depending on t for later.
6.1 The case with constant diffusion
We consider the functionals
E1(t, µ) = κU(µ) + V(t, µ)
and
E2(t, µ) =W(t, µ),
where U is defined in (6.6) and κ ≥ 0 is a constant. In order to apply the theory, we assume
some conditions on the potentials.
V1.- For each fixed t ≥ 0, V (t, ·) is λ(t)−convex, for some function λ : [0,∞) → R in
L∞loc([0,∞)), that is, V (t, x)−
λ(t)
2
|x|2 is convex.
V2.- Let ∂◦V (t, x) denote the element of minimal norm in the subdifferential of V (t, ·) at
the point x ∈ Rd. We assume that |∂◦V (t, 0)| is locally bounded and t → V (t, 0) is
locally bounded from below.
V3.- There exists a function β ∈ L1loc([0,+∞)) such that
|V (s, x)− V (t, x)| ≤
∫ t
s
β(r) dr(1 + |x|2), for 0 ≤ s < t. (6.7)
We consider V2 for x = 0 only for simplicity. Indeed, this condition can be assumed for
any (fixed) x0 ∈ Rd. Moreover, it is not necessary to choose the element of minimal norm
in the subdifferential. In fact, it would be enough to make a measurable choice (in t) in the
subdifferential.
We start with the following result.
Proposition 6.3. Assume the hypotheses V1 to V3. If there exists µ ∈ P2(Rd) such that
dµ = ρdx, ∫
Rd
ρ log(ρ) dx <∞, and
∫
Rd
V (0, x) dµ(x) <∞, (6.8)
then the functional E1 satisfies E1 to E5.
Proof. Taking s = 0 in V3, it follows that
|V (t, x)− V (0, x)| ≤
∫ t
0
β(s) ds(1 + |x|2). (6.9)
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Next, we show the estimate
V (t, x) ≥ −A(t)− BT |x|
2 (6.10)
where A(t) = −V (t, 0) + 1
2
|∂◦V (t, 0)|2 and BT = 12(1 + λ
−
T ) for all t ∈ [0, T ]. In fact, by
the definition of subdifferential, we have
V (t, x) ≥ V (t, 0) + 〈∂◦V (t, 0), x〉 −
λ−T
2
|x|2
≥ V (t, 0)−
1
2
|∂◦V (t, 0)|2 −
1
2
(1 + λ−T )|x|
2,
and so (6.10) follows. This estimate implies that the functional V is lower semicontinuous
with respect to the Wasserstein metric, for each fixed t ≥ 0. Since the internal energy func-
tional U is also lower semicontinuous (see [26]), we obtain E1. Using (6.9), the second con-
dition in (6.8), and (6.10), it follows that Dom(V(t, ·)) is nonempty and time-independent,
which gives E2. The property E3 is a direct consequence of V3 by taking u∗ = δ0 ∈ P2(Rd).
E5 follows by using the convexity of the function µ→ d22(σ, µ) along generalized geodesics
with base point σ and the convexity of the potential V (t, ·). Next, we turn to E4. Recall the
estimate [11] ∫
Rd
ρ log(ρ) dx ≥ −C(1 +M2(µ))
α, (6.11)
where α ∈ (0, 1) and C > 0 are constants depending only on the dimension d, and dµ =
ρdx ∈ P2,ac(R
d). Thus, we obtain from (6.10) that
d
2
2(δ0, µ)
2τ ∗
+ E1(t, µ) ≥
1
2τ ∗
M2(µ)− κC(1 +M2(µ))
α − A(t)− BM2(µ)
=
(
1
2τ ∗
− B
)
M2(µ)− κC(1 +M2(µ))
α − A(t).
Choosing τ ∗(T ) > 0 such that 1
τ∗(T )
> 1 + λ−T , and using V2, the last expression is bounded
from below by a constant depending on α, κ, d, λ−T , τ ∗, T , and so E4 follows.
In view of the hypotheses in Theorem 5.4, we need to impose one more condition on V
in order to obtain the needed regularity for the functional V , as expected.
Lemma 6.4. Let κ ≥ 0 and D1 = Dom(E1). If, in addition to V1, V2 and V3, we assume that
t→ V (t, x) is differentiable for each x ∈ Rd, then the function t→ V(t, µ) is differentiable
for each µ ∈ D1. Moreover, for each sequence tn → t and d2(µn, µ)→ 0, we have that
lim
n→∞
V(tn, µn)− V(t, µn)
tn − t
=
∫
Rd
∂
∂t
V (t, x) dµ(x). (6.12)
Proof. We take σ ∈ P2,ac(Rd) and the maps tµnσ and tµσ that realize the optimal transports
from σ to µn and from σ to µ, respectively. Then,
V(tn, µn)− V(t, µn)
tn − t
=
∫
Rd
V (tn, t
µn
σ )− V (t, t
µn
σ )
tn − t
dσ(x). (6.13)
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By [26, pag. 71], we have that tµnσ (x)→ tµσ(x) a.e. in Rd with respect to σ. Using a version
of the dominated convergence theorem, we can take the limit in (6.13), as n → ∞, and
obtain (6.12).
The metric space P2(Rd) and functionals addressed here present more structure than
those in previous sections, where an abstract theory has been developed. So, it is natural to
wonder if gradient flow solutions as in Definition 2.3 is related to other senses of solutions
inP2(Rd). In this direction, we show that the solution u associated to the functional E1 is
in fact a distributional solution for the Fokker-Planck equation. In the next result, we state
precisely this fact and give some properties for u.
Theorem 6.5. Consider the functional E1 with κ ≥ 0 and potential V satisfying the assump-
tions V1 to V3 and the differentiability condition in Lemma 6.4. Then, given µ0 ∈ P2(Rd),
the curve µ : [0,∞) → P2(Rd) given in Theorem 4.4 is a distributional solution for the
Fokker-Planck equation
∂tρ = κ∆ρ+∇ · (∇V (t, x)ρ), (6.14)
with limt→0+ µ(t) = µ0 weakly as measure. If κ > 0, such curve is absolutely continuous
with respect to the Lebesgue measure, i.e. dµt(x) = ρ(t, x)dx, and ρ(t, ·) ∈ W 1,1loc (Rd). Also,
µ satisfies the energy identity
E1(s, µ(s)) = E1(t, µ(t)) +
∫ t
s
∫
Rd
(|Ψ1(r, t)|
2 − ∂tV (r, x)) dµr(x) dr (6.15)
for s < t, where Ψ1 : [0,∞)× Rd → Rd is a vector field satisfying the identity
ρ(t, x)Ψ1(t, x) = κ∇ρ(t, x) + ρ(t, x)∇xV (t, x), for κ > 0, (6.16)
and Ψ1 = ∂◦V (t, x) for κ = 0. Moreover, if the function λ satisfies E6, and µ1, µ2 are two
solutions, we have the contraction property
d2(µ1(t), µ2(t)) ≤ e
−
∫ t
0
λ(s) ds
d2(µ0, µ1). (6.17)
Proof. First we calculate the variation of E1(t, µ(t)). We have that
E1(s, µ(s))− E1(t, µ(t)) = κ (U(µ(s))− U(µ(t))) +
∫
Rd
(V (s, x)− V (t, x)) dµs(6.18)
+
∫
Rd
V (t, x) dµs −
∫
Rd
V (t, x) dµt. (6.19)
Dividing (6.19) by s − t, using Lemma 6.4, and recalling that the function E1(t, µ(t)) is
absolutely continuous, we get
d
dt
E1(t, µ(t)) = −
∫
Rd
〈Ψ1(t, x), v(t, x)〉 dµt(x) +
∫
Rd
∂tV (t, x) dµt(x), (6.20)
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where v : [0,∞) × Rd → Rd is the vector field associated to the absolutely continuous
curve µt, ‖v(t, ·)‖L2(µt;Rd) = |µ
′|(t), and Ψ1 is the vector field satisfying ‖Ψ1(t)‖L2(µt;Rd) =
|∂E1(t)|(µt). Moreover, v verifies the continuity equation
∂tµt +∇ · (vtµt) = 0, (6.21)
in the distributional sense, with vt(x) = v(t, x). Using (5.7) together with (6.20), we obtain
−Ψ1(t, x) = v(t, x) for µt-a.e. x ∈ Rd and the identity (6.15).
Similar results hold true for the functional E2. In what follows, we state the hypotheses
for W and W in order to treat E2 in light of the abstract Theorem 5.4 in metric spaces.
W1.- For each fixed t ≥ 0, the interaction potential W (t, x, y) is symmetric and, for
t = 0, it satisfies a quadratic growth condition, namely W (t, x, y) = W (t, y, x) and
W (0, x, y) ≤ C(1 + |x|2 + |y|2).
W2.- For each fixed t ≥ 0, W (t, ·) is λ(t)−convex, for some function λ : [0,∞) → R as
in E5. Let ∂◦W (t, x, y) denote the element of minimal norm in the subdifferential of
W (t, ·) at the point (x, y) ∈ Rd×Rd. We assume that |∂◦W (t, 0, 0)| is locally bounded
and t→W (t, 0, 0) is locally bounded from below.
W3.- There exists a function β ∈ L1loc([0,+∞)) such that
|W (s, x, y)−W (t, x, y)| ≤
∫ t
s
β(r) dr(1 + |x|2 + |y|2), for 0 ≤ s < t. (6.22)
The reason for assuming W1 is to obtain a quadratic growth forW (t, x, y), for each t > 0,
and then one can use the results in [5]. In fact, using W1, this growth follows directly from
W3. Proceeding as in Proposition 6.3, again we get that the functional E2 satisfies E1 to E5.
Assuming a differentiability property in the t-variable, we obtain the analogous of Lemma
6.4. Here we only state the results for the functional E2. The proof is similar to that of
Theorem 6.5 and is left to the reader.
Theorem 6.6. Consider the functional E2 with the interaction potential W satisfying W1 to
W3. Suppose also that for (x, y) ∈ Rd × Rd the function t → W (t, x, y) is differentiable.
Then, given µ0 ∈ P2(Rd), the curve µ : [0,∞) → P2(Rd) given in Theorem 4.4 is a
distributional solution for the continuity equation
∂tρ = ∇ · (v(t, x)ρ), (6.23)
with limt→0+ µ(t) = µ0 weakly as measure, where
v(t, x) =
∫
Rd
η(t, x, y)ρ(y) dy, µ-a.e. in Rd, (6.24)
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and η(t, x, y) = 1
2
(η1(t, x, y) + η2(t, y, x)) for some Borel measurable selection (η1, η2) ∈
∂W (t, ·, ·). Moreover, µ satisfies the energy identity
E2(s, µ(s)) = E2(t, µ(t)) +
∫ t
s
∫
Rd
(|v(r, x)|2 − ∂tW (r, x)) dµr(x) dr (6.25)
for s < t. Furthermore, if the function λ satisfies E6 and µ1, µ2 are two solutions, we have
the contraction property
d2(µ1(t), µ2(t)) ≤ e
−
∫ t
0
λ(s) ds
d2(µ0, µ1). (6.26)
Remark 6.7. Let us observe that the vector field v in (6.23) is characterized by the form
(6.24) thanks to the results of Carrillo-Lisini-Mainini [5]. They showed that, in general,
the Borel measurable selection of η depends on the probability µ ∈ P2(Rd) and is not
necessarily given by the minimal selection in the subdifferential of W . In the particular case
when W (t, x, y) = w(t, y − x) is given by a symmetric function w : [0,∞)× Rd → R, the
λ(t)-convexity of W (t, ·, ·) follows from the one of w only if λ(t) ≤ 0 and therefore we can
not use the results for any λ(t)-convexity of w.
Of course, we can consider a functional of the type (see subsection below to the time-
dependent viscosity)
E(t, µ) = U(µ) +W(t, µ)
and apply the metric theory in order to obtain existence of curves satisfying the conclusions
in Theorem 5.4, the contraction property and a continuity equation. On the other hand, we
do not know how to describe the velocity field v in this general case, however it is expect
that µ satisfies a Mackean-Vlasov equation of the type ∂tµ = ∆µ + ∇ · (vµ) for v as in
(6.24).
Finally, if we assume that W (t, x, y) = w(t, y − x) is λ(t)-convex with λ(t) ≤ 0 and
satisfies a doubling condition property w(t, x + y) ≤ Ct(1 + w(x) + w(y)), then one can
show that the curve µt given in Theorem 4.4 is a distributional solution of the Mackean-
Vlasov equation
∂tµt = ∆µt +∇ · ((∇w(t) ∗ µt)µt).
6.2 The case with time-dependent diffusion
Now we consider the case when κ : [0,∞) → (0,∞). For the sake of simplicity, we
consider the functional
E(t, µ) = κ(t)U(µ) + V(t, µ), (6.27)
where U and V are defined in (6.6) and (6.4), respectively, and κ is a positive function locally
absolutely continuous. Also, we assume that V1 to V3 hold true. Thus, by assuming that
V (0, ·) satisfies (6.8), we have that the domain of E is time-independent. Notice that the
functional E satisfies E1, E2, E4 and E5, but not E3. In fact, as observed in Remark 6.2, E3
holds true, if and only if, κ(t) is constant. Here we need to assume that κ is non-increasing.
An important fact is the following:
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Remark 6.8. Let µn ∈ P2(Rd) and tn ∈ [0,∞) be two bounded sequences, where µn is
bounded with respect to the Wasserstein metric d2, such that the numeric sequence E(tn, µn)
is bounded from above. Then, the numeric sequences U(µn) and V(tn, µn) are bounded. In
fact, it follows from (6.11) that the sequence κ(tn)U(µn) is bounded from below and thus
V(tn, µn) is bounded from above. Similarly, from (6.10) we have that V(tn, µn) is bounded
from below, and then κ(tn)U(µn) is bounded from above.
Using Remark 6.8, we obtain easily the same conclusions of Lemmas 3.1 and 3.2. Let the
potential V be differentiable in the t-variable. Using the minimality of µt+ττ , we have that
for τ0 < τ1
Et+τ1,τ1(u)− Et+τ0,τ0(u) ≤ (κ(t+ τ1)− κ(t+ τ0))U(µ
t+τ0
τ0
) + V(t + τ1, u
t+τ0
τ0
)
− V(t+ τ0, u
t+τ0
τ0
) +
τ0 − τ1
2τ1τ0
d
2
2(u, u
t+τ0
τ0
)
≤ (κ(t+ τ1)− κ(t+ τ0))U(µ
t+τ0
τ0
) +
τ0 − τ1
2τ1τ0
d
2
2(u, u
t+τ0
τ0
)
+
∫ t+τ1
t+τ0
β(r) dr(1 +M(ut+τ0τ0 )),
where above we used the estimate (6.11). Analogously, the reverse inequality follows. In
view of Remark 6.8, we can argue as in Proposition 3.4 and Corollary 3.5 in order to obtain
the identity (3.8) for the functional (6.27).
Up until this point, notice that we have not needed the monotonicity hypothesis for κ.
In what follows, we comment on an essential step in order to recover Lemma 3.8. In fact,
recalling the notation for discrete solution (U jτ ) of the variational scheme, and using that κ(t)
is non-increasing and (6.11), we estimate
n∑
j=1
κ(tjτ )(U(U
j−1
τ )− U(U
j
τ )) ≤ κ(0)U(U
0
τ )− κ(t
n
τ )U(U
n
τ )
− C
n∑
j=1
(κ(tjτ )− κ(t
j−1
τ ))(1 +M2(U
j−1
τ )).
From here we can repeat the arguments in order to obtain the same conclusion of Lemma
3.8. In the case when V ≡ 0, it is not necessary to suppose the monotonicity of κ because
the difference U(U j−1τ )− U(U jτ ) is positive and a more direct estimate can be performed.
Going back to Section 4, it is easy to see that it remains only to estimate∫ t
0
[(1− lτ (s))(κ(Tη(s))− κ(Tτ (s)))U(Uτ (s))]
+ ds, for 0 ≤ t ≤ T, (6.28)
where T > 0 is fixed and τ , η are two partitions with small sizes. Indeed, since
E(Tτ (t), Uτ (t)) is bounded from above by a constant independent of τ , it follows from Re-
mark 6.8 that U(Uτ (t)) is bounded by a constant independent of τ . Thus, the integral (6.28)
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can be estimated by proceeding similarly to Proposition 4.3, and then we obtain the con-
vergence of the approximate solutions (4.8). In this way, the functional E defined in (6.27)
presents properties and results contained in Sections 4 and 5. So, we have the following:
Theorem 6.9. Let E be the functional defined in (6.27) with κ : [0,∞) → (0,∞) an
non-increasing absolutely continuous function and let the potential V satisfy V1 to V3
and the differentiability condition in Lemma 6.4. Then, given µ0 ∈ P2(Rd), the curve
µ : [0,∞) → P2(R
d) obtained in Theorem 4.4 is absolutely continuous with respect to the
Lebesgue measure, i.e. dµt(x) = ρ(t, x)dx, ρ(t, ·) ∈ W 1,1loc (Rd) for each t ∈ [0,∞), and ρ is
a distributional solution for the Fokker-Planck equation
∂tρ = κ(t)∆ρ+∇ · (∇V (t, x)ρ), (6.29)
with limt→0+ µ(t) = µ0 weakly as measure. Also, µ(t) satisfies the energy identity
E1(s, µ(s)) = E1(t, µ(t)) +
∫ t
s
∫
Rd
(|Ψ1(r, t)|
2 − ∂tV (r, x))ρ(r, x) dx dr
−
∫ t
s
∫
Rd
κ′(r)ρ(r, x) log(ρ(r, x)) dx dr, for s < t, (6.30)
where Ψ1 : [0,∞)× Rd → Rd is a vector field satisfying
ρ(t, x)Ψ1(t, x) = κ(t)∇ρ(t, x) + ρ(t, x)∇V (t, x) for µt-a.e. x ∈ Rd. (6.31)
Moreover, if the function λ satisfies E6 and µ1, µ2 are two solutions, we have the contraction
property
d2(µ1(t), µ2(t)) ≤ e
−
∫ t
0
λ(s) ds
d2(µ0, µ1). (6.32)
6.3 More general internal energy
In this subsection we give the outline to construct the time-dependent gradient flow for
more general internal energy functionals. Let U : [0,∞) × [0,∞) → R be a continuous
function such that C1((0,∞)× (0,∞)). Consider the internal energy functional
U(t, µ) =
{ ∫
Rd
U(t, ρ(x)) dx, if dµ = ρ dx
+∞, otherwise. (6.33)
We assume the following condition on U .
U1.- There exist functions a, A : [0,∞) → [0,∞) with a ∈ L1loc([0,∞)) and A ∈
L1([0,∞)) such that
−A(t)U+(0, z) ≤
∂U
∂t
(t, z) ≤ a(t)U−(0, z), (6.34)
for all t, z ∈ [0,+∞), and U(0, z) has superlinear growth at infinite, i.e.
lim
z→+∞
U(0, z)
z
= +∞.
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U2.- There exist α ∈ (0, 1) with α > d
d+2
and positive constants c1, c2 ≥ 0 such that
U(0, z) ≥ −c1z − c2z
α.
U3.- U(0, 0) = 0, z → U(t, z) is convex, and z → zdU(t, z−d) is convex and non-increasing
on (0,+∞), for each t > 0.
Without loss of generality, we can assume that ‖A‖1 =
∫∞
0
A(t) dt < 1; otherwise, we
can replace U by U
‖A‖1+1
. Firstly, let us note that U1 and U2 imply
U(t, z) =
∫ t
0
∂U
∂t
(r, z) dr + U(0, z)
≥ −
(∫ t
0
A(r) dr
)
U+(0, z) + U(0, z)
=
(
1−
∫ t
0
A(r) dr
)
U+(0, z)− U−(0, z) (6.35)
≥ −U−(0, z) ≥ −c1z − c2z
α. (6.36)
Then, recalling that α > d
d+2
, it follows from (6.36) that
U(t, µ) ≥ −
(
c1 + c2
∫
Rd
ρ(x)α dx
)
≥ −
(
c1 + c2
(∫
Rd
(1 + |x|2)ρ(x) dx
)α(∫
Rd
1
(1 + |x|2)
α
1−α
dx
)1−α)
= − (c1 + c2Cα(1 +M2(µ))
α) . (6.37)
Therefore, the functional in (6.33) is well-defined from [0,+∞) × P2(Rd) to (−∞,+∞].
It follows from (6.35) that U(t, ·) has a superlinear growth, for each fixed t ≥ 0. So, by stan-
dard arguments (see [17]), one can show that the functional U(t, ·) is lower semicontinuous
with respect to the weak topology, for each fixed t ≥ 0. Thus, U(t, ·) verifies E1.
Let µ ∈ P2,ac(Rd) be such that dµ = ρdx and U(0, µ) <∞. We have
U(t, ρ(x)) ≤
(∫ t
0
a(r) dr
)
U−(0, ρ(x)) + U(0, ρ(x)),
and then U(t, µ) < ∞ for all t > 0. On the other hand, if dµ = ρdx is such that U(t, µ) <
+∞ for all t > 0, then, by substituting z = ρ(x) in (6.35), we get(
1−
∫ t
0
A(r) dr
)
U+(0, ρ(x))− U−(0, ρ(x)) ≤ U(t, ρ(x)). (6.38)
It follows by integrating (6.38) that U(0, µ) <∞. So, U(t, µ) verifies E2.
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Denote Dom(U(t, ·)) = D ⊂ P2,ac(Rd). Since U−(0, 0) = U+(0, 0) = 0, note that
U(t, 0) =
∫ t
0
∂U
∂t
(r, 0) dr = 0,
and then D is nonempty. For s < t and µ ∈ D with dµ = ρdx, we have
U(t, ρ(x))− U(s, ρ(x)) ≤
(∫ t
s
a(r) dr
)
(c1ρ(x) + c2ρ(x)
α).
The same arguments used in (6.37) lead us to
U(t, µ)− U(s, µ) ≤
(∫ t
s
a(r) dr
)
(c1 + c2Cα(1 +M2(µ))) , for all 0 ≤ s < t. (6.39)
We are going to use (6.39) as a substitute for the condition E3. Also, E4 follows from (6.39).
In fact,
U(t, µ) +
d
2
2(µ, δ0)
2τ ∗
≥ −(c1 + c2Cα(1 +M2(µ))
α) +
M2(µ)
2τ ∗
.
Now, it is easy to see that for τ ∗ > 0 small enough the last expression is bounded from below,
as desired. Note that we have E5 with λ ≡ 0 because U3 implies that U(t, ·) is convex along
of generalized geodesics.
Let us remark that Lemmas 3.1 and 3.2 can be proved by proceeding as in Section 3 (and
using (6.35) for Lemma 3.2). In order to recover the differentiability property in Proposition
3.4, we recall the notation
Et,τ (µ) = inf
ν∈P2(Rd)
{
d
2
2(µ, ν)
2τ
+ U(t, ν)
}
=
d
2
2(µ, µ
t
τ)
2τ
+ U(t, µtτ ).
Then, by taking τ0 < τ1 and µ ∈ D, we have
Et+τ1,τ1(µ)− Et+τ0,τ0(µ) ≤ U(t+ τ1, µ
t+τ0
τ0
)− U(t + τ0, µ
t+τ0
τ0
)
+
τ0 − τ1
2τ0τ1
d
2
2(µ, µ
t+τ0
τ0
). (6.40)
Denoting dµt+ττ = ρt+ττ dx, we can estimate
U(t+ τ1, µ
t+τ0
τ0
)− U(t + τ0, µ
t+τ0
τ0
) =
∫
Rd
∫ t+τ1
t+τ0
∂U
∂r
(r, ρt+τ0τ0 (x)) dr dx
≤
∫ t+τ1
t+τ0
a(r) dr
∫
Rd
U−(0, ρt+τ0τ0 (x)) dx.
The last integral on Rd is uniformly bounded in τ0 on compact sets of (0, τ ∗]. Replacing the
roles of τ0 and τ1, we get
Et+τ1,τ1(µ)− Et+τ0,τ0(µ) ≥ U(t+ τ1, µ
t+τ1
τ1
)− U(t + τ0, µ
t+τ1
τ1
)
+
τ0 − τ1
2τ0τ1
d
2
2(µ, µ
t+τ1
τ2
) (6.41)
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and
U(t + τ1, µ
t+τ1
τ1 )− U(t + τ0, µ
t+τ1
τ1 ) ≥ −
∫ t+τ1
t+τ0
A(r) dr
∫
Rd
U+(0, ρt+τ1τ1 ) dx.
Now we need a uniform estimate for
∫
Rd
U+(0, ρt+τ1τ1 (x))dx. Substituting t = t + τ1 and
z = ρt+τ1τ1 (x) in (6.35), and afterwards integrating it, we arrive at
(1− ‖A‖1)
∫
Rd
U+(0, ρt+τ1τ1 (x)) dx ≤
∫
Rd
U−(0, ρt+τ1τ1 (x)) dx+ Et+τ1,τ1(µ). (6.42)
The first term in the right hand side of (6.42) is locally uniformly bounded in (0, τ ∗]. By the
continuity of the map τ → Et+τ,τ (µ), the second term also verifies so. Therefore, we con-
clude that the function τ → Et+τ,τ (µ) is absolutely continuous in each compact subinterval
of (0, τ ∗]. Now a version of the dominated convergence theorem leads us to the formula
d
dτ
Et+τ,τ (µ) =
∫
Rd
∂U
∂r
(t+ τ, ρt+ττ (x)) dx−
d
2
2(µ, µ
t+τ
τ )
2τ 2
, (6.43)
for each differentiability point τ ∈ (0, τ ∗]. The identity above implies the integral equality
(3.8) in Corollary 3.5.
In the sequel, we sketch the proof of Lemma 3.8 in the case of this present section. Re-
calling the notation for the discrete solution in (2.8), we have
1
2
(M2(U
n
τ )−M2(U
0
τ )) ≤
n∑
j=1
1
2
(M2(U
j
τ )−M2(U
j−1
τ ))
≤
n∑
j=1
1
2
(τ ∗
d
2
2(U
j
τ , U
j−1
τ )
2τj
+ 2τj
M2(U
j
τ )
τ ∗
)
≤
τ ∗
2
(U(0, U0τ )− U(t
n
τ , U
n
τ )) +
n∑
j=1
τj
τ ∗
M2(U
j
τ )
+
τ ∗
2
n∑
j=1
(U(tjτ , U
j−1
τ )− U(t
j−1
τ , U
j−1
τ )).
Using the above estimate and (6.39), we can proceed as in Lemma 3.8 and reobtain the
conclusions of this lemma for the functional U(t, µ).
Now we deal with the convergence of the approximate solutions. In comparison with
subsection 4.2, there is only a new term that reads as∫ t
0
(1− lτ (t)) [U(Tτ (t), Uτ (t))− U(Tη(t), Uτ (t))] dt.
Notice that it is necessary to consider only the case Tτ (t) < Tη(t). So, we have that
U(Tτ (t), Uτ (t))− U(Tη(t), Uτ (t)) ≤
(∫ Tη(t)
Tτ (t)
A(r) dr
)∫
Rd
U+(0, Uτ (t, x)) dx. (6.44)
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Using (6.35) we can estimate the integral over Rd in (6.44) locally uniformly in [0,∞).
Now, by replacing the function β by a or A, one can repeat the same arguments in the
proof of Proposition 4.3, obtain the estimate (4.19) and afterwards the convergence of the
approximate solutions (4.8) to a curve µ : [0,∞)→ P2(Rd).
In what follows, we sketch the main arguments for the convergence of the De Giorgi
interpolation (see Proposition 5.2).
Let δ = t− tn−1τ , for t ∈ (tn−1τ , tnτ ]. Using the minimizer property of U˜τ and Uτ , we can
obtain
τn − δ
2τnδ
d
2
2(Uτ (t),U˜τ (t)) + U(t, U˜τ (t))− U(t
n
τ , U˜τ (t))
≤
τn − δ
2τnδ
d
2
2(Uτ (t), Uτ (t)) + U(t, Uτ (t))− U(t
n
τ , Uτ (t)), (6.45)
and so
τn − δ
2τnδ
d
2
2(Uτ (t), U˜τ (t)) ≤
τn − δ
2τnδ
d
2
2(Uτ (t), Uτ (t))
+
∫ tnτ
t
a(r) dr
∫
Rd
U−(0, U˜τ (t, x)) dx
+
∫ tn
τ
t
A(r) dr
∫
Rd
U+(0, Uτ (t, x)) dx. (6.46)
By using these estimates, one can obtain the conclusions of Proposition 5.2. In order to
recover some properties in Theorem 5.4, note that the inequality ≥ in (5.7) follows from the
same arguments and Fatou’s Lemma. The absolutely continuity of the map t → U(t, µ(t))
in each bounded interval of [0,∞) is a consequence of (5.4) with λ(t) ≡ 0 and the estimate
(6.35).
Although we are not able to obtain the reverse inequality ≤ in (5.7), and so the energy
identity (5.7) (see Remark 6.12 below), it is not hard to show the estimate
U(t, µ(t))− U(s, µ(s)) ≤
∫ t
s
∫
Rd
∂U
∂t
(r, µ(r)) dx dr −
1
2
∫ t
s
|µ′|2(r) dr
−
1
2
∫ t
s
|∂U(r)|2(µ(r)) dr.
Even without the energy identity and minimal selection, it is possible to show that the
approximate solutions converge to a distributional solution µ. Denote P (t, z) = z ∂U
∂z
(t, z)−
U(t, z). We summarize the results for the functional (6.33) in the theorem below.
Theorem 6.10. Consider the internal energy functional defined in (6.33) and assume U1 to
U3. Then the curve µ : [0,∞) → P2(Rd), dµt = ρ(x, t)dx, given by Theorem 4.4 is a
distributional solution of the equation
∂tρ−∇x · (∇xP (t, ρ(t, x))) = 0 (6.47)
with initial condition µ0 ∈ P2(Rd). Moreover, the contraction property (5.17) holds.
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Proof. For simplicity take a uniform step size τ > 0, consider the partition {0 < τ < 2τ <
3τ < · · · }, and choose ξ ∈ C∞0 (Rd;Rd). Consider also the flow Φδ associated to the field ξ,
i.e.
(Φδ)
′ = ξ(Φ). (6.48)
Then, by the minimizer property of Unτ , we have
U(nτ, Uδ) +
d
2
2(U
n−1
τ , Uδ)
τ
− U(nτ, Unτ )−
d
2
2(U
n−1
τ , U
n
τ )
τ
≥ 0, (6.49)
where Uδ = Φδ#Unτ is the push-forward of Unτ via Φδ. Then, by standard arguments (see
e.g. [11]), it follows that
lim
δ→0
U(nτ, Uδ)− U(nτ, U
n
τ )
δ
=
∫
Rd
−P (nτ, Unτ (x))divξ dx
and
lim
δ→0
τ−1
d
2
2(U
n−1
τ , Uδ)− d
2
2(U
n−1
τ , U
n
τ )
δ
=
∫
Rd×Rd
(x− y)
τ
· ξ(y) dγ(x, y),
where γ ∈ Γ(Un−1τ , Unτ ) is an optimal plane for the transport from Un−1τ to Unτ . Changing ξ
by −ξ in (6.48) (by symmetry in (6.49)) and taking ξ = ∇ζ , we obtain that∫
Rd×Rd
(x− y)
τ
· ∇ζ(y) dγ(x, y)−
∫
Rd
P (nτ, Unτ (x))∆ζ dx = 0. (6.50)
Let us remark that the above calculations also allow to conclude that P (nτ, Unτ ) ∈ W 1,2(Rd)
is bounded uniformly. Thus, we can use an argument of weak convergence and estimates as
in Lemma 3.8 in order to obtain that the curve µ : [0,∞) → P2(Rd) solves (6.47) in the
distributional sense.
Remark 6.11. The conditions U1 to U3 work well if we consider a functional as being the
sum of the internal energy and another functional as in two previous subsections. In the
present subsection, we have preferred to consider only the internal energy for the sake of
simplicity.
Remark 6.12. Let us observe that the energy identity was not obtained in Theorem 6.10. The
reason is that, in order to obtain such property in this general case, it would be necessary to
handle the limit
lim
t→t0
U(t, µ(t))− U(t0, µ(t))
t− t0
. (6.51)
By making a change of variable (see [26, Theorem 4.8]), the calculus of (6.51) is related to
stability results for the Monge-Ampère equation. However, as far as we know, such results
are available in the literature (see [9]) under restrictions stronger than the ones that we have
in our context.
38
References
[1] Agueh, M., Existence of solutions to degenerate parabolic equations via the Monge-
Kantorovich theory, Adv. Differential Equations 10 (3) (2005), 309–360.
[2] Ambrosio, L., Gigli, N., Savaré, G., Gradient flows: in metric spaces and in the space
of probability measures, Birkhäuser, 2005.
[3] Ambrosio, L., Minimizing movements, Rend. Accad. Naz. Sci. XL Mem. Mat. Appl.
(5) 19 (1995), 191–246.
[4] Carrillo, J. Ferreira, L. Precioso, J., A mass-transportation approach to a one dimen-
sional fluid mechanics model with nonlocal velocity, Adv. Math. 231 (1) (2012), 306–
327.
[5] Carrillo, J. A. Lisini, S. Mainini, E., Gradient flows for non-smooth interaction poten-
tials, Nonlinear Analysis 100 (2014), 122–147.
[6] Carrillo, J. A., McCann, R. J., Villani, C., Contractions in the 2-Wasserstein length
space and thermalization of granular media, Arch. Ration. Mech. Anal. 179 (2) (2006),
217–263.
[7] De Giorgi, E., New problems on minimizing movements, Boundary Value Problems for
PDE and Applications, C. Baiocchi and J. L. Lions, eds., Masson, 1993, 81–98.
[8] De Giorgi, E., Marino, A., Tosques, M., Problems of evolution in metric spaces and
maximal decreasing curve, Atti Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Natur. (8)
68 (1980), 180–187.
[9] De Philippis, G., Figalli, A., Second order stability for the Monge-Ampère equation
and strong Sobolev convergence of optimal transport maps, Anal. PDE 6 (4) (2013),
993–1000.
[10] Evans, L. C., Gariepy, R. F., Measure Theory and fine properties of functions, Studies
in Advanced Mathematics. CRC Press, (1992).
[11] Jordan, R., Kinderlehrer, D., Otto, F., The variational formulation of the Fokker-Plank
Equation, SIAM J. Math Anal. 29 (1) (1998), 1–717.
[12] Jun, Chanyoung, Pursuit-evasion and time-dependent gradient flow in singular spaces,
Thesis (Ph.D.)–University of Illinois at Urbana-Champaign, 2012. 76 pp
[13] Lisini, S., Nonlinear diffusion equations with variable coefficients as gradient flows in
Wasserstein spaces, ESAIM Control Optim. Calc. Var. 15 (3) (2009), 712–740.
[14] A. Lytchak, Open map theorem for metric spaces, St. Petersburg Math. J., 16, (2005),
1017-1041.
39
[15] Marino, A., Saccon, C., Tosques, M., Curves of maximal slope and parabolic varia-
tional inequalities on nonconvex constraints. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 16
(2) (1989), 281–330.
[16] U. F. Mayer, Gradient flows on nonpositively curved metric spaces and harmonic maps,
Comm. Anal. Geom., 6, (1998), 199-253.
[17] McCann, R. J., A convexity principle for interacting gases, Adv. Math. 128 (1) (1997),
153–179.
[18] Mielke, A., Rossi, R., Savaré, G., Nonsmooth analysis of doubly nonlinear evolution
equations, Calc. Var. Partial Differential Equations 46 (1) (2013), 1-2, 253–310.
[19] Mielke, A., Rossi, R., Savaré, G., Variational convergence of gradient flows and rate-
independent evolutions in metric spaces, Milan J. Math. 80 (2) (2012), 381–410.
[20] Otto, F., The geometry of dissipative evolution equations: the porous medium equation,
Comm. Partial Differential Equations 26 (1-2) (2001), 101–174.
[21] Petrelli, L., Tudorascu A., Variational Principle for General Diffusion Problems, Appl.
Math. Optim. 50 (3) (2004), 229–257.
[22] Roche, T., Rossi, R., Stefanelli, U., Stability results for doubly nonlinear differential
inclusions by variational convergence, SIAM J. Control Optim. 52 (2) (2014), 1071–
1107.
[23] Rossi, R., Mielke, A., Savaré, G. A metric approach to a class of doubly nonlinear
evolution equations and applications, Ann. Sc. Norm. Super. Pisa Cl. Sci. 7 (1) (2008),
97–169.
[24] Veretennikov, A. Yu, On ergodic measures for McKean-Vlasov stochastic equation,
Monte Carlo and quasi-Monte Carlo methods 2004, 471-486, Springer, Berlin, 2006.
[25] Villani, C., Optimal transport: old and new, Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences] 338, Springer-Verlag,
Berlin, 2009.
[26] Villani, C., Topics in Optimal Transportation, Graduate Studies in Mathematics 58,
American Mathematical Society, providence, RI, 2003.
40
