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Based on global aquaculture production statistic database, the proportion of aquatic animals
farm is significantly increasing to 27.1 million tonnes in one decade. This trend indicates that
aquaculture industry has to create a new technique to enlarge economic scale with reducing
production cost and increasing production efficiency. Optimizing fish feeding process is the
most influential aspect because the process itself takes up to 40 percent of total production
cost. Automatic controlling fish feeding in real environment is still challenging problem and
active research in aquaculture field because experienced fishermen can adequately control fish
feeding machine based on assumption of ripple behavior and duration of fish feeding process.
To build robust method which is reasonable application, we propose automatic controlling
fish feeding machine based on computer vision using combination of two feature extractions
which counts number of nutriments and estimates ripple behavior using regression and textural
feature, respectively. To count number of nutriments, we apply object detection and tracking
methods to acknowledge the nutriments moving to sea surface. Recently, object tracking is
active research and challenging problem in applications of computer vision. Unfortunately,
the robust tracking method for multiple small objects with dense and complex relationship is
still challenging problem in aquaculture field with more appearance creatures. Assuming that
degree of hunger can be represented by behavior of ripple area, estimation of ripple behavior
is defined by human assumption of which the size and number of ripple can be used to adjust
the activity level of ripple. Based on the number of nutriments fed and ripple behavior, we can
control fish feeding machine which consistently performs well in real environment datasets. In
evaluation, the proposed method presents the agreement for automatic controlling fish feeding
by the activation graphs of regression and textural feature of ripple behavior results. Our
tracking method can precisely track the nutriments in next frame comparing with other methods.
Based on computational time, proposed method reaches 3.86 fps while other methods spend
lower than 1.93 fps. Quantitative evaluation can give promising that the proposed method is
valuable for aquaculture fish farm with widely applied to real environment datasets.
Keywords: Production Efficiency, Fish Feeding, Ripple Behavior, Textural Feature, Track-
ing, Multiple Small Objects
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Computer vision is an interdisciplinary scientific field that deals with how computers can gain
high-level understanding from digital images or videos. From the perspective of engineering, it
seeks to understand and automate tasks that the human visual system can do. Computer vision
tasks include methods for acquiring, processing, analyzing and understanding digital images,
and extraction of high-dimensional data from the real world in order to produce numerical or
symbolic information. Understanding in this context means the transformation of visual images
into descriptions of the world that make sense to thought processes and can elicit appropriate
action. This image understanding can be seen as the disentangling of symbolic information
from image data using models constructed with the aid of geometry, physics, statistics, and
learning theory.
The scientific discipline of computer vision is concerned with the theory behind artificial
systems that extract information from images. The image data can take many forms, such as
video sequences, views from multiple cameras, multi-dimensional data from a 3D scanner, or
medical scanning device. The technological discipline of computer vision seeks to apply its
theories and models to the construction of computer vision systems. One of application of
computer vision is automatically optimizing fish feeding system.
Optimizing fish feeding process is the most influential aspect because the process itself
takes up to 40 percent of total production cost [9, 11, 77]. Increasing company profit with
controlling adjustment of nutriments is current problem of active aquaculture fish farm without
wasting nutriments and dropping quality of fishes. Wasting nutriments create a big effect in
water pollution because quality of water has a highly related to ensure survival rate of fishes and
to enlarge fish fertility rate. Adjustment for giving nutriments is critical component to manage
aquaculture development related to quality of water. From economic aspect, controlling fish




Fig. 1.1 Research map or vision of this research.
Final goal of this research is to create fully automatic aquaculture system which shown in
Fig. 2.1. Firstly, building boat or ship is necessary to set up automatic fish feeding machine
to do automatically. Next, automatic feeding itself is the most important aspect to build
automatic system in aquaculture application. Automatic feeding is to define the optimal time to
stop fish feeding machine. This automatic feeding is divided into hardware using sensor and
software using computer vision. From both hardware and software, they need to imitate human
knowledge to be automatic system.
In Fig. 2.2, we present the detail feature which can use to imitate human knowledge for
automatic system. Sensor can be separated into attaching sensor in sea surface and in the fish
body. On the other hand, using computer vision can use underwater camera and camera placed
on boat or vessel. Video from camera placed on bot or vessel is more challenging because the
video containing less information and only has nutriment given to the fish and ripple activity.
By explaining of the problem, focusing of this thesis is a feature extraction from the information
of nutriment given to the fish and ripple activity to estimate the activity of fish feeding.
The rest of this chapter is organized as follows: The explanation of fish feeding process
has been introduced in Section 1.1 as well as their analysis by computer vision, including
explanation detail of fish feeding processes, challenge and previous approaches. The aim and
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Fig. 1.2 How we estimate degree of hunger of fish and thesis contribution.
objective for this work are introduced in Section 1.2 including contribution of the proposed
approach in Section 1.3. Finally, the outline of the thesis is described in Section 1.4.
1.1 Fish Feeding Process
Fish feeding in aqueous environment takes on dimensions beyond those considered in feeding
land animals. These processes include the nutrient contribution of natural aquatic organisms in
pond cultures, the effect of feeding on water quality, and the loss of nutrients if feeding is not
consumed immediately. However, the concept of feeding is the same as that applied in feeding
other food animals such as to nourish the animal to the desired level or form of productivity as
profitably as possible. Thus, application of knowledge on the nutritional requirements of fish
and the husbandry of feeding various cultured species is essential to successful aquaculture.
1.1.1 Nutrient Requirements
The nutrients required by fish for growth, reproduction, and other normal physiological func-
tions are similar to those of land animals. They need protein, minerals, vitamins and growth
factors, and energy sources. These nutrients may come from natural aquatic organisms or from
prepared feeds. If fish are held in an artificial confinement where natural foods are absent, such
as raceways, their feed must be nutritionally complete; however, where natural food is available
and supplemental feeds are fed for additional growth, the feeds may not need to contain all of
3
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the essential nutrients. Notable nutritional differences between fishes and farm animals are the
following:
• Energy requirements are lower for fish than for warm-blooded animals, thus giving fish a
higher dietary protein to energy ratio.
• Fish require some lipids that warmblooded animals do not, such as omega-3 series fatty
acids for some species for crustaceans.
• The ability offish to absorb soluble minerals from the water minimizes the dietary need
for some minerals.
• Fish have limited ability to synthesize ascorbic acid and must depend upon dietary
sources.
Nutritional requirements of fish do not vary greatly among species. There are exceptions,
such as differences in essential fatty acids and ability to assimilate carbohydrates, but these
often can be identified with warm water or cold water and marine or freshwater species.
The quantitative nutrient requirements that have been derived for several species have served
adequately as a basis for estimating the nutrient needs of others. As more information becomes
available on nutrient requirements of various species, the recommended nutrient allowances of
diets for specific needs of individual species will become more refined.
1.1.2 Feeding Practices
Fish are fed in water. Feed that is not consumed within a reasonable time represents not only an
economic loss, but can reduce water quality. Therefore, feed allowance, feeding method, and
water stability of the feed are factors that the fish cultured must consider, but that the livestock
feeder does not. The culture environment may make valuable nutrient contributions to the
fish. For example, most waters contain enough dissolved calcium to provide most of the fish
requirement. For fish that feed low on the food chain the pond environment can be a valuable
source of protein, energy, and other nutrients.
1.1.3 Fish Feeding Efficiency
Fish convert practical feeds into body tissue more efficiently than do farm animals. The reason
for the superior food conversion efficiency of fish is that they are able to assimilate diets with
higher percentages of protein, apparently because of their lower dietary energy requirement.
Fish, however, do not hold an advantage over chickens in protein conversion poultry convert
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dietary protein to body protein at nearly the same rate as fish. The primary advantage of fish
over land animals is lower energy cost of protein gain rather than superior food conversion
efficiency. Protein gain per mega calorie of energy consumed is 47 for channel catfish versus
23 for the broiler chicken.
1.1.4 Challenge
There are several challenging of this research which shown in below:
1. The information of video contains less information and only has nutriment given to the
fish and ripple activity.
2. The input video only uses one camera placed in above of vessel with a highly disturbance
of ocean wave and many dense nutriments.
3. Collecting the dataset is very hard because the location of fish feeding farm is limited in
Kyushu area and to make Memorandum of Understanding (MoU) with company takes
time.
1.1.5 Previous Approaches
Recently, there are numbers of researchers creating several techniques to control amount of
nutriments given to fishes. Those techniques can be defined as mechanical device controls
[45, 102, 76, 7, 93, 107, 118, 97], and computer vision approaches [119, 79, 47, 121, 10, 83,
69, 120]. Mechanical device control uses external sensor which has different function for
monitoring, identifying, and evaluating fish feeding behavior [86, 6, 8, 39]. External sensors
can be categorized by acceleration sensors attached inside fish body and sensors related to
water quality parameters. Accelerative data loggers is used to identify and to classify different
kind of prey or nutriment types [45, 102, 76, 7]. In conclusion, this sensor has higher accuracy
and lower false detection rate. However, it can create injury to fish body and installation
sensor is costly for each fish body. Another type of safe sensor, without harming fish body
[93, 107, 118, 97], is measurable sensors for detecting alteration of temperature and oxygen
concentration. These sensors attach in underwater fish tank and calculate changing flow rate
and temperature of the water caused by the activity of fish. Although these sensors create
higher accuracy and prove save cost of fish feeding up to 29%, they can be easily interrupted
by other parameters such as weather temperature.
On the other hand, computer vision approach has been commonly used in aquaculture
industry because it performs in real-time controlling and low cost for maintainable equipment
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[124, 41, 88]. This approach can be useful to classify gender and species, age and size
measurement, quantity and quality inspection, counting and monitoring fish behaviors [119].
Based on wavelength signal imaging, it can be categorized into infrared [119, 79, 47, 121]
and visible light [10, 83, 69, 120].The input video from infrared light is suitable to identify
fish behavior and achieves better imaging effects under low visible light condition. However,
it is suitable to identity fish behavior, analyzing of infrared imaging is remaining unsolved
because object appearance from this imaging is unlike real condition. Beside that, application
of detecting fish behavior using visible light gives several problems which only focuses on
laboratory culture model[124, 41, 88]. It shows that the methods applied on laboratory culture
model perform worst in real environment because several conditions cannot be anticipated
such as flying bird, waste, appearance of fish tank boundary, and other undesirable objects.
Automatic controlling fish feeding in real environment is still challenging problem and active
research in aquaculture field because data appearance and weather condition can affect accuracy
of detecting and tracking results. To build robust method, we propose automatic controlling
fish feeding machine using combination of two feature extractions which estimate nutriment
position and ripple behavior using regression and textural feature, respectively. Proposed
method can ignore undesirable object by understanding behavior for each tracking object.
Although proposed method cannot reach higher accuracy comparing use of sensors [45, 102,
76, 7, 93, 107, 118, 97], the advantage of our method can reduce equipment costs with requiring
single camera placed above vessel. To analyze fish feeding behavior, tracking approach using
regression and estimating ripple behavior using textural analysis are applied to make promising
that the proposed method is valuable for aquaculture fish farm with widely applied to real
environment datasets.
Object tracking is active research in applications to computer vision [40, 92, 82, 105, 74,
101, 117, 113, 12, 78]. Not only single-object tracking but also multiple-object tracking is
unsolved problem since multiple-object association requires correctly collision in sequence
frames. Multiple-object tracking is a more reliable solution rather than applying many of
single-object tracking. The tracking problem can closely be determined to detection problem
and even can be interpreted as an extension of object detection problem. Over the past decades,
there are number of researchers focused on developing tracking-by-detection to generate more
accurate and faster determination of object tracking [82, 105, 74, 101, 117, 113, 12, 78]. The
tracking-by-detection method is the most popular tracking paradigm because object tracking
is result of detection with same label in sequential frame. Good quality of the detection
algorithms determines tracking result and these algorithms mostly use convolutional neural
networks (CNNs) for the detection step. Proving that object tracking is an extension of object
detection techniques is that the region proposal network (RPN), one of faster R-CNN detector
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[85], adopts SiamRPN tracker [123, 59]. Multi-aspect-ratio anchors resolve bounding box
estimation problem which has interference from previous trackers and significantly enhances
the performance of siamese-network-based trackers. Unfortunately, the robust tracking method
for multiple small objects with dense and complex relationship is still challenging problem in
aquaculture field with more appearance creatures.
The idea of textural feature to understanding ripple behavior is applied from image quality
assessment(IQA) index which can be represented as quantity of human perception referred to
quality of image. Since texture is represented in photographic images, it is important to develop
objective IQA index which has consistent value with perceptual similarity. In past decades,
mean square error (MSE) and structural similarity (SSIM) had been the standard approach to
evaluate the signal accuracy and quality although these approaches had the poor correlation
result with human assumption and perception. Estimation of ripple behavior can also be defined
by human assumption of which the size and number of ripple can be used to adjust the activity
level of ripple.
1.2 Aim and Objective
The aim of this research is to resolve feature extraction from the information of nutriment given
to the fish and ripple activity to estimate the activity of fish feeding. The main purpose of this
research can be defined as follows:
• Tuna nutriment tracking based on trajectory mapping which can perform well comparing
state-of-the-art multiple object tracking (MOT).
• A new novel small nutriment tracking method with collecting information of leading line
into ripple.
• Significantly improvement result of trajectory mapping in real environment datasets.
• Ripple activity based on variance of VGG feature can perform well to separate between
with and without ripple with simple and powerful method for understanding ripple
behavior.




Fig. 1.3 Contribution of This Thesis
1.3 Contribution
The contribution of this thesis is to develop feature extraction from the information of nutriment
given to the fish and ripple activity to estimate the activity of fish feeding which can be easier
to identify degree of hunger of fish. The proposed method is able to extract feature extraction
of nutriment and ripple behavior in real environment dataset. We also give suggestion method
which is powerful method to identify ripple behavior using image quality assessment.
In Fig. 1.3, we show our contribution in this thesis. Firstly, we create of object detection
model using two methods: YOLOv3 and YOLOv4. Beside that, to identify nutriment behavior
is inputting nutriment detection and creates two methods: trajectory mapping and regression
model. Trajectory mapping requires tuna nutriment detection using YOLOv3 while regression
model uses YOLOv4 as input for nutriment detection. On the other hand, ripple behavior can
be calculated using standard deviation of VGG feature of ripple area. We also present image
quality assessment which trains using four different public databases. The idea of image quality
assessment can bring another solution for computing ripple behavior by inputting ripple image
and give an result of ripple activity.
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1.4 Outline of The Thesis
In Chapter 2, the background and a comprehensive literature review are presented. The
background will introduce conception of the method used for feature extraction in application
to aquaculture problem. Regression analysis is the one of the method to solve tracking problem
which is introduced in this chapter. Together with a comprehensive literature review of object
detection and tracking. Image quality assessment is useful to understand ripple behavior also
discussed in this chapter. Then the first approach of feature extraction of nutriment behavior is
presented in Chapter 3 and the second approach is shown in Chapter 4. Trajectory mapping
is the method which can handle faster object movement with projectile movement shown in
Chapter 3. Then, we built improvement method using regression with simple combination
of fully connected layers in Chapter 3. On the other hand, ripple behavior will be detailed
in Chapter 5. In Chapter 5, variance of VGG feature is calculated to classify ripple area and
non-ripple area. Chapter 6 will show image quality assessment model trained using other
databases. Our model namely FB-IQA can burst learning accuracy without changing training
parameter using adding some convolution layers. Finally, the conclusion of the whole thesis






Regression analysis is a statistical technique for investigating and modeling the relationship
between variables. Applications of regression are numerous and occur in almost every field,
including engineering, the physical and chemical sciences, economics, management, life and
biological sciences, and the social sciences. In fact, regression analysis may be the most widely
used statistical technique.
As an example of a problem in which regression analysis may be helpful, suppose that
an industrial engineer employed by a soft drink beverage bottler is analyzing the product
delivery and service operations for vending machines. He suspects that the time required by a
route deliveryman to load and service a machine is related to the number of cases of product
delivered. The engineer visits 25 randomly chosen retail outlets having vending machines,
and the in-outlet delivery time (in minutes) and the volume of product delivered (in cases) are
observed for each.
2.2 Object Detection and Tracking
Detection can be viewed as a classification problem in which the task is to tell the presence
or absence of a specific object in an image. If it is present, then the position of the object
should be provided. Classification within a group of already detected objects is usually stated
separately. However, in this case the question is formulated about what particular object is
observed. Although the two groups are similar, recognition methods are left to the next chapter.
Thus, examples of object detection in images are, for instance, detection of human faces, hand
gestures, cars, and road signs in traffic scenes, or just ellipses in images. On the other hand, if
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we were to spot a particular person or a road sign, etc. we would call this recognition. Since
detection relies heavily on classification, as already mentioned, one of the methods discussed
in the previous section can be used for this task. However, not least important is the proper
selection of features that define an object. The main goal here is to choose features that are the
most characteristic of a searched object or, in other words, that are highly discrimination, thus
allowing an accurate response of a classifier. Finally, computational complexity of the methods
is also essential due to the usually high dimensions of the feature and search spaces.
On the other hand, tracking of an object means finding the positions of this particular
object in a sequence of images. In this process we take an indirect assumption that there is
a correlation among subsequent images. Therefore for an image detected in one frame, it is
highly probable that it will also appear in the next one, and so on. Obviously, its position and
appearance can change from frame to frame. An object to be tracked is defined in the same
way as for detection.
Recently, there has been increasing number of researchers focused on developing tracking
algorithms to generate more accurate and faster determination of object. Tracking can be
represented as a graph problem which can solved by a frame-by-frame [29, 19, 80, 103] or
track-by-track [14, 116]. Interpretation of tracking problems with data association mostly uses
a graph, where each detection is called as vertex, and each edge is pointing any possible link
among them out as object tracked. Data association can be declared as minimum cost problem
[15, 50, 62, 81] with learning cost problem [56] or motion pattern maps [58]. Alternative
formulations to solve optimization problems is minimum clique problem [114] and lifted
multicut problem [101] where its formulations follow body pose layout to obtain estimated
model. Recently, efficient and robust tracking of multiple objects with complex relations remain
unsolved. Hence, focusing to develop tracking algorithm in aquaculture is more challenging
because tracked object has a lot of aquatic variant creatures.
2.3 Image Quality Assessment
According to necessity of reference images, objective IQA methods are separated into full-
reference IQA (FR-IQA) [51], reduced-reference IQA (RR-IQA) [37], and no-reference IQA
(NR-IQA) [112, 109]. FR-IQA is to compare quality of test image and reference image as
standard of perfect quality image. Similar with FR-IQA, RR-IQA also uses reference image to
estimate the quality of test image based on features extraction between them. Hence, NR-IQA
has different techniques in which reference image is no longer used to estimate the quality
of a test image that makes this method more challenging problem among them. Although
FR-IQA and RR-IQA methods achieve better performance, availability of reference images
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is limited in real application. So that, NR-IQA can give reliable solution for image quality in
general application without requiring input of reference images. Meanwhile, the lacking of
this method is that there are variant information poses and appearances which needs complex
network structures.
In the beginning of developing NR-IQA methods, most of these are focused on artificial
distortion type: blurring [60] and blocking feature appearance [61]. These approaches are
only limited to recognize the type of distortion in the images. Lately, focusing on unknown
distortions becomes more challenging problem to generalize an ability of NR-IQA methods
[72, 111, 110, 38, 112, 109, 35, 87]. These methods propose the general characteristics of
image distortions from feature learning [112] or image sketch [87] based on standardization of
image quality models.
Recently, deep convolutional neural networks (DCNNs) give several contributions in
computer vision applications [26, 27] such as image classification [27] and recognition [42],
object detection [18] and tracking [26], natural language processing [36], and image quality
assessment [122]. DCNNs have proven significantly better performance than the conventional
methods because these networks consist of massive parameters, which can solve complex
relationships. Several pretrained models of DCNNs in application to image classification are
publicly available on internet such as AlexNet [54], VGG [90], Resnet [42], Inception [100],
and Inception-Resnet [99]. These models were trained using ImageNet [25] and showed better
performance to classify 1000 different classes. Widely application of DCNNs is to be feature
extraction from images for further assessing image quality based on deep learning approach.
2.4 Dataset
2.4.1 Dataset Information
Our datasets contain a video of fish feeding process which has small and dense nutriments with
418 frames in which the detail information is shown in Fig. 2.1. Each dimension of video
frame is 1920 × 1080 pixels. This sequential video is saved in MOV format with frame rate 30
frames/second. Range size of nutriment is starting from 9 × 6 to 13 × 36 pixels.
2.4.2 Dataset Collection
Fish farm is available in limited location in Japan. One of fish farm location is in Oita prefecture.
So we use boat to go there to collect the dataset in which the location of fish farm is in the sea
place shown in Fig. 2.2.
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Fig. 2.1 Detail of the video used for this research.
Fig. 2.2 Data collection in Oita Prefecture.
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Table 2.1 Hardware and software environment for running proposed method and state-of-the-art
benchmark methods for comparison.
Spesification
Hardware
CPU Intel Core i7-9700 CPU @3.00GHz (8 CPUs)
RAM 16 GB
GPU NVIDIA GeForce GTX 745
Software
OS Windows 10 Pro 64-bit
IDE Microsoft Visual Studio Professional 2017 v.15.9.25
Language Python 3.6.6 64bit
2.5 Hardware and Software
To describe the computational complexity and execution time of the proposed methodology,
a computational time analysis is conducted using a video with 418 frames. The specification
of hardware and software used to analyze proposed method and state-of-the-art benchmark






Aquaculture is the one of farming type in which aquatic creatures require acceptable environ-
ment for living habitat and availability nutriment to increase productivity and sustain healthy
growth [32, 33, 24, 67]. Within current requiring acceptable habitat, water quality is also a
vital component to enlarge fish fertility rate [24, 67, 31, 65]. Water quality can be obtained
by cleaned often and give optimal amount of nutriment. Increasing number of nutriment can
affect a lot of foods wasted in the water and quality of water occurs highly polluted. On the
other hand, reducing feeding will lead starvation and drop fish quality. So that, management of
nutriment delivered is vital component to balance productivity rate [43, 13].
The cost of fish feeding is usually around 40 percent of total production cost [9, 11, 77].
Estimating a state of fishes in a tank and adjusting an amount of nutriments play an important
role to manage cost of fish feeding system. It is applied to control the amount of nutriment
and realizes the fish behavior in tank. Lately, application to monitor fish behavior has been
adopted by a telemetry-based approach [20, 22] and a computer vision(CV)-based approach
[23, 108, 96, 125, 28, 10, 3].
A telemetry-based approach is a technique attaching an external transmitter by mounting,
or surgical implantation in the peritoneal cavity [20]. Attaching a transmitter in each fish will
spend higher cost and its transmitter can only set in large fish. When their fishes had been
farmed, attachment will always be given to new fishes. On the other hand, CV-based approach
studies are not required complexity analysis such as ripple activity and tracking analysis in
which, small number of fishes and small tanks with special environment assist creating result.
Tracking approach is applied to acknowledge movement of nutriment to understand more about
the fish behavior. Fish behaviors can be obtained by combination between tracking analysis
and ripple activity. Then, these fish behaviors can be a decision to start and stop fish feeding
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machine by understanding of ripple activity after giving several nutriments. By explaining of
fish behavior, tracking nutriment is important and it is required to analyze the complexity data
in real environment.
By summarizing aforementioned problems, we proposed tuna nutriment tracking based on
the classical minimum cost problem [50, 62, 81] where each detection calculates minimum
distance among them and creates a trajectory to be tracked line. By collaborating with an active
aquaculture fish farm, we develop tuna nutriment tracking using trajectory mapping. A video
camera is placed above the boat with a highly disturbance of ocean wave and many dense
nutriments. The camera captures between ocean surface and fish feeding machine. After that,
videos transfer to a computer for further analysis the behavior of fish.
The aim of this research is tracking approach to acknowledge the behavior of tuna. For
next, it can be useful to improve the production profit in fish farms by controlling the amount
of nutriment in optimal rate.
To summarize, we make the following contributions:
• We propose tuna nutriment tracking based on trajectory mapping which can perform well
as well as human annotator results.
• We propose a new novel small nutriment tracking method with collecting information of
leading line into ripple.
• We show significantly improvement result of trajectory mapping in real environment
datasets.
3.2 The Proposed Method - Trajectory Mapping
Our formulation is based on the classical minimum cost problem where each detection calculates
minimum distance among them and creates a trajectory to be tracked line. In order to provide
some background and formally introduce our approach, we start by providing flowchart and
algorithm of tuna nutriment tracking. We then explain how the proposed method works to real
environment. The proposed trajectory mapping contains a data normalization process, tuna
nutriment detection and tuna nutriment tracking. The system flowchart of the proposed method
is shown in Fig. 3.1, and the algorithm of the proposed trajectory mapping is represented in
Algorithm 1 where D and T f are input video and trajectory of time-ordered tuna nutriment,
respectively.
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Algorithm 1: Trajectory mapping algorithm
Input :D: a fish feeding video data.
Auxiliary methods :Data normalization, tuna nutriment detection, tuna nutriment
tracking.
Output :Trajectory T f
1 input a fish feeding video data D.
2 use image stabilization as data normalization D̂ = χφ{D}.
3 for ϖ ← 1 to n f do
4 calculate centroid of tuna nutriment detection σ c(ϖ) and ripple area detection
σ r(ϖ).
5 create an area of top-left αϖ = (x̂αϖ , ŷ
α






6 if ϖ = 1 then
7 create initialization of upper limit trajectory T uf (ϖ) = {Cϖ ,δϖ ,αϖ} and lower
limit trajectory T lf (ϖ) = {C f1,θϖ}.
8 end
9 else if ϖ = 2 then







12 else if ϖ = 3 then






14 set trajectory of tuna nutriment prediction T f (ϖ) = T uf (ϖ).
15 end
16 else
17 update trajectory of tuna nutriment prediction










Fig. 3.1 Flowchart of the proposed trajectory mapping. The input video is received and applied
image stabilization as data normalization. (a) Creating model for tuna nutriment detection using
YOLOv3 [84] and obtaining bounding box for each tuna nutriment prediction in all frames of a
video. (b) Tuna nutriment prediction as input tracking approach to be initialization for n f = 1
detection. After that, we obtain upper and lower limit trajectory T ul , T
l
f and the maximum
height of all tuna nutriment predictions δ1. Next, we find the value of C f2 using the shortest
distance between C f1 and all tuna nutriment predictions in n f appearing in inside area between
T uf (1) and T
u
f (1). Its process is repeatedly until n f . Next, we obtain final trajectory as tracking
result.
3.2.1 Data Normalization
For data normalization, image stabilization is applied to reduce a hand-held camera and ocean
waves. Image stabilization is created by transformation from previous to current frame using
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optical flow for all frames. [Ngh] accumulates rigid transformation χ to obtain linked between










where D̂ is output video after applied image stabilization and γ is smoothing radius where the
radius is number of frames used for smoothing and defined by 30.
3.2.2 Tuna Nutriment Detection
The idea of tuna nutriment detection is to produce boundary box in each nutriment associated
in tracking method. In implementation of tuna nutriment detection, YOLOv3 [84] accumulates
bounding box of tuna nutriment prediction B = (x̂, ŷ, ŵ, ĥ) by training model with bounding
box P = (px, py, pw, ph) of ground truth data where px, py, pw, and ph are centroid x, centroid
y, width, and height of bounding box in ground truth data, respectively. ςx and ςy represent the
absolute location of the top-left corner of the current grid cell. w and h are the absolute width
and height to the whole image. Bounding box of tuna nutriment prediction B can defined as:
x̂ = δ (px)+ ςx
ŷ = δ (py)+ ςy
ŵ = epw ∗w
ĥ = eph ∗h
(3.2)
where δ is model followed by [84].
3.2.3 Tuna Nutriment Tracking
In order to represent tracking of tuna nutriment, introducing how to collect set of tuna nutriment
prediction corresponding to time-ordered path in the graph is important. We are given σ c(n) =
{C1,C2,C3, . . . ,Cn} as input centroid of tuna nutriment predictions where n is the total number
of nutriment for all frames of video D̂. Each tuna nutriment prediction is represented by
Cn = {x̂cn, ŷcn}. Definition of a trajectory is denoted as centroid of time-ordered tuna nutriment
predictions T f (n f ) = {C f1,C f2,C f3, . . . ,C fn f } where n f is the number of detections formed
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Fig. 3.2 Visualization of trajectory of tuna nutriment predictions T f =
{C f1,C f2,C f3, . . . ,C fn f } in which every tuna nutriment predictions is connected by
node {( f1, f2),( f2, f3), . . . ,( fn−1 f , fn f )}.
by trajectory f . So that, ρ = {n1,n2,n3, . . . ,nn f } can be denoted as the total of number of
nutriments appearing in every time-ordered trajectory T f (n f ).
Problem Statement
The problem can be represented with an undirected graph G=(V,E), where V := {1, ...,n},E ⊂
V 2, and each node f ∈V denotes a unique detection C f ∈ σ c. The task of dividing the set of
tuna nutriment predictions into trajectories can be observed as grouping nodes in graph. Fig.
3.2 shows that each trajectory T f (n f ) = {C f1,C f2,C f3, . . . ,C fn f } in the scene can be mapped
into a group of nodes {( f1, f2),( f2, f3), . . . ,( fn−1 f , fn f )}. To produce each C f[1,n f ] , trajectory
mapping is applied in next section.
In two-dimensional trajectory, the component of trajectory is divided by horizontal and
vertical direction. In vertical direction, acceleration is constant and has quadratic function.
Trajectory mapping applies the idea of acceleration and chooses quadratic function as basis.
To produce quadratic function yc = ac3x
2 +ac2x+a
c
1 as a result of trajectory T f , we apply
polynomial fitting [Weisstein] defined by calculation of x̂cn f to form Vandermonde matrix V
with 3 columns as results of ac.
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(3.3) can be inverted directly. To yield the solution vector ac, it can be defined as:
ac = (XT X)−1XTY , (3.4)
Tuna Nutriment Predictions C fn f where n f = 1 as Initialization Point Detection
Tuna nutriment predictions C f1 are obtained from every tuna nutriment prediction Cn in around
cutting area of w. To define cutting area, we use centroid x̂ f1 as component of C f1 by threshold-
ing in w which is defined as:
w∗ γ ≤ x̂ f1 ≤ w, (3.5)
where γ is an input parameter and empirically defined as 0.9.
Direction of nutriment is calculated by leading nutriment to ripple area around sea levels. We
are given a pair set of ripple area detection σ r(n f )= {(R11,R12),(R21,R22),(R31,R32), . . . ,(Rn f 1,Rn f 2)}
as time-ordered ripple predictions in number of detections n f . Each ripple prediction is repre-
sented by Rn f 1,2 = {x̂rn f , ŷ
r
n f , ŵ
r
n f , ĥ
r
n f }. We divide component of ripple prediction to be an area
of top-left αn f = (x̂
α
n f , ŷ
α
n f ) and bottom right θn f = (x̂
θ
n f , ŷ
θ




























To obtain more feature, we need to know possibly coverage area for possibly nutriment
appearing in next frame by creating upper and lower limit trajectory T uf and T
l
f , respectively.
Upper and lower limit trajectory T uf (n f ) and T
l
f (n f ) formed by trajectory f are initialized by
following:
T uf (n f ) ={C f1,δn f ,αn f },
T lf (n f ) ={C f1,θn f },
(3.7)
where δ is the maximum height of all nutriment detections in n f . (3.7) can be simplify by
substituting n f = 1 to be:
T uf (1) ={C f1,δ1,α1},
T lf (1) ={C f1,θ1},
(3.8)






Tuna Nutriment Predictions C fn f where n f = 2
To be a candidate of C f2 , we use all tuna nutriment predictions n appearing in the inside of
area between yu = au3x




2 + al2x+ a
l
1. Vector a
u and al are produced
by calculating T uf (n f −1) and T lf (n f −1) with Vandermonde matrix shown in (3.3) and (3.4),
respectively. Given σκ(µ) = {κ1n f ,κ2n f ,κ3n f , . . . ,κµn f } is a set of candidate C fn f . C fn f is
defined by the nutriment predictions which have shortest distance denoted by:




(Z( fn f−1)−σκ(µ)) (3.9)




, . . . ,Cµfn f−1
}. (3.9) can be simplify to be;
C f2 = argmin
µ
(Z(1)−σκ(µ))T (Z(1)−σκ(µ)), (3.10)
Updating upper trajectory T uf (n f ) can be defined as:
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,αn f }, (3.11)
Tuna Nutriment Predictions C fn f where n f = 3
Minimum requirement for trajectory of quadratic functions must have at least 3 tuna nutriment
predictions collected. To produce C f3 , (3.9) is applied using n f = 3 as parameter. Then,
updating upper limit trajectory T uf (n f ) is denoted as follows:
T f (n f ) =T uf (n f ), (3.12)
Tuna Nutriment Predictions C fn f where n f ≥ 4
To precise accuracy of trajectory T f , we refine its trajectory by collecting more tuna nutriment
prediction C fn f . Tuna nutriment prediction C fn f is calculated using the nearest nutriment
detection in area of yu = au3x
2+au2x+a
u
1 with tolerance degree from quadratic function between
±30 degree.
To handle losing tuna nutriment prediction, we used previously tuna nutriment prediction






















3 are coefficients of quadratic function formed by trajectory T f
3.3 Experiment
In this section, we first explain the details of our datasets. We then describe evaluation approach




Fig. 3.3 Accuracy detected nutriment and precision trajectory in various n f ∈ [3,9]. The
optimum value of detected nutriment and precision trajectory is n f = 6.
3.3.1 Evaluation Approach
Evaluation approach is defined by measuring minimum euclidean distance based on number of
nutriment collected with ground truth T g. Best trajectory T ∗ with minimum error rate distance
is defined as:
T ∗ = argmin
n f
(T g−T (n f ))T (T g−T (n f )), (3.14)
where n f ∈ [3,9].
3.3.2 Quantitative Evaluation with various of n f = [3,9]
Quantitative evaluation is computed by performance of detected nutriment and precision
trajectory showed in Fig. 3.3. Number of detected nutriment is defined as percentage of
detected nutriment divided by ground truth of nutriments appearing in frame. Meanwhile,
precision trajectory is computed by total number of nutriments having trajectory leading to
ripple area divided by detected nutriment. Fig. 3.4 and Table 3.1 show the confidence interval
and statistical analysis of error rate distance in various of n f . The results show that the optimal
value of n f is 6 in which this parameter produces smallest error rate distance.
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Fig. 3.4 95% Confidence interval of error rate distance in various of n f ∈ [3,9]. The lowest
error rate distance of proposed method is n f = 6.
3.4 Result
In this section, we compare proposed method and state-of-the-art benchmark methods on our
datasets. After that, we show the figures to explain the advantage of the proposed method and
computational time between proposed method and state-of-the-art benchmark methods.
3.4.1 Evaluation Result
Precision of mAP in object detection is computed by performance YOLOv3 [84] to train
our datasets with 10k iterations with 416×416 pixels for image resizing from 1920×1080
pixels. Fig. 3.5 displays training result of our datasets using YOLOv3 [84] and reaches 67%
of maximum mAP with 10k iterations. We also tested proposed methods and state-of-the-art
benchmark results. There are many state-of-the-art methods using multiple object tracking
(MOT) [105, 64, 101, 117, 113, 12, 78]. These methods perform well using six publicly
available datasets on pedestrian detection, MOT and person search provided by [71, 57, 30].
In evaluations, we choose JDE [105] to represent MOT as benchmark method because JDE is
very fast and accurate based on re-implementation of faster object detection compared with
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3 30 185.47 93.81 17.13 150.44 220.5
4 30 78.58 33.64 6.14 66.02 91.14
5 30 25.17 13.97 2.55 19.96 30.39
6 30 21.32 3.08 0.56 20.18 22.48
7 30 35.12 19.34 3.53 27.9 42.35
8 30 32.67 4.19 0.76 31.11 34.24
9 30 44.1 13.32 2.43 39.12 49.07
Fig. 3.5 mAP result during training model using YOLOv3 [84]. After 7k iterations, curve of
mAP of model has more stable.
[64, 101, 117, 113, 12, 78]. We also use SORT [16] as benchmark methods and add our
detection model to completely understand performance of tracking method.
In Fig. 3.6a, the proposed method is demonstrated to be able to track small nutriment while
JDE and SORT with original YOLOv3 and our detection model perform poor (Fig. 3.6b, 3.6c,
3.6d) without tracking results of nutriments even SORT is able to detect some nutriments. By
our experiment, the benchmark methods fail to run our datasets because the size of nutriment
is too small (maximum size is 13× 36 pixels) and the speed of nutriment is fast (average
nutriment movement from start to end node is 23.8 frames).
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CPU Intel Core i7-9700 CPU @3.00GHz (8 CPUs)
RAM 16 GB
GPU NVIDIA GeForce GTX 745
Software
OS Windows 10 Pro 64-bit
IDE
Microsoft Visual Studio Professional 2017
v.15.9.25
Language Python 3.6 64bit
















Ours 419 1.93 0.61 0.03 1.87 1.99
JDE 419 1.87 0.07 0.00 1.86 1.87
YOLOv3 + Sort 419 0.45 - - - -
Our Detection +
Sort 419 0.47 - - - -
3.4.2 Implementation Details
For analysis of the computational complexity and execution time of the proposed methodology,
a computational time analysis is conducted using a video with 419 frames. Table 3.2 shows the
specification of hardware and software for comparison. Table 3.3 compares the computation
time (in fps) for proposed method, namely trajectory mapping and benchmark approaches:
JDE and SORT with original YOLOv3 and our detection model. For average and standard
deviation of computational time, we reach 1.93 and 0.61 fps, while JDE spends 1.87 and 0.07
fps, respectively. SORT only provides average computational time without information of
computational time for individual frame. Computational time for both detection model of
YOLOv3 and our detection model with SORT performs worst and these benchmark approaches
reach 0.45 fps and 0.47, respectively. By analyzing computational complexity, proposed
method runs faster than JDE with the different speed is 0.6 fps.
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3.5 Conclusion and Discussion
Tracking approach is the one of features to analyze fish behavior to create a decision to optimize
the amount of nutriment. Recent studies have shown that it is possible to track movement
objects in entire of frames on video. However, there is no agreement to track multiple small
nutriments in the video which has interference of hand-held camera and ocean waves. In this
paper, tuna nutriment tracking using trajectory mapping in application to aquaculture fish tank
has been presented and demonstrated to be promising for interference video containing multiple
small nutriment datasets. We have demonstrated tuna nutriment tracking using trajectory
mapping and the method consistently performs well on the interference video with good
precision trajectory result. We expect our approach to open the door for future work and to go
beyond for feature extraction of ripple activity and focus on integrating tracking approach and
ripple activity to be a decision to control fish feeding machine.
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(a) Trajectory Mapping (b) JDE
(c) YOLOv3+SORT (d) Our Detection Model + SORT
Fig. 3.6 Observation of proposed method namely trajectory mapping shown in (a) and bench-
mark method results shown in (b), (c), and (d). Left and right images for each method represent
first node of nutriment and nutriment tracked after several frames, respectively. In trajectory
mapping method, red curve is defined as trajectory result of proposed method. Red box in
each image represents ground truth of nutriment. We can see that both red curve and red
box in trajectory mapping show precisely tracked result and it proves that trajectory mapping
creates trajectory very well while benchmark methods perform poor without tracking results of






Raising fish utilization to complete the demand of human and animal resourcing in worldwide
drives researchers exploring and improving technology in aquaculture industry [98, 5, 49].
Based on global aquaculture production statistic database [FAO], the proportion of aquatic
animals farmed is 55.1 million tonnes in 2009 and significantly increasing to 82.1 million
tonnes in 2018. This trend indicates that aquaculture industry has to create new technique to
enlarge economic scale with reducing production cost and increasing production efficiency.
In this chapter, we present an automatic controlling fish feeding machine using combination
of prediction nutriment position in next frame. Our method is constructed by object detection
of nutriment. Regression model is used to predict each detection of nutriment in next frame.
Regression can be useful to improve the production profit in fish farms by controlling the
amount of nutriment in optimal rate and to optimize the use of fish feeding machine. The
datasets are extracted from a video camera which is set down above vessel with a highly
distraction of ocean wave and innumerable small and dense nutriments. After that, the camera
captures above sea surface and the videos transfer to a computer for further analysis.
4.2 Proposed Method
Our formulation is based on tracking algorithm using regression where we estimate each
nutriment detection in next frame. In order to provide some background and formally introduce
our approach, we start by providing diagram and algorithm of regression approaches. We then
explain how the proposed method works to real environment. The proposed method contains
two parts: detection and regression which are shown in Figure 4.1 where the detection result
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Fig. 4.1 Diagram of the proposed method. (a) The input video is received and applied object
detection using YOLOv4 [17]. (b) Creating model for predicted tuna nutriment in next frame
using regression. Before and after regression process, we calculate transformation and inverse
transformation to create robust result.
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Algorithm 2: Regression and textural feature of ripple behavior algorithm
Input :D: a fish feeding video data.
Auxiliary methods :Tuna nutriment detection, transformation, inverse transformation,
regression, counting nutriments.
Output :A graph of regression
1 input a fish feeding video data D.
2 for ϑ ← 1 to f do
3 calculate bounding box of tuna nutriment detection ϕ t(ϑ).
4 create an area of top-left points tlϑ1,2 = (x̂tlϑ , ŷ
tl
ϑ




bottom-left points blϑ1,2 = (x̂tlϑ , ŷ
br
ϑ





5 compute normalized nutriments ϕκ(ϑ) from geometry transformation ϕξ (ϑ) and
rotated nutriments ϕψ(ϑ).
6 predict position of normalized nutriments ϕκ(ϑ +1) in next frame using regression
model µx and µy.
7 transform the result of regression ϕκ(ϑ +1) into original pixel position in real
images ϕ t(ϑ +1) using rotated nutriments ϕψ(ϑ +1) and geometry
transformation ϕξ (ϑ +1).
8 compute passed line yl(ϑ) = αϑ xlϑ +βϑ to count the nutriment.
9 end
is represented as black color value and predicted result of regression is shown by red color
value. Regression contains both transformation and inverse transformation, regression approach
and counting nutriments. We also present the algorithm of the proposed method shown in
Algorithm 2.
4.2.1 Object Detection
The idea of object detection is to find bounding box in each nutriment and ripple area associated
in regression and textural feature. In implementation of object detection, YOLOv4 [17] has
different part of object detector: backbone, neck, and head. Backbones uses CSPDarknet53
as feature-extractor model and are more suitable for classification than for detection. Necks
utilize spatial pyramid pooling (SPP) which is pooling layer removing fixed size constraint of
network and path aggregation network (PAN) which aims to improve the information flow of
segmentation network. The latter of necks architecture has different forms to the original PAN
and it is modified version with replacing the addition layer with a concat. On the other hand, the
head of YOLOv4 [17] has similar form with YOLOv3 [84] which computes training model with
bounding box of object detection B = (x̂b, ŷb, ŵb, ĥb) and bounding box G = (xg,yg,wg,hg) of
ground truth data where xg, yg, wg, and hg are center x, center y, width, and height of bounding
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box in ground truth data, respectively. λx and λy represent the absolute top-left corner location
of the current grid cell. w and h are width and height referenced to size of image. Bounding
box prediction B can defined as:
x̂b = ζ (xg)+λx,








where ζ is model reffed to [17].
4.2.2 Regression Approach
Given ϕ t( f ) = {Tf 1,Tf 2, · · · ,Tf a} is tuna nutriment detection a in frame f . For each detection,






f a). Each bounding box of tuna nutriment detection
occurs center of bounding box x̂tf a, center of bounding box ŷ
t
f a, width ŵ
t
f a, and height ĥ
t
f a.
For giving robust solution, center of tuna nutriment x̂tf a and ŷ
t
f a is transformed to different
domain to reduce rotation and unknown position of camera effect. Regression is used to
predict tuna nutriment x̂tf a and ŷ
t
f a in next frame f +1. The results of regression apply inverse
transformation for moving back to original center points of predicted nutriments x̂( f+1)a and
ŷ( f+1)a.
Transformation
We are given a pair of ripple area detection ϕr( f ) = {R f 1,R f 2} in frame f . Each ripple






f ). We compute component of ripple detection
to be top-left points tl f 1,2 = (x̂tlf , ŷ
tl




f ), bottom-left points
bl f 1,2 = (x̂tlf , ŷ
br




























Fig. 4.2 Visualization of transformation and inverse transformation approaches. White bounding
box is represented as ripple detection. The center of coordinate position (0,0) after transformed
is shown in bottom-left point lb f 1 of ripple R f 1. The distance from the center of coordinate
position (0,0) to nutriment is shown by white line. Angle θ is obtained from the difference
between two center points of ripple and horizontal line. Pink line is computed by top-left points
tl f 1 of ripple R f 1 and bottom-right points br f 2 of ripple R f 2.
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After calculating the corner of ripple detection, normalizing coordinate of nutriment is
important aspect to give robust solution. The idea behind the coordinate transformation
of nutriments is that the video camera moves around and is also that there is no distance
information between camera and ripple location. The goal of normalizing coordinate is to
transform the function ϕ t( f ) of nutriments into ϕκ( f ) = {κ f 1,κ f 2, · · · ,κ f a} as normalized of
nutriments. We assume that the ripple location can be defined as the parameter to acknowledge
moving of camera and changing the distance between camera and ripple area. Bottom-left
points lb f 1 of ripple R f 1 is the new center point of normalizing coordinate with moving the
position of (0,0) pixel in image shown in Figure 4.2. To compute angle θ f of both ripples, we
use center of R f 1 and R f 2 which is defined as follow:
θ f = arctan2((ŷrf 2− ŷrf 1),(x̂rf 2− x̂rf 1)), (4.3)
Angle θ f is used to rotate center of tuna nutriment detection (x̂tf a, ŷ
t
f a) by bottom-left points
(x̂tlf 1, ŷ
br
f 1) of ripple R f 1 which is presented by:
x̂ψf a =(x̂
t
f a− x̂tlf )cos(θ f )− (ŷtf a− ŷbrf )sin(θ f )+ x̂tlf ,
ŷψf a =(x̂
t
f a− x̂tlf )sin(θ f )+(ŷtf a− ŷbrf )cos(θ f )+ ŷbrf ,
(4.4)




f a) is rotating result from a rotated function of nutriments ϕ
ψ( f ) =
{ψ f 1,ψ f 2, · · · ,ψ f a}. After normalizing using rotation, translation is applied to change the
center point from the position of (0,0) pixel in image to bottom-left points bl f 1 of ripple R f 1
















f a) is geometry transformation result after rotation from a geometry transfor-
mation function of nutriments ϕξ ( f ) = {ξ f 1,ξ f 2, · · · ,ξ f a}. Distance z is computed by top-left
points tl f 1 of ripple R f 1 and bottom-right points br f 2 of ripple R f 2 shown by:
z =
√
(x̂tlf 1− x̂brf 2)2 +(ŷtlf 1− ŷbrf 2)2. (4.6)
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Normalized of nutriment κ f a = (x̂κf a, ŷ
κ
f a) is defined as fraction of geometry transformation











Inverse transformation is used to move back to original center points of nutriments x̂ f a and
ŷ f a. This process is reverse transformation process from a function of normalized nutriment
ϕκ( f ) to ϕ t( f ). The inverse transformation is started from normalized of nutriments ϕκ( f ) to
geometry transformation ϕξ ( f ) presented by:
x̂ξf a =x̂
κ
f a ∗ z,
ŷξf a =ŷ
κ
f a ∗ z,
(4.8)
After getting geometry transformation ϕξ ( f ), translation is applied to convert from a function
of geometry transformation ϕξ ( f ) to rotated function ϕψ( f ) which is represented by:
x̂ψf a =x̂
ξ









Our goal is transforming a function of rotated nutriment ϕψ( f ) to original pixel position in
real images ϕ t( f ) using (4.4) with negative of angle θ f presented by:
θ f =−arctan2((ŷrf 2− ŷrf 1).(x̂rf 2− x̂rf 1)), (4.10)
Regression
Small and dense nutriment can easily fail to be detected for several frames because current
position and trajectory of each individual nutriment have different angle and speed. To propose
robust solution for undetected nutriments for several frames, regression can be superior algo-
rithm rather than tracking algorithm because performance of tracking depends on nutriment
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Fig. 4.3 Structure network of regression for predicting all nutriments detection in next frame.
detection results in sequential frames. To improve regression result, the complexity of network
by using multiple neuron and hidden layer is needed to precisely accurate prediction the moving
nutriment with lower error direction. Model of regression µx and µy predicts the nutriments
from current frame to next position of nutriment (x̂κ( f+1)a, ŷ
κ







The primary architecture of regression network is made in fully connected layers of 100, 80,
60, 40, 40, and 20 neurons with ReLU as activation function for individual x̂κf a and ŷ
κ
f a presented
at Figure 4.3. MSE loss is used to predict position of nutriments in next frame. Predicting
ŷκ( f+1)a, it requires two inputs x̂
κ
f a and ŷ
κ
f a because in the object trajectory, y component has
positive and negative value depending on turning point. To detect turning point, the position of
component x is necessary to classify the movement of nutriments in correct direction.
Counting Nutriments
Assuming that bottom-left points lb f 1 as the center, it can be used to define passed line to count





and (x̂lf 2, ŷ
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f 2− x̂rf 1),
ŷlf 2 =ŷ
l
f 1− (ŷrf 1− ŷrf 2),
(4.12)
where ρ = 3.6 is constant value. ρ is used to define the distance between passed line and ripple
area. The gradient α f and coefficient β f of passed line yl( f ) = α f xlf +β f is calculated as:
α f =
ŷlf 2− ŷlf 1
x̂lf 2− x̂lf 1
,
β f =ŷlf 1−α f x̂lf 1.
(4.13)
4.3 Experiment
In experiment, we describe evaluation approach to precisely presenting quantitative evaluation
with various regression models.
4.3.1 Evaluation Approach
Evaluation approach is computed by measuring minimum euclidean distance based on result
of regression models with ground truth µgt . Best regression model µ∗ with minimum error



















where ι ∈ [1,6].
4.3.2 Quantitative Evaluation
In this section, we aim to answer two main questions towards understanding our model. Firstly,
we compare the performance of different regression models and observe performance of
proposed method. In Table 4.1 shows the description of various regression models namely
R1, R2, R3, R4, R5, and R6. We train each regression model with same parameter with 106
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Table 4.1 Different regression models for evaluation process. Each model has different fully
connected (fc) layers and different number of neurons.
Methods fc1 fc2 fc3 fc4 fc5 fc6 fc7 fc8 fc9 fc10
R1 100 80 60 40 40 20
R2 200 160 120 80 80 40
R3 100 90 80 70 60 50 40 30 20 10
R4 200 180 160 140 120 100 80 60 40 20
R5 100 40
R6 200 80
Table 4.2 Statistical analysis of various regression model R1, R2, R3, R4, R5, and R6 for














R1 50 10.41 5.79 0.82 8.76 12.05
R2 50 10.84 5.77 0.82 9.20 12.48
R3 50 10.94 5.74 0.81 9.31 12.58
R4 50 10.89 5.81 0.82 9.24 12.54
R5 50 10.90 5.88 0.83 9.23 12.57
R6 50 10.99 5.82 0.82 9.34 12.64
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iterations and 10−7 as learning rate. For conclusion, we present the result for each regression
model in Table 4.2. By following quantitative evaluation, regression model R1 has lowest
minimum error distance and we apply this model to be a base of regression model.
4.4 Result
Before we start to explain result of proposed method, we firstly show evaluation result for
better understanding the behavior of proposed method. We then compare proposed method
and state-of-the-art benchmark methods of tracking algorithm on our datasets and show the
computational time to figure out the performance and advantage proposed method comparing
state-of-the-art benchmark method.
4.4.1 Evaluation Result
To acknowledge the performance YOLOv4 [17], mAP and loss are used as the training parame-
ter. To train object detection using our datasets, the detail of parameter uses 10k iterations with
512×288 pixels for image resizing from 1920×1080 pixels. Figure 4.4 displays training result
and reaches 75% of maximum mAP and 0.9 as loss value after two days training using GeForce
RTX 2080 Ti. Figure 4.5 show the result of proposed method in sequential frames of or video.
By following this graph, number of nutriments can clearly use to identify the behavior of fish
feeding activity. The number of nutriment is calculated by cumulative summation of nutriments
in 20 frames. We also tested performance regression of proposed method with state-of-the-art
tracking methods. Many of state-of-the-art tracking methods use multiple object tracking
(MOT) [105, 74, 101, 117, 113, 12, 78]. These methods perform well in six publicly databases
on pedestrian detection, MOT and person search provided by [71, 57, 30]. For evaluations, JDE
method [105] has been chosen to represent MOT as benchmark method because its method
has an accurate prediction based on re-implementation of faster object detection compared
with [74, 101, 117, 113, 12, 78]. We also use trajectory mapping [82] as a benchmark method
because its method has a good performance in application to aquaculture fish tank. The last
method to be a benchmark method is SORT [16]. We add the detection model of trajectory
mapping to completely understand performance of tracking method.
In Figure 4.6a, the proposed method is demonstrated to be able to track small nutriment
well while trajectory mapping(TM), JDE and SORT with original YOLOv3 and trajectory
mapping detection model perform poor (Figure 4.6b, 4.6c, 4.6d, 4.6e) without tracking results
of nutriments even trajectory mapping and SORT are able to detect some nutriments and ripple
area. In this cases, we assume that the benchmark methods fail to run our datasets because the
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Fig. 4.4 mAP and loss for all iterations during training model using YOLOv4 [17]. After 2k




Fig. 4.5 Result of regression and estimate of ripple behavior. This graph shows number of
nutriment in each frame. Based on this graph, the process of feeding activity is available.
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Ours 418 3.86 0.11 0.01 3.85 3.87
Trajectory Mapping(TM) 418 1.93 0.61 0.03 1.87 1.99
JDE 418 1.87 0.07 0.00 1.86 1.87
YOLOv3(TM) +Sort 418 0.47 - - - -
YOLOv3 +Sort 418 0.45 - - - -
size of nutriment is too small (maximum size is 13×36 pixels) and the speed of nutriment is
fast (average nutriment movement from fish feeding machine to ripple area is 23.8 frames).
4.4.2 Computational Time
Table 4.3 presents comparison of computation time (in fps) between proposed method and
benchmark methods (trajectory mapping, JDE and SORT with original YOLOv3 and trajectory
mapping detection model). We reach 3.86 and 0.11 fps for average and standard deviation of
computational time, respectively, while trajectory mapping needs 1.93 and 0.61 fps and JDE
spends 1.87 and 0.07 fps in which these benchmark methods runs twice slower than proposed
method. SORT provides average computational time without information of computational
time for individual frame. Computational time for both detection model of YOLOv3 and
trajectory mapping model with SORT performs worst comparing with proposed method and
other benchmark methods in which it runs 0.45 and 0.47 fps, respectively. By analyzing
computational complexity, proposed method is the fastest model with twice for the different
speed comparing benchmark methods.
4.5 Conclusion and Discussion
Feature extraction of nutriment is important to optimize the amount of nutriment giving to the
fish. Recent studies have shown that it is possible to track all detected objects in sequence
frames on video. However, there is no agreement to track multiple small and dense nutriments
and also to detect ripple activity area in the video. In this chapter, feature extraction of nutriment
has been presented and demonstrated to be promising for optimizing fish feeding process to
give an optimal rate of both costs and profits. We expect proposed method to open the door for
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future work and to go beyond for developing a large community-generated database and focus




(b) Trajectory Mapping (TM)
(c) JDE (d) YOLOv3(TM) + SORT (e) YOLOv3 + SORT
Fig. 4.6 Observation of proposed method shown in (a) and the results of benchmark methods
shown in (b), (c), (d) and (e). Red box in each image represents ground truth of nutriment. In
proposed method, there are two different colors to represent x̂κf a as blue light color and x̂
κ
( f+1)a
as purple. We can see that red box and purple points in proposed method show precisely tracked
result and it proves that proposed method predict very well while benchmark methods perform




Variance of VGG Texture
5.1 Introduction
Raising fish utilization to complete the demand of human and animal resourcing in worldwide
drives researchers exploring and improving technology in aquaculture industry [98, 5, 49].
Based on global aquaculture production statistic database [FAO], the proportion of aquatic
animals farmed is 55.1 million tonnes in 2009 and significantly increasing to 82.1 million
tonnes in 2018. This trend indicates that aquaculture industry has to create new technique to
enlarge economic scale with reducing production cost and increasing production efficiency.
In this chapter, we present an automatic controlling fish feeding machine using textural
feature to estimate ripple behavior. Our method is constructed by object detection of ripple.
Estimating ripple behavior is determined by textural feature with ripple detection area as input
image to compute global variance of VGG network [91]. Textural feature of ripple behavior can
be useful to improve the production profit in fish farms by controlling the amount of nutriment
in optimal rate and to optimize the use of fish feeding machine. The datasets are extracted from
a video camera which is set down above vessel with a highly distraction of ocean wave and
innumerable small and dense nutriments. After that, the camera captures above sea surface and
the videos transfer to a computer for further analysis.
5.2 Proposed Method
Our formulation is based on textural feature of ripple behavior as input image to compute
global variance of VGG network. In order to provide some background and formally introduce
our approach, we start by providing diagram of textural feature of ripple behavior approach.
We then explain how the proposed method works to real environment. The proposed method
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Fig. 5.1 Diagram of the proposed method. (a) The input video is received and applied object
detection using YOLOv4 [17]. (b) Textural feature of ripple behavior uses global variance of
VGG model to represent estimation of ripple behavior for each frame on input video.
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contains three parts: detection, regression and textural feature of ripple behavior which are
shown in Figure 5.1 where the detection result is represented as black color value and predicted
result of regression is shown by red color value. Regression contains both transformation and
inverse transformation, regression approach and counting nutriments while textural feature of
ripple behavior uses VGG network as extracted features to compute global variance of VGG
network.
5.2.1 Textural Feature of Ripple Behavior
Ripple activity level is determined as human perception for the size and number of ripple
appearing from fish feeding process. Human perception cannot continuously be used to adjust
fish feeding machine because its perception has no standard for validation or subjective methods.
By following that, we propose robust method to estimate ripple behavior using VGG as base
model for feature extraction which is presented in Figure 5.2. This idea is adopted from full
reference image quality assessment (FR-IQA). FR-IQA is assessment the quality of of test
images comparing with reference image for standard quality. The difference of FR-IQA and
our approach is that FR-IQA requires reference and test image while our approach only needs
single images to define ripple activity level.
VGG Feature
Given cropped image d f from point tl f 1 to br f 2 in original image as the input image of VGG
network, VGG feature of convolutional layers is calculated by:
f (d f ) = {d̂
(i)
f ( j); i = 1, · · · ,ω; j = 1, · · · ,φi}, (5.1)
where ω = 5 represents the number of VGG convolution layers. φi is the number of feature
maps in ith VGG convolution layers. Variance σ (i)f of feature maps in i
th VGG convolution













Variance of VGG Texture
Fig. 5.2 VGG architecture for calculating global variance σ f to estimate level of ripple activity.
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(a) Fish tank area without ripple behavior
(b) Fish tank area with ripple behavior
Fig. 5.3 In this observation, we estimate ripple behavior using image with and without ripple
area to compromise global variance of VGG network.
where σ (i)f ( j) is variance of each feature maps d̂
(i)
f ( j) in VGG convolution layers. Global variance
σ f is computed by:
σ f =





We then describe evaluation approach to precisely presenting quantitative evaluation with
various regression models.
5.3.1 Evaluation Approach
To observe estimation of ripple behavior, we use different image to represent performance of
global variance of VGG network which is shown in Figure 5.3. For fair comparison, we use the
image with same dimension which is 843×162 pixels. In conclusion, image without ripple in
Figure 5.3a archives 0.029 while image with ripple in Figure 5.3b reaches 0.3037.
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Fig. 5.4 Estimation of ripple behavior. This graph represents ripple behavior. Based on this
graph, the process of feeding activity is available.
54
5.4 Conclusion and Discussion
5.3.2 Result
Figure 5.4 show the result of proposed method in sequential frames of or video. By following
this graph, estimation of ripple behaviors can clearly use to identify the behavior of fish feeding
activity. Estimation of ripple behavior is computed by cumulative average of global variance in
20 frames.
5.4 Conclusion and Discussion
Feature extraction is important to optimize the amount of nutriment giving to the fish. Feature
extraction of ripple behavior has presented an agreement to complement nutriment feature.
This feature has been presented and demonstrated to be promising for optimizing fish feeding
process to give an optimal rate of both costs and profits. We have demonstrated an area with
and without ripple activity which has a big difference gap and the proposed method consistently
performs well on the video contains small and dense nutriments. We expect proposed method
to open the door for future work and to go beyond for developing a large community-generated






In recent years, camera technology affects the explosive growth of image sharing on social
networking. Massive number of images play important role on image compression [21, 66, 4]
and restoration [68, 70, 115] which will affect loss of visual information. In consequence,
flexibility of image quality metric is the most influential aspect to measure image quality from
human perception. Although human assumption can be standard of subjective evaluation, cost
and time consuming are current problem in real application. So that, estimating of visual
quality model has more attractive research topic to generalize ability of image quality model.
To develop objective image quality assessment (IQA), human perception is required to be
standard quality assessment to produce imitating quality assessment model which is more
reliable solution to identify quality of images [52]. Visualizing image quality is to assess
subjective calculation of human perception to be quantity measurement as mean opinion scores
(MOS). MOS is standard quantity assessment referred to the perceptual image quality metric,
which is important aspect for evaluation criteria on imaging technologies.
In real applications, human assumption can easily obtain quality of image by collecting in-
formation of object poses, image foreground position and blurry image background. Therefore,
collecting this information has crucial component for learning model with different features.
Separating these features can increase learning accuracy of NR-IQA method. From this moti-
vation, we propose a new novel NR-IQA method based on separating convolutional features
which make powerful model with integration of different convolutional kernel sizes and demon-
strate its strength using quantitative evaluations. Quantitative evaluations are conducted based
on cross database evaluation and show that proposed method is an effective way to increase




• We propose a new novel feature processing of NR-IQA method based on different
convolutional features which can exploit performance of learning model.
• We propose different ways to improve learning accuracy without changing training
parameter by using separation foreground and background features.
• We have done experiments with crossing evaluation from four public IQA databases
which have artificial and authentic distortions and show significantly improvement results
of proposed method comparing state-of-the-art benchmark methods.
6.2 Related Work
In this section, we categorize NR-IQA methods according to network architecture: conventional
and deep learning approaches further used to evaluate performance of proposed method.
6.2.1 NR-IQA Based on Conventional Approach
In the beginning of NR-IQA methods, feature extractor was used to transform single image
into a representative feature vector using support vector regression to estimate the MOS
value. Several conventional NR-IQA methods impersonated the natural scene statistics model
[94] to capture image behaviors. DIIVINE [73] proposed extracting scene statistics from
a distorted natural image with quality evaluation for the specific distortion on the image
using two-step frameworks. Another type for conventional NR-IQA methods was CORNIA
[112] which used code-book for local features encoding and feature pooling. This method
based on an unsupervised feature learning approach assigned raw-image-patches using max
pooling to encode the dictionary for computing efficiency. Another effective and efficient
method, BRISQUE, was introduced by [72]. This method adopted pair-wise products of locally
normalized intensity coefficient. Parameter of this model quantified the natural losses of the
image due to availability of distortion. To calculate mean of each cluster, HOSA was proposed
by [109] which computed the differences from high order statistics including skewness, mean,
and variance between local features of image and corresponding clusters. This method was also
able to map the relationship between small code-book and features encoding more thoroughly
and its method had been proven to improve the quality prediction performance.
6.2.2 NR-IQA Based on Deep learning Approach
Instead of carefully designing conventional feature extraction, NR-IQA based on deep learning
approach was able to increase learning accuracy for automatically discovering model interpreta-
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Fig. 6.1 The overview of Foreground-Background-IQA (FB-IQA) architecture.Chapter6/ Fea-
ture extraction from pretrained model is further used to analyze separating foreground and
background features with different convolutional kernel sizes. FB-IQA architecture has three
convolutional boxes namely Conv1, Conv2, Conv3 and one filter concatenation (filter concat).
Training and testing sets are randomly divided into 70% (7058 images) and 20% (2015 images)
using KonIQ-10k database [63].
tion to estimate quality scores from images. Although few availability existing IQA databases
was unsuitable to apply end-to-end learning, several NR-IQA based deep learning approaches
used pretrained model of DCNNs as feature extractors from images for further assessing
image quality based on deep learning approach. Recently, DeepRN [104] presented improving
prediction performance using large image size rather than re-sized input images. Derived from
DeepRN, Koncept was proposed by [46]. This method was trained on a higher resolution image
than DeepRN [104] models. Architecture of this method was created by feature extraction from
the Inception-ResNet-v2 [99] followed by global average pooling (GAP) and fully connected
(fc) layers to predict the value of MOS. A new training strategy of NR-IQA method based on
meta-learning was introduced by [122]. This method had the ability to quickly learn with small
training sample and unknown distortions. To determine two-level gradient descent approach,
this method used specific distortion images to learn a meta-model.
6.3 Our Approach
Fig. 6.1 shows our proposed method architecture namely Foreground-Background-IQA (FB-
IQA) which separates foreground and background features using different convolutional fea-
tures. Overall, the system architecture inputs a color image and predicts its quality prediction
score. Therefore, training and testing sets are randomly divided into 70% (7058 images) and
20% (2015 images) using KonIQ-10k database [63]. To estimate image quality prediction,
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Fig. 6.2 There are three layers inside of convolutional (Conv) box: convolution 2D (Conv 2D),
batch normalization, and rectified linear unit (ReLU).
proposed method requires training set and corresponding empirical score of MOS. The detail
of architecture of FB-IQA and data transformation are outlined in below.
6.3.1 FB-IQA Architecture
Our proposed system relies on pretrained model of Inception-Resnet-v2 architecture [99] as a
base model which are interesting result on image classification [27]. Feature extraction from
pretrained model is further used to analyze separating features with different convolutional
features. Detail information inside of each convolutional box is presented in Fig. 6.2. Each
convolutional box has three layers: convolution 2D, batch normalization, and rectified linear
unit (ReLU).
Given an input feature X(B,Cx) of convolution 2D, the output feature after convolution 2D
X̂(B,Cx̂) is defined by:






where δ and ϕ are the learnable bias and weight to reflecting input convolutional layer X to
output convolutional layer X̂ . ⋆ is the valid 2D cross-correlation operator while B and C are a
batch size and a number of channels, respectively. In our proposed system, the batch size B
is set to 10. To define learnable weight ϕ , this function is randomly sampled from −ϕ to ϕ






k ∗∏1i=0 ξ iCx̂ j
, (6.2)
where ξCx̂ j is kernel size of convolutional layer X̂ . Negative learnable weight −ϕ can reduce
the value of convolutional output X̂ while positive learnable weight ϕ shows the important
value of convolutional output X̂ . In Fig. 6.1, our network has three convolutional boxes namely
Conv1, Conv2 and Conv3. The kernel size ξ for each convolutional box is empirically defined
as 1×1 for Conv1, Conv3 and 5×5 for Conv2.
After computing convolution 2D, batch normalization is applied to speed up convergence
as described in [48]. Given a layer with j-dimensional output feature after convolution 2D,





∗ γ +β , (6.3)
where µ and σ are mean and variance of x̂ j and will be optimized during training process. γ
and β are learnable of vectors X̂ . In our experiment, we use default value of γ and β which set
to 1 and 0, respectively. During evaluation, µ and σ are used for normalization with a default
value for momentum set to 0.1. ε is learning rate applied to control numerical stability and
error handle of the variance σ .
After batch normalization, we apply ReLU [75] as activation function to speed up the
convergence of loss value during training process [54] calculated as follows:
ReLU(Y ) = max(0,Y ). (6.4)
Beside of three convolutional boxes, our network also has one filter concatenation (filter concat).
For each convolutional box, we set up C1x̂ = 512, C
2
x̂ = 512, and C
3
x̂ = 1024 for Conv1, Conv2,
and Conv3, respectively. Given C1x̂ , C
2
x̂ as input of filter concatenation, the number of channel






Our proposed model involves two elements: convolutional layers with GAP followed by fc
layers. GAP is a pooling layer with adaptive averaging calculation on entire input signal while
fc layers are sequential layers where all outputs from one layer are connected to be the inputs
in the next layer. Fc layers can easily produce over-fitting during training process. To avoid it,
drop-out [95] function is applied to solve over-fitting between training and validating images.
This function randomly applies zero values with probability λ using a Bernoulli distribution for
some input elements of fc layer. For each channel, the values will be forced to independently
be zero for each forward call. As described in [44], this function has effectively proven to
regularize and prevent the ability for neuron adaption. In our experiments, we use four fc
layers, namely f c1, f c2, f c3, and f c4 with 2048, 512, 128, 1 of neurons. For each fc layer f c1,
f c2, and f c3, we apply different probability of drop-out λ1 = 0.25, λ2 = 0.25, and λ3 = 0.4,
respectively.
6.3.2 Data Transformation
Image transformation is applied during training process to build more complex transformation
pipeline. In our network, we have three different image transformations namely T1, T2, and T3.
These transformations are used for manipulating input image I in sequentially processing. T1
and T2 use random horizontal flip with probability 0.5 while T3 applies random rotation from
−90° to 90° and random scaling from 0.9 to 1.1. Our transformation only uses different image
perspectives without changing intensity and color values because in our assumption, changing
intensity and color values will affect the image quality itself. Our optimization function uses
Adam [53] as gradient-based optimization of stochastic objective functions in which the detail
of optimization process is further presented in next section.
6.3.3 Optimization Process
Based on Algorithm 3, our goal is that we input images from testing set J into FB-IQA network
to generate the predicted quality score q defined as follow:
q = f (J; χbest), (6.6)
where χbest denotes the best network parameter of FB-IQA. Given training set images I to be
mini-batch IKτ , we use mean square error to minimize loss function between the predicted and
ground-truth quality scores of mini-batch IKτ taking the following form:
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Algorithm 3: FB-IQA algorithm
Input :Images from training set: I, images from testing set: J, initial
model parameters χ0, ground-truth MOS p.
Output :Predicted quality score q for J.
1 Randomly initialize model parameters χ0;
2 Initialize νbest ← 9999 and χbest ← χ0;
3 for τ ← 1 to 3 do
4 for iteration = 1,2, . . . do
5 Mini-batch IKτ in training set I;
6 for k← 0 to Kτ do
7 Compute νk = ( f (υKτ ; χk)− p)2;
8 if νk < νbest then
9 Update νbest ← νk and χbest ← χk;
10 end




15 Input J into the quality model χbest ;
16 Return q.
νk = ( f (IKτ ; χk)− p)2, (6.7)
where χ0 is randomly defined as the initialized network parameters. p denotes the ground-truth
quality score of mini-batch IKτ . Therefore, the first-order gradients of loss function v(k) relates
to all model parameters defined as:
gk = ∇νk( f (χ)). (6.8)
Then, we update the model parameters for Kτ ∈ {1,2, · · · ,k} steps using the Adam [53]
optimizer which is shown as:






where ε is learning rate applied to control numerical stability and error handle of
√
nk+1 with
1e−8. ατ is the inner learning rate with τ ∈ {1,2,3}. In our experiment, we define α1, α2,
and α3 with 1e−4, 1e−4, and 1e−5, respectively. mk+1 and nk+1 denote the first moment
and second raw moment of gradients, which are formulated as:
















where δ1 and δ2 are the exponential decay rates of mk+1 and nk+1, respectively.
6.4 Optimization Process
Algorithm 4: FB-IQA algorithm
Input :Training set of images: I, testing set of images: J, initial model
parameters χ0, ground-truth MOS p.
Output :Predicted quality score q for J.
1 Randomly initialize model parameters χ0;
2 Initialize νbest ← 9999 and χbest ← χ0;
3 for τ ← 1 to 3 do
4 for iteration = 1,2, . . . do
5 Mini-batch IKτ in training set I;
6 for k← 0 to Kτ do
7 Compute νk = ( f (υKτ ; χk)− p)2;
8 if νk < νbest then
9 Update νbest ← νk and χbest ← χk;
10 end








Based on Algorithm 4, our goal is to input testing set of images J into FB-IQA network to
generate the predicted quality score q defined as follow:
q = f (J; χbest), (6.12)
where χbest denotes the best network parameter of FB-IQA. Given training set images I to be
mini-batch IKτ , we use mean square error to minimize loss function between the predicted and
ground-truth quality scores of mini-batch IKτ taking the following form:
νk =
∑( f (IKτ ; χk)− p)2
#p
, (6.13)
where p denotes the ground-truth quality score of training set of images I. Therefore, the
first-order gradients of loss function v(k) relates to all model parameters defined as:
gk = ∇νk( f (χ)). (6.14)
Then, we update the model parameters for Kτ ∈ {1,2, · · · ,k} steps using the Adam [53]
optimizer which is shown as:




where ε is learning rate applied to control numerical stability and error handle of
√
nk+1 with
1e−8. ατ is the inner learning rate with τ ∈ {1,2,3}. In our experiment, we define α1, α2,
and α3 with 1e−4, 1e−4, and 1e−5, respectively. mk+1 and nk+1 denote the first moment
and second raw moment of gradients, which are formulated as:






















Images Score type Score range
LIVE [89] artificial 987 DMOS [0, 100]
CSIQ [55] artificial 866 DMOS [0, 1]
LIVE-itW [34] authentic 1,162 MOS [0, 100]
KonIQ-10k [63] authentic 10,073 MOS [0, 100]
Table 6.1 Comparison of subjective evaluation IQA databases from human assumption. MOS
represents subjective human perception to images while DMOS is different quality scales from
reference image.
where δ1 and δ2 are the exponential decay rates of mk+1 and nk+1, respectively.
6.5 Experiments
In this section, we firstly explain the details of databases used to evaluate learning accuracy of
proposed and state-of-the-art benchmark methods. After that, evaluation approach applies four
different measurements: mean absolute error (MAE), root mean square error (RMSE), pear-
son’s linear correlation coefficient (PLCC), and spearman’s rank order correlation coefficient
(SROCC) as evaluation criteria. Ablation study presents further exploring the effectiveness
of our method comparing with base model. In last, we compare performance of proposed
method and state-of-the-art benchmark methods to show that proposed method has superior
result among them. For fair comparison, we train and test proposed and benchmark methods
for each database and also evaluate their performance with crossing database evaluation.
6.5.1 Databases
We evaluate the performance of proposed method with two types of databases: artificially and
authentically distorted IQA databases. Artificially distorted is the distortion type created by
adding specific distortion such as blurring [60] to the reference image while authentically dis-
torted is naturally distortion which is no reference image to create it. The detail of information
for each database is listed in Table 6.1. In our application, we use two artificially distorted
databases (LIVE [89] and CSIQ [55]) and two authentically distorted databases: LIVE in the
Wild (LIVE-itW) [34] and KonIQ-10k [63]. In Fig. 6.3, we also present the distribution for
each database based on different mean opinion scores (DMOS) or MOS which have various dis-
tributions for each database. DMOS is calculated using different quality scales from reference
image as standard of perfect quality.
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Fig. 6.3 The distribution of DMOS and MOS in various score ranges. The quality scale of
LIVE [89], LIVE-itW [34], and KonIQ-10k [63] databases is started from 0 (worst) to 100
(best). CSIQ database [55] has the quality scale started from 0 (worst) to 1 (best).
Artificially distorted IQA databases
Most of artificially distorted databases such as LIVE [89] and CSIQ [55] are evaluated by
the form of DMOS. LIVE [89] database has six subsets with 987 images. Reference image
contains 29 images where each image is chosen with high quality and resolution color images
and it is collected from photographic CD-ROMs and internet. These images have several
objects including people faces, animals, wide-angle and closeup shots, hand-crafted objects,
and nature scenes with different foreground and background poses and appearances. To
generalize selection method, these images are chosen without any specific object of interest.
User participation evaluates these distorted images based on reference images as the quality
scores which have a range from 0 to 100. Higher score represents higher the quality of image
and closely to the reference images. Another artificially distorted database, CSIQ [55], consists
of 30 reference images. Each reference image applies one of six distortion types. For each
distortion, it contains from four to five different distortion levels. These images are evaluated
by subjective calculation of human assumption using a linear displacement. The observer
perceives side-by-side of all four calibrated LCD monitors with equal viewing distance. From
35 different observers, they create 5000 subjective ratings which also have a range from 0 to 1.
A larger value denotes greater visual distortion compared to the corresponding reference image.
Authentically distorted IQA databases
Authentically distorted IQA databases such as LIVE-itW [34] and KonIQ-10k [63] are generally
evaluated by the MOS value. LIVE-itW [34] database is taken from mobile camera which has
naturally distortion types such as JPEG compression, underexposure, overexposure, motion
blur, low resolution image, and noise. This database contains 1,162 images where the quality
scores of these images are obtained by the experiment from crowd-sourcing and the interval
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range of quality score is started from 0 to 100. Higher score represents higher the quality of
image. A large-scale authentically distorted IQA database, KonIQ-10k, was introduced by [63]
which consists of 10,073 images. These images are selected from a massive public multimedia
database and randomly chosen from 9,974,030 image records. This database is computed by
four types of measurements such as sharpness, contrast, colorfulness, and brightness which
have the most correlated with human perception. The quality score of each image is computed
by averaging of five-point ratings between 120 workers and scoring has the range from 0 to
100. Higher score also indicates higher the quality of image.
6.5.2 Evaluation Approach
In our experiment, we use four different types of measurements such as MAE, RMSE, PLCC,
and SROCC to evaluate performance of proposed method and state-of-the-art benchmark
methods. MAE and RMSE are generally used to evaluate performance between predicted and
actual values. MAE is used to measure errors between predicted and actual values expressing







where pn and qn are the ground-truth and predicted MOS of n-th image. On the other hand,








Lower value of MAE and RMSE represents better correlation between ground-truth and
predicted MOS score. RMSE is a reliable measurement to compare prediction errors of model
configurations for a particular variable and it is not between variables. To represent correlation
between variables, we use PLCC and SROCC as indicator. PLCC is used to measure the












Model Methods MAE ↓ RMSE ↓ PLCC ↑ SROCC ↑
Inception-v4 [99]
Baseline 4.523 5.908 0.924 0.906
FB-IQA 4.348 5.763 0.928 0.911
Inception-
Resnet-v2 [99]
Baseline 4.558 5.974 0.922 0.903
FB-IQA 4.399 5.748 0.931 0.914
Table 6.2 Ablation study results (MAE, RMSE, PLCC and SROCC) on KonIQ-10k [63]
database with different pretrained models: Inception-v4 [99] and Inception-Resnet-v2 [99]. For
comparison, the best results on all measures are shown in boldfaced.
where µp and µq are global average of ground-truth and predicted MOS, respectively. Let dn








SROCC assesses monotonic relationships whether correlation between these variables is linear
or nonlinear. Both PLCC, and SROCC have dynamic range starting from −1 to 1. Positive and
negative value represent positive and negative correlation between ground-truth and predicted
MOS score, respectively.
6.5.3 Ablation Study
To investigate the effectiveness of FB-IQA architecture, we conduct ablation studies in this
experiment. Firstly, we remove three convolutional layers Conv1, Conv2, and Conv3 and filter
concatenation in our network (called Baseline). After that, we train and test Baseline and
FB-IQA models with the same data transformation. To prove that FB-IQA is effective way,
we also use different pretrained models (Inception-v4 [99] and Inception-Resnet-v2 [99]).
The database used in this experiment is KonIQ-10k [63] database which will be randomly
separated into 70%, 20%, 10% of total images as training, testing, and validating images. The
results of all testing images are presented in Table 6.2. Based on this table, it proves that
FB-IQA has obvious result compared to Baseline by a large margin on all measures. When
we use Inception-Resnet-v2 [99] as pretrained model, FB-IQA reachs 4.399, 5.748, 0.931,











Fig. 6.4 Scatter plots of predicted MOS by (a) Baseline and (b) FB-IQA versus ground truth
MOS using Inception-v4 [99]. Scatter plots are also used to show predicted MOS by (c)
Baseline and (d) FB-IQA using Inception-Resnet-v2 [99] versus ground truth MOS. All models
are trained and tested on KonIQ-10k [63] database which is divided to training set (7,058
images) and test set (2,015 images). Each point in the scatter plots corresponds to an image
where x-axis and y-axis represent ground truth of the MOS and the predicted MOS, respectively.
RMSE, PLCC and SROCC, respectively. FB-IQA also performs well comparing Baseline
when pretrained model is replaced with Inception-v4 [99]. In Fig. 6.4, the detail of distribution
for each point corresponding to an image is shown by scatter plot. Compared with the Baseline,
FB-IQA shows outperforming result and can improve learning accuracy of NR-IQA model
with attaching three convolutional layers and filter concatenation between pretrained model
and GAP layer. In this experiment, we have demonstrated the effectiveness of FB-IQA in
application to NR-IQA and can be widely applied to various models.
6.5.4 Evaluation Performance
For fair comparison, conventional approaches including DIVIINE [73], CORNIA [112],
BRISQUE [72], and HOSA [109] were trained and tested by the same strategy from orig-
inal authors while deep learning approaches (DeepRN [104], Koncept [46], MetaIQA [122])
were trained and tested using same data transformation from proposed method. We use four
different databases such as LIVE [89], CSIQ [55], LIVE-itW [34], and KonIQ-10k [63]. For
each database, it is randomly divided into 70%, 20% and 10% of total images as training,
testing and validating images without overlapping from each others. In Table 6.3, the best
and second best results among them for each database are shown in bold-text on red and blue
color, respectively. Based on this table, FB-IQA outperforms the existing methods in the best
and the second best position by a large margin in PLCC and SROCC except Koncept [46]
which performs the second best on LIVE database [89]. For conclusion, FB-IQA is superior
comparing with state-of-the-art benchmark methods including conventional and deep learning
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PLCC ↑ SROCC ↑
Methods LIVE [89] CSIQ [55] LIVE-itW [34] KonIQ-10k [63] LIVE [89] CSIQ [55] LIVE-itW [34] KonIQ-10k [63]
DIIVINE [73] 0.8434 0.6652 0.5652 0.6125 0.8233 0.6192 0.5462 0.5892
CORNIA [112] 0.9338 0.7783 0.6257 0.8086 0.9302 0.6961 0.5963 0.7893
BRISQUE [72] 0.9174 0.7906 0.6104 0.7074 0.9114 0.7013 0.5801 0.7058
HOSA [109] 0.9403 0.7893 0.6451 0.8281 0.9397 0.7083 0.6170 0.8057
DeepRN [104] 0.9777 0.9752 0.8181 0.9140 0.9776 0.9760 0.7411 0.8900
Koncept [46] 0.9821 0.9793 0.8030 0.9153 0.9816 0.9764 0.7334 0.8978
MetaIQA [122] 0.9766 0.9724 0.7743 0.8813 0.9753 0.9729 0.7193 0.8888
FB-IQA(Inception-v4 [99])(Ours) 0.9729 0.9818 0.8318 0.9276 0.9719 0.9818 0.7598 0.9112
FB-IQA(Inception-Resnet-v2 [99])(Ours) 0.9833 0.9846 0.8237 0.9315 0.9828 0.9822 0.7692 0.9140
Table 6.3 Comparison results (PLCC and SROCC) of FB-IQA with several state-of-the-art
NR-IQA methods on artificial authentic distorted IQA databases (LIVE [89] and CSIQ [55])
and authentic distorted IQA databases (LIVE-itW [34] and KonIQ-10k [63]). For comparison,
the best and second best results on PLCC and SROCC for each database are shown in bold-text
on red and blue color, respectively.
approaches. With this quantitative evaluation, we can be concluded that FB-IQA performs well
in four public databases.
6.5.5 Cross Database Evaluation
To evaluate the generalization capability, we trained FB-IQA on specific database and tested
on entire databases. In Table 6.4, the value in the same training and testing database is
produced from 70%, 20%, 10% of total images as trained, tested, and validated images without
overlapping from each others. On the other hand, the value from different databases is trained
by 70% of total images from trained database and tested by all images in tested database.
Before we train in entire databases, we firstly normalize the subjective scores DMOS and MOS
of images to be in the range started from 0 to 100 for fair comparison during cross evaluation.
Cross database evaluation can be concluded that FB-IQA performs well in different subjective
scores. In Table 6.5, the detail performance of proposed method and several NR-IQA method
based on deep learning approach (DeepRN [104], Koncept [46], MetaIQA [122]) is trained
on KonIQ-10k [63] database and tested on entire databases. Based on this table, FB-IQA is
significantly improvement result comparing state-of-the-art benchmark methods by a large
margin on all measures and the best results among them for each database and measure are
shown boldfaced. We also report training on LIVE [89], CSIQ [55], and LIVE-itW[34] and












LIVE [89] 3.3243 13.4226 16.9102 20.9976
CSIQ [55] 9.6095 3.6838 17.3657 22.8985
LIVE-itW [34] 17.0191 17.1919 8.7336 10.2270
KonIQ-10k [63] 15.4757 21.7364 13.1366 4.3995
RMSE ↓
LIVE [89] 4.2305 17.3600 21.3135 26.6739
CSIQ [55] 12.4470 4.7841 22.1622 28.5549
LIVE-itW [34] 22.3248 20.4968 11.6876 13.2093
KonIQ-10k [63] 17.9158 25.5198 15.3444 5.7478
PLCC ↑
LIVE [89] 0.9833 0.7797 0.4183 0.5459
CSIQ [55] 0.8715 0.9846 0.3673 0.5026
LIVE-itW [34] 0.5151 0.6300 0.8318 0.7627
KonIQ-10k [63] 0.8008 0.7183 0.8378 0.9315
SROCC ↑
LIVE [89] 0.9828 0.7597 0.4000 0.5643
CSIQ [55] 0.8830 0.9822 0.3610 0.5057
LIVE-itW [34] 0.6207 0.5441 0.7598 0.6748
KonIQ-10k [63] 0.8234 0.7130 0.8185 0.9140
Table 6.4 Cross database evaluation of FB-IQA (MAE, RMSE, PLCC, and SROCC) on five
benchmark databases. FB-IQA is trained on specific database and tested on entire databases.
For comparison, the best results on training set from the same database are shown in boldfaced.
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Database Method MAE ↓ RMSE ↓ PLCC ↑ SROCC ↑
LIVE [89]
DeepRN [104] 16.7720 19.9585 0.6449 0.7087
Koncept [46] 16.3148 18.9406 0.7266 0.7598
meta-IQA [122] 16.4059 19.3515 0.6739 0.7124
FB-IQA (Ours) 15.4757 17.9158 0.8008 0.8234
CSIQ [55]
DeepRN [104] 22.1963 25.7765 0.6476 0.6596
Koncept [46] 22.1271 26.0032 0.6638 0.6534
meta-IQA [122] 21.7430 25.7488 0.6640 0.6332
FB-IQA (Ours) 21.7364 25.5198 0.7183 0.7130
LIVE-itW [34]
DeepRN [104] 13.3557 15.6656 0.7965 0.7834
Koncept [46] 14.4944 16.7944 0.7913 0.7777
meta-IQA [122] 13.5184 15.9939 0.7855 0.7752
FB-IQA (Ours) 13.1366 15.3444 0.8378 0.8185
KONIQ-10k [63]
DeepRN [104] 5.4693 6.8236 0.9140 0.8900
Koncept [46] 4.9327 6.4849 0.9153 0.8978
meta-IQA [122] 5.2833 7.4815 0.8813 0.8888
FB-IQA (Ours) 4.3995 5.7478 0.9315 0.9140
Table 6.5 Performance FB-IQA and several state-of-the-art NR-IQA methods with trained on
KonIQ-10k [63] database and tested on entire databases. For comparison, the best results on all
measures for each database are shown in boldfaced.
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Database Method MAE ↓ RMSE ↓ PLCC ↑ SROCC ↑
LIVE [89]
DeepRN [104] 4.6829 5.8970 0.9777 0.9776
Koncept [46] 3.9134 4.9609 0.9821 0.9816
meta-IQA [122] 4.1084 5.1012 0.9766 0.9753
FB-IQA (Ours) 3.3243 4.2305 0.9833 0.9828
CSIQ [55]
DeepRN [104] 14.8032 18.7419 0.7632 0.7307
Koncept [46] 14.4880 18.4973 0.7644 0.7535
meta-IQA [122] 15.2368 21.9710 0.6715 0.7586
FB-IQA (Ours) 13.4226 17.3600 0.7797 0.7597
LIVE-itW [34]
DeepRN [104] 16.8640 21.3090 0.3686 0.3629
Koncept [46] 17.0614 21.5023 0.3823 0.3811
meta-IQA [122] 18.5168 25.9477 0.3076 0.3603
FB-IQA (Ours) 16.9102 21.3135 0.4183 0.4000
KonIQ-10k [63]
DeepRN [104] 18.1234 24.8225 0.4631 0.5383
Koncept [46] 21.9435 30.8545 0.4880 0.5730
meta-IQA [122] 33.8798 61.7933 0.3603 0.5363
FB-IQA (Ours) 20.9976 26.6739 0.5459 0.5643
Table 6.6 Performance FB-IQA and several state-of-the-art NR-IQA methods trained on LIVE
[89] database and tested on entire databases. For comparison, the best results on all measures
for each database are shown in boldfaced.
6.6 Additional Experimental Results
In this section, we present additional experimental results of FB-IQA and several state-of-the-
art NR-IQA method based on deep learning approach such as DeepRN [104], Koncept [46]
and MetaIQA [122]. Previously, strategy to separate training, testing and validating images
has been explained on main paper. Table 6.6, 6.7, and 6.8 show the performance FB-IQA
and state-of-the-art NR-IQA methods trained on LIVE [89], CSIQ [55] and LIVE-itW [34]
databases and tested on entire databases, respectively.
In Table 6.6, FB-IQA performs the best when it is tested on LIVE [89] and CSIQ [55]
databases for all measures and also shows good performance with small margin result from the
best when it is tested on LIVE-itW [34] and KonIQ-10k [63] databases. Furthermore, table
6.7 shows that FB-IQA has obvious result compared to other methods by a large margin on
all measures except PLCC and SROCC on LIVE [89] database and SROCC on KonIQ-10k
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Database Method MAE ↓ RMSE ↓ PLCC ↑ SROCC ↑
LIVE [89]
DeepRN [104] 9.6555 13.0406 0.8952 0.8895
Koncept [46] 10.1721 12.5469 0.8817 0.8794
meta-IQA [122] 10.0386 12.6349 0.8900 0.8938
FB-IQA (Ours) 9.6095 12.4470 0.8715 0.8830
CSIQ [55]
DeepRN [104] 5.3201 6.4792 0.9752 0.9760
Koncept [46] 4.5013 5.6242 0.9793 0.9764
meta-IQA [122] 5.2832 6.7181 0.9724 0.9729
FB-IQA (Ours) 3.6838 4.7841 0.9846 0.9822
LIVE-itW [34]
DeepRN [104] 19.3726 24.4483 0.3212 0.2888
Koncept [46] 18.5966 24.8297 0.3274 0.3362
meta-IQA [122] 19.6462 24.9320 0.3639 0.3439
FB-IQA (Ours) 17.3657 22.1622 0.3673 0.3610
KonIQ-10k [63]
DeepRN [104] 22.9241 29.7519 0.4966 0.4658
Koncept [46] 25.6686 35.5859 0.4436 0.5223
meta-IQA [122] 25.9595 33.8654 0.4826 0.5282
FB-IQA (Ours) 22.8985 28.5549 0.5026 0.5057
Table 6.7 Performance FB-IQA and several state-of-the-art NR-IQA methods trained on CSIQ
[55] database and tested on entire databases. For comparison, the best results on all measures
for each database are shown in boldfaced.
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Database Method MAE ↓ RMSE ↓ PLCC ↑ SROCC ↑
LIVE [89]
DeepRN [104] 16.2547 22.4086 0.5727 0.6620
Koncept [46] 16.4702 22.8716 0.5578 0.6156
meta-IQA [122] 16.2296 23.1367 0.5734 0.6604
FB-IQA (Ours) 17.0191 22.3248 0.5151 0.6207
CSIQ [55]
DeepRN [104] 17.3626 20.5728 0.6236 0.5755
Koncept [46] 17.4129 20.7814 0.6224 0.5578
meta-IQA [122] 17.7591 21.1507 0.6203 0.6158
FB-IQA (Ours) 17.1919 20.4968 0.6300 0.5441
LIVE-itW [34]
DeepRN [104] 9.1001 11.9741 0.8181 0.7411
Koncept [46] 9.4824 12.4099 0.8030 0.7334
meta-IQA [122] 10.1313 13.2536 0.7743 0.7193
FB-IQA (Ours) 8.7336 11.6876 0.8318 0.7598
KonIQ-10k [63]
DeepRN [104] 10.6456 12.2106 0.7573 0.7566
Koncept [46] 10.3950 12.6297 0.7349 0.7507
meta-IQA [122] 10.6019 13.3978 0.7469 0.6806
FB-IQA (Ours) 10.2270 13.2093 0.7627 0.6748
Table 6.8 Performance FB-IQA and several state-of-the-art NR-IQA methods trained on LIVE-
itW [34] database and tested on entire databases. For comparison, the best results on all
measures for each database are shown in boldfaced.
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[63] database. When FB-IQA is trained on LIVE-itW [34] database, it also achieves the best
on CSIQ [55] and LIVE-itW [34] database except SROCC measure on CSIQ [55] database in
which Meta-IQA [122] perform the best presented on Table 6.8. Moreover, FB-IQA can be
competed with other methods when it is tested on LIVE [89] and KonIQ-10k [63] databases
with small margin for differences.
Based on our experiments, FB-IQA always achieves the best when it is trained and tested
on the same database. It also performs well on different trained and tested databases comparing
state-of-the-art NR-IQA methods for overall performance. Based on these tables, FB-IQA
performs to be the best method comparing state-of-the-art NR-IQA methods to predict image
quality by quantitative cross database evaluation.
6.7 Conclusions
In this chapter, we have demonstrated a new novel feature processing using different convo-
lutional features. Unlike the previous methods which predict the MOS using DCNNs model,
our proposed networks focus on separating features to collect information of object poses,
image foreground position and blurry image background. Our architecture can exploit learning
accuracy of NR-IQA based on Inception-Resnet-v2 as a base model and separating features
using different convolutional kernel sizes on four public databases (LIVE, CSIQ, LIVE-itW,
and KonIQ-10k). With same training and testing strategy, adding architecture of DCNNs with
three convolutional boxes and one filter concatenation is one innovation of our approach in
which it can burst learning accuracy comparing Baseline model. In our experiments, we have
clearly shown that FB-IQA architecture can improve the performance of learning accuracy with
respect to previous state-of-the-art benchmark methods. We have used four public databases
and showed that FB-IQA is an effective way to increase learning accuracy and it can be widely
applied to various models. We expect the next steps of our work to be taken towards a more
attractive for feature extraction of DCNNs, and focus on integrating DCNNs architecture to





This thesis has investigated a new topic for controlling fish feeding machine using feature
extraction of nutriment and ripple behavior. This thesis has made a number of significant
contributions to the aquaculture field. In addition, we provide suggestions for areas that warrant
future attention.
The organization of this chapter is as follows. Section 7.1 presents conclusion and discussion
of the thesis. We then explain limitation and future work of proposed method in section 7.2 and
7.3.
7.1 Conclusion and Discussion
Feature extraction in application to aquaculture is important feature to optimize the amount of
nutriment giving to the fish. Feature extraction of nutriment and ripple behavior has presented
an agreement to complement each other. Recent studies have shown that it is possible to
track all detected objects in sequence frames on video. However, there is no agreement to
track multiple small and dense nutriments and also to detect ripple activity area in the video.
Feature extraction of nutriment and ripple behavior has been presented and demonstrated to be
promising for optimizing fish feeding process to give an optimal rate of both costs and profits.
We have demonstrated an area with and without ripple activity which has a big difference gap
and the method consistently performs well on the small and dense nutriments videos. Image
quality assessment can also be suggested method for ripple behavior to calculate activity of
ripple. We also show the result using image quality assessment architecture to predict the




There are several limitations of this thesis which is described in below:
• Large dataset is an issue of this research because collecting the video has limited location
in Kyushu area.
• To prove that IQA model can apply to fish feeding application, we need to manually
annotating the video of fish feeding and train IQA model to that dataset.
• Dataset annotation should be created for easier evaluation process.
• Video which has different weather conditions should be added to the new dataset to make
robust result comparing with specific weather.
7.3 Future Work
We expect proposed method to open the door for future work and to go beyond for developing
a large community-generated database and focus on integrating with the sensors to give more
accurate and robust results. We also expect to build whole automatic system to apply in other
fish feeding datasets and create the system to estimate degree of hunger of fishes.
7.4 Contribution on Computer Vision Community
FB-IQA creates several contributions for increasing learning accuracy using adding some
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