Abstract: Direct measurement of strain within muscle is important for understanding muscle 8 function in health and disease. Current technology (kinematics, dynamometry, electromyography) 9 provides limited ability to measure strain within muscle. Regional fiber orientation and length are 10 related with active/passive strain within muscle. Currently, ultrasound imaging provides the only 11 non-invasive means of observing regional fiber orientation within muscle during dynamic tasks.
Introduction

27
This paper presents a novel application of deconvolutional neural networks for estimating full 28 regional skeletal muscle fiber orientation directly from standard frame rate (25Hz) b-mode 29 ultrasound images. In recent years, ultrasound has become a valuable and ubiquitous clinical and 30 research tool for understanding the changes which take place within muscle in ageing, disease, 31 atrophy, and exercise. Ultrasound has been proposed [1] as a non-invasive alternative to 32 intramuscular electromyography (iEMG) for measuring twitch frequency, useful for early the 33 diagnosis of motor neuron disease (MND) . Ultrasound has also recently demonstrated application to 34 rehabilitative biofeedback [2] . Other computational techniques have been developed for muscle-and/or typically providing low resolution estimates (i.e. one angle for an entire muscle region).
48
Further, to our knowledge, nobody has attempted the deep (more challenging) muscles. All previous 49 methods depend on some parameterization of features such as Gabor wavelets [4] , [5] , and/or edge 50 detectors and vessel enhancement filters [4] - [8] , [14] - [16] . In all cases, parameters are empirically 51 chosen and/or are based on assumptions about how the descriptive features will present within an 52 image. In the studies we are aware of, parameters are chosen presumptuously or empirically rather 53 than tuned with a multiple-fold cross-validation set, and since the authors unanimously write that 54 results are sensitive to parameter changes, the assumption is that real world performance may not be 55 as optimistic as reported. 
64
artefacts/reflections, skin/fat layers, connective tissues, etc…). These fundamental facts are a strong 65 limiting factor to the potential of methods such as the RVHT and the Radon Transform [7] .
66
Rana and colleagues [5] introduced a method which potentially allowed estimation of local 67 orientation, although after suggesting this, the mean of local orientations is used to produce another 68 method which provides an estimate of the overall fiber orientation. 
96
Several important problems have been identified as unaddressed from a review of previous 97 methods for estimating full regional fiber orientation in multiple layers of muscle; most commonly,
98
the lack of error evaluation on real data, estimating overall fiber orientation and not local orientation,
99
limited application to superficial muscles only, and presumptuous justification for chosen 100 parameters. We propose to address these problems by introducing advanced machine learning 
104
The application of machine learning to estimating local fiber orientations has thus far not been 
Generating Ground Truth
135
Following data collection, we extracted all frames beginning one frame before contraction 
Wavelet Filter Bank Method
161
The wavelet method was implemented faithful to the original paper [6] . A bank of 180 Gabor 162 wavelet filters was generated spanning 0°-179° in 1° increments using,
where k is the kernel size (k = 20), d is a damping term (d = 51.243), α is the orientation, and f is the 165 spatial frequency (f = 7). Initially, all parameters were set as originally described in [6], and after a 166 first analysis, some parameters (f and k) were varied (f = 9, f = 11, f = 13, k = f*3-1) to give some scope 167 to the potential of this method on real data. Vessel enhancement was performed using a Matlab 
172
To analyse an image, the image was filtered with the vessel enhancement filter and then 
DCNN Cross-Validation and Regularization
200
To optimize and test generalization (estimated real-world performance), leave one person out 
Results
216
Following model optimization of the wavelet and DCNN methods, both methods were 217 compared against the ground truth labels using a range of error measures, thus making the work 
237
The wavelet method was evaluated using the optimal parameters (within the range of 238 parameters investigated) for each muscle/compartment, separately. To find the optimal parameters 239 within each muscle, the local orientation over each pixel identified by the wavelet method was 240 compared to each pixel of the ground truth by root mean square error (RMSE) (see fig. 3 
249
For the optimal models within each muscle/compartment, the deviations of predicted local fibre
250
orientations from ground truth were much too high to be useful in any real context, particularly in 251 the Sol (compartment 1) muscle, which reports an optimal RMSE of over 26° (see fig. 3 ). Discrepancies
252
were much lower in the GM and Sol (compartment 2) muscles at 11.3° and 7.1°, respectively. Visual 
259
Application of the wavelet method was computationally expensive using the Matlab framework,
260
with full regional analysis (whole image including all muscles) taking between one and two hours to 261 process all 504 images for a single set of parameters. We note that this can be significantly improved
262
upon with the use of graphics processing units (GPUs) and/or a full compiled language (such as
263
C/C++).
264
DCNN Method
265
The DCNN method was evaluated using the optimal models as identified by cross-validation 266 (see sec. 2.6). Following, the output heat-map from the DCNN for all 504 images was compared to 267 the ground truth using mean difference (MD) and mean absolute error (MAE), to be compared with 268 the wavelet method (see sec. 3.1). Visual comparisons were also made by comparing the DCNN
269
predictions, presented as a heat-map, to the ground truth, also presented as a heat-map (see fig. 5 ).
270
The most immediate result of visual comparisons was the ability of the DCNN to 'color-code' the 
281
where curvature starts to increase rapidly. 
347
Conflicts of Interest:
The authors declare no conflict of interest.
348
