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Abstract 
De Souza, CC. and C.C. Ribeiro, Heuristics for the minimum rectilinear Steiner tree problem: new 
algorithms and a computational study, Discrete Applied Mathematics 45 (1993) 2055220. 
We propose in this paper new approximate algorithms for the minimum rectilinear Steiner tree prob- 
lem, based on a two-point-connection strategy. We also present extensive computational experiments 
involving the new algorithms and several existing heuristics, more consistent than the other experiments 
reported in the literature. We conclude from these experiments that one of these new heuristics obtains 
slightly better solutions in the average when compared with the previously known heuristics. 
Keywords. Minimum rectilinear Steiner tree problem, Steiner trees, Steiner problem, heuristics. 
1. Introduction 
Given a set P= {p,,pz, . . . . p,} of points (so-called terminal points) in the plane, 
a rectilinear Steiner tree (RST) of P is defined as a set of horizontal and vertical line 
segments which connect (or span) all points of P. The intersections of the horizontal 
and vertical line segments which are not just corners or terminals of the RST are 
called Steiner points. The minimum rectilinear Steiner tree (MRST) problem is 
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defined as the problem of finding a minimum length RST connecting all points of 
P, where the distance between any two points is given by the rectilinear metric. 
The MRST problem occurs in many engineering design problems involving recti- 
linear connections, see e.g., Smith, Lee and Liebman [17] for an extensive list of 
such applications. Among them we should emphasize the circuit layout phase in 
VLSI design. The MRST problem was shown to be NP-hard by Garey and Johnson 
[6]. As efficient exact algorithms for this problem are unlikely to exist, most of the 
research effort devoted to it up to now concerns approximate algorithms. 
We propose in this paper a new heuristic for the MRST problem with time com- 
plexity O(n 2, (denoted by H2PC), mostly based on a two-point-connection strategy. 
Heuristic H2PC is used as a building block for an improved successive approxima- 
tion algorithm (denoted by HSA) which obtains better solutions. Extensive, consis- 
tent computational results are presented for these new heuristics, as well as for the 
classical heuristics reported in the literature as the most efficient ones. We conclude 
from these experiments that HSA obtains slightly better solutions in the average 
when compared with the other approximate algorithms previously known. 
The paper is organized as follows. We present in Section 2 the notation and the 
main results which will be used in the remaining. Section 3 is devoted to the presen- 
tation of the new heuristic H2PC for the MRST problem, as well as to the study 
of its complexity and worst-case performance. We propose in Section 4 the heuristic 
HSA, which is based on successive applications of H2PC. Computational results for 
the new and already existing heuristics are reported in Section 5, while conclusions 
are drawn in the last section. 
2. Notation and preliminaries 
Given a set P= (p1,p2, . . . . p,> of points in the plane for which we want to solve 
the MRST problem, the following notation will be used: 
l S* is a minimum rectilinear Steiner tree; 
l T* is a minimum rectilinear spanning tree; 
l SH is the rectilinear Steiner tree obtained by heuristic H; and 
l L(. ) is the length of a rectilinear Steiner tree, given by the sum of the lengths 
of all vertical and horizontal line segments connecting the points of P. 
Hanan [7] showed that any MRST problem has an optimal solution in which all 
Steiner points are Iocated in the intersections of the grid defined by the points in 
P. So, it follows that this problem can also be seen as a special case of the Steiner 
problem in graphs, the associated graph being that intersection grid. Although this 
approach has not provided good results, one of the reasons being the fact that this 
grid would have 0(n2) nodes, the interested reader is referred to Maculan [13], 
Winter [18] and Winter and Smith [I 91 for surveys on the Steiner problem in graphs. 
The exact solution of the MRST problem for n=2 points is trivial and cor- 
responds to the shortest rectilinear path connecting them. It was shown by Hanan 
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[7] that the MRST problem can also be solved analytically for the special cases of 
n = 3, 4, and 5. In the case of n = 3, the MRST has at most one Steiner point, with 
x-coordinate (respectively -coordinate) given by the median of the x-coordinates 
(respectively -coordinates) of the three points to be connected. Most heuristics for 
the general MRST problem are based on successively connecting groups of a few 
points to the current tree via their minimal rectilinear Steiner tree. Hwang [9] 
distinguishes particularly heuristics based on two-point-connection or three-point- 
connection strategies, but algorithms based on the connection of groups of four 
points are also found in the literature. 
An essential path (or L-shaped path) connecting two points is defined as a path 
having these points as extremities and formed by at most one horizontal line seg- 
ment and one vertical line segment. Two-point-connection strategies are based on 
the principle of connecting a new terminal point to the current tree via an essential 
path at each iteration. As in the general case there are infinitely many paths with 
length dl(a; P) = 1 xp-xa/ + ) yfl-ya) connecting two points c~=(x*,y~) and /3= 
(x4 yb), yet two-point-connection strategies make always use of essential paths 
and the connections defined at each iteration are maintained until the end of the 
algorithm. 
In a three-point-connection strategy, at each iteration a new terminal point is con- 
nected to two points already in the tree (either terminal or Steiner points) via their 
minimum rectilinear Steiner tree. In this case, the connections between the two 
points which were already in the tree can be changed at the current iteration, thus 
connections defined at previous iterations are not necessarily maintained. Because 
of this flexibility, Hwang [9] claimed that heuristics based on three-point-connection 
strategies hould provide better results than those based on two-point-connection 
strategies. We will see in the following that this claim is not necessarily true. 
The heuristics usually reported in the literature as being the most efficients ones 
are denoted in the following by HAN (Hanan [7]), LBH (Lee, Bose and Hwang 
[12]), HWA (Hwang [lo]), and BEA (Beasley 111). Other heuristics for the MRST 
problem were not considered in our computational experiments either because they 
have higher time complexities or because their poor behavior (in terms of running 
times or in terms of the quality of the solutions they obtain, when compared with 
other known heuristics) is already established in the literature. The heuristic SLL 
(Smith, Lee and Liebman [17]) was discarded not only because it does not outper- 
form other heuristics (see Winter [ 1 S]), but also because it is based on a complex and 
ad hoc technique using the computation of the Voronoi diagram (in the rectilinear 
metric) as its main ingredient (see also Richards [15]). Other heuristics are presented 
in Bern and de Carvalho [3] (with time complexity 0(n3)) and Servit [16] (which 
obtains very bad solutions), as well as in Komlbs and Shing [I l] and Bern [2], the 
main interest of the two last ones being the probabilistic results they allow obtaining. 
HAN seems to be the first heuristic which appeared in the literature for the MRST 
problem. The terminal points are sorted in ascending order of their x-coordinates 
and are included in the tree in that order via a two-point-connection strategy. An 
208 C. C. De Souza, C. C. Ribeiro 
improved version of this algorithm, HAN4, in terms of the quality of the solutions 
obtained, is based on applying HAN four times, considering the points sorted by 
either descending or ascending order of their x- or y-coordinates, respectively. In 
their original implementation both algorithms have time complexity O(n’), but 
Richards [ 151 recently showed that they can be implemented in O(n log n) time using 
computational geometry techniques. LBH is the first heuristic for the MRST problem 
based on a three-point-connection strategy, also having 0(n2) time complexity. It 
starts with the construction of the shortest MRST among all those formed by three 
terminal points. At each iteration the closest terminal point not yet in the tree is 
connected to it. HWA is also based on a three-point-connection strategy, but 
presents a significant improvement in time complexity, which is O(n log n). It starts 
by the construction of the minimum rectilinear spanning tree. Depth-first-search or 
breadth-first-search is then used to label the points in the minimum rectilinear span- 
ning tree, defining the order in which terminal points will be added to the current 
approximate solution of the MRST problem by a three-point-connection strategy. 
BEA is an iterative scheme based on three-point-connection and four-point- 
connection strategies. Each major iteration is started by the construction of the 
minimum rectilinear spanning tree. New Steiner points are obtained by the applica- 
tion of these connection strategies to special subsets of the nodes of this spanning 
tree. The Steiner points so obtained are included in the set of terminal points and 
the procedure is repeated. No complexity results are available for this scheme. 
As any rectilinear spanning tree of P is also an RST for this set of points, L(S*) 
is obviously bounded from above by L(T*), i.e., L(S*)sL(T*). The next theorem 
states that it is also possible to use L(S*) to derive an upper bound to L(T*): 
Theorem 2.1 (Hwang [8]). L(T*)ltL(S*). 
There is no upper bound for the solutions obtained by heuristic HAN, i.e., it can 
even obtain solutions with length greater than that of the minimum rectilinear span- 
ning tree and this happens very often in practice. However, the following results on 
the lengths of the approximate solutions hold for other heuristics: 
Theorem 2.2. (a) L(sLBH)<L(T*) (De Souza [4]), 
(b) JW HWA) I L( T*) (Hwang [lo]), 
(c) L(SsLL) I L( T*) (Smith, Lee and Liebman [ 17]), 
(d) L(SBEA) I L(T*) (Beasley [l]). 
The following result can be easily obtained from Theorems 2.1 and 2.2: 
Corollary 2.3. L(Sn) 5 4 L(S*), for all HE { LBH, HWA, SLL, BEA}. 
It has been recently proved (see De Souza [4] and De Souza and Ribeiro [5]) that 
the bound given by Corollary 2.3 is the best possible one (i.e., it is tight in the sense 
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that it is the infimum of all possible upper bounds and no better upper bound can 
be obtained). 
For a given instance of the MRST problem, we define by 
L(T*) - L(SH) 
r,= 
L(T*) 
the reduction in the length of the solution obtained by heuristic II when compared 
with the length of the minimum rectilinear spanning tree. Since there are no efficient 
exact algorithms for the MRST problem, it is generally agreed in the literature that 
the quality of heuristics for the MRST problem should be evaluated in terms of their 
average reduction rate rH. We will use this measure in our computational study in 
Section 5. 
3. A new heuristic - HZPC 
We start this section with the presentation of a new heuristic for the MRST 
problem based on a two-point-connection strategy. As the behavior of two-point- 
connection heuristics is very dependent on the criterion used to select a connecting 
path (usually an essential path), one of the main aspects of this new heuristic is the 
definition of a selection criterion which makes it possible to obtain good solutions 
with small time complexity. The strategy that we adopted for path selection is 
described in the second part of this section, which is closed by complexity and worst- 
case analyses. 
3.1. Description 
The heuristic HZPC is a Prim-like algorithm based on a two-point-connection 
strategy, which connects a new terminal point to the current solution at each itera- 
tion. The heuristic starts by finding the nearest neighbor pair of terminal points and 
selects one of these two points to act as the initial solution. At any following itera- 
tion and without loss of generality, let pk be the closest nonconnected terminal 
point to the current solution. 
Then, let n [Pk] be the closest point to pk in the current solution. The former can 
be a terminal point, a Steiner point, or even any other point located on the edges 
of the current solution. In the case that both pk and rc&] lie in the same horizon- 
tal or vertical line, jUSt connect pk to the current solution using the line SegInent 
which links pk to n&l. Otherwise, connect pk to n[pk] through one of the essen- 
tial paths (i.e., a path formed by one horizontal line segment and one vertical line 
segment) connecting them, using the path selection criterion described in the next 
paragraph. Once this connection is made, the distances for all remaining noncon- 
netted terminal points are updated and a new iteration starts. The algorithm stops 
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when all terminal points are connected. The step-by-step description of the algo- 
rithm is as follows: 
Heuristic H2PC. 
Input: A set P= (p1,p2, . . . . p,} of nz2 terminal points in the plane. 
Output: An approximate solution SHzPC; the length L(SHzPC) of this solution; 
and the set VH2PC of vertices (terminal points and Steiner points) of SH2PC. 
Step 0. Find the nearest neighbor pair of terminal points and suppose that, with- 
out loss of generality, this pair is formed by points p1 and p2. Set k +- 2, Vk + (pl}, 
US H2PC) + 0, and n[pi] +pl for all pin P- Vk. 
Step 1. If pk and n[pk] lie on the same horizontal or vertical line, then connect 
pk to the current solution by the line segment ,D* defined by pk and n[pk]. Other- 
wise, apply the path selection criterion described in Section 3.2 and denote by ,u* 
the essential path which was chosen. 
Step 2. Set Vk+l + VkU {pk}. If n[pk] $ Vk, then set Vk+l + Vk+l U {n[pk]}. Set 
L(S H2PC) +- L(SH2PC )+dl(pk,7r[pk]) and k+k+l. If k>n, then go to Step 5. 
Step 3. For every terminal point pi E P- Vk, let n*[pi] be the closest point to pi 
lying on p* (i.e., the projection of pi on p*). If d,(p,, n*[pi])<dl(pi, ~[p;]), then 
set 7r[pi] + n*[pi]* 
Step 4. Among all nonconnected terminal points pi E P- Vk, determine the 
closest one to the current solution, i.e., that point with the smallest value 
d,(pi, n[pi]). Without loss of generality, suppose that this point is pk. Return to 
Step 1. 
Step 5. Set VHZPC + vk. For each Steiner point in V with degree three for which 
this is necessary, correct its coordinates by constructing the MRST of its three neigh- 
bors. After the coordinates of all such Steiner points have been corrected, stop (each 
Steiner point is inspected only once). 
3.2. Path selection criterion 
Given two points a = (x0, y”) and /I = (x4 yB) in the plane, the enclosing rectangle 
R(a, p) of a and /I is defined as the rectangle having its sides on the lines x=x’, 
x=x8, y=ya and y=y8, such that o and p are two opposite corners. Let x,= 
min{x’:xB}, xM=max{xa,xP), ym=min{ y”,yp} and yM=max{ya,y8}. The rec- 
tangle R(cx, /I) induces the formation of eight regions in the plane, defined as follows 
and illustrated in Fig. 1. 
Z, = ((x,_v) eR2: xrx, and y?ym}, 
Z2={(x,y)~R2: x,<x<x, and y>ym), 
z,={(x,y)~R~: x2xM and yzy,), 
Z,= {(x,y)~R~: x>x, and ym<y<yM}, 
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2, = {(x,y)~R~: xzx,,, and ysym), 
Z6={(x,y)eR2: x,<x<xM and y<y,>, 
z,={(x,y)~R~: x5x, and ysy,), 
Zs={(x,y)~R~: x<x, and ym<y<yM}. 
Let pl and ,u2 be, respectively, the upper and the lower essential paths connecting 
the points (r and p. For any terminal point p, in the plane and not yet in the solu- 
tion, we define n,[p,] (respectively n2[pr3) as the point of pl (respectively p2) 
closest to pI, i.e., nl[pl] (respectively 7r2[pl]) is the projection of pt on ,ul (respec- 
tively p2). We also define nR[p,] as the projection of p, on the rectangle R(a,p), 
i.e., 
nR [P/l = 
1 
~I[P~I, if 4(~bn1[pll)s4(pb ~2[ml>, 
n2[Pll, otherwise, 
where d,( . , . ) stands for the distance function between two points in the plane in 
the rectilinear metric. 
From the definitions above, it is easy to see that in the general case (i.e., when 
rectangle R(a,p) is not degenerated into a line segment) there are three regions 
which benefit from the connection of CI to /3 by the essential path pl (in the sense 
that all points in this region are closer to pl than to p2) and three other regions 
which benefit from the connection of a to /3 by the essential path p2 (in the sense 
that all points in this region are closer to ,u2 than to pl). 
Several path selection criteria can be devised. A natural idea is to count the total 
number of nonconnected terminals benefiting from the choice of each essential path 
and to choose the one corresponding to the largest such amount. However, this 
criterion performs quite bad when the distribution of nonconnected terminals over 
the zones is not close to be uniform, which is quite often the case. A second 
possibility is to sum up, over all nonconnected terminals, the difference between 
their distances to the essential paths p, and p2. If the result is negative, then p1 is 
chosen, otherwise p2 is chosen. This sum can be interpreted as a measure of the 
“loss” induced by the choice of one path with respect to the other. It has the disad- 
Fig. 1. Regions induced in the plane by the rectangle R(a,/3) and the essential paths ~1 and ~2 connec- 
ting the points a and p. 
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vantage of including some undesirable parcels, coming from terminals whose con- 
nection to the tree will not depend on the selected path, either because they are closer 
to other points already in the current solution or because they are very likely to be 
connected to points not belonging to either alternative essential paths. Nonuniform 
distribution of the terminals over the zones still remains a difficulty in this case. The 
criterion proposed in the next paragraph tries to minimize the effects of undesired 
parcels and nonuniform terminal distribution on the computation of the “loss” in 
the sense above mentioned. 
Suppose that, at iteration k, the point pk is the new terminal point to be connected 
and n[pk] is the closest point to pk in the current solution. The selection criterion 
that will be used is based on the idea that these two points should be connected by 
the essential path which allows the best connections for the set of terminal points 
which still remain to be connected. For each region Zj, j= 1,2, . . . ,8, let q(j) E 
P- vk be the closest nonconnected terminal point to the rectangle R(pk, n[pk]), 
i.e., the point in region Zj which is most likely to be affected by the path which is 
chosen t0 COnneCt pk and ~‘c[JQ] (since the remaining terminal pOintS in this region 
are likely to be connected either to q(j) or to more recent connections, not to pi 
or ,nz). Then, we compute the value 
(taking into account only the indices j such that there is at least one nonconnected 
terminal point in region Zj), which represents the difference in the lengths of the 
two solutions which would be obtained by connecting pk to 7t[pk] either by the 
essential path p1 or by the essential path pz, followed by the connection of all 
points q(j), j= 1, . . . . 8, to the corresponding essential path. Based on this evalua- 
tion, pk is connected to ?t [pk] using the essential path ,D* = fll if d < 0, and using the 
essential path ,u* = ,u~ if A > 0. In the case A = 0, we take the point q(j) which is the 
closest to rectangle R(pk, n[pk]) and the essential path ,u* which is closest to 
this point is chosen. In order to avoid the interference of terminals that are unlikely 
to be connected to the tree through any of the essential paths pl or p2, we do not 
consider in the computation of A the terms associated with nonconnected terminals 
which are closer to the current solution than to the enclosing rectangle of pk and 
rbkl* 
3.3. Complexity and performance analyses 
The nearest neighbor problem in Step 0 of algorithm H2PC can be solved in 
O(n log n) time, see e.g. Preparata and Shamos [14]. Step 1 is dominated by the 
application of the path selection criterion. Since this phase basically consists in find- 
ing for each zone the closest point to the rectangle R(pk, n[pk]), followed by the 
computation of A, it can be done in linear time. Steps 2 and 3 can also be done in 
O(n) time, the latter being dominated by the update of the distances from each non- 
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connected terminal point to the current solution. Step 4 is a minimum finding pro- 
cedure with time complexity O(n). Finally, since the MRST of n = 3 points can be 
easily computed in O(1) time and given that each iteration of the algorithm creates 
at most one Steiner point, Step 5 can also be done in O(n) time. From this analysis 
the next result follows: 
Theorem 3.1. Algorithm H2PC has time complexity 0(n2). 
The first result concerning the worst-case behavior of heuristic H2PC gives an 
upper bound for the approximate solutions that it obtains and can be seen as an ex- 
tension of the results already stated in Theorem 2.2. 
Theorem 3.2 (De Souza [4]). The solutions obtained by heuristic H2PC are bounded 
from above by the minimum rectilinear spanning tree, i.e., L(SH2PC)5 L(T*). 
The proof of Theorem 3.2 is constructive and long. However, the technique is 
simple and was also used in De Souza [4] to prove a similar result for heuristic LBH 
(see Theorem 2.2(a)). Indeed, it seems to be a good departure for proving the L(T*) 
bound for Prim-like heuristics for the MRST problem. It can be sketched as follows. 
First, we define: 
l Vk=VkUP, for k=2,3 ,..., n+l; 
l i?k is the set formed by all edges connecting the points of I’,, in the current 
solution being produced by H2PC, and by all edges of T* having at least one end- 
point not in V, ; and 
l Ak is the tree having Vjj and Ek as its node and edge sets, respectively. 
We associate with each edge of iQ a length equal to the rectilinear distance be- 
tween its endpoints. Hence, the subtree of Ak formed by all edges having both end- 
points in Vk is a valid representation of the partial solution produced by heuristic 
H2PC at iteration k and has the same length as the latter. Using the previous defini- 
tions and fixing V, = 0, we have that Al = T* and A,, 1 = SH2PC. It can be shown 
that, at each iteration of algorithm H2PC, the inclusion of a terminal point pk in 
the current solution corresponds to the changes in tree Ak leading to a new tree 
Ak+ 1 such that L(Ak+ 1) I_&lk). Therefore, L(Ak) iS a mOnOtOne decreasing fUnC- 
tion on k and the result follows. 
From Theorems 2.1 and 3.2, it follows that L(SH2PC)~ $L(S*). In a recent 
paper, De Souza and Ribeiro [5] showed that, not only for H2PC but also for 
heuristics LBH, HWA, SLL and BEA, there is a family of instances of the MRST 
problem for which 
lim L(s 
H2PC) 3 
n-m L(S*) =z’ 
proving that the bound 3 is tight (in the sense that it is the infimum of all possible 
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upper bounds and no better upper bound can be obtained). Hence, Theorem 3.3 
follows, concerning the worst-case analysis of heuristic H2PC: 
Theorem 3.3 (De Souza and Ribeiro [5]). The worst-case performance ratio of 
heuristic H2PC is +, i.e., it always obtains solutions within 50% of the length of 
the optimal one. 
4. A successive approximation heuristic - HSA 
The heuristic proposed in this section uses algorithm H2PC as a building block 
and is based on successive applications of this heuristic to expanded sets of terminal 
points. 
Starting with the original set of terminal points, heuristic H2PC is applied and 
some Steiner points are obtained. Let SH2PC be the RST obtained at the end of this 
procedure, which is also a spanning tree of the set formed by all terminal and Steiner 
points. The Steiner points are now included in the set of terminal points and 
heuristic H2PC is applied to this expanded set of terminal points. Since the length 
of the solution produced by the new application of H2PC will be smaller than or 
equal to that of the minimum rectilinear spanning tree (of the expanded set of ter- 
minal points), and the length of the latter is smaller than or equal to the length of 
the RST obtained by the previous application of H2PC (because this rectilinear 
Steiner tree is also a rectilinear spanning tree of the expanded set of terminal points), 
it can be concluded that successive applications of H2PC may improve the first solu- 
tion SH2PC. The step-by-step description of the algorithm is as follows: 
Heuristic HSA. 
Input: A set P= (p,,p2, . . . ,p,, > of n~2 terminal points in the plane. 
Output: An approximate solution SHSA; the length L(SHSA) of this solution; and 
the set VHSA of vertices (terminal points and Steiner points) of SHSA. 
Step 0. Set VHSA +- P and L(SHSA) + M. 
Step 1. Apply heuristic H2PC to the set V HSA of terminal points, obtaining the 
approximate solution SH2PC with length L(SH2PC). 
Step 2. If L(SHSA) = L(SH2PC ), then stop. Otherwise, set VHSA c VHSA U VHZPC, 
L(SHSA) +- L(SH2PC), and return to Step 1. 
5. Computational results 
We present in this section the computational results obtained by the application 
of heuristics H2PC and HSA to a large set of test problems. These results are also 
compared with those obtained by the application of heuristics HAN and HAN4, 
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LBH, HWAB and HWAD (which corresponds to heuristic HWA using either 
breadth-first or depth-first search to label the nodes of the minimum rectilinear 
spanning tree, respectively), and BEA. 
The test problems were generated as follows. For each value of n E { 10,20, . . . , loo}, 
15 instances of the MRST problem were randomly generated, each of which formed 
by n points uniformly distributed in the unit square. 
In the framework of our computational study, all heuristics were coded in Turbo 
Pascal using the same programming techniques and the most appropriate data struc- 
tures for each algorithm. All tests were performed on an IBM PC-XT computer with 
a 10 MHz clock and no arithmetic processor. As already mentioned in Section 2, 
the quality of the different heuristics is measured on the basis of the average reduc- 
tion rate r, between the lengths of the rectilinear Steiner trees obtained by each 
heuristic and the lengths of the minimum rectilinear spanning tree. It should be 
noted that this analysis involves by far the largest number of heuristics among the 
computational experiences reported in the literature, which are quite often based on 
small, different sets of test problems. 
5.1. Computational results - Phase I 
The first phase of our computational results is devoted to the heuristics already 
existing in the literature. We present in Table 1 the average reduction rates observed 
and in Table 2 the average running times in seconds of processing time (CPU- 
seconds). 
Several conclusions can be drawn from Tables 1 and 2. The first one concerns the 
solutions obtained by heuristics HAN and HAN4, which are very poor. Moreover, 
these heuristics showed the serious drawback that the average reduction rates 
Table 1 
Average reduction rates (in percent) for the heuristics already existing in the literature (on the basis of 
15 instances for each value of n) 
Problem size (n) Heuristics 
HAN HAN4 LBH HWAB HWAD BEA 
10 6.26 9.00 7.37 8.25 8.42 8.59 
20 5.06 8.86 8.62 9.35 9.28 10.05 
30 3.42 6.53 1.98 9.17 9.15 9.41 
40 3.53 6.97 8.09 9.01 8.91 9.29 
50 2.79 5.70 7.85 9.22 9.45 9.58 
60 2.19 4.43 8.01 9.13 9.06 9.52 
70 2.62 5.69 8.23 9.51 9.63 9.87 
80 2.92 5.59 8.85 9.75 9.69 10.13 
90 3.20 5.29 8.13 9.19 9.16 9.46 
100 2.96 5.27 8.34 9.56 9.55 9.83 
average 3.50 6.33 8.15 9.21 9.23 9.57 
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Table 2 
Average running times (in CPU-seconds) for the heuristics already existing in the literature (on the basis 
of 15 instances for each value of n) 
Problem size (n) Heuristics 
HAN HAN4 LBH HWAB HWAD BEA 
10 0.05 0.20 0.57 0.10 0.10 0.78 
20 0.21 0.78 4.96 0.26 0.30 2.42 
30 0.46 1.73 9.03 0.48 0.58 4.01 
40 0.81 3.11 12.65 0.75 0.88 6.98 
50 1.26 4.86 16.44 1.06 1.27 9.27 
60 1.81 7.00 20.38 1.42 1.72 13.53 
70 2.48 9.57 24.57 1.85 2.23 17.39 
80 3.22 12.47 28.96 2.30 2.81 22.07 
90 4.09 15.80 33.47 2.80 3.44 28.54 
100 5.03 19.52 38.13 3.33 4.15 37.52 
decrease with increasing the size of the problem. It can also be seen that LBH is 
dominated by HWAB and HWAD both in terms of the quality of the solutions 
(evaluated on the basis of their average reduction rates) as well as in terms of their 
running times. Although the average reduction rates are almost the same for 
heuristics HWAB and HWAD, the running times for HWAB are found to be ap- 
proximately 15% less than those for HWAD. 
The comparison between HWAB and BEA shows that while BEA dominates 
HWAB in terms of the average reduction rates (i.e., the quality of the solutions), 
the running times are much more favorable to HWAB, which has an almost linear 
time behavior. As a consequence of these observations, we consider in the remaining 
only the heuristics HWAB and BEA, which are not dominated by any other of the 
already existing heuristics. We notice that both HWAB and HWAD have been im- 
plemented using the Prim algorithm to compute the minimum spanning tree, which 
makes the overall complexity of our implementations O(n2). However, the conclu- 
sions regarding running times are not affected, since they would be even faster with 
truly O(n log n) implementations. 
5.2. Computational results - Phase II 
The next phase of our computational experiments is devoted to the new heuristics 
proposed in this paper. We present in Table 3 the average reduction rates and the 
average running times (in CPU-seconds) for the same set of test problems. 
As expected, HSA obtains better solutions than H2PC, while it consumes more 
CPU time. In the average, H2PC is applied three to four times until algorithm HSA 
stops, i.e., the number of iterations of HSA is very low. 
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Table 3 
Average reduction rates (in percent) and average running times (in CPU-seconds) for the heuristics H2PC 
and HSA (on the basis of 15 instances for each value of n) 
Problem size (n) Average reduction 
rates (070) 
H2PC HSA 
Average computational 
times (seconds of CPU) 
HZPC HSA 
10 8.93 9.02 
20 9.61 10.10 
30 8.52 8.76 
40 9.79 9.83 
50 9.18 9.41 
60 9.37 9.52 
70 9.88 10.26 
80 10.05 10.27 
90 9.46 9.94 
100 10.09 10.39 
average 9.49 9.16 
0.14 0.47 
0.51 2.18 
1.10 4.75 
1.88 8.25 
2.80 12.66 
3.98 19.70 
5.36 27.01 
6.89 37.71 
8.70 43.91 
10.74 56.81 
5.3. Comparative analysis of the reduction rates 
Concerning the average reduction rates, the best results among all heuristics are 
obtained by HSA for eight values of n (10, 20, 40, 60, 70, 80, 90, and 100). This 
conclusion is also coherent with the overall average reduction rates, which are the 
best for the successive approximation heuristic HSA, followed by BEA, H2PC, and 
HWAB. We summarize in Table 4 the relative behavior of HSA, H2PC, BEA and 
HWAB taking into account all 150 instances. 
Table 4 shows that while the solutions obtained by H2PC are at least as good as 
those obtained by BEA for almost half of the instances, the successive approxima- 
tion heuristic HSA can be considered as providing better results than BEA. It is also 
clear from this table that both H2PC and HSA provide better results than HWAB 
for the majority of instances. 
Table 4 
Overall relative behavior concerning the quality of the solutions obtained for 150 test problems 
Heuristic compared 
H2PC 
BEA 
HWAB 
Percentage of instances (70) for 
which HZPC is 
Worse Equal Better 
- - 
50.67 6.67 42.67 
36.00 8.67 55.33 
Percentage of instances (070) for 
which HSA is 
Worse Equal Better 
0.00 41.33 58.67 
36.00 8.00 56.00 
23.33 9.33 67.33 
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Table 5 
Overall average reduction rates for the best heuristics (on the basis of all 
150 instances) 
HWAB HZPC BEA HSA 
9.21% 9.49% 9.51% 9.76% 
6. Conclusions 
We presented in this paper two new heuristics (H2PC and HSA) for the MRST 
problem, mostly based on a two-point-connection strategy. We also made extensive 
computational experiments not only to evaluate the behavior of these heuristics, but 
also to compare them with existing heuristics reported in the literature as the most 
efficient ones. As the previous computational experiences reported in the literature 
were based on small, different test problems, we can say that the results presented 
here are the first conclusive ones concerning the efficiency of heuristics for the 
MRST problem. We summarize in Table 5 the overall average reduction rates 
observed for the 150 test problems. Figure 2 illustrates how the average computa- 
tional times grow with the size of the problem. 
The computational results summarized in Table 5 concerning the average reduc- 
tion rates, associated with those already commented in the previous section, show 
that heuristic H2PC obtains solutions which are, in practice, almost as good as those 
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Fig. 2. Behavior of the running times for the best heuristics. 
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obtained by BEA, which gave the best reduction rates among the heuristics already 
described in the literature. However, the computational times for H2PC are much 
better than those verified for BEA. This makes H2PC a good choice for approx- 
imately solving the MRST problem. 
The quality of the solutions obtained by HSA and H2PC shows that, contrarily 
to what was claimed by other authors, two-point-connection can be an appropriate 
strategy for efficient heuristics for the MRST problem, provided that good criteria 
are implemented for path selection. In our case, the appropriateness of the path 
selection criterion seems to be due not only to the fact that it takes into account the 
best way of making a local connection at each iteration, but also because it provides 
good conditions for the forthcoming connections. 
The successive approximation heuristic HSA provides the best solutions (i.e., 
those with the largest reduction rates) among all MRST heuristics. This algorithm 
should be chosen when the quality of the solutions is the main concern. On the other 
hand, HWAB should be considered if small running times are strictly necessary. 
H2PC and BEA are associated with intermediary results, representing agood trade- 
off between the quality of the solutions and running times. 
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