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ON THE EXISTENCE OF DICHROMATIC
SINGLE ELEMENT LENSES
CRISTIAN E. GUTIE´RREZ AND AHMAD SABRA
Abstract. Due to dispersion, light with different wavelengths, or colors, is
refracted at different angles. Our purpose is to determine when is it possible
to design a lens made of a single homogeneous material so that it refracts light
superposition of two colors into a desired fixed final direction. Two problems are
considered: one is when light emanates in a parallel beam and the other is when
light emanates from a point source. For the first problem, and when the direction
of the parallel beam is different from the final desired direction, we show that
such a lens does not exist; otherwise we prove the solution is trivial, i.e., the lens
is confined between two parallel planes. For the second problem we prove that is
impossible to design such a lens when the desired final direction is not among the
set of incident directions. Otherwise, solving an appropriate system of functional
equations we show that a local solution exists.
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2 C. E. GUTIE´RREZ AND A. SABRA
1. Introduction
We showed in [GS16] that given a function u in Ω ⊂ R2 and a unit direction
w ∈ S2 there exists a surface parametrized by a function f such that the lens
sandwiched by u and f , made of an homogeneous material and denoted by (u, f ),
refracts monochromatic light emanating vertically from Ω into the direction w. In
the earlier paper [Gut13], a similar result is proved when light emanates from a
point source. The purpose of this paper is to study if it is possible to design simple
lenses doing similar refracting jobs for non monochromatic light. By a simple (or
single element) lens we mean a domain in R3 bounded by two smooth surfaces
that is filled with an homogeneous material.
To do this we need to deal with dispersion: since the index of refraction of a
material depends on the wavelength of the radiation, a non monochromatic light
ray after passing through a lens splits into several rays having different refraction
angles and wavelengths. Therefore, when white light is refracted by a single lens
each color comes to a focus at a different distance from the objective. This is called
chromatic aberration and plays a vital role in lens design, see [KJ10, Chapter 5].
Materials have various degrees of dispersion, and low dispersion ones are used in
the manufacturing of photographic lenses, see [Can]. A way to correct chromatic
aberration is to build lenses composed of various simple lenses made of different
materials. Also chromatic aberration has recently being handled numerically
using demosaicing algorithms, see [ima]. The way in which the refractive index
depends of the wavelength is given by a formula for the dispersion of light due
to A. Cauchy: the refractive index n in terms of the wavelength λ is given by
n(λ) = A1 +
A2
λ2
+
A4
λ4
+ · · · , where Ai are constants depending on the material
[Cau36]. The validity of this formula is in the visible wavelength range, see
[BW59, pp. 99-102] for its accurateness in various materials. A more accurate
formula was derived by Sellmeier, see [JW01, Section 23.5].
A first result related to our question is that there is no single lens bounded by
two spherical surfaces that refracts non monochromatic radiation from a point
into a fixed direction; this was originally stated by K. Schwarzschild [Sch05].
The question of designing a single lens, non spherical, that focuses one point
into a fixed direction for light containing only two colors, i.e., for two refractive
indices n , n¯, is considered in [Sch83] in the plane; but no mathematically
rigorous proof is given. In fact, by tracing back and forth rays of both colors,
the author describes how a finite number of points should be located on the faces
of the desired lens and he claims, without proof, that the desired surfaces can
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be completed by interpolating adjacent points with third degree polynomials.
Such an interpolation will give an undesired refracting behavior outside the fixed
number of points considered. For the existence of rotationally symmetric lenses
capable of focusing one point into two points for two different refractive indices
see [vBO92], [vB94]. The results of all these authors require size conditions on n, n¯.
The monochromatic case is due to Friedman and MacLeod [FM87] and Rogers
[Rog88]. The solutions obtained are analytic functions. These results are all two
dimensional and therefore concern only to rotationally symmetric lenses.
In view of all this, we now state precisely the problems that are considered and
solved in this paper.
Problem A: is there a single lens sandwiched by a surface L given by the graph
of a function u in Ω, the lower surface of the lens, and a surface S, the top part
of the lens, such that each ray of dichromatic light (superposition of two colors)
emanating in the vertical direction e from (x, 0) for x ∈ Ω is refracted by the lens
into the direction w? We denote such a lens by the pair (L,S). Notice that when
a dichromatic ray enters the lens, due to chromatic dispersion, it splits into two
rays having different directions and colors, say red and blue, that they both travel
inside the lens until they exit it at points on the surface S and then both continue
traveling in the direction w; see Figure 1(a).
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Figure 1. Problems A and B
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Problem B: a similar question is when the rays emanate from a point source O
and we ask if a a single lens (L,S) exists such that all rays are refracted into a fixed
given direction w. Now L is given parametrically by ρ(x)x for x ∈ Ω ⊂ S2; see
Figure 1(b).
We will show in Section 3 using Brouwer fixed point theorem that Problem
A has no solution if w , e. In case w = e, the unique solution to Problem A
is the trivial solution: L and S are contained in two horizontal planes. This is
the contents of Theorem 3.1. On the other hand, since Problem A is solvable for
monochromatic light and for each given lower surface L, we obtain two single
lenses, one for each color. We then show in Section 3.1 that the difference between
the upper surfaces of these two lenses can be estimated by the difference between
the refractive indices for each color.
Concerning Problem B, we prove in Theorem 5.2, also using Brouwer fixed
point theorem, that if w < Ω then Problem B has no solution. The case when
w ∈ Ω requires a more elaborate and long approach. In fact we show in Sections
5.2 and 5.3, in dimension two, that the solvability of Problem B is equivalent to
solve a system of first order functional differential equations. For this we need an
existence theorem for these type of equations that was introduced by Rogers in
[Rog88]. We provide in Section 4 a simpler proof of this existence and uniqueness
result of local solutions using the Banach fixed point theorem, Theorems 4.1 and
4.7. Section 4 is self contained and has independent interest. The existence of local
solutions to Problem B in the plane is then proved in Section 5.5 by application of
Theorem 4.1. For this it is necessary to assume conditions on the ratio between
the thickness of the lens and its distance to the point source, Theorem 5.13. We
also derive a necessary condition for the solvability of Problem B, see Corollary
5.10. To sum up our result: for w = e ∈ Ω and fixing two points P and Q on the
positive y-axis, with |Q| > |P| and letting k = |P|/|Q − P|, we show that if k is small
then there exists a unique lens (L,S) local solution to Problem B such that L passes
through the point P and S through Q; otherwise, for k large no solution exists. For
intermediate values of k see Remark 5.14.
The analogue of Problem B for more than two colors has no solution, i.e., if
rays emitted from the origin are superposition of three or more colors, there is no
simple lens refracting these rays into a unique direction w, see Remark 5.12.
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We close this introduction mentioning that a number of results have been
recently obtained for refraction of monochromatic light, these include the papers
[GH09], [GH14], [Gut14], [Kar16], [LGM17], and [GS17].
2. Preliminaries
In this section we mention some consequences from the Snell law that will be
used later. In an homogeneous and isotropic medium, the index of refraction
depends on the wavelength of light. Suppose Γ is a surface in R3 separating two
media I and II that are homogeneous and isotropic. If a ray of monochromatic
light having unit direction x and traveling through the medium I hits Γ at the point
P, then this ray is refracted in the unit direction m through medium II according
with the Snell law in vector form, [Lun64],
(2.1) n1(x × ν) = n2(m × ν),
where ν is the unit normal to the surface to Γ at P going towards the medium II,
and n1,n2 are the refractive indices for the corresponding monochromatic light.
This has several consequences:
(a) the vectors x,m, ν are all on the same plane, called plane of incidence;
(b) the well known Snell law in scalar form
n1 sinθ1 = n2 sinθ2,
where θ1 is the angle between x and ν (the angle of incidence), θ2 the angle
between m and ν (the angle of refraction).
From (2.1), with κ = n2/n1,
(2.2) x − (n2/n1) m = λν,
with
(2.3) λ = x · ν − √κ2 − 1 + (x · ν)2 = Φκ(x · ν).
Notice that λ > 0 when κ < 1, and λ < 0 if κ > 1. When κ < 1 total reflection
occurs, unless x · ν ≥ √1 − κ2, see [BW59] and [Gut14, Sec. 2].
The following lemmas will be used in the remaining sections of the paper.
Lemma 2.1. Assume we have monochromatic light. Let Γ1 and Γ2 be two surfaces
enclosing a lens with refractive index n2, and the outside of the lens is a medium with
refractive index n1 with n1 , n2.
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Suppose an incident ray with unit direction x strikes Γ1 at P, the ray propagates inside
the lens and is refracted at Q ∈ Γ2 into the unit direction w. Then w = x if and only if the
unit normals ν1(P) = ν2(Q).
Proof. From the Snell law applied at P and Q
x − (n2/n1) m = λ1 ν1(P), m − (n1/n2) w = λ2 ν2(Q),
then
(2.4) x − w = λ1 ν1(P) + (n2/n1)λ2 ν2(Q).
If x = w, since λ1 and −(n2/n1)λ2 have the same sign and the normals are unit
vectors, we conclude
ν1(P) = ν2(Q).
Conversely, if ν1(P) = ν2(Q) := ν, then from (2.4) x−w = (λ1 + (n1/n2)λ2 ) ν. Notice
that m · ν = (n1/n2) (x · ν − λ1) = (n1/n2)
√
(n2/n1)2 − 1 + (x · ν)2. Hence from (2.3)
λ1 + (n2/n1)λ2 = x · ν − (n2/n1) m · ν + (n2/n1)
(
m · ν − √(n1/n2)2 − 1 + (m · ν)2) = 0.

Let us now consider the case of dichromatic light, i.e., a mix of two colors b and
r. That is, if a ray with direction x in vacuum strikes a surface Γ at P separating
two media, then the ray splits into two rays one with color b and direction mb,
and another with color r and direction mr. Here mr satisfies (2.1) with n1 = 1 and
n2 = nr (the refractive index for the color r) and mb satisfies (2.1) with n1 = 1 and
n2 = nb (the refractive index for the color b). Notice mb,mr are both in the plane
of incidence containing P, the vector x, and ν(P) the normal to Γ at P. Assuming
nb > nr, i.e., rays with color r travel faster than rays with color b, then for a given
incidence angle θ by the Snell law the angles of refraction satisfy θb ≤ θr. In fact
sinθ = nb sinθb = nr sinθr,
obtaining the following Lemma.
Lemma 2.2. Suppose a dichromatic ray with unit direction x strikes a surface Γ at a point
P having normal ν. Then mb = mr if and only if x = ν.
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3. The collimated case: Problem A
In this section we consider the following set up. We are given Ω ⊆ R2 a compact
and convex set with nonempty interior, and w a unit vector inR3. Dichromatic rays
with colors b and r are emitted from (t, 0), with t ∈ Ω, into the vertical direction
e = (0, 0, 1). By application of the results from [GS16] with n1 = n3 = 1 and
n2 = nr, we have the following. Given u ∈ C2, there exist surfaces parametrized
by fr(t) = (t,u(t)) + dr(t)mr(t), with mr(t) =
1
nr
(e − λrνu(t)) where λr = Φnr (e · νu(t))
from (2.3), νu(t) =
(−∇u(t), 1)√
1 + |∇u(t)|2 the unit normal at (t,u(t)), and
(3.1) dr(t) =
Cr − (e − w) · (t,u(t))
nr − w ·mr(t)
from [GS16, Formula (3.14)], such that lens bounded between u and fr refracts the
rays with color r into w. Here the constant Cr is chosen so that dr(t) > 0 and fr has
a normal vector at every point. This choice is possible from [GS17, Theorem 3.2
and Corollary 3.3].
Likewise there exist surfaces parametrized by fb(t) = (t,u(t)) + db(t)mb(t), with
similar quantities as before with r replaced by b, such that lens bounded between
u and fb refracts the rays with color b into w.
We assume that nb > nr > 1, where nb,nr are the refractive indices of the material
of the lens corresponding to monochromatic light having colors b or r, and the
medium surrounding the lens is vacuum.
To avoid total reflection compatibility conditions between u and w are needed,
see [GS16, condition (3.4)] which in our case reads
λr νu(t) · w ≤ e · w − 1, and λb νu(t) · w ≤ e · w − 1.
If w = e, these two conditions are automatically satisfied because λr, λb are both
negative and νu(t) · e = 1√
1 + |∇u(t)|2 > 0.
The problem we consider in this section is to determine if there exist u and
corresponding surfaces fr and fb for each color such that fr can be obtained by a
reparametrization of fb. That is, if there exist a positive function u ∈ C2(Ω), real
numbers Cr and Cb, and a continuous map ϕ : Ω → Ω such that the surfaces fr
and fb, corresponding to u, Cr,Cb, have normals at each point and
(3.2) fr(t) = fb(ϕ(t)) ∀t ∈ Ω,
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we refer to this as Problem A. Notice that if a solution exists then fr(Ω) ⊆ fb(Ω).
From an optical point of view, this means that the lens sandwiched between u
and fb refracts both colors into w. Notice that there could be points in fb(Ω) that
are not reached by red rays.
The answer to Problem A is given in the following theorem.
Theorem 3.1. If w , e, then Problem A has no solution, and if w = e the only solutions
to Problem A are lenses enclosed by two horizontal planes.
To prove this theorem we need the following lemma.
Lemma 3.2. Given a surface described by u ∈ C2(Ω) and the unit direction w, let fr and
fb be the surfaces parametrized as above. If fr(t) = fb(t) for some t ∈ Ω, then νu(t) = e,
the unit normal vector to u at (t,u(t)).
Proof. Since
fb(t) = (t,u(t)) + db(t) mb(t) = fr(t) = (t,u(t)) + dr(t) mr(t)
we get db(t) mb(t) = dr(t) mr(t), and since mr,mb are unit, db(t) = dr(t). Therefore
mb(t) = mr(t) which from Lemma 2.2 implies that νu(t) = e. 
Proof of Theorem 3.1. To show the first part of the theorem, suppose by contradiction
that Problem A has a solution with w , e. Since Ω is compact and convex, by
Brouwer fixed point theorem [Dug78, Sect. 2, Chap. XVI] there is t0 ∈ Ω such
that ϕ(t0) = t0, and so from (3.2) fr(t0) = fb(t0). Hence from Lemma 3.2 νu(t0) = e.
By Snell’s law at (t0,u(t0)), mb(t0) = mr(t0) = e. Since nr , nb, and both colors with
direction e are refracted at fb(t0) = fr(t0) into the direction w, it follows again from
the Snell’s law that w = e, a contradiction.
To show the second part of the Theorem, assume there exist u and ϕ : Ω → Ω
such that problem A has a solution. Let t ∈ Ω, and Q = fr(t) = fb(ϕ(t)). Since
the ray emitted from (t, 0) with direction e and color r is refracted by (u, fr) into
e at Q, then by Lemma 2.1 νu(t) = ν(Q), where ν(Q) denotes the normal to the
upper face of the lens at Q. Similarly, applying Lemma 2.1 to the color b we have
νu(ϕ(t)) = ν(Q). We conclude that for every t ∈ Ω
(3.3) νu(t) = νu(ϕ(t)).
We will show that u is constant, i.e., ∇u(t) = 0, for all t ∈ Ω connected. Suppose
by contradiction that there exists t0 ∈ Ω, with ∇u(t0) , 0. If t1 = ϕ(t0), then
t1 , t0. Otherwise, from Lemma 3.2 νu(t0) =
(−∇u(t0), 1)√
1 + |∇u(t0)|2
= e, so ∇u(t0) = 0.
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Also from (3.3), νu(t0) = νu(t1). Let Lr(t0) be the red ray from (t0,u(t0)) to fr(t0),
and let Lb(t1) be the blue ray from (t1,u(t1)) to fb(t1). We have that Lr(t0) and Lb(t1)
intersect at Q0 := fr(t0) = fb(t1). If Πr denotes the plane of incidence passing
through (t0,u(t0)) containing the directions e and νu(t0), and Πb denotes the plane
of incidence through (t1,u(t1)) containing the directions e and νu(t1), then Πr and
Πb are parallel since νu(t0) = νu(t1). Also by Snell’s law Lr(t0) ⊂ Πr and Lb(t1) ⊂ Πb,
so Q0 ∈ Πr ∩Πb. We then obtain Πr = Πb := Π.
Let ` denote the segment Ω∩Π. We deduce from the above that t0, t1 ∈ `. Next,
let t2 = ϕ(t1). As before, since ∇u(t1) = ∇u(t0) , 0, by Lemma 3.2 t2 , t1; and
by (3.3) νu(t1) = νu(t2). Let Π2 be the plane through (t2,u(t2)) and containing the
vectors e and νu(t2). We have Lb(t2) ⊂ Π2, fr(t1) = fb(t2), and fr(t1) ∈ Π. Therefore
Π2 = Π, in particular, t2 ∈ `.
Let `1 denote the half line starting from t1 and containing t0. We claim that t2 < `1.
In fact, we first have that Lr(t0) and Lb(t1) intersect at Q0. Since νu(t0) = νu(t1) := ν,
Lr(t0) is parallel to Lr(t1), and Lb(t0) is parallel to Lb(t1). And since nb > nr, it follows
from the Snell law that the angle of refraction θb for the blue ray Lb(t0) and the
angle of refraction θr of the red ray Lr(t1) satisfy θb < θr. Hence Lb(t0) and Lr(t1)
diverge. Moreover, notice that all rays are on the plane Π, and Lb(t2) is parallel to
Lb(t1). Then, if t2 ∈ `1 , we have Lb(t2) and Lr(t1) diverge and cannot intersect, a
contradiction since fb(t2) = fr(t1) and the claim is proved; see Figure 2 illustrating
that t2 cannot be on `1.
Continuing in this way we construct the sequence tk = ϕ(tk−1). By (3.3) νu(tk) =
νu(tk−1) = · · · = νu(t0) , 0, and again by Lemma 3.2 tk , tk−1. By Snell’s law {Lb(tk)}
are all parallel, {Lr(tk)} are all parallel and arguing as before they are all contained
in Π, and then tk ∈ `. In addition, the angles between Lr(tk) and Lb(tk) are the same
for all k. Also, for k ≥ 1, if `k is the half line with origin tk and passing through
tk−1, then as above tk+1 < `k. Hence the sequence {tk} is decreasing or increasing on
the line `. Therefore tk converges to some tˆ ∈ ` so by continuity ϕ(tˆ) = tˆ. Hence by
Lemma 3.2 ∇u(tˆ) = 0, but since ∇u(tk) = ∇u(t0) , 0 for all k, and u is C2 we obtain
a contradiction. Thus u is constant in Ω. Since the lower face is then contained
in a horizontal plane, mr(t) = mb(t) = e = (0, 0, 1). Hence from the form of the
parameterizations of fb and fr, and since from (3.1) dr and db are constants, the
upper face of the lens is also contained in a horizontal plane. 
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t0 t2 t1
ν
ν
ν
Q
Lb(t1)
Lr (t0)
Lr (t1)
Lb(t2)
Lb(t0)
Figure 2. t2 < `1
3.1. Estimates of the upper surfaces for two colors. The purpose of this section
is to measure how far the surfaces fr and fb can be when w = e. We shall prove
the following.
Proposition 3.3. Suppose fr(t0) = fb(t0) at some point t0, and w = e. Then
| fr(t) − fb(t)| ≤ C¯ |nb − nr|
for all t with a constant C¯ depending only t0 and nr,nb.
Proof. We begin showing an upper estimate of the difference between mr(t) and
mb(t). To simplify the notation write ν = νu.
We have
mb(t) =
1
nb
(e − λb ν(t)) ; λb = e · ν −
√
n2b − 1 + (e · ν)2;
mr(t) =
1
nr
(e − λr ν(t)) ; λr = e · ν −
√
n2r − 1 + (e · ν)2.
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So
mb(t) −mr(t) =
( 1
nb
− 1
nr
)
e +
(
λr
nr
− λb
nb
)
ν(t) := A + B.
Notice |A| = |nb − nr|
nb nr
. Next write(
λr
nr
− λb
nb
)
=
1
nb nr
(nb λr − nr λb)
=
1
nb nr
{
(nb − nr) (e · ν(t)) + nr
√
n2b − 1 + (e · ν)2 − nb
√
n2r − 1 + (e · ν)2
}
.
Now
nr
√
n2b − 1 + (e · ν)2−nb
√
n2r − 1 + (e · ν)2 =
(n2b − n2r ) (1 − (e · ν)2)
nr
√
n2b − 1 + (e · ν)2 + nb
√
n2r − 1 + (e · ν)2
.
Hence
|B| ≤ |nb − nr|
nb nr
+
1
nb nr
 |n
2
b − n2r |
nr
√
n2b − 1 + nb
√
n2r − 1

and therefore
(3.4) |mb(t) −mr(t)| ≤ |nb − nr|nb nr
2 + nb + nrnr √n2b − 1 + nb √n2r − 1
 .
We next estimate dr(t) − db(t), where
dr(t) =
Cr
nr −mr(t) · e , db(t) =
Cb
nb −mb(t) · e ,
by (3.1). From Lemma 3.2, since fr(t0) = fb(t0), ν(t0) = e = (0, 0, 1). Then by
the Snell law mr(t0) = mb(t0) = e, and from the parametrization of fr and fb,
dr(t0) = db(t0) := d0. Hence
Cb
nb − 1 =
Cr
nr − 1 = d0.
We then obtain
dr(t) − db(t)
=
d0
(nr −mr(t) · e)(nb −mb(t) · e) ((nb −mb(t) · e)(nr − 1) − (nr −mr(t) · e)(nb − 1))
=
d0
(nr −mr(t) · e)(nb −mb(t) · e) ∆.
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Now
∆ = nr − nb + (mb(t) −mr(t)) · e + nb mr(t) · e − nr mb(t) · e
= nr − nb + (mb(t) −mr(t)) · e + (nb − nr) mr(t) · e + nr (mr(t) −mb(t)) · e,
so from (3.4)
|∆| ≤ C(nr,nb) |nr − nb|.
Since (nr −mr(t) · e)(nb −mb(t) · e) ≥ (nr − 1)(nb − 1), we obtain
(3.5) |dr(t) − db(t)| ≤ C′ |nr − nb|,
with C′ depending on d0,nr,nb.
Finally write
fr(t) − fb(t) = dr(t)mr(t) − db(t)mb(t) = dr(t) (mr(t) −mb(t)) − (db(t) − dr(t)) mb(t).
Since dr(t) ≤ Cr/(nr − 1) = d0, then the desired estimate follows from (3.4) and
(3.5). 
We conclude this section analyzing the intersection of the upper surfaces of the
single lenses (u, fr) and (u, fb).
Proposition 3.4. Let w = e. If νu(t) , e for all t ∈ Ω, and ∇u is injective in Ω, then
Sr ∩ Sb = ∅, where Sr = fr(Ω) and Sb = fb(Ω). This means that, the upper surfaces of the
single lenses (u, fr) and (u, fb) are disjoint.
Proof. Suppose P ∈ Sr∩Sb, i.e. there exists t0, t1 ∈ Ω such that fr(t0) = fb(t1), then as
in the proof of (3.3) we get νu(t0) = νu(t1), and therefore ∇u(t0) = ∇u(t1). Since ∇u
is injective, then t0 = t1 and so fr(t0) = fb(t0). Therefore from the proof of Lemma
3.2 we conclude that νu(t0) = e. 
Remark 3.5. When ∇u is not injective the upper surfaces of the single lenses (u, fr)
and (u, fb) may or may not be disjoint. We illustrate this with lenses bounded by
parallel planes. In fact, by Lemma 2.1 such a lens refracts all rays blue and red
into the vertical direction e. Notice that if the planes are sufficiently far apart,
depending on the refractive indices, then fr(Ω) ∩ fb(Ω) = ∅. This is illustrated in
Figure 3: if the lens in between the planes A and B, then fr(Ω) ∩ fb(Ω) , ∅; and if
the lens is between the planes A and C, then fr(Ω) ∩ fb(Ω) = ∅.
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A
B
C
Ω
Figure 3. The lens is between A and B or between A and C.
4. First order functional differential equations
In this section we give a new and simpler proof of an existence theorem for
functional differential equations originally due to J. Rogers [Rog88, Sec. 2]. It
will be used in Section 5 to show the existence of a dichromatic lens when rays
emanate from one point source. Developing an extension of Picard’s iteration
method for functional equations, Van-Brunt and Ockendon gave another proof
of that theorem, [vBO92]. We present a topological proof that we believe has
independent interest and uses the Banach fixed point theorem.
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Let H be a continuous map defined in an open domain in R4n+1 with values in
Rn given by
(4.1) H := H(X) = (h1(X), h2(X), · · · , hn(X)) ,
with X :=
(
t; ζ0, ζ1; ξ0, ξ1
)
, t ∈ R; ζ0, ζ1, ξ0, ξ1 ∈ Rn.
We are interested in solving the following system of functional differential
equations
Z′(t) = H (t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t)))(4.2)
Z(0) = 0,
with Z(t) = (z1(t), · · · , zn(t)).
Theorem 4.1. Let ‖ · ‖ be a norm in Rn. Assume that the system
(4.3) P = H (0; 0, 0; P,P) ,
has a solution P =
(
p1, p2, · · · , pn) such that
(4.4) |p1| ≤ 1.
Let P = (0; 0, 0; P,P) ∈ R4n+1, and let
Nε(P) =
{(
t; ζ0, ζ1; ξ0, ξ1
)
: |t| + ‖ζ0‖ + ‖ζ1‖ + ‖ξ0 − P‖ + ‖ξ1 − P‖ ≤ ε
}
be a neighborhood of P such that
(i) H is uniformly Lipschitz in the variable t, i.e., there exists Λ > 0 such that
(4.5)
∥∥∥∥H (t¯; ζ0, ζ1; ξ0, ξ1) −H (t; ζ0, ζ1; ξ0, ξ1)∥∥∥∥ ≤ Λ |t¯ − t|.
for all
(
t¯; ζ0, ζ1; ξ0, ξ1
)
,
(
t; ζ0, ζ1; ξ0, ξ1
)
∈ Nε(P);
(ii) H is uniformly Lipschitz in the variables ζ0 and ζ1, i.e., there exist positive constants
L0 and L1 such that
(4.6)
∥∥∥∥H (t; ζ¯0, ζ¯1; ξ0, ξ1) −H (t; ζ0, ζ1; ξ0, ξ1)∥∥∥∥ ≤ L0 ∥∥∥ζ¯0 − ζ0∥∥∥ + L1 ∥∥∥ζ¯1 − ζ1∥∥∥ ,
for all
(
t; ζ¯0, ζ¯1; ξ0, ξ1
)
,
(
t; ζ0, ζ1; ξ0, ξ1
)
∈ Nε(P);
(iii) H is a uniform contraction in the variables ξ0 and ξ1, i.e., there exists constants C0
and C1 such that
(4.7)
∥∥∥∥H (t; ζ0, ζ1; ξ¯0, ξ¯1) −H (t; ζ0, ζ1; ξ0, ξ1)∥∥∥∥ ≤ C0 ∥∥∥ξ¯0 − ξ0∥∥∥ + C1 ∥∥∥ξ¯1 − ξ1∥∥∥ ,
for all
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)
,
(
t; ζ0, ζ1; ξ0, ξ1
)
∈ Nε(P), with
(4.8) C0 + C1 < 1;
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(iv) For all X ∈ Nε(P)
(4.9) |h1(X)| ≤ 1.
Under these assumptions, there exists δ > 0 and Z ∈ C1[−δ, δ] with
(t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t))) ∈ Nε(P)
and Z solving the system
(4.10)
Z′(t) = H (t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t)))Z(0) = 0,
for |t| ≤ δ and satisfying in addition that Z′(0) = P.
Proof. Since H is continuous, let
(4.11) α = max{‖H(X)‖ : X ∈ Nε(P)}.
From (4.3)
(4.12) ‖P‖ = ‖H(P)‖ ≤ α.
Let µ be a constant such that
(4.13) µ ≥ Λ + (L0 + L1)α
1 − C0 − C1 .
For any map Z : R→ Rn, we define the vector
VZ(t) =
(
t; Z(t),Z (z1(t)) ; (Z)
′ (t), (Z)′ (z1(t))
)
.
Definition 4.2. Let C1[−δ, δ] denote the class of all functions Z : [−δ, δ]→ Rn that are
C1 equipped with the norm ‖Z‖C1[−δ,δ] = max[−δ,δ] ‖Z(t)‖ + max[−δ,δ] ‖Z′(t)‖. We define
the set C = C(δ) as follows: Z ∈ C if and only if
(1) Z ∈ C1[−δ, δ],
(2) Z(0) = 0, Z′(0) = P,
(3) |z1(t)| ≤ |t|,
(4) ‖Z(t) − Z(t¯)‖ ≤ α |t − t¯|,
(5) |z1(t) − z1(t¯)| ≤ |t − t¯|,
(6) ‖Z′(t) − Z′(t¯)‖ ≤ µ |t − t¯|,
(7) VZ(t) ∈ Nε(P), for all |t| ≤ δ.
Define a map T on C as follows:
T Z(t) =
∫ t
0
H(s; Z(s),Z(z1(s)); Z′(s),Z′(z1(s))) ds.
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Our goal is to show that T : C → C, for δ sufficiently small, and therefore from
Banach’s fixed point theorem, T has a unique fixed point Z ∈ C and so Z solves
(4.2).
We will prove the theorem in a series of steps.
Step 1. There exists δ0 > 0 such that C(δ) is non empty for δ ≤ δ0; in fact, the function
Z0(t) = tP ∈ C.
Proof. Obviously, Z0(0) = 0,
(
Z0
)′
= P, and from (4.4)
∣∣∣z01(t)∣∣∣ = |p1| |t| ≤ |t|.Also from
(4.3) and (4.4)
‖Z0(t) − Z0(t¯)‖ ≤ ‖P‖ |t − t¯| = ‖H(P)‖ |t − t¯| ≤ α |t − t¯|,
|z01(t) − z01(t¯)| = |p1| |t − t¯| ≤ |t − t¯|,
and ‖ (Z0)′ (t) − (Z0)′ (t¯)‖ = 0 ≤ µ |t − t¯|.
It remains to show that VZ0(t) ∈ Nε(P). By definition VZ0(t) = (t; t P, t p1 P; P,P) ,
and so VZ0(t) ∈ Nε (P) if and only if |t| + |t| ‖P‖ + |t| |p1| ‖P‖ ≤ ε, which is equivalent
to
(4.14) |t| ≤ ε
1 + ‖P‖ + |p1| ‖P‖ := δ0.

Step 2. C(δ) is complete for every δ > 0.
Proof. Let Zk be a Cauchy sequence in C. Since C1[−δ, δ] is complete, Zk converges
uniformly to a function Z ∈ C1[−δ, δ], and
(
Zk
)′
converges uniformly to Z′. Since
Zk satisfy properties (1)-(7) in Definition 4.2, then Step 2 follows by uniform
convergence. 
Step 3. If Z ∈ C and W = TZ = (w1, · · · ,wn), then
|w1(t)| ≤ |t|.
Proof. From (4.9) and since VZ(t) ∈ Nε(P) for |t| ≤ δ, it follows that
|w1(t)| =
∣∣∣∣∣∣
∫ t
0
h1(VZ(s)) ds
∣∣∣∣∣∣ ≤ |t|.

Step 4. If Z ∈ C and W = TZ, then
‖W(t) −W(t¯)‖ ≤ α|t − t¯|,
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and
|w1(t) − w1(t¯)| ≤ |t − t¯|
for every t, t¯ ∈ [−δ, δ].
Proof. Since VZ(t) ∈ Nε(P), by (4.11) for all |t| ≤ δ
‖W(t) −W(t¯)‖ =
∥∥∥∥∥∥
∫ t
t¯
H(VZ(s)) ds
∥∥∥∥∥∥ ≤ α |t − t¯|,
and from (4.9), we get similarly the desired estimate for w1(t) − w1(t¯). 
Step 5. If Z ∈ C(δ) and W = TZ, then
‖W′(t) −W′(t¯)‖ ≤ µ|t − t¯|,
for every t, t¯ ∈ [−δ, δ].
Proof. From the Lipschitz estimates for H
‖W′(t) −W′(t¯)‖ = ‖H(VZ(t)) −H(VZ(t¯))‖
≤ Λ |t − t¯| + L0 ‖Z(t) − Z(t¯)‖ + L1 ‖Z(z1(t)) − Z(z1(t¯))‖
+ C0 ‖Z′(t) − Z′(t¯)‖ + C1 ‖Z′(z1(t)) − Z′(z1(t¯))‖.
Since |z1(t)| ≤ |t| ≤ δ and |z1(t¯)| ≤ |t¯| ≤ δ, we get from the Lipschitz properties of Z,
z1, and Z′
‖W′(t) −W′(t¯)‖ ≤ Λ |t − t¯| + L0 α|t − t¯| + L1 α|z1(t) − z1(t¯)| + C0 µ|t − t¯| + C1 µ|z1(t) − z1(t¯)|
≤ (Λ + (L0 + L1)α + (C0 + C1)µ) |t − t¯|.
From (4.13), Λ + (L0 + L1)α ≤ (1 − C0 − C1)µ, then Step 5 follows. 
Step 6. For δ sufficiently small, W = TZ ∈ C for each Z ∈ C.
Proof. From the previous steps, it remains to show that VW(t) ∈ Nε(P). Define
SZ(t) = |t| + ‖Z(t)‖ + ‖Z(z1(t))‖ + ‖Z′(t) − P‖ + ‖Z′(z1(t)) − P‖
SW(t) = |t| + ‖W(t)‖ + ‖W(w1(t))‖ + ‖W′(t) − P‖ + ‖W′(w1(t)) − P‖ .
Since VZ(t) ∈ Nε(P), we have SZ(t) ≤ ε. We shall prove that SW(t) ≤ ε by choosing
δ sufficiently small. In fact, from (4.11) for every |t| ≤ δ
(4.15) ‖W(t)‖ =
∥∥∥∥∥∥
∫ t
0
H(VZ(s)) ds
∥∥∥∥∥∥ ≤ α |t| ≤ α δ,
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and from (4.9)
|w1(t)| =
∣∣∣∣∣∣
∫ t
0
h1(VZ(s)) ds
∣∣∣∣∣∣ ≤ |t| ≤ δ.
Hence ‖W(w1(t))‖ ≤ α δ. We next estimate ‖W′(t) − P‖. Using the Lipschitz
properties of H we write
‖W′(t) − P‖ = ‖H(VZ(t)) −H(P)‖
≤ Λ|t| + L0 ‖Z(t)‖ + L1 ‖Z(z1(t))‖ + C0 ‖Z′(t) − P‖ + C1 ‖Z′(z1(t)) − P‖ .
Notice that ‖Z(t)‖ = ‖Z(t) − Z(0)‖ ≤ α|t| ≤ αδ, and since |z1(t)| ≤ |t| ≤ δ then
‖Z(z1(t))‖ ≤ αδ. Also
‖Z′(t) − P‖ = ‖Z′(t) − Z′(0)‖ ≤ µ|t| ≤ µδ.
and
‖Z′(z1(t)) − P‖ ≤ µδ.
Therefore, for |t| ≤ δ
‖W′(t) − P‖ ≤ [Λ + α(L0 + L1)δ + µ(C0 + C1)] δ,
and since |w1(t)| ≤ δ, we also get
‖W′(w1(t)) − P‖ ≤ [Λ + α(L0 + L1)δ + µ(C0 + C1)] δ.
We conclude that
SW(t) ≤ δ (1 + 2Λ + 2α(1 + L0 + L1) + 2µ(C0 + C1)) ,
so choosing δ ≤ ε
1 + 2Λ + 2α(1 + L0 + L1) + 2µ(C0 + C1)
Step 6 follows. 
It remains to show that T is a contraction.
Step 7. If Z1,Z2 ∈ C(δ) with δ small enough from the previous steps, then∥∥∥TZ1 − TZ2∥∥∥
C1[−δ,δ] ≤ q
∥∥∥Z1 − Z2∥∥∥
C1[−δ,δ] ,
for some q < 1.
Proof. Let W1(t) = TZ1(t),W2(t) = TZ2(t). By the fundamental theorem of calculus
we have for every |t| ≤ δ∥∥∥W1(t) −W2(t)∥∥∥ ≤ ∣∣∣∣∣∣
∫ t
0
∥∥∥∥(W1)′ (s) − (W2)′ (s)∥∥∥∥ ds∣∣∣∣∣∣ ≤ δ sup|t|≤δ
∥∥∥∥(W1)′ (t) − (W2)′ (t)∥∥∥∥
≤ δ‖W1 −W2‖C1[−δ,δ],
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and similarly
∥∥∥Z1(t) − Z2(t)∥∥∥ ≤ δ ‖Z1 − Z2‖C1[−δ,δ]. From the Lipschitz properties of
H, for every |t| ≤ δ,∥∥∥∥(W1)′ (t) − (W2)′ (t)∥∥∥∥ ≤ ‖H (VZ1(t)) −H (VZ2(t))‖
≤ L0
∥∥∥Z1(t) − Z2(t)∥∥∥ + L1 ∥∥∥∥Z1 (z11(t)) − Z2 (z21(t))∥∥∥∥
+ C0
∥∥∥∥(Z1)′ (t) − (Z2)′ (t)∥∥∥∥ + C1 ∥∥∥∥(Z1)′ (z11(t)) − (Z2)′ (z21(t))∥∥∥∥ .
We have ∥∥∥Z1(t) − Z2(t)∥∥∥ ≤ δ ‖Z1 − Z2‖C1[−δ,δ]∥∥∥Z1(z11(t)) − Z2(z21(t))∥∥∥ ≤ ∥∥∥Z1(z11(t)) − Z2(z11(t))∥∥∥ + ∥∥∥Z2(z11(t)) − Z2(z21(t))∥∥∥
≤ δ ‖Z1 − Z2‖C1[−δ,δ] + α |z11(t) − z21(t)|
≤ δ ‖Z1 − Z2‖C1[−δ,δ] + αC‖·‖‖Z1(t) − Z2(t)‖
≤ δ (αC‖·‖ + 1) ‖Z1 − Z2‖C1[δ,δ]∥∥∥∥(Z1)′ (t) − (Z2)′ (t)∥∥∥∥ ≤ ‖Z1 − Z2‖C1[−δ,δ]∥∥∥∥(Z1)′ (z11(t)) − (Z2)′ (z21(t))∥∥∥∥ ≤ ∥∥∥∥(Z1)′ (z11(t)) − (Z2)′ (z11(t))∥∥∥∥ + ∥∥∥∥(Z2)′ (z11(t)) − (Z2)′ (z21(t))∥∥∥∥
≤
∥∥∥Z1 − Z2∥∥∥
C1[−δ,δ] + µ|z11(t) − z21(t)|
≤
∥∥∥Z1 − Z2∥∥∥
C1[−δ,δ] + µC‖·‖
∥∥∥Z1(t) − Z2(t)∥∥∥
≤ (µC‖·‖ δ + 1) ∥∥∥Z1 − Z2∥∥∥C1[−δ,δ] ;
here C‖·‖ is a constant larger than 1, depending only on the choice of the norm
in Rn, since all norms in Rn are equivalent such constant exists. Combining the
above inequalities, we obtain∥∥∥∥(W1)′ (t) − (W2)′ (t)∥∥∥∥
≤ (L0 δ + L1 δ (αC‖·‖ + 1) + C0 + C1 (µC‖·‖ δ + 1)) ∥∥∥Z1 − Z1∥∥∥C1 := (M δ + C0 + C1) ∥∥∥Z1 − Z2∥∥∥C1 ,
and from the fundamental theorem of calculus∥∥∥W1(t) −W2(t)∥∥∥ ≤ δ sup
|t|≤δ
∥∥∥∥(W1)′ (t) − (W2)′ (t)∥∥∥∥ ≤ δ (M δ + C0 + C1) ∥∥∥Z1 − Z2∥∥∥C1 .
We conclude that∥∥∥W1 −W2∥∥∥
C1[−δ,δ] ≤ (1 + δ) (M δ + C0 + C1)
∥∥∥Z1 − Z2∥∥∥
C1[−δ,δ]
Since C0 + C1 < 1, then choosing δ sufficiently small Step 7 follows. 
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We conclude that there exists δ∗ > 0 small such that for 0 < δ ≤ δ∗, the map
T : C(δ) → C(δ) is a contraction and hence by the Banach fixed point theorem
there is a unique Z ∈ C(δ) such that
Z(t) = TZ(t) =
∫ t
0
H(VZ(s)) ds.
Differentiating with respect to t, we get that Z solves (4.10) for |t| ≤ δ. 
We make the following observations about the assumptions in Theorem 4.1.
Remark 4.3. We show that even for H smooth, satisfying (4.3) with (4.4), and (4.9),
the system (4.2) might not have any real solutions in a neighborhood of t = 0. In
fact, consider for example the following ode:
(4.16) z′(t) = z′(t)2 +
1 − t
4
, z(0) = 0.
In this case n = 1 and H : R5 → R with
H
(
t; ζ0, ζ1; ξ0, ξ1
)
=
(
ξ0
)2
+
1 − t
4
analytic. The system P = H(0; 0, 0; P,P) has a unique solution P = 1/2, and so (4.3)
and (4.4) hold. Let P = (0; 0, 0; 1/2, 1/2). Since H(P) < 1, (4.9) holds in a small
neighborhood of P. On the other hand, (4.16) cannot have real solutions for t < 0
and so in any neighborhood of t = 0. This shows that there cannot exist a norm
‖ ·‖ inR so that the contraction condition (4.8) is satisfied. In particular, this shows
that the conclusion of [vBO92, Lemma 2.2] is in error.
Remark 4.4. Let H be a map from a domain in R4n+1 with values in Rn, and let P
be a solution to the system P = H(0; 0, 0; P,P) satisfying (4.4). Assume H is C1 in a
neighborhood of P = (0; 0, 0; P,P). Given a norm ‖ · ‖ in Rn, let ‖|·|‖ be the induced
norm on the space of n × n matrices, i.e., for a n × n matrix A
‖|A|‖ = max{‖Av‖ : v ∈ Rn, ‖v‖ = 1},
see [HJ85, Section 5.6]. Since H is C1 then there exists a neighborhood Nε(P) as
defined in Theorem 4.1 such that (4.5), (4.6), (4.7) are satisfied.
The following proposition shows estimates for C0 + C1 in (4.7).
Proposition 4.5. We define the n × n matrices
∇ξ0H =
 ∂hi∂ξ0j

1≤i, j≤n
, ∇ξ1H =
 ∂hi∂ξ1j

1≤i, j≤n
.
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If (4.7) holds for some C0,C1, then
(4.17) C0 ≥
∥∥∥∣∣∣∇ξ0H(P)∣∣∣∥∥∥ , and C1 ≥ ∥∥∥∣∣∣∇ξ0H(P)∣∣∣∥∥∥ .
In addition, (4.7) holds with C0 = maxNε(P)
∣∣∣∥∥∥∇ξ0H∥∥∥∣∣∣ and C1 = maxNε(P) ∣∣∣∥∥∥∇ξ1H∥∥∥∣∣∣.
Proof. We first prove (4.17). Let v ∈ Rn with ‖v‖ = 1; for s > 0 small, the vector
(0; 0, 0; P + s v,P) ∈ Nε(P). From (4.7), we get
‖H(0; 0, 0; P + s v,P) −H(0; 0, 0; P,P)‖ ≤ C0 |s|.
Dividing by |s| and letting s → 0 we obtain, by application of the mean value
theorem on each component, that for every v ∈ Rn with ‖v‖ = 1
C0 ≥
∥∥∥∇ξ0H(P) vt∥∥∥ .
Taking the supremum over all v ∈ Rn we obtain C0 ≥
∥∥∥∣∣∣∇ξ0H(P)∣∣∣∥∥∥ . Similarly we
get C1 ≥
∥∥∥∣∣∣∇ξ1H(P)∣∣∣∥∥∥.
To show the second part of the proposition, by the fundamental theorem of
calculus, we have for
(
t; ζ0, ζ1; ξ0, ξ1
)
,
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)
∈ Nε(P) that
H
(
t; ζ0, ζ1; ξ0, ξ1
)
−H
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)
=
∫ 1
0
DH
(
(1 − s)
(
t; ζ0, ζ1; ξ0, ξ1
)
+ s
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)) (
0; 0, 0; ξ0 − ξ¯0, ξ1 − ξ¯1
)t
ds
=
∫ 1
0
∇ξ0H
(
(1 − s)
(
t; ζ0, ζ1; ξ0, ξ1
)
+ s
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)) (
ξ0 − ξ¯0
)t
ds
+
∫ 1
0
∇ξ1H
(
(1 − s)
(
t; ζ0, ζ1; ξ0, ξ1
)
+ s
(
t; ζ0, ζ1; ξ¯0, ξ¯1
)) (
ξ1 − ξ¯1
)t
ds,
where DH is the (4n + 1)× n matrix of the first derivatives of H with respect to all
variables. Then∥∥∥∥H (t; ζ0, ζ1; ξ0, ξ1) −H (t; ζ0, ζ1; ξ¯0, ξ¯1)∥∥∥∥
≤
∫ 1
0
∥∥∥∥∣∣∣∣∇ξ0H ((1 − s) (t; ζ0, ζ1; ξ0, ξ1) + s (t; ζ0, ζ1; ξ¯0, ξ¯1))∥∥∥∥∣∣∣∣ ∥∥∥ξ0 − ξ¯0∥∥∥ ds
+
∫ 1
0
∥∥∥∥∣∣∣∣∇ξ1H ((1 − s) (t; ζ0, ζ1; ξ0, ξ1) + s (t; ζ0, ζ1; ξ¯0, ξ¯1))∥∥∥∥∣∣∣∣ ∥∥∥ξ1 − ξ¯1∥∥∥ ds
≤ max
Nε(P)
∣∣∣∥∥∥∇ξ0H∥∥∥∣∣∣ ∥∥∥ξ¯0 − ξ0∥∥∥ + max
Nε(P)
∣∣∣∥∥∥∇ξ1H∥∥∥∣∣∣ ∥∥∥ξ¯1 − ξ1∥∥∥ .
The proof is then complete. 
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Given an n×n matrix A, let RA be its spectral radius, i.e., RA is the largest absolute
value of the eigenvalues of A. From [HJ85, Theorem 5.6.9] we have RA ≤ ‖|A|‖ for
any matrix norm ‖|·|‖. Then from (4.17) we get the following corollary that shows
that the possibility of choosing a norm in Rn for which the contraction property
(4.8) holds depends on the spectral radii of the matrices ∇ξ0H(P),∇ξ1H(P).
Corollary 4.6. Let H be as above. Denote by Rξ0 and Rξ1 the spectral radii of the matrices
∇ξ0H(P), and ∇ξ1H(P) respectively. Then for any norm in Rn and any C0,C1 satisfying
(4.7) we have
C0 + C1 ≥ Rξ0 + Rξ1 .
To apply Theorem 4.1, we need H to satisfy (4.7) together with the contraction
condition (4.8) for some norm ‖ · ‖ in Rn. It might not be possible to find such a
norm. In fact, if an n × n matrix A has spectral radius RA ≥ 1, then for each norm
‖ · ‖ in Rn the induced matrix norm satisfies ‖|A|‖ ≥ 1; see [Theorem 5.6.9 and
Lemma 5.6.10][HJ85]. So if the sum of the spectral radii of the Jacobian matrices
∇ξ0H(P), ∇ξ1H(P) is bigger than one, then from Corollary 4.6 it is not possible to
find a norm ‖ · ‖ in Rn for which (4.8) holds.
4.1. Uniqueness of solutions. In this section we show the following uniqueness
theorem.
Theorem 4.7. Under the assumptions of Theorem 4.1, the local solution to (4.10) with
Z′(0) = P is unique.
The theorem is a consequence of the following lemma.
Lemma 4.8. Let C(δ) be the set in Definition 4.2. If there exists δ > 0 such that W solves
(4.10) for |t| ≤ δ, with W′(0) = P, and VW(t) ∈ Nε(P) for |t| ≤ δ, then W ∈ C(δ).
Proof. Since w′1(t) = h1(VW(t)), then (4.9) implies
(4.18) |w1(t)| =
∣∣∣∣∣∣
∫ t
0
h1(VW(s)) ds
∣∣∣∣∣∣ ≤ |t|.
Also for |t|, |t¯| ≤ δ since W is a solution to (4.10) then from (4.11)
(4.19) ‖W(t) −W(t¯)‖ =
∥∥∥∥∥∥
∫ t
t¯
H(VW(s)) ds
∥∥∥∥∥∥ ≤ α|t − t¯|
and by (4.9)
(4.20) |w1(t) − w1(t¯)| =
∣∣∣∣∣∣
∫ t
t¯
h1(VW(s)) ds
∣∣∣∣∣∣ ≤ |t − t¯|.
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It remains to show the Lipschitz estimate on W′. Let |t|, |t¯| ≤ δ, then by the
Lipschitz properties of H
‖W′(t) −W′(t¯)‖ = ‖H(VW(t)) −H(VW(t¯))‖
≤ Λ|t − t¯| + L0 ‖W(t) −W(t¯)‖ + L1 ‖W(w1(t)) −W(w1(t¯))‖
+ C0 ‖W′(t) −W′(t¯)‖ + C1 ‖W′(w1(t)) −W′(w1(t¯))‖ .
Using (4.19), (4.18), and (4.20), we get that for every |t|, |t¯| ≤ δ
(4.21)
‖W′(t) −W′(t¯)‖ ≤ (Λ+(L0+L1)α)|t−t¯|+C0 ‖W′(t) −W′(t¯)‖+C1 ‖W′(w1(t)) −W′(w1(t¯))‖ .
Fix t and t¯ and let r = |t− t¯|. Let τ, and τ¯ be such that |τ|, |τ¯| ≤ δ and |τ− τ¯| ≤ r, then
by (4.20)
|w1(τ) − w1(τ¯)| ≤ |τ − τ¯| ≤ r.
Hence applying (4.21) for τ and τ¯ we get for |τ|, |τ¯| ≤ δ, |τ − τ¯| ≤ r that
‖W′(τ) −W′(τ¯)‖ ≤ (Λ + (L0 + L1)α)|τ − τ¯| + C0 ‖W′(τ) −W′(τ¯)‖ + C1 ‖W′(w1(τ)) −W′(w1(τ¯))‖
≤ (Λ + (L0 + L1)α) r + (C0 + C1) sup
|τ|,|τ¯|≤δ,|τ−τ¯|≤r
‖W′(τ) −W′(τ¯)‖ .
Hence taking the supremum on the left hand side of the inequality, and using
(4.13) we get
sup
|τ|,|τ¯|≤δ,|τ−τ¯|≤r
‖W′(τ) −W′(τ¯)‖ ≤ Λ + (L0 + L1) α
1 − C0 − C1 r ≤ µ r
so for every |t|, |t¯| ≤ δ
‖W′(t) −W′(t¯)‖ ≤ sup
|τ|,|τ¯|≤δ,|τ−τ¯|≤|t−t¯|
‖W′(τ) −W′(τ¯)‖ ≤ µ |t − t¯|,
and the lemma follows. 
Proof of Theorem 4.7. Let δ1, δ2 ≤ δ∗ and let Wi solving (4.10) for |t| ≤ δi, with(
Wi
)′
(0) = P, and VWi(t) ∈ Nε(P) for |t| ≤ δi for i = 1, 2. From Lemma 4.8
Wi ∈ C(δi), and since they solve (4.10) we have TWi(t) = Wi(t) for |t| ≤ δi, i = 1, 2.
Let δ = min{δ1, δ2}. We have C(δi) ⊂ C(δ), i = 1, 2. Since δ ≤ δ∗, from the proof of
the existence theorem T has a unique fixed point in C(δ). But, TWi = Wi for |t| ≤ δ
and so W1 = W2 for |t| ≤ δ. 
Remark 4.9. If the vector P solution to the system (4.3) does not satisfy (4.4),
then the system (4.10) may have infinitely many solutions. This goes back to the
paper by Kato and McLeod [KM71, Thm. 2] about single functional differential
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equations. We refer to [FMOT71, Equation (1.7)] for representation formulas for
infinitely many solutions.
Remark 4.10. Theorem 4.1 has an extension to more variables and the proof is
basically the same. In fact, the set up in this case and the result are as follows.
We set Z(t) = (z1(t), · · · , zn(t)) where zi(t) are real valued functions of one
variable, and Z′(t) =
(
z′1(t), · · · , z′n(t)
)
. Let H = (h1, · · · , hn) where
hi = hi
(
t; ζ0, ζ1, · · · , ζm; ξ0, ξ1, · · · , ξm
)
are real valued functions with ζ j, ξ j ∈ Rn for 1 ≤ j ≤ m, so each hi has 1+2 (m+1) n
variables. Let
X =
(
t; ζ0, ζ1, · · · , ζm; ξ0, ξ1, · · · , ξm
)
.
We assume 1 ≤ m ≤ n. Set Z(zk(t)) = (z1(zk(t)), · · · , zn(zk(t))) for 1 ≤ k ≤ m. We
want to find Z(t) as above satisfying the following functional differential equation
Z′(t) = H (t; Z(t),Z(z1(t)), · · · ,Z(zm(t)); Z′(t),Z′(z1(t)), · · · ,Z′(zm(t)))
Z(0) = (0, · · · , 0) ∈ Rn,
for t in a neighborhood of 0. We assume that there exists P = (p1, · · · , pn) ∈ Rn
with |pi| ≤ 1 for 1 ≤ i ≤ m solving
P = H (0; 0, · · · , 0; P, · · · ,P)
where dots mean m + 1 times.
Let P = (0; 0, · · · , 0; P, · · · ,P) ∈ R2(m+1)n+1, and let ‖ · ‖ be a norm in Rn with
Nε(P) =
{(
t; ζ0, · · · , ζm; ξ0, · · · , ξm
)
; |t| + ‖ζ0‖ + · · · + ‖ζm‖ + ‖ξ0 − P‖ + · · · + ‖ξm − P‖ ≤ ε
}
a neighborhood of P such that
(i) H is uniformly Lipschitz in the variable t, i.e., there exists Λ > 0 such that∥∥∥∥H (t¯; ζ0, · · · , ζm; ξ0, · · · , ξm) −H (t; ζ0, · · · , ζm; ξ0, · · · , ξm)∥∥∥∥ ≤ Λ|t¯ − t|.
for all
(
t¯; ζ0, · · · , ζm; ξ0, · · · , ξm) , (t; ζ0, · · · , ζm; ξ0, · · · , ξm) ∈ Nε(P);
(ii) H is uniformly Lipschitz in the variables ζ0, · · · , ζm i.e., there exist positive
constants L0, · · · ,Lm such that∥∥∥∥H (t; ζ¯0, · · · , ζ¯m; ξ0, · · · , ξm) −H (t; ζ0, · · · , ζm; ξ0, · · · , ξm)∥∥∥∥ ≤ L0 ∥∥∥ζ¯0 − ζ0∥∥∥+· · ·+Lm ∥∥∥ζ¯m − ζm∥∥∥ ,
for all
(
t; ζ¯0, · · · , ζ¯m; ξ0, · · · , ξm) , (t; ζ0, · · · , ζm; ξ0, · · · , ξm) ∈ Nε(P);
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(iii) H is a uniform contraction in the variablesξ0, · · · , ξm, i.e., there exists constants
C0, · · · ,Cm such that∥∥∥∥H (t; ζ0, · · · , ζm; ξ¯0, · · · , ξ¯m) −H (t; ζ0, · · · , ζm; ξ0, · · · , ξm)∥∥∥∥ ≤ C0 ∥∥∥ξ¯0 − ξ0∥∥∥+· · ·+Cm ∥∥∥ξ¯m − ξm∥∥∥ ,
for all
(
t; ζ0, · · · , ζm; ξ¯0, · · · , ξ¯m) , (t; ζ0, · · · , ζm; ξ0, · · · , ξm) ∈ Nε(P), with
C0 + · · · + Cm < 1;
(iv) For all X ∈ Nε(P)
|h1(X)| ≤ 1.
Under these assumptions, there exists δ > 0, such that the systemZ′(t) = H (t; Z(t),Z(z1(t)), · · · ,Z(zm(t)); Z′(t),Z′(z1(t)), · · · ,Z′(zm(t)))Z(0) = 0,
has a unique solution defined for |t| ≤ δ satisfying Z′(0) = P.
5. One point source case: Problem B
The setup in this section is the following. We are given a unit vector w ∈ R3, and
a compact domain Ω contained in the upper unit sphere S2, such that Ω = x(D),
where D is a convex and compact domain in R2 with nonempty interior. Here
x(t) are for example spherical coordinates, t ∈ D. Dichromatic rays with colors
b and r are now emitted from the origin with unit direction x(t), t ∈ D. From
the results from [Gut13, Section 3] with n1 = n3 = 1, n2 = nr, and e1 = w we
have the following. Consider a C2 surface with a given polar parametrization
ρ(t)x(t) for t ∈ D, and the surface parametrized by fr(t) = ρ(t)x(t) + dr(t)mr(t), with
mr(t) =
1
nr
(
x(t) − λrνρ(t)
)
, λr(t) = Φnr
(
x(t) · νρ(t)
)
from (2.3), νρ(t) the outer unit
normal at ρ(t)x(t), and with
(5.1) dr(t) =
Cr − ρ(t) (1 − w · x(t))
nr − w ·mr(t) ,
for some constant Cr. Then the lens bounded between ρ and fr refracts the rays
with color r into the direction w provided that Cr is chosen so that dr(t) > 0
and fr has a normal at each point. Likewise and for the color b the surface
fb(t) = ρ(t)x(t) + db(t)mb(t), with similar quantities as before with r replaced by b,
does a similar refracting job for rays with color b.
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As before, we assume nb > nr > 1, and the medium surrounding the lens is
vacuum. To avoid total reflection for each color, compatibility conditions between
ρ and w are needed, see [Gut13, condition (3.8)] which in our case reads
λr νρ(t) · w ≤ x(t) · w − 1, and λb νρ(t) · w ≤ x(t) · w − 1.
The problem we consider in this section is to determine if there exist ρ and
corresponding surfaces fr and fb for each color such that fr can be obtained by a
re-parametrization of fb. That is, if there exist a positive function ρ ∈ C2(D), real
numbers Cr and Cb, and a C1 map ϕ : D → D such that the surfaces fr and fb,
corresponding to ρ, Cr,Cb, have normals at each point and
(5.2) fr(t) = fb(ϕ(t)) ∀t ∈ D.
We refer to this as Problem B. As in the collimated case, if a solution exists
fr(D) ⊆ fb(D). Again, from an optical point of view, this means that the lens
sandwiched between ρ and fb refracts both colors into w; however, there could be
points in fb(D) that are not reached by red rays.
If w < Ω, we will show in Theorem 5.2 that Problem B is not solvable. On
the other hand, when w ∈ Ω we shall prove, in dimension two, that problem
B is locally solvable, Theorem 5.13. Notice that by rotating the coordinates we
may assume without loss of generality that w = e. Theorem 5.13 will follow
from Theorem 4.1 on functional differential equations, assuming an initial size
condition on the ratio between the thickness of the lens and its distance to the
origin. By local solution we mean that there exists an interval [−δ, δ] ⊆ D, a
positive function ρ ∈ C2[−δ, δ], real numbers Cr and Cb, and ϕ : [−δ, δ] → [−δ, δ]
C1 such that the corresponding surfaces fr and fb have normals at every point and
fr(t) = fb(ϕ(t)) ∀t ∈ [−δ, δ].
We will also show a necessary condition for solvability of Problem B, Corollary
5.10.
We first state the following lemma whose proof is the same as that of Lemma
3.2.
Lemma 5.1. Given a surface ρ(t)x(t), t ∈ D, and w a unit vector in R3, let fr and fb be
the surfaces parametrized as above. If fr(t) = fb(t) for some t ∈ D, then νρ(t) = x(t). In
addition db(t) = dr(t).
We next show nonexistence of solutions to Problem B for w < Ω.
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Theorem 5.2. Let w be a unit vector in R3. If Problem B is solvable, then x(t) = w for
some t ∈ D. Therefore, since x(D) = Ω, Problem B has no solutions for w < Ω.
Proof. Suppose there exist ρ and ϕ : D→ D satisfying (5.2). Since D is a compact
and convex domain, by Brouwer fixed point theorem ϕ has a fixed point t0, and
from (5.2) fr(t0) = fb(t0). Therefore, by Lemma 5.1 νρ(t0) = x(t0), and by the
Snell’s law at ρ(t0)x(t0) we have mb(t0) = mr(t0) = x(t0). Using Snell’s law again
at fr(t0) = fb(t0), since nr , nb and both colors with direction x(t0) are refracted at
fr(t0) = fb(t0) into w, we obtain x(t0) = w. 
From now on our objective is to show that problem B is locally solvable in
dimension two when w ∈ Ω, Theorem 5.13.
5.1. Two dimensional case, w ∈ Ω. Let w be a unit vector in R2, by rotating the
coordinates we will assume that w = e = (0, 1). Let Ω be a compact domain of the
upper circle, such that Ω = x(D) where D is a closed interval in (−pi/2, pi/2), and
x(t) = (sin t, cos t).
We will use the following expression for the normal to a parametric curve.
Lemma 5.3. If a curve is given by the polar parametrization ρ(t)x(t) = ρ(t) (sin t, cos t),
with ρ ∈ C1, then the unit outer normal is
ν(t) =
1√
ρ2(t) + ρ′(t)2
(
ρ(t) sin t − ρ′(t) cos t, ρ′(t) sin t + ρ(t) cos t) .
Proof. The tangent vector to the curve at the point ρ(t) x(t), with x(t) = (sin t, cos t),
equals
(ρ(t) x(t))′ = ρ′(t)x(t) + ρ(t)x′(t) =
(
ρ′(t) sin t + ρ(t) cos t, ρ′(t) cos t − ρ(t) sin t) .
Thus
|(ρ(t) x(t))′|2 = ρ(t)2 + ρ′(t)2.
Hence the normal
ν(t) = ± 1√
ρ2(t) + ρ′(t)2
(
ρ(t) sin t − ρ′(t) cos t, ρ′(t) sin t + ρ(t) cos t) .
Since ν(t) is outer, i.e. x(t) · ν(t) ≥ 0, so we take the positive sign above and the
lemma follows. 
As a consequence, we obtain the following important lemma.
Lemma 5.4. Assume Problem B is solvable in the plane when w = e. Then 0 ∈ D,
ϕ(0) = 0, db(0) = dr(0), and ρ′(0) = 0.
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Proof. Using the proof of Theorem 5.2, there exists t0 ∈ D such that ϕ(t0) = t0 and
x(t0) = e = (0, 1), then (sin t0, cos t0) = (0, 1), and t0 = 0. By Lemma 5.1, we get
db(0) = dr(0), and νρ(0) = e. Therefore, Lemma 5.3 yields
(0, 1) =
1√
ρ2(0) + ρ′(0)2
(−ρ′(0), ρ(0)).

5.2. Derivation of a system of functional equations from the solvability of
Problem B in the plane. Assume Problem B has a solution refracting rays of both
colors b and r into the direction e, and recall Lemma 5.4. 1
We set ρ(0) = ρ0 and db(0) = dr(0) = d0, and prove the following theorem.
Theorem 5.5. Suppose there exist ρ and ϕ solving Problem B in an interval D. Let
Z(t) = (z1(t), z2(t), z3(t), z4(t), z5(t)) ∈ R5 with
(5.3)
z1(t) = ϕ(t), z2(t) = v1(t) + ρ0, z3(t) = v2(t), z4(t) = v′1(t), z5(t) = v
′
2(t) − ρ0,
where v1(t) = −ρ(t) cos t, and v2(t) = ρ(t) sin t.
Let Z = (0; 0, 0;Z′(0),Z′(0)) ∈ R21.2 There exists a neighborhood of Z and a map H
defined and smooth in that neighborhood with
H := H(t; ζ0, ζ1; ξ0, ξ1) = (h1, · · · , h5)
where ζ0, ζ1, ξ0, ξ1 ∈ R5, ζi =
(
ζi1, ζ
i
2, · · · , ζi5
)
, ξi =
(
ξi1, ξ
i
2, · · · , ξi5
)
, and with the
functions h1, · · · , h5 given by (5.24), (5.26), (5.28), (5.30), and (5.32), respectively, such
that Z is a solution to the system of functional differential equations
Z′(t) = H (t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t)))(5.4)
Z(0) = 0
for t in a neighborhood of 0. The map H depends on the values ρ0 and d0.
Proof. From Lemma 5.4, Z(0) = 0. We will derive the expressions for hi(t; ζ0, ζ1; ξ0, ξ1),
1 ≤ i ≤ 5, so that
z′i(t) = hi (t; Z(t),Z(z1(t)),Z
′(t),Z′(z1(t))) .
The first step is to express the quantities involved as functions of
(t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t))) .
1We are assuming that 0 is an interior point of D. Otherwise, in our statements the interval
[−δ, δ] has to be replaced by either [−δ, 0] or [0, δ].
2Z′(0) =
(
ϕ′(0), 0, ρ0,−ρ′′(0) + ρ0, 0).
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From the Snell law, a ray emitted from the origin with color r and direction
x(t) = (sin t, cos t) refracts by a curve ρ(t)x(t) into a medium with refractive index
nr into the direction mr(t) such that x(t) − nrmr(t) = Φnr(x · ν(t)) ν(t), where ν(t) is
the outward unit normal to ρ at ρ(t)x(t). From (2.3)
Φnr(s) = s −
√
n2r − 1 + s2 = 1 − n
2
r
s +
√
n2r − 1 + s2
,
and from Lemma 5.3 ν(t) =
v′(t)
|v′(t)| , and x(t) · ν(t) =
ρ(t)√
ρ2(t) + ρ′(t)2
=
|v(t)|
|v′(t)| , with
v(t) = (v1(t), v2(t)). So
Φnr(x(t) · ν(t)) =
1 − n2r
|v(t)|
|v′(t)| +
√
n2r − 1 + |v(t)|
2
|v′(t)|2
=
(1 − n2r )|v′(t)|
|v(t)| + √|v(t)|2 + (n2r − 1)|v′(t)|2 .
Hence
mr(t) =
1
nr
[
x(t) −Φnr(x(t) · ν(t))ν(t)
]
=
1
nr
[x(t) − Ar (v(t), v′(t)) v′(t)](5.5)
:= (m1r(t),m2r(t))
with
(5.6) Ar(v(t), v′(t)) =
1 − n2r
|v(t)| + √|v(t)|2 + (n2r − 1)|v′(t)|2 .
Rewriting the last expressions in terms of the variables zi(t) introduced in (5.3),
and omitting the dependance in t to simplify the notation, we obtain
Ar(v(t), v′(t)) =
1 − n2r∣∣∣(z2 − ρ0, z3)∣∣∣ + √∣∣∣(z2 − ρ0, z3)∣∣∣2 + (n2r − 1) ∣∣∣(z4, z5 + ρ0)∣∣∣2 := Ar (Z(t)) ,
(5.7)
m1r(t) =
1
nr
[sin t −Ar(Z) z4] := µr (t,Z(t)) ,(5.8)
m2r(t) =
1
nr
[
cos t −Ar(Z) (z5 + ρ0)] := τr (t,Z(t)) .(5.9)
Notice that τr (0,Z(0)) = τr (0, 0) = 1.
If for each t, the ray with direction mr(t) is refracted by the upper face of the
lens into the direction e = (0, 1), then the upper face is parametrized by the vector
fr(t) = ρ(t)x(t) + dr(t)mr(t) :=
(
f1r(t), f2r(t)
)
.
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From (5.1), and (5.9)
dr(t) =
Cr − ρ(t)(1 − cos t)
nr −m2r(t) =
Cr − |v(t)| − v1(t)
nr − τr(t,Z(t))(5.10)
=
Cr −
∣∣∣(z2 − ρ0, z3)∣∣∣ − z2 + ρ0
nr − τr (t,Z(t)) := Dr (t,Z(t)) ,
with Cr a constant. Since ρ and ϕ solve Problem B, from Lemma 5.4 we have
ρ′(0) = 0, and ν(0) = (0, 1). So mr(0) = (0, 1) and from (5.1) we get Cr = (nr − 1) d0.
Hence
f1r(t) = z3 + Dr(t,Z)µr(t,Z) := F1r(t,Z(t))(5.11)
f2r(t) = −z2 + ρ0 + Dr(t,Z) τr(t,Z) := F2r(t,Z(t)).(5.12)
In addition, by the Snell law at fr(t), mr(t)− 1nr e = λ2,r(t) νr(t),where νr is the normal
to the upper surface at the point fr(t) (we are using here that the normal to fr exists
since we are assuming Problem B is solvable). Since nr > 1, then λ2,r > 0 and so
taking absolute values in the last expression yields
λ2,r(t) =
∣∣∣∣∣mr(t) − 1nr e
∣∣∣∣∣ =
√
1 +
1
n2r
− 2
nr
m2r(t) =
√
1 +
1
n2r
− 2
nr
τr(t,Z) := Λ2,r(t,Z(t)).
(5.13)
For t ∈ R and ζ = (ζ1, · · · , ζ5) ∈ R5 we let
(5.14)

Ar(ζ) = 1 − n
2
r∣∣∣(ζ2 − ρ0, ζ3)∣∣∣ + √∣∣∣(ζ2 − ρ0, ζ3)∣∣∣2 + (n2r − 1) ∣∣∣(ζ4, ζ5 + ρ0)∣∣∣2
µr(t, ζ) =
1
nr
[sin t −Ar(ζ) ζ4] , τr(t, ζ) = 1nr
[
cos t −Ar(ζ) (ζ5 + ρ0)]
Dr(t, ζ) =
Cr −
∣∣∣(ζ2 − ρ0, ζ3)∣∣∣ − ζ2 + ρ0
nr − τr (t, ζ) , with Cr = (nr − 1) d0
F1r(t, ζ) = ζ3 + Dr(t, ζ)µr(t, ζ), F2r(t, ζ) = −ζ2 + ρ0 + Dr(t, ζ) τr(t, ζ)
Λ2,r(t, ζ) =
√
1 +
1
n2r
− 2
nr
τr(t, ζ).
The functions Ar, µr, τr are well defined and smooth for all t ∈ R and for all
ζ = (ζ1, ζ2, ζ3, ζ4, ζ5) with (ζ2, ζ3) , (ρ0, 0). Since τr (0, 0) = 1, then all functions in
(5.14) are well defined and smooth in a neighborhood of t = 0 and ζ = 0. Notice
that the definitions of Ar(ζ), µr(t, ζ), τr(t, ζ) and Λ2,r(t, ζ) depend on the value of
ρ0, and the definitions of Dr(t, ζ),F1r(t, ζ) and F2r(t, ζ) depend on the values of ρ0
and d0.
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To determine later the functions hi we next calculate the derivatives of Ar,m1r,m2r, dr,F1r,F2r,
and λ2,r with respect to t. Differentiating (5.7), (5.8), (5.9), (5.10), (5.11), and (5.12)
with respect to t yields
d
d t
Ar(v(t), v′(t)) =
n2r − 1(∣∣∣(z2 − ρ0, z3)∣∣∣ + √∣∣∣(z2 − ρ0, z3)∣∣∣2 + (n2r − 1) ∣∣∣(z4, z5 + ρ0)∣∣∣2)2
(5.15)
 (z2 − ρ0, z3) · (z
′
2, z
′
3)
|(z2 − ρ0, z3)| +
(z2 − ρ0, z3) · (z′2, z′3) + (n2r − 1)(z4, z5 + ρ0) · (z′4, z′5)√∣∣∣(z2 − ρ0, z3)∣∣∣2 + (n2r − 1) ∣∣∣(z4, z5 + ρ0)∣∣∣2

=
Ar(Z)2
n2r − 1
 (z2 − ρ0, z3) · (z
′
2, z
′
3)∣∣∣(z2 − ρ0, z3)∣∣∣ + (z2 − ρ0, z3) · (z
′
2, z
′
3) + (n
2
r − 1)(z4, z5 + ρ0) · (z′4, z′5)√∣∣∣(z2 − ρ0, z3)∣∣∣2 + (n2r − 1) ∣∣∣(z4, z5 + ρ0)∣∣∣2

:= A˜r(Z(t),Z′(t)),
d
d t
m1r(t) =
1
nr
[
cos t −Ar(Z) z′4 − A˜r(Z,Z′) z4
]
:= µ˜r (t,Z(t),Z′(t)) ,
(5.16)
d
d t
m2r(t) =
1
nr
[
− sin t −Ar(Z) z′5 − A˜r(Z,Z′) (z5 + ρ0)
]
:= τ˜r (t,Z(t),Z′(t)) ,
(5.17)
d
d t
dr(t) =
− (z2 − ρ0, z3) · (z′2, z′3)∣∣∣(z2 − ρ0, z3)∣∣∣ − z′2
 (nr − τr(t,Z)) + τ˜r(t,Z,Z′) (Cr − ∣∣∣(z2 − ρ0, z3)∣∣∣ − z2 + ρ0)
(nr − τr(t,Z))2
(5.18)
=
− (z2 − ρ0, z3) · (z
′
2, z
′
3)∣∣∣(z2 − ρ0, z3)∣∣∣ − z′2 + τ˜r(t,Z,Z′) Dr(t,Z)
nr − τr(t,Z) := D˜r(t,Z(t),Z
′(t))
d
d t
f1r(t) = z′3 + Dr(t,Z) µ˜r(t,Z,Z
′) + D˜r(t,Z,Z′)µr(t,Z) := F˜1r(t,Z(t),Z′(t))(5.19)
d
d t
f2r(t) = −z′2 + Dr(t,Z) τ˜r(t,Z,Z′) + D˜r(t,Z,Z′) τr(t,Z) := F˜2r(t,Z(t),Z′(t))(5.20)
d
d t
λ2,r(t) = −
1
nr
τ˜r(t,Z,Z′)
Λ2,r(t,Z)
:= Λ˜2,r(t,Z(t),Z′(t)).(5.21)
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For t ∈ R and ζ, ξ ∈ R5 we let
(5.22)
A˜r(ζ, ξ) = Ar(ζ)
2
n2r − 1
 (ζ2 − ρ0, ζ3) · (ξ2, ξ3)∣∣∣(ζ2 − ρ0, ζ3)∣∣∣ + (ζ2 − ρ0, ζ3) · (ξ2, ξ3) + (n
2
r − 1)(ζ4, ζ5 + ρ0) · (ξ4, ξ5)√∣∣∣(ζ2 − ρ0, ζ3)∣∣∣2 + (n2r − 1) ∣∣∣(ζ4, ζ5 + ρ0)∣∣∣2

µ˜r(t, ζ, ξ) =
1
nr
[
cos t −Ar(ζ)ξ4 − A˜r(ζ, ξ)ζ4
]
τ˜r(t, ζ, ξ) =
1
nr
[
− sin t −Ar(ζ)ξ5 − A˜r(ζ, ξ)(ζ5 + ρ0)
]
D˜r(t, ζ, ξ) =
− (ζ2 − ρ0, ζ3) · (ξ2, ξ3)∣∣∣(ζ2 − ρ0, ζ3)∣∣∣ − ξ2 + τ˜r(t, ζ, ξ) Dr(t, ζ)
nr − τr(t, ζ)
F˜1r(t, ζ, ξ) = ξ3 + Dr(t, ζ)µ˜r(t, ζ, ξ) + D˜r(t, ζ, ξ)µr(t, ζ)
F˜2r(t, ζ, ξ) = −ξ2 + Dr(t, ζ)˜τr(t, ζ, ξ) + D˜r(t, ζ, ξ)τr(t, ζ)
Λ˜2,r(t, ζ, ξ) = −
1
nr
τ˜r(t, ζ, ξ)
Λ2,r(t, ζ)
.
As for (5.14), all functions in (5.22) are well defined and smooth in a neighborhood of
t = 0 and ζ = 0, and for any ξ.
We mention the following remark that will be used later.
Remark 5.6. Using the formulas in (5.14) and (5.22), notice that for any differentiable
map U : V → R5 with V a neighborhood of t = 0 and with U(0) = 0, we have
the following formulas valid for t in a neighborhood V′ of t = 0 (possibly smaller
than V):
d
dt
[Ar(U(t))] = A˜r(U(t),U′(t)), ddt [µr(t,U(t))] = µ˜r(t,U(t),U
′(t)),
d
dt
[τr(t,U(t))] = τ˜r(t,U(t),U′(t)),
d
dt
[Dr(t,U(t))] = D˜r(t,U(t),U′(t)),
d
dt
[F1r(t,U(t))] = F˜1r(t,U(t),U′(t)),
d
dt
[F2r(t,U(t))] = F˜2r(t,U(t),U′(t)),
d
dt
[Λ2,r(t,U(t))] = Λ˜2,r(t,U(t),U′(t)).
We also obtain the same formulas for the color b with nr replaced by nb.
We are now ready to calculate hi, one by one, for i = 1, · · · , 5 to obtain
the system of functional differential equations satisfied by Z(t) = (ϕ(t), v1(t) +
ρ0, v2(t), v′1(t), v
′
2(t) − ρ0). Recall hi := hi
(
t; ζ0, ζ1; ξ0, ξ1
)
, with ζ0, ζ1, ξ0, ξ1 ∈ R5,
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ζi =
(
ζi1, · · · , ζi5
)
, ξi =
(
ξi1, · · · , ξi5
)
, i = 0, 1.
Calculation of h1. Since z1 = ϕ satisfies fr(t) = fb(ϕ(t)), taking the first components
and differentiating with respect to t yields
(5.23) f ′1r(t) = ϕ
′(t) f ′1b(ϕ(t)).
We claim that f ′1b(ϕ(t)) , 0 in a neighborhood of t = 0.
Proof of the claim. By continuity of f ′1b ◦ ϕ and since ϕ(0) = 0 by Lemma 5.4, it is
equivalent to show that f ′1b(0) , 0.
Recall that f1r(t) = ρ(t) sin t + dr(t)m1r(t), ρ(0) = ρ0, dr(0) = d0, and mr(0) = (0, 1).
Then
f ′1r(0) = ρ0 + d0 m
′
1r(0).
Also from (5.16), since Z(0) = 0
m′1r(0) =
1
nr
(
1 −Ar(0)z′4(0)
)
.
Notice that z′4(t) = v
′′
1 (t) = ρ(t) cos t−ρ′′(t) cos t+2ρ′(t) sin t, then z′4(0) = ρ0−ρ′′(0).
Also from (5.7)
Ar(0) = 1 − n
2
r
(1 + nr)ρ0
=
1 − nr
ρ0
.
We conclude that
m′1r(0) =
1
nr
(
1 +
nr − 1
ρ0
(ρ0 − ρ′′(0))
)
= 1 − nr − 1
nr
ρ′′(0)
ρ0
.
Similarly, f1b(t) = ρ(t) sin t + db(t)mb(t), db(0) = d0, mb(0) = (0, 1), and we get
f ′1b(0) = ρ0 + d0 m
′
1b(0), with
m′1b(0) = 1 −
nb − 1
nb
ρ′′(0)
ρ0
.
Suppose by contradiction that f ′1b(0) = 0. Then by (5.23) f
′
1r(0) = 0. Hence from
the calculations above m′1b(0) = m
′
1r(0) = −ρ0/d0. Since nr , nb, m′1b(0) = m′1r(0)
implies ρ′′(0) = 0. So
m′1b(0) = m
′
1r(0) = 1 = −ρ0/d0 < 0,
a contradiction. 
Since z1 = ϕwe then conclude that f ′1b(z1(t)) , 0 in a neighborhood of t = 0, and
z′1(t) = ϕ
′(t) =
f ′1r(t)
f ′1b(z1(t))
.
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Applying formula (5.19) for both b and r yields
z′1(t) = ϕ
′(t) =
F˜1r(t,Z(t),Z′(t))
F˜1b(z1(t),Z(z1(t)),Z′(z1(t)))
:= h1(t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t)))
with
(5.24) h1(t; ζ0, ζ1; ξ0, ξ1) =
F˜1r(t, ζ0, ξ0)
F˜1b(ζ01, ζ
1, ξ1)
;
F˜1r is defined explicitly in (5.22), and F˜1b has a similar expression with nr replaced
by nb.
We next verify that h1 is smooth in a neighborhood ofZ = (0; 0, 0; Z′(0),Z′(0));
Z′(0) =
(
ϕ′(0), 0, ρ0,−ρ′′(0) + ρ0, 0). From (5.14), Ar is smooth in a neighborhood
of 0 ∈ R5, µr, τr,Dr,F1r,F2r,Λ2,r are smooth in a neighborhood of (0, 0) ∈ R6. Also,
from (5.22), A˜r is smooth in a neighborhood of (0,Z′(0)) ∈ R10, and µ˜r, τ˜r, D˜r, F˜1r, F˜2r, Λ˜2,r
are smooth in a neighborhood of (0, 0,Z′(0)) ∈ R11. Similarly, we have the same
smoothness for the functions corresponding to nb. Therefore, from (5.24), to
show that h1 is smooth in a neighborhood of Z, it is enough to prove that
F˜1b(0, 0,Z′(0)) , 0. In fact, since Z(0) = 0 we obtain from (5.19) for nb and the
claim above that
F˜1b (0, 0,Z′(0)) = F˜1b (0,Z(0),Z′(0)) = f ′1b(0) , 0.
Calculation of h2 and h3. We have
(5.25) z′2(t) = v
′
1(t) = z4(t) := h2(t; Z(t),Z(z1(t)); Z
′(t),Z′(z1(t)))
with,
(5.26) h2(t; ζ0, ζ1; ξ0, ξ1) = ζ04.
Similarly,
(5.27) z′3(t) = v
′
2(t) = z5(t) + ρ0 := h3(t; Z(t),Z(z1(t)); Z
′(t),Z′(z1(t)))
with
(5.28) h3(t; ζ0, ζ1; ξ0, ξ1) = ζ05 + ρ0.
Trivially, h2 and h3 are smooth everywhere.
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Calculation of h4. The rays mr(t) and mb(ϕ(t)) are both refracted into e = (0, 1)
at fr(t) (since Problem B is solvable fr has a normal vector), then by the Snell law
mr(t) − 1nr e = λ2,r(t)νS(t)
mb(ϕ(t)) − 1nb e = λ2,b(ϕ(t))νS(t)
with νS the outer unit normal to S = { fr(D)}. If αS denotes the first component of
νS, then
m1r(t) = λ2,r(t)αS(t), m1b(ϕ(t)) = λ2,b(ϕ(t))αS(t).
Solving in αS(t) and using (5.8) and (5.13) yields
µr(t,Z(t)) Λ2,b(z1(t),Z(z1(t))) = µb(z1(t),Z(z1(t))) Λ2,r(t,Z(t)).
Differentiating the last expression with respect to t, Remark 5.6 yields
µ˜r(t,Z,Z′) Λ2,b(z1,Z(z1)) + z′1 Λ˜2,b(z1,Z(z1),Z
′(z1))µr(t,Z)
= z′1 µ˜b(z1,Z(z1),Z
′(z1)) Λ2,r(t,Z) + µb(z1,Z(z1)) Λ˜2,r(t,Z,Z′).
Replacing (5.16) in the above expression
1
nr
(
cos t −Ar(Z) z′4 − A˜r(Z,Z′) z4
)
Λ2,b(z1,Z(z1))
= z′1
[
µ˜b(z1,Z(z1),Z′(z1))Λ2,r(t,Z) − Λ˜2,b(z1,Z(z1),Z′(z1))µr(t,Z)
]
+ µb(z1,Z(z1))Λ˜2,r(t,Z,Z′).
From (5.7) and (5.13),Ar(Z)Λ2,b(z1,Z(z1)) < 0. Then solving the last equation in z′4
yields
z′4 = −
z′1
[
µ˜b(z1,Z(z1),Z′(z1))Λ2,r(t,Z) − Λ˜2,b(z1,Z(z1),Z′(z1))µr(t,Z)
]
+ µb(z1,Z(z1))Λ˜2,r(t,Z,Z′) − 1nr
(
cos t − A˜r(Z,Z′) z4
)
Λ2,b(z1,Z(z1))
1
nr
Ar(Z)Λ2,b(z1,Z(z1))
(5.29)
:= h4(t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t))),
so
h4(t; ζ0, ζ1; ξ0, ξ1) = −
ξ01
[
µ˜b(ζ01, ζ
1, ξ1)Λ2,r(t, ζ0) − Λ˜2,b(ζ01, ζ1, ξ1)µr(t, ζ0)
]
+ µb(ζ01, ζ
1)Λ˜2,r(t, ζ0, ξ0) − 1nr
(
cos t − A˜r(ζ0, ξ0)ζ04
)
Λ2,b(ζ01, ζ
1)
1
nr
Ar(ζ0)Λ2,b(ζ01, ζ1)
.
(5.30)
h4 is smooth in a neighborhood ofZ, sinceAr(0)Λ2,b(0, 0) < 0, and as shown before
all the functions appearing in the expression for h4 are smooth in a neighborhood
ofZ from the comments after (5.14) and (5.22).
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Calculation of h5. We have v2(t) = −(tan t) v1(t). Differentiating twice we get
v′′2 (t) = −(tan t) v′′1 (t) − 2
v′1(t)
cos2 t
− 2 sin t
cos3 t
v1(t).
Then
z′5(t) = −(tan t) z′4(t) −
2
cos2 t
z4(t) − 2 sin tcos3 t (z2(t) − ρ0)(5.31)
:= h5(t; Z(t),Z(z1(t)); Z′(t),Z′(z1(t))),
and so
(5.32) h5(t; ζ0, ζ1; ξ0, ξ1) = −(tan t) ξ04 −
2
cos2 t
ζ04 −
2 sin t
cos3 t
(ζ02 − ρ0).
Since t ∈ D ⊂ (−pi/2, pi/2), then h5 is smooth in D ×R20.
The proof of Theorem 5.5 is then complete. 
5.3. Solutions of (5.4) yield local solutions to the optical problem. In this
section, we show how to obtain a local solution to Problem B by solving the
system of functional differential equations (5.4).
Theorem 5.7. Let ρ0, d0 > 0 be given, and suppose that H is the corresponding map
defined in Theorem 5.5. Assume P = (p1, · · · , pn) is a solution to the system
P = H(0; 0, 0; P,P),
such that H is smooth in a neighborhood of P := (0; 0, 0; P,P), and
(5.33) 0 < |p1| ≤ 1.
Let Z(t) = (z1(t), · · · , z5(t)) be a C1 solution to the system (5.4) in some open interval I
containing 0, with Z′(0) = P and
(5.34) |z1(t)| ≤ |t|.
Define
(5.35) ρ(t) = −z2(t) − ρ0
cos t
,
and ϕ(t) = z1(t).
Then there is δ > 0 sufficiently small, so that ϕ : [−δ, δ]→ [−δ, δ] and
fr(t) = fb(ϕ(t)).
Here, fr(t) = ρ(t)x(t) + dr(t)mr(t), and fb(t) = ρ(t)x(t) + db(t)mb(t) where
dr(t) =
Cr − ρ(t)(1 − cos t)
nr − e ·mr(t) , db(t) =
Cb − ρ(t)(1 − cos t)
nb − e ·mb(t)
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with Cr = (nr − 1) d0, Cb = (nb − 1) d0; mr(t) and mb(t) are the refracted directions of
the rays x(t) by the curve ρ(t)x(t) corresponding to each color r and b. In addition, for
t ∈ [−δ, δ], fr and fb have normal vectors for every t and
(5.36) ρ(t) > 0, dr(t), db(t) > 0, mr(t) · e ≥ 1/nr, mb(t) · e ≥ 1/nb.
Notice that (5.36) implies the lens defined with ρ(t)x(t), fr and fb is well defined,
and moreover total internal reflection is avoided.
Proof. We obtain the theorem by proving a series of steps.
Step 1. If ρ is from (5.35), then
(5.37) z3(t) = ρ(t) sin t.
Proof. Since z2(0) = 0, from (5.35)
(5.38) ρ(0) = ρ0.
Since Z is a solution to (5.4), z′2(t) = z4(t) by the definition of h2 in (5.26). Hence
and from the definition of h5 in (5.32),
z′5(t) = −(tan t) z′4(t) −
2
cos2 t
z4(t) − 2 sin tcos3 t (z2(t) − ρ0)
= −(tan t) z′′2 (t) −
2
cos2 t
z′2(t) −
2 sin t
cos3 t
(z2(t) − ρ0).
By (5.35), we have z2(t) = −ρ(t) cos t + ρ0, then
z′2(t) = −ρ′(t) cos t + ρ(t) sin t
z′′2 (t) = −ρ′′(t) cos t + 2ρ′(t) sin t + ρ(t) cos t.
Replacing in the formula for z′5 we get
z′5(t) = (tan t)(ρ
′′(t) cos t − 2ρ′(t) sin t − ρ(t) cos t) + 2
cos2 t
(ρ′(t) cos t − ρ(t) sin t) + 2 sin t
cos3 t
ρ(t) cos t
= ρ′′(t) sin t + 2ρ′(t) cos t − ρ(t) sin t
=
d2
dt2
[
ρ(t) sin t
]
.
Hence z5(t) =
d
dt
[
ρ(t) sin t
]
+ c = ρ′(t) sin t + ρ(t) cos t + c. Since z5(0) = 0, then by
(5.38) c = −ρ0, and therefore
(5.39) z5(t) = ρ′(t) sin t + ρ(t) cos t − ρ0.
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By the definition of h3 in (5.28), we have
z′3(t) = z5(t) + ρ0 = ρ
′(t) sin t + ρ(t) cos t =
d
dt
[
ρ(t) sin t
]
,
and since z3(0) = 0, we conclude (5.37). 
Step 2. For each t ∈ I
F1r(t,Z(t)) = F1b(z1(t),Z(z1(t))),
with F1r,F1b from (5.14).
Proof. From the definition of h1 in (5.24)
F˜1r(t,Z(t),Z′(t)) = z′1(t)F˜1b(z1(t),Z(z1(t)),Z
′(z1(t))).
Hence by Remark 5.6, integrating the above equality yields
F1r(t,Z(t)) = F1b(z1(t),Z(z1(t))) + c.
Since Z(0) = 0, then from the formulas of F1r and µr in (5.14) we get F1r(0, 0) =
F1b(0, 0) = 0. Hence c = 0 and Step 2 follows. 
Step 3. There is δ > 0 small so that (5.36) holds.
Proof. Since ρ(0) = ρ0 > 0, by continuity there is δ > 0 with [−δ, δ] ⊆ I so that ρ(t)
given by (5.35) is positive for t ∈ [−δ, δ]. Rays with colors r and b emitted from the
origin with direction x(t) = (sin t, cos t) are refracted at ρ(t)x(t) into the directions
mr(t), and mb(t). For the upper faces fr and fb to be able to refract the rays mr and
mb into e, they need to have a normal vector for each t, dr(t) and db(t) must be
positive for t ∈ [−δ, δ], and mr and mb must satisfy the conditions mr(t) · e ≥ 1nr ,
mb(t) · e ≥ 1nb to avoid total reflection. Notice that from (5.35)
ρ′(t) = −z
′
2(t) cos t + (z2(t) − ρ0) sin t
cos2 t
.
From the definition of h2 in (5.26), and since z4(0) = 0 we conclude that ρ′(0) = 0.
Hence from Lemma 5.3, the normal to ρ at ρ(0)(0, 1) is ν(0) = (0, 1). Since x(0) =
ν(0) = (0, 1) we obtain from Snell’s law that
(5.40) mr(0) = mb(0) = (0, 1).
Thus, e ·mr(0) = e ·mb(0) = 1, and so
(5.41) dr(0) =
Cr
nr − 1 = d0 =
Cb
nb − 1 = db(0) > 0.
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So choosing δ small we get dr(t), db(t) > 0, e ·mr(t) ≥ 1nr and e ·mb(t) ≥
1
nb
in [−δ, δ].
Therefore, (5.36) holds for δ > 0 sufficiently small. The fact that fr and fb have a
normals for every t will be proved in Step 5. 
Step 4. For each t ∈ [−δ, δ]
fr(t) = (F1r(t,Z(t)),F2r(t,Z(t))) ,
and similarly fb(t) = (F1b(t,Z(t)),F2b(t,Z(t))).
Proof. We first show that
(5.42) mr(t) =
(
µr(t,Z(t)), τr(t,Z(t))
)
,
and similarly for mb. Since the direction x(t) = (sin t, cos t) is refracted by ρ into
the unit direction mr(t), by (5.5)
mr(t) =
1
nr
[x(t) − Ar(v(t), v′(t)) v′(t)]
with Ar given in (5.6) and v(t) = (−ρ(t) cos t, ρ(t) sin t). From (5.35) and (5.37),
v(t) =
(
z2(t) − ρ0, z3(t)) , v′(t) = (z′2(t), z′3(t)) .
However, by the definition of h2 in (5.26) and the definition of h3 in (5.28), we have
z′2 = z4 and z
′
3 = z5 + ρ0, then v
′(t) =
(
z4, z5 + ρ0
)
. Hence (5.6) becomes
Ar(v(t), v′(t)) =
1 − n2r∣∣∣(z2(t) − ρ0, z3(t))∣∣∣ + √∣∣∣(z2(t) − ρ0, z3(t))∣∣∣2 + (n2r − 1) ∣∣∣(z4(t), z5(t) + ρ0)∣∣∣2 ,
and so by (5.14), Ar(v(t), v′(t)) = Ar(Z(t)).
We conclude that
mr(t) =
1
nr
[
(sin t, cos t) −Ar(Z(t)) (z4(t), z5(t) + ρ0)] ,
and hence once again from (5.14), the identity (5.42) follows.
We now show that dr(t) = Dr(t,Z(t)). In fact, by definition of v we have
ρ(t) = |v(t)| =
∣∣∣(z2(t) − ρ0, z3(t))∣∣∣ .
Then by (5.42), (5.35) and the formula for Dr in (5.14) we get
dr(t) =
Cr − ρ(t) + ρ(t) cos t
nr −m2r(t) =
Cr −
∣∣∣(z2(t) − ρ0, z3(t))∣∣∣ − z2(t) + ρ0
nr − τr(t,Z(t)) = Dr(t,Z(t)).
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Hence from (5.35), (5.37), (5.42), and the formulas of F1r,F2r in (5.14), we conclude
fr(t) = ρ(t)(sin t, cos t) + dr(t)mr(t)
=
(
z3(t),−z2(t) + ρ0) + Dr(t,Z(t)) (µr(t,Z(t)), τr(t,Z(t)))
= (F1r(t,Z(t)),F2r(t,Z(t))) .
A similar result holds for fb. 
By assumption |z1(t)| ≤ |t| for t ∈ I, then z1(t) ∈ [−δ, δ] for every t ∈ [−δ, δ].
Step 5. For δ small, f ′1r(t) , 0 and f
′
1b(t) , 0, and hence fr and fb have normal vectors
for each t ∈ [−δ, δ].
Proof. By continuity of f ′1r and f
′
1b, it is enough to show that f
′
1r(0) , 0 and f
′
1b(0) , 0.
Since H is well defined atP, then from the definition of h1 in (5.24), F˜1b(0, 0,P) , 0.
We have Z′(0) = P, then from Remark 5.6 and Step 4
f ′1b(0) = F˜1b(0, 0,Z
′(0)) = F˜1b(0, 0,P) , 0.
We next prove that f ′1r(0) , 0. From Steps 2 and 4, f1r(t) = f1b(z1(t)). Differentiating
and letting t = 0 yields
f ′1r(0) = z
′
1(0) f
′
1b(0).
Since f ′1b(0) , 0 and from (5.33) z
′
1(0) = p1 , 0, we obtain f
′
1r(0) , 0. 
Step 6. The vectors mr(t) − 1nr e and mb(z1(t)) −
1
nb
e are colinear for every t ∈ [−δ, δ].
Proof. Since z′4(t) = h4(t; Z(t),Z(z1(t)); Z
′(t),Z′(z1(t))), from (5.30) it follows that
1
nr
(
cos t −Ar(Z(t))z′4(t) − A˜r(Z(t),Z′(t))z4(t)
)
Λ2,b(z1(t),Z(z1(t))) =
z′1(t)
[
µ˜b(z1(t),Z(z1(t)),Z′(z1(t)))Λ2,r(t,Z(t)) − Λ˜2,b(z1(t),Z(z1(t)),Z′(z1(t)))µr(t,Z(t))
]
+ µb(z1(t),Z(z1(t)))Λ˜2,r(t,Z(t),Z′(t)).
Hence from the formula of µ˜r in (5.22), we obtain
µ˜r(t,Z(t),Z′(t)) Λ2,b(z1(t),Z(z1(t))) + z′1(t) Λ˜2,b(z1(t),Z(z1(t)))µr(t,Z(t))
= z′1(t) µ˜b(z1(t),Z(z1(t))) Λ2,r(t,Z(t)) + µb(z1(t),Z(z1(t))) Λ˜2,r(t,Z(t),Z
′(t)).
Integrating the resulting identity using Remark 5.6, and that µr(0, 0) = µb(0, 0) = 0
from (5.14), we obtain
(5.43) µr(t,Z(t)) Λ2,b (z1(t),Z(z1(t))) = µb (z1(t),Z(z1(t))) Λ2,r(t,Z(t)).
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On the other hand, from (5.42)
(5.44) µr(t,Z(t))2 + τr(t,Z(t))2 = 1,
then from (5.14), Λ2,r can be written as follows
Λ2,r(t,Z(t)) =
√
1 +
1
n2r
− 2
nr
τr(t,Z(t)) =
√
1 − τr(t,Z(t))2 +
( 1
nr
− τr(t,Z(t))
)2
=
√
µr(t,Z(t))2 +
( 1
nr
− τr(t,Z(t))
)2
,
and similarly for Λ2,b. Squaring (5.43) and using the above identity for nr and nb we
get
µr(t,Z(t))2
[
µb(z1(t),Z(z1(t)))2 +
( 1
nb
− τb(z1(t),Z(z1(t))
)2]
= µb(z1(t),Z(z1(t)))2
[
µr(t,Z(t))2 +
( 1
nr
− τr(t,Z(t))
)2]
.
Hence
µr(t,Z(t))2
( 1
nb
− τb(z1(t),Z(z1(t)))
)2
= µb(z1(t),Z(z1(t)))2
( 1
nr
− τr(t,Z(t))
)2
,
and taking square roots∣∣∣∣∣µr(t,Z(t)) ( 1nb − τb(z1(t),Z(z1(t)))
)∣∣∣∣∣ = ∣∣∣∣∣µb(z1(t),Z(z1(t))) ( 1nr − τr(t,Z(t))
)∣∣∣∣∣ .
From (5.42), since δ is chosen so that (5.36) holds in [−δ, δ], and z1(t) ∈ [−δ, δ], we
have that 1/nb − τb(z1(t),Z(z1(t))) = 1/nb − e · mb(z1(t)) ≤ 0, and 1/nr − τr(t,Z(t)) =
1/nr − e · mr(t) ≤ 0. Moreover, since the functions Λ2,b and Λ2,r are both positive,
then by (5.43) µr(t,Z(t)) and µb(z1(t),Z(z1(t))) have the same sign obtaining
µr(t,Z(t))
(
τb(z1(t),Z(z1(t))) − 1nb
)
= µb(z1(t),Z(z1(t)))
(
τr(t,Z(t)) − 1nr
)
.
We conclude that the vectors(
µr(t,Z(t)), τr(t,Z(t)) − 1nr
)
,
(
µb (z1(t),Z(z1(t))) , τb (z1(t),Z(z1(t))) − 1nb
)
are colinear and the claim follows from (5.42). 
By Steps 2 and 4, we obtain that f1r(t) = f1b(z1(t)), so to conclude the proof of
Theorem 5.7, it remains to show the following.
Step 7. We have for |t| ≤ δ that
f2r(t) = f2b(z1(t)).
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Proof. From Step 5, for |t| ≤ δ, fr and fb have normals at every point. From (5.36)
and the definitions of fr and fb, mr(t) and mb(t) are refracted into the direction e
at fr(t) and fb(t), for each t, respectively. So the Snell law at fr(t) and fb(t) implies
that mr(t) − 1nr e is orthogonal to the tangent vector f
′
r (t), and mb(z1(t)) − 1nb e is
orthogonal to f ′b (z1(t)). Hence by Step 6, f
′
r (t) and f ′b (z1(t)) are parallel. From
Remark 5.6 and Steps 2 and 4 we also obtain that f ′1r(t) = z
′
1(t) f
′
1b(z1(t)). From Step
5 and assumption (5.34), f ′1r(t) , 0 and f
′
1b(z1(t)) , 0 for all t ∈ [−δ, δ], then
f ′2r(t) = z
′
1(t) f
′
2b(z1(t)).
Integrating the last identity, we obtain f2r(t) = f2b(z1(t)) + c. On the other hand,
z1(0) = 0, f2r(0) = ρ(0) + dr(0)m2r(0), and f2b(0) = ρ(0) + db(0)m2b(0). Hence from
(5.40) and (5.41), f2r(0) = f2b(0) and so c = 0, and Step 7 follows.

This completes the proof Theorem 5.7. 
Remark 5.8. Notice that fb has no self intersections in the interval [−δ, δ]. Because
if there would exist t1, t2 ∈ [−δ, δ] such that fb(t1) = fb(t2), then by Rolle’s theorem
applied to f1b we would get f ′1b(t0) = 0 for some t0 ∈ [t1, t2], a contradiction with
Step 5. The issue of self-intersections in the monochromatic case is discussed in
detail in [GS17]. This implies that fb is injective, and similarly fr is injective. We
also deduce that ϕ is injective: in fact, if ϕ(t1) = ϕ(t2) then fr(t1) = fb(ϕ(t1)) =
fb(ϕ(t2)) = fr(t2) and so t1 = t2.
5.4. On the solvability of the algebraic system (4.3). In this section, we analyze
for what values of ρ0, d0 the algebraic system P = H(0; 0, 0; P,P) has a solution,
where H is given in Theorem 5.5. This analysis will be used to apply Theorem
4.1, and to decide when Problem B has a local solution. Denote
k0 =
ρ0
d0
, ∆r =
nr
nr − 1 , ∆b =
nb
nb − 1 .
Theorem 5.9. The algebraic system P = H(0; 0, 0; P,P) has a solution if and only if
k0 ≤ (∆r − ∆b)
2
4∆r∆b
3. In case of equality, the system has only one solution P with |p1| = 1,
and in case of strict inequality the system has two solutions P and P′ with 0 < |p1| < 1
and |p′1| > 1.
3This expression is equal to
(√
∆r
∆b
−
√
∆b
∆r
)2
.
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Proof. Recall that H = H
(
t; ζ0, ζ1; ξ0, ξ1
)
. Suppose P = (p1, · · · , p5) solves P =
H (0; 0, 0; P,P). Then from the definitions of h2 in (5.26), of h3 in (5.28), and of h5 in
(5.32) we get
(5.45)
p2 = h2 (0; 0, 0; P,P) = 0, p3 = h3 (0; 0, 0;P,P) = ρ0, p5 = h5 (0; 0, 0;P,P) = 0.
Then, from (5.14) and (5.22)
(5.46)

Ar (0) = − nr
∆r ρ0
, Ab (0) = − nb∆b ρ0
µr (0, 0) = µb (0, 0) = 0
τr (0, 0) = τb (0, 0) = 1
Dr (0, 0) = Db (0, 0) = d0
F1r (0, 0) = F1b (0, 0) = 0, F2r (0, 0) = F2b (0, 0) = ρ0 + d0
Λ2,r (0, 0) =
1
∆r
, Λ2,b (0, 0) =
1
∆b
A˜r (0,P) = A˜b (0,P) = 0
µ˜r (0, 0,P) =
1
∆r
(
∆r
nr
+
p4
ρ0
)
, µ˜b (0, 0,P) =
1
∆b
(
∆b
nb
+
p4
ρ0
)
τ˜r (0, 0,P) = τ˜nr (0, 0,P) = 0
D˜r (0, 0,P) = D˜b (0, 0,P) = 0
F˜1r (0, 0,P) = ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
)
, F˜1b (0, 0,P) = ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
F˜2r (0, 0,P) = F˜2b (0, 0,P) = 0
Λ˜2,r (0, 0,P) = Λ˜2,b (0, 0,P) = 0.
Hence by the definition of h1 in (5.24), and since h1 (0; 0, 0; P,P) is well defined, we
get that F˜1b (0, 0,P) , 0. That is, from (5.46), ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
, 0 and we have
(5.47) p1 = h1 (0; 0, 0; P,P) =
F˜1r (0, 0,P)
F˜1b (0, 0,P)
=
ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
)
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) .
From the definition of h4 in (5.30)
p4 = h4 (0; 0, 0; P,P) =
p1
∆b∆r
(
∆b
nb
+
p4
ρ0
)
− 1
nr∆b
1
∆r∆bρ0
=
[
p1
(
∆b
nb
+
p4
ρ0
)
− ∆r
nr
]
ρ0.(5.48)
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To solve (5.48) in p1, first notice that
∆b
nb
+
p4
ρ0
, 0. Otherwise, from (5.48) we would
obtain
p4
ρ0
= −∆r
nr
, and so
∆r
nr
=
∆b
nb
, hence nr = nb, a contradiction since nb > nr.
Then (5.48) yields
(5.49) p1 =
∆r
nr
+
p4
ρ0
∆b
nb
+
p4
ρ0
.
Hence from (5.47) and (5.49) we get that
∆r
nr
+
p4
ρ0
∆b
nb
+
p4
ρ0
=
ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
)
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
Then
(5.50)
(
∆r
nr
+
p4
ρ0
) (
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
))
=
(
∆b
nb
+
p4
ρ0
) (
ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
))
.
Simplifying,
ρ0
(
∆r
nr
− ∆b
nb
)
=
(
∆r
nr
+
p4
ρ0
) (
∆b
nb
+
p4
ρ0
) ( 1
∆r
− 1
∆b
)
d0.
Notice that
(5.51)
∆r
nr
− ∆b
nb
=
1
nr − 1 −
1
nb − 1 = −1 + ∆r + 1 − ∆b = ∆r − ∆b.
Then dividing by ∆r − ∆b4, and using the notation k0 = ρ0d0 yields
(5.52) k0∆r∆b +
(
∆b
nb
+
p4
ρ0
) (
∆r
nr
+
p4
ρ0
)
= 0.
Expanding we obtain that p4/ρ0 satisfies the following quadratic equation:
(5.53)
(
p4
ρ0
)2
+
(
∆r
nr
+
∆b
nb
) p4
ρ0
+ k0∆r∆b +
∆r∆b
nrnb
= 0.
The discriminant of (5.53) is
(5.54) δ =
(
∆r
nr
+
∆b
nb
)2
− 4∆r∆b
nrnb
− 4k0∆r∆b =
(
∆r
nr
− ∆b
nb
)2
− 4k0∆r∆b,
4∆r − ∆b = nb − nr(nr − 1)(nb − 1) > 0
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then (5.51) yields
(5.55) δ = (∆r − ∆b)2 − 4k0∆r∆b.
Hence (5.53) has a real solutions if and only if k0 ≤ (∆r − ∆b)
2
4∆r∆b
. Therefore we have
proved the necessity part in Theorem 5.9, and if P solves the algebraic system,
then
p4 =
−
(
∆r
nr
+
∆b
nb
)
− √δ
2
ρ0, p′4 =
−
(
∆r
nr
+
∆b
nb
)
+
√
δ
2
ρ0
and by (5.49) and (5.51), the corresponding p1 and p′1 are
p1 =
∆r − ∆b −
√
δ
∆b − ∆r −
√
δ
, p′1 =
∆r − ∆b +
√
δ
∆b − ∆r +
√
δ
.
Therefore if P = H(0; 0, 0; P,P), then the solutions are
P =
∆r − ∆b −
√
δ
∆b − ∆r −
√
δ
, 0, ρ0,
−
(
∆r
nr
+
∆b
nb
)
− √δ
2
ρ0, 0
(5.56)
P′ =
∆r − ∆b +
√
δ
∆b − ∆r +
√
δ
, 0, ρ0,
−
(
∆r
nr
+
∆b
nb
)
+
√
δ
2
ρ0, 0
(5.57)
with δ given in (5.55).
Let us now prove that if k0 ≤ (∆r − ∆b)
2
4∆r∆b
, then the system P = H(0; 0, 0; P,P) is
solvable. In fact, from the assumption on k0 there is p4 solving (5.53). We claim that
this implies ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
, 0. Assume otherwise, since (5.53) is equivalent
to (5.50) and ρ0 > 0 then p4 solves the system
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
= 0
ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
)
= 0
Subtracting both identities we get
d0
( 1
nb
− 1
nr
)
+
p4d0
ρ0
( 1
∆b
− 1
∆r
)
= 0.
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Since
1
∆b
− 1
∆r
=
1
nr
− 1
nb
and nr , nb, dividing by d0
( 1
nb
− 1
nr
)
we get 1− p4
ρ0
= 0, and
then p4 = ρ0. Replacing in the first equation of the system yieldsρ0 = − d0
∆b
(
∆b
nb
+ 1
)
,
and since ρ0, d0 > 0, we get a contradiction. Now let p1 be the corresponding
value to this p4 given by (5.47), and p2, p3, p5 from (5.45); and P be the point
with these coordinates. Hence by the formula for F˜1b(0, 0,P) in (5.46), we get
that F˜1b(0, 0,P) , 0, and therefore h1 (0; 0, 0; P,P) is well defined, and P solves the
algebraic system. Then the possible values of P solving the algebraic system are
P and P′ given by (5.56) and (5.57).
We now prove the last part of the theorem. If k0 =
(∆r − ∆b)2
4∆r∆b
then δ = 0 and
P = P′ =
−1, 0, ρ0,
−
(
∆r
nr
+
∆b
nb
)
2
ρ0, 0
. If k0 < (∆r − ∆b)
2
4∆r∆b
then the solutions P , P′.
Moreover, since ∆r > ∆b, and from (5.55) 0 <
√
δ < ∆r − ∆b, Therefore
0 <
∣∣∣p1∣∣∣ =
∣∣∣∆r − ∆b − √δ∣∣∣∣∣∣∆b − ∆r − √δ∣∣∣ = ∆r − ∆b −
√
δ
∆r − ∆b +
√
δ
< 1
∣∣∣p′1∣∣∣ =
∣∣∣∆r − ∆b + √δ∣∣∣∣∣∣∆b − ∆r + √δ∣∣∣ = ∆r − ∆b +
√
δ
∆r − ∆b −
√
δ
> 1.

The following corollary gives a necessary condition on k0 for the existence of
solutions to Problem B.
Corollary 5.10. If k0 >
(∆r − ∆b)2
4∆r∆b
then Problem B has no local solutions.
Proof. If Problem B has a solution then by Theorem 5.5, the vector Z(t) = (ϕ(t), v1(t)+
ρ0, v2(t), v′1(t), v
′
2(t) − ρ0) solves the functional system (5.4) for t in a neighborhood
of 0. Plugging t = 0 in (5.4) yields
(0; 0, 0; Z′(0),Z′(0)) = H(0; 0, 0; Z′(0),Z′(0)).
Hence Z′(0) is a solution to the algebraic system P = H(0; 0, 0; P,P), and from
Theorem 5.9 we have k0 ≤ (∆r − ∆b)
2
4∆r∆b
. 
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Corollary 5.11. If k0 ≤ (∆r − ∆b)
2
4∆r∆b
and a solution ρ and ϕ to Problem B exists, then
(5.58)
ρ′′(0)
ρ0
∈ (∆b,∆r)
In fact,
(5.59)
ρ′′(0)
ρ0
=
2 +
(
∆r
nr
+
∆b
nb
)
± √δ
2
,
with δ given in (5.55).
Proof. Ifρ andϕ solve Problem B, then from the proof of Corollary 5.10, Z′(0) solves
the algebraic system, with Z(t) = (ϕ(t), v1(t) + ρ0, v2(t), v′1(t), v
′
2(t) − ρ0). Using the
proof of Theorem 5.9, it follows that z′4(0) satisfies (5.52) then(
∆r
nr
+
z′4(0)
ρ0
) (
∆b
nb
+
z′4(0)
ρ0
)
= −k0∆r∆b < 0,
and therefore
z′4(0)
ρ0
∈
(
−∆r
nr
,−∆b
nb
)
.
On the other hand, z4(t) = v′1(t) = ρ(t) sin t − ρ′(t) cos t, obtaining z′4(0) = ρ0 −
ρ′′(0), so
(5.60)
ρ′′(0)
ρ0
= 1 − z
′
4(0)
ρ0
.
We conclude that
ρ′′(0)
ρ0
∈
(
1 +
∆b
nb
, 1 +
∆r
nr
)
= (∆b,∆r).
Finally, from (5.56), (5.57), and (5.60), we obtain (5.59). 
Remark 5.12. The analogue of Problem B for three or more colors has no solution.
In fact, if rays, superposition of three colors, are emitted from O and nr < n j < nb
are the refractive indices inside the lens for each color, then (5.58) must be satisfied
for the pairs nr,n j and n j, nb. Hence
ρ′′(0)
ρ(0)
∈
(
∆ j,∆r
)
∩
(
∆b,∆ j
)
,
which is impossible since the last intersection is empty.
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5.5. Existence of local solutions to (5.4). In order to prove existence of solutions
to the system (5.4), we will apply Theorem 4.1. From Theorem 5.9, we must
assume that k0 ≤ (∆r − ∆b)
2
4∆r∆b
. In this case, the algebraic system P = H(0; 0, 0; P,P)
has a solution given by (5.56) with |p1| ≤ 1, and therefore (4.4) holds. Let P =
(0; 0, 0; P,P). To show that H satisfies all the hypotheses of Theorem 4.1, it remains
to show there is a norm in R5 so that H satisfies conditions (i)-(iv) with respect to
this norm in a neighborhood Nε(P). Our result is as follows.
Theorem 5.13. There exists a positive constant C(r, b) <
(∆r − ∆b)2
4∆r∆b
, depending only on
nr and nb, such that for 0 < k0 < C(r, b), the system (5.4) has a unique local solution
Z(t) = (z1(t), · · · , z5(t)) with Z′(0) = P, and |z1(t)| ≤ |t|, with P given in (5.56). Hence
from Theorem 5.7 and for those values of k0, there exist unique ρ and ϕ solving Problem
B.
Proof. Since by construction hi are all smooth in a small neighborhood of P, H is
Lipschitz in that neighborhood for any norm. To apply Theorem 4.1, we need to
find a norm ‖ · ‖ in R5 and a neighborhood Nε(P) so that |h1| ≤ 1, and H satisfies
the contraction condition (4.8).
To prove the contraction property of H, we first calculate the following matrices
∇ξ0H =
 ∂hi∂ξ0j

1≤i, j≤5
, and ∇ξ1H =
 ∂hi∂ξ1j

1≤i, j≤5
at the point P.
Calculation of ∇ξ0H(P) =
 ∂hi∂ξ0j (P)

1≤i, j≤5
.
From (5.26) and (5.28), h2 and h3 do not depend on ξ0, then
∂ξ0j h2(P) = ∂ξ0j h3(P) = 0, 1 ≤ j ≤ 5.
Also from the definition of h5 in (5.32)
∂ξ0j h5(P) = −δ5j (tan t)|P = 0, 1 ≤ j ≤ 5.
We next calculate ∇ξ0h1(P). From (5.24),
∇ξ0h1(P) = 1
F˜1b (0, 0,P)
∇ξ0F˜1r(0, 0,P).
Recall from (5.46)
F˜1b (0, 0,P) = ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
, µr(0, 0) = 0, Dr(0, 0) = d0.
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Differentiating F˜1r given in (5.22) with respect to ξ0j , we then get
∂F˜1r
∂ξ0j
(0, 0,P) = δ3j + d0
∂µ˜r
∂ξ0j
(0, 0,P), 1 ≤ j ≤ 5.
From (5.46), Ar(0) = −nr
∆rρ0
, then differentiating µ˜r in (5.22) with respect to ξ0j at
(0, 0,P) yields
(5.61)
∂µ˜r
∂ξ0j
(0, 0,P) =
1
∆rρ0
δ4j .
Therefore
∇ξ0F˜1r(0, 0,P) =
(
0, 0, 1,
1
k0∆r
, 0
)
.(5.62)
We conclude that
(5.63) ∇ξ0h1(P) = 1
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) (0, 0, 1, 1
k0∆r
, 0
)
.
We next calculate ∇ξ0h4(P). Recall from (5.46) that
µb(0, 0) = µr(0, 0) = 0, µ˜b(0, 0,P) =
1
∆b
(
∆b
nb
+
p4
ρ0
)
, Λ2,r(0, 0) =
1
∆r
, Λ2,b(0, 0) =
1
∆b
, Ar(0) = − nr
∆rρ0
.
Then from (5.30) it follows that
∂h4
∂ξ0j
=
1
∆b
(
∆b
nb
+
p4
ρ0
)
1
∆r
1
∆rρ0
1
∆b
δ1j = ρ0
(
∆b
nb
+
p4
ρ0
)
δ1j , 1 ≤ j ≤ 5.
Hence
(5.64) ∇ξ0h4(P) = ρ0
(
∆b
nb
+
p4
ρ0
, 0, 0, 0, 0
)
.
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We then conclude that
(5.65) ∇ξ0H(P) =

0 0
1
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
1
k0∆r
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) 0
0 0 0 0 0
0 0 0 0 0
ρ0
(
∆b
nb
+
p4
ρ0
)
0 0 0 0
0 0 0 0 0

.
To calculate the spectral radius of the matrix ∇ξ0H(P), set
(5.66) a =
1
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) , c = ρ0 (∆bnb + p4ρ0
)
.
The eigenvalues of ∇ξ0H(P) are 0 (with multiplicity 3), and ±
√
ac
k0∆r
. Notice that
from (5.56), and (5.51)
(5.67)
∆r
nr
+
p4
ρ0
=
∆r − ∆b −
√
(∆r − ∆b)2 − 4k0∆r∆b
2
=
2k0∆r∆b
∆r − ∆b +
√
(∆r − ∆b)2 − 4k0∆r∆b
> 0,
then by (5.47) and (5.49)
(5.68)
ac
k0∆r
=
ρ0
k0∆r
(
∆b
nb
+
p4
ρ0
)
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) =
ρ0
k0∆r
(
∆r
nr
+
p4
ρ0
)
ρ0 +
d0
∆r
(
∆r
nr
+
p4
ρ0
) > 0.
Therefore all the eigenvalues of∇ξ0H(P) are real and the spectral radius of∇ξ0H(P)
is Rξ0 =
√
ac
k0∆r
. We estimate Rξ0 .
From (5.55), (5.67), and (5.68)
(5.69)
ac
k0∆r
=
2∆b
∆r − ∆b +
√
δ
1 +
2∆b
∆r − ∆b +
√
δ
=
2 ∆b
∆r + ∆b +
√
δ
≤ 2 ∆b
∆r + ∆b
:= δ0 < 1.
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Since
√
δ < ∆r − ∆b, we conclude that
(5.70)
√
∆b
∆r
< Rξ0 =
√
2 ∆b
∆r + ∆b +
√
δ
≤
√
2∆b
∆b + ∆r
=
√
δ0 < 1.
Calculation of ∇ξ1H(P) =
 ∂hi∂ξ1j (P)

1≤i, j≤5
. Notice from (5.26), (5.28) and (5.32)
that h2, h3 and h5 do not depend on ξ1 then
∇ξ1h2(P) = ∇ξ1h3(P) = ∇ξ1h5(P) = 0.
We calculate ∇ξ1h1(P). From (5.24), and the fact that p1 = h1(P) = F˜1r(0, 0,P)
F˜1b(0, 0,P)
we
get
∇ξ1h1(P) = − F˜1r(0, 0,P)
F˜1b(0, 0,P)2
∇ξ1F˜1b(0, 0,P) = − p1
F˜1b(0, 0,P)
∇ξ1F˜1b(0, 0,P).
Recall from (5.46)
F˜1b(0, 0,P) = ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
.
Similarly as in (5.62)
∇ξ1F˜1b(P) =
(
0, 0, 1,
1
k0∆b
, 0
)
.
Hence
∇ξ1h1(P) = −p1
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) (0, 0, 1, 1
k0∆b
, 0
)
.
We next calculate ∇ξ1h4(P). Recall from (5.46)
Ab(0) = − nb
∆bρ0
, Λ2,b(0, 0) =
1
∆b
, Λ2,r(0, 0) =
1
∆r
, µr(0, 0) = µb(0, 0) = 0,
and as in (5.61) ∇ξ1µ˜b(0, 0,P) = 1∆bρ0 (0, 0, 0, 1, 0), then from (5.30)
∇ξ1h4(P) =
p1
1
∆r
1
∆rρ0
1
∆b
1
∆bρ0
(0, 0, 0, 1, 0) = p1(0, 0, 0, 1, 0)
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We conclude that
(5.71) ∇ξ1H(P) =

0 0
−p1
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
)
−p1
k0∆b
ρ0 +
d0
∆b
(
∆b
nb
+
p4
ρ0
) 0
0 0 0 0 0
0 0 0 0 0
0 0 0 p1 0
0 0 0 0 0

.
Notice that ∇ξ1H(P) is an upper triangular matrix with eigenvalues 0 (with
multiplicity 4) and p1, the spectral radius of ∇ξ1H(P) is
(5.72) Rξ1 = |p1|.
Choice of the norm. We are now ready to construct a norm for which H is a
contraction in the last two variables. In fact, we will construct a norm denoted by
‖ · ‖k0 in R5 depending on k0 such that for small k0
(5.73)
∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 + ∣∣∣∥∥∥∇ξ1H(P)∥∥∥∣∣∣k0 < 1
where |‖·‖|k0 is the matrix norm in R5×5 induced by ‖ · ‖k0 . Recall that k0 = ρ0/d0.
We will show that for each 0 < k0 ≤ (∆r − ∆b)
2
4∆r∆b
, there exist λ1, · · · , λ5 positive
depending on k0 such that the norm in R5 having the form
‖x‖k0 = max (λ1|x1|, λ2|x2|, λ3|x3|, λ4|x4|, λ5|x5|) ,
satisfies ∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 < 1.
We first choose λ1 = λ2 = λ5 = 1. Assume x ∈ R5 with ‖x‖k0 = 1, which implies
|xi| ≤ 1λi . Then from (5.65), and (5.69)∥∥∥∇ξ0H(P)x∥∥∥k0 = max (∣∣∣∣∣a x3 + ak0∆r x4
∣∣∣∣∣ , λ4 |c x1|)
≤ max
( 1
λ3
|a| + 1
λ4
|a|
k0∆r
, λ4 |c|
)
≤ max
( |a|
λ3
+
δ0
λ4 |c| , λ4 |c|
)
with a and c defined in (5.66). Hence∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 = max‖x‖k0 =1 ∥∥∥∇ξ0H(P)x∥∥∥k0 ≤ max
{ |a|
λ3
+
δ0
λ4 |c| , λ4 |c|
}
.
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We will choose λ3 and λ4 so that the last maximum is less than one. Let δ0 < δ1 <
δ2 < 1, with δ0 defined in (5.69), λ4 = δ2/|c| and λ3 = N λ4, with N to be determined
depending only on nr and nb. Then
max
{ |a|
λ3
+
δ0
λ4 |c| , λ4 |c|
}
= max
{ 1
λ4 |c|
(a c
N
+ δ0
)
, λ4 |c|
}
,
notice that ac > 0 from (5.68). From (5.69), a c ≤ k0 ∆r ≤ ∆r (∆r − ∆b)
2
4∆r∆b
:= B(r, b), we
obtain
max
{ |a|
λ3
+
δ0
λ4 |c| , λ4 |c|
}
≤ max
{
1
δ2
(
B(r, b)
N
+ δ0
)
, δ2
}
.
Now pick N, large depending only on nr and nb, so that
B(r, b)
N
+δ0 < δ1. Therefore,∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 ≤ max {δ1δ2 , δ2
}
:= s0 < 1,
for all 0 < k0 ≤ (∆r − ∆b)
2
4∆r∆b
.
It remains to show that with the above norm ‖ · ‖k0 we also have (5.73). To do
this we need to choose k0 sufficiently small. In fact, from (5.71) and for ‖x‖k0 = 1
we have (since λ3 = N λ4, λ4 = δ2/|c|, and ac < k0∆r ≤ B(r, b))∣∣∣∥∥∥∇ξ1H(P)x∥∥∥∣∣∣k0 = |p1| max (∣∣∣∣∣a x3 + 1k0∆b a x4
∣∣∣∣∣ , λ4 |x4|)
≤ |p1| max
( |a|
λ3
+
1
λ4
|a|
k0∆b
, 1
)
= |p1| max
( 1
δ2
(a c
N
+
a c
k0 ∆b
)
, 1
)
≤ |p1| max
(
1
δ2
(
B(r, b)
N
+
∆r
∆b
)
, 1
)
:= |p1| s1,
for all 0 < k0 ≤ (∆r − ∆b)
2
4∆r∆b
with s1 depending only on nr and nb (s1 > 1). Hence∣∣∣∥∥∥∇ξ1H(P)∥∥∥∣∣∣k0 ≤ |p1| s1.
Therefore ∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 + ∣∣∣∥∥∥∇ξ1H(P)∥∥∥∣∣∣k0 ≤ s0 + |p1| s1.
From (5.55) and (5.56), p1 → 0 as k0 → 0, and therefore we obtain (5.73) for k0 close
to 0.
Verification of (4.8). Let us now show that H satisfies the Lipschitz condition
(4.7) with constants satisfying (4.8) in a sufficiently small neighborhood of P and
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with respect to the norm chosen. In fact, for k0 sufficiently small, from (5.73), there
is 0 < c0 < 1 so that ∣∣∣∥∥∥∇ξ0H(P)∥∥∥∣∣∣k0 + ∣∣∣∥∥∥∇ξ1H(P)∥∥∥∣∣∣k0 ≤ c0 < 1.
Since H is C1, there exists a norm-neighborhood Nε(P) of P as in Theorem 4.1, so
that
max
(t;ζ0,ζ1;ξ0,ξ1)∈Nε(P)
∣∣∣∣∥∥∥∥∇ξ0H (t; ζ0, ζ1; ξ0, ξ1)∥∥∥∥∣∣∣∣
k0
(5.74)
+ max
(tˆ;ζˆ0,ζˆ1;ξˆ0,ξˆ1)∈Nε(P)
∣∣∣∣∥∥∥∥∇ξ1H (tˆ; ζˆ0, ζˆ1; ξˆ0, ξˆ1)∥∥∥∥∣∣∣∣
k0
≤ c1,
for some c0 < c1 < 1. Then by Proposition 4.5, the inequalities (4.7) and (4.8) hold
with C0 = maxNε(P)
∣∣∣∥∥∥∇ξ0H∥∥∥∣∣∣ and C1 = maxNε(P) ∣∣∣∥∥∥∇ξ1H∥∥∥∣∣∣.
Verification of (4.9). If k0 <
(∆r − ∆b)2
4∆r∆b
, then from Theorem 5.9 |p1| < 1, and
so |h1(P)| < 1. Hence by continuity there exists a neighborhood of P so that∣∣∣h1(t; ζ0, ζ1; ξ0, ξ1)∣∣∣ < 1 for all (t; ζ0, ζ1; ξ0, ξ1) in that neighborhood. Therefore,
condition (4.9) in Theorem 4.1 is satisfied.
We conclude that for small values of k0 Theorem 4.1 is applicable and therefore
there exists a unique local solution to the system (5.4) with Z′(0) = P and P
given in (5.56). Notice also that for such a solution Z, we have z1(0) = 0, and∣∣∣z′1(0)∣∣∣ = |h1(P)| = ∣∣∣p1∣∣∣ < 1, then by reducing the neighborhood of zero, if necessary,
we have that the solution satisfies |z1(t)| ≤ |t|. Since we also showed in Theorem
5.9 that p1 , 0, Theorem 5.7 is applicable and the proof of Theorem 5.13 is then
complete. 
Summarizing the question of solvability of Problem B in the plane in a neighborhood
of zero, we have:
(1) If k0 >
(∆r − ∆b)2
4∆r∆b
then Problem B is not locally solvable.
(2) Let A = (0, ρ0), B = (0, ρ0 + d0), and 0 < k0 < C(r, b) <
(∆r − ∆b)2
4∆r∆b
. Then there
exists δ > 0 and a unique lens (L,S) with lower face L = {ρ(t)x(t)}t∈[−δ,δ],
x(t) = (sin t, cos t), and upper face S = { fb(t)}t∈[−δ,δ], fb defined in Theorem
5.7, such that L passes through A, S passes through B, and so that (L,S)
refracts all rays emitted from O with colors r and b and direction x(t),
t ∈ [−δ, δ] into the vertical direction e = (0, 1).
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Remark 5.14. In this final remark, we point out that Theorem 4.1 is not applicable
to find solutions to the system (5.4) when k0 ≤ (∆r − ∆b)
2
4∆r∆b
and k0 is away from 0. In
this case we claim that there is no norm in R5 for which we can obtain (4.7) with
C0 and C1 satisfying (4.8). In fact, from (5.55), (5.56), (5.70), and (5.72)
Rξ0 + Rξ1 =
√
2∆b
∆r + ∆b +
√
δ
+ |p1| →
√
2∆b
∆r + ∆b
+ 1 > 1,
as k0 → (∆r − ∆b)
2
4∆r∆b
from below. Hence for k0 close to
(∆r − ∆b)2
4∆r∆b
, we have Rξ0 +Rξ1 >
1, and hence by Corollary 4.6 the claim follows.
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