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Abstract
The paper presents an evaluation of maxent POS disambiguation systems that incorporate an open source mor-
phological analyzer to constrain the probabilistic models. The experiments show that the best proposed archi-
tecture, which is the first application of the maximum entropy framework in a Hungarian NLP task, outperforms
comparable state of the art tagging methods and is able to handle out of vocabulary items robustly, allowing for
efficient analysis of large (web-based) corpora.
1. Introduction
With trigram-based part of speech (POS) taggers
reaching 95-97% correct on Treebank-like En-
glish data, POS tagging is viewed by many as a
solved problem. Yet there are serious open prob-
lems, both for analytic languages like English
(where .96 correct tagging means that the aver-
age Wall Street Journal sentence of 20 words will
be mistagged more often than not) and for highly
inflecting languages such as Slovene (Hajicˇ and
Hladka, 1998; Erjavec et al., 1999; Hajicˇ, 2000).
Here we focus on the problem from two perspec-
tives: the architecture of the tagging system in
terms of the information sources it is designed to
utilize, and the limitations of generative models
such as the popular TnT (Brants, 2000).
In highly inflecting languages with a large num-
ber of possible word forms, if lexical probabili-
ties are calculated from a word form lexicon gen-
erated during training, the process will inevitably
result in a large number of unseen forms in the
test data, which degrades the performance of the
system (Oravecz and Dienes, 2002). The solution
proposed by several authors (Hakkani-Tür et al.,
2000; Hajicˇ et al., 2001) is to make full use of ex-
isting morphological dictionaries or morphologi-
cal analyzers (MA) to constrain the probabilistic
tagging model and decrease the number of unseen
forms. To be sure, there will still be items that
are out of vocabulary (OOV) for the morpholog-
ical analyzer, but the proportion if these do not
increase with the size of the test data set, while
for a fixed training set the proportion of unseens
will grow with the size of the testset.
In n-gram models one has to make strict inde-
pendence assumptions to make the task of se-
quential data labelling tractable; consequently,
long distance dependencies and non-independent
features cannot be handled, although they are
clearly present in linguistic data. Several answers
have been put forward to overcome this limita-
tion in the form of different conditional models,
but these have their own problems: maximum
entropy or other discriminative Markov models
(McCallum et al., 2000) suffer from the label bias
problem (Lafferty et al., 2001), while models op-
erating with conditional random fields (CRF) are
resource intensive with respect to training, impos-
ing severe limitations on the size of the feature
space and training data (Smith et al., 2005).
To cope with these problems we present a hybrid
tagging architecture that incorporates a weighted
morphological analyzer (WMA) in the maximum
entropy framework. The output of the WMA
module is pruned by the Viterbi algorithm which
operates on a trigram model built during training
over possible tag sequences. For Hungarian, the
system outperforms all previous taggers, and it
offers several advantages over comparable state
of the art tagging methods: its critical compo-
nents are based on open source software (includ-
ing the morphological analyzer) so it is modifi-
able and adjustable, it leaves ample room for fine
tuning the features it utilizes, and it is robust with
respect to OOV items. This last property is es-
pecially relevant for the efficient analysis of large
(web-based) corpora (Halácsy et al., 2004; Kor-
nai et al., 2006).
The paper is structured as follows. In Section 2.
we discuss the difficulty of the labeling task and
the baseline use of the MA. Section 3. describes
the tagging models based on the maximum en-
tropy framework, and Section 4. presents the re-
sult of the evaluation of the methods in several
testing scenarios. Section 5. summarizes our con-
clusions and suggestions for further work.
2. The baseline
The difficulty of morphological disambiguation
is generally estimated based on the ratio of am-
biguous tokens in the corpus, or on the average
number of alternative analyses per token offered
by a morphological lexicon. These measures can
be significantly distorted by frequent ambiguous
tokens: if the lexicon offers alternative analyses,
the token is counted as ambiguous irrespective of
the probability of the alternatives, even when the
selection of the right tag is not problematic for a
simple maximum likelihood (ML) estimate.
Thus the difficulty of the task is better mea-
sured by the average information required for
disambiguating a token. If word w is assigned
the label Ti with probability P(Ti|w) (estimated
as C(Ti,w)/C(w) from a labelled corpus) then
the label entropy for a word can be calculated
as H(w) = −∑iP(Ti|w) logP(Ti|w). The dif-
ficulty of the labelling task as a whole is the
word frequency weighted average of these: H =
∑wP(w)H(w). For the 1 million word manually
annotated Szeged Corpus (Csendes et al., 2004),
which we use for test in the experiments, H is 0.1
bits/per word which is considerably lower than
the 0.5 bits/word value that would result from tak-
ing all alternative analyses equiprobable.
The central problem is that the ratio of unseen
items (tokens not seen during the training of the
model) has very significant influence on the per-
formance of a disambiguation system. This is
more visible with smaller training sets: in gen-
eral, if the training corpus has N tokens and
the test corpus is a constant fraction of this, say
N/10, from Herdan’s law we expect the propor-
tion of new words to be cNq−1, where both q,
the reciprocal of the Zipf constant (Kornai, 1999),
and c are independent of N. Figure 1 shows the
excellent fit between the predicted and the ob-
served values on the Szeged Corpus. But if the
test/train ratio is not kept constant because the
training corpus is limited (manual tagging is ex-
pensive), the number of tokens that are not seen
during training can grow very large.
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Figure 1: Ratio of unseen and OOV forms as a
function of corpus size
As Oravecz and Dienes (2002) already pointed
out, due to very productive morphology, in the
same amount of training data (270k words), the
ratio of unseen word tokens could be consider-
ably larger in Hungarian (17.1%) than in English
(4.5%). To cope with this data sparseness prob-
lem three alternative strategies can be followed:
(A) increase the size of the training corpus, (B)
apply smoothing methods, or (C) use a suitable
guesser such as a morphological analyzer to han-
dle unseen words. This last solution is standard,
but systems differ greatly in how they utilize the
information provided by the MA.
In the following sections we discuss several tag-
ging models that incorporate the same open-
source MA called hunmorph (Trón et al., 2005),
keeping the dictionary (Trón et al., 2006) con-
stant. Our baseline model BMA follows a simple
method for using the information from the MA:
(i) If word w is found in the training corpus,
BMA will assign the tag for which T =
argmaxT P(Ti|w), otherwise
(ii) if w is known to the MA and gets only one
analysis from it, then BMA assigns this tag
(iii) if w is known to the MA but gets multiple
analyses, then BMA chooses the one most
frequent in the training corpus
(iv) all other tokens are labelled as NOUN.
Since this model ignores contextual information
it is not surprising that it will not perform nearly
as well as a standard HMM based tagger such
as TnT (Brants, 2000), or the combined trigram
Markov-model WMA+T3 that we shall describe
in the following section. Figure 2 illustrates the
learning curve of these three models. Clearly,
using MA noticeably improves performance, but
without contextual information it is far from the
ideal solution (evaluation details are discussed in
Section 4.). On the other hand, as training cor-
pus size grows and the ratio of unseen items de-
creases, the benefits of the information from the
MA over the TnT model that uses only a lexicon
built from the training corpus become less signif-
icant. The main difference between TnT and the
WMA+T3 model is that the latter gets the output
of the MA for the unseen but not OOV tokens.
Obviously, disambiguation errors are most fre-
quent for tokens that are missing from the train-
ing corpus and are at the same time OOV (for the
MA). The ratio of these tokens is roughly 2% in
the Szeged Corpus. For fixed input text the num-
ber of OOV items can be reduced arbitrarily by
enhancing the base form lexicon of the MA. For
specialized corpora this might be a workable al-
ternative, but as a general solution for large cor-
pora the tagging architecture must be equipped
with some module that handles OOVs efficiently
without manual extension of the lexicon.
3. Maximum entropy based models
Maximum entropy modelling is frequently used
in morphosyntactic disambiguation tasks since
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Ratnaparkhi (1996). For our experiments we rely
on the OpenNLP ME library package (Baldridge
et al., 2001). To create the model we consider
sentences as series of words w1, ...,wn, for which
a corresponding tag sequence t1, ..., tn is attributed
during training. The ME model defines a joint
distribution over possible ti tags and the actual
context ci,
p(ti,ci) = pi
k
∏
j=1
α f j(ti,ci)j (1)
where pi is a constant normalisation factor,
{α1, ...,αk} are the model parameters and
{ f1, ..., fk} are binary features used in the model.
In the disambiguation model (referred to as
MA+ME) for the experiments we utilize the fol-
lowing features:
1. the word form in lower case
2. the ambiguity class constructed from the
output of the MA for the token
3. the presence of a non-alphabetic characters
4. upper case initial or fully upper case token
5. the last 2,3,4 characters for tokens longer
than 5 characters
6. the lower case form of the preceding token
for not sentence initial tokens
7. the lower case form of the following token
for not sentence final tokens
It is not straightforward to convert the analyses
from the MA to features. The best results are
obtained when the set of analyses for a token is
converted into an ambiguity class and this class
is used as one feature in the ME model. Fea-
tures derived from the word form and its last few
characters serve the purpose of handling the OOV
items: if the token is unseen and OOV the model
can rely only on the features provided by the word
ending and the neighbouring words.
In the tagging process a context-specific tag dis-
tribution is calculated based on the joint distri-
bution determined by the maxent model. For all
words wi and for all possible tags ti the following
is calculated:
P(ti = Tk|ci) = p(ti = Tk,ci)∑t∈T p(ti = Tk,ci)
(2)
The maxent model thus does not make a final
selection from the possible tags, only outputs a
probability value for each. Although it receives
as feature the ambiguity class of the item from
the MA, the maxent model assigns positive prob-
ability to each tag found in the training corpus.
Our MA+ME model then makes the disambigua-
tion decision according to 2 criteria:
1. If the word is known to the MA then from
the set of analyses proposed by the MA the
model selects the one that is most probable
according to the maxent model. (This sub-
sumes (ii-iii) of the BMA strategy.)
2. If the word is OOV then the maxent model
makes the selection.
In terms of possible tag sequences this model
backs off to local information just as the prelim-
inary BMA model did: when labelling an item
it ignores the tags of neighbouring tokens, in
contrast to the HMM based TnT. To overcome
this limitation we introduced a hybrid architec-
ture, in which a trigram language model over the
tags is combined with the maxent model. Us-
ing the maxent model, a weighted morphological
analyzer (WMA) is constructed which assigns a
probability value to all of its output analyses thus:
1. If the word form is present in the training
corpus, tag probabilities are calculated with
maximum likelihood estimates just as in the
basic models, otherwise
2. If the word form is known to the MA then
only the analyses proposed by the MA are
allowed as possible output, and their prob-
abilities, as given by the maxent model, are
normalized to sum to 1, otherwise
3. For OOVs the 3 most probable tags proposed
by the maxent model are considered with
probability values normalized to sum to 1.
The WMA thus assigns a set of possible tags to
each input token with a corresponding probability
value. For the most probable tag sequence over
the possible tags we calculate:
argmax
t1,...,tn
P(t1, . . . , tn|w1, . . . ,wn) = (3)
argmax
t1,...,tn
P(w1, . . . ,wn|t1, . . . , tn)P(t1, . . . , tn)
After standard independence assumptions, the
first member of the product is derived from the
output of the WMA while the second member
is computed on the basis of a trigram language
model built on tag sequences from the training
corpus. We use the SRILM toolkit (Stolcke,
2002) to build the model and calculate the most
probable tag sequence with the Viterbi algorithm.
In this model (WMA+T3) the maxent component
does not contain features of neighbouring forms
to maintain independence among the individual
modules. The resulting architecture is very simi-
lar in spirit to that proposed by Oravecz and Di-
enes (2002) although the specific components are
different.
Finally, using the above components it is possi-
ble to define an architecture similar to Maximum
Entropy Markov Models. Here the MA+ME is
trained using three additional features, the tag
of the preceding/following/actual tokens. During
tagging, possible states are the set of analyses the
MA allows for known tokens, and all analyses for
OOVs, while emission probabilities are estimated
by the MA+ME model. In the first pass TnT is
run with default settings over the data sequence,
and in the second pass theME receives as features
the TnT label of the preceding/following token as
well as for the one under scan. This combined
2Pass system incorporates the benefits of all the
submodules and achieves the best accuracy.
4. Evaluation
We evaluated the different models by tenfold
cross-validation on the Szeged Corpus with sepa-
rate tests on its five specialized subcorpora as well
as on the whole corpus. Results are summarized
in Table 1 on the last page. Note that the brute
force unigram baseline model, where all tokens
that are present in the training corpus are assigned
the most frequent tag from their ambiguity class,
while unseen tokens receive the overall most fre-
quent tag (singular nominative noun), performs
remarkably well: this is due to the relatively large
training corpus which results in a lower number
of unseen items (≈ 10%, compared to the 17.1%
reported in Oravecz and Dienes (2002) who used
a training corpus three times smaller).
As Table 1 makes clear, models such as
WMA+T3 or 2Pass that have information on the
tag sequence perform significantly better than
models such as MA+ME that use only local in-
formation. The best combined model, 2Pass, out-
performs all rule-based systems we know of that
have been developed for Hungarian (Kuba et al.,
2005; Horváth et al., 1999) under similar test-
ing conditions and is more robust, though only
slightly better, than the stochastic architecture of
Oravecz and Dienes (2002). A clear advantage
of our system over the others is its ability to ro-
bustly handle OOV items, making the processing
of large heterogeneous corpora particularly effi-
cient.
5. Conclusion and further work
In Hungarian, as in other highly inflecting lan-
guages, it is important to preserve detailed mor-
phological information in the POS tags in order
to provide useful clues for higher level process-
ing tasks. This leads to a significantly larger
tagset than is common in English (744 tags here
as opposed to the 36 standardly used in Treebank
work), but does not degrade tagging performance,
although it makes the training process computa-
tionally expensive.
In this paper we compared the performance
of several POS tagging architectures developed
for Hungarian. We have shown that stochastic
components can be effectively combined with a
symbolic morphological analyzer, and we have
demonstrated that our best system reaches a per-
formance level, 98.17%, that is comparable to
state of the art English taggers. The resulting
open source software system is remarkably ro-
bust in the face of OOV items, thereby allow-
ing for efficient analysis of large heterogeneous
(web-based) corpora.
Our future plans include a complete system that
is entirely permissive in its license, without the
current restrictions of TnT and SRILM. This sys-
tem, currently in alpha, already achieves results
comparable to those reported here.
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