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Abstract
We prove the monadic second order 0-1 law for two recursive tree models: uni-
form attachment tree and preferential attachment tree. We also show that the
first order 0-1 law does not hold for non-tree uniform attachment models.
1. Introduction
Let n ∈ N. A random graph Gn is a random element of the set of all
undirected graphs without loops and multiple edges on the vertex set [n] :=
{1, . . . , n} with a probability distribution µn. The case of the uniform distri-
bution µn is widely studied as a particular case of the binomial random graph
denoted by G(n, p) [1, 7] where every edge appears independently with proba-
bility p (i.e., µn(G) = p
|E(G)|(1 − p)(
n
2)−|E(G)| for every graph G on vertex set
[n]). Hereinafter, we denote by V (G) and E(G) the set of vertices and the set
of edges of G respectively.
Let us recall that a first order (FO) sentence about graphs expresses a graph
property using the following symbols: variables x, y, x1, . . ., logical connectives
∧,∨,¬,⇒,⇔, predicates ∼ (adjacency), = (coincidence), quantifiers ∃, ∀ and
brackets (see the formal definition in, e.g., [10, 14, 17]). For example, the prop-
erty of being complete is expressed by the FO sentence
∀x∀y [¬(x = y)]⇒ [x ∼ y].
A random graph Gn obeys FO 0-1 law if, for every FO sentence ϕ, P(Gn |= ϕ)
approaches either 0 or 1 as n → ∞. Following traditions of model theory,
we write G |= ϕ when ϕ is true on G. Study of 0-1 laws for random graph
models is closely related to questions about expressive power of formal logics
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which, in turn, have applications in complexity [10, 19]. In 1969 Glebskii, Kogan,
Liogon’kii, Talanov [3] (and independently Fagin in 1976 [4]) proved thatG(n, 12 )
(i.e., µn is uniform) obeys FO 0-1 law. In [15], Spencer proved that, for p = p(n)
such that, for every α > 0, min{p, 1− p}nα →∞ as n→∞, G(n, p) obeys FO
0-1 law as well. The sparse case p = n−α, α > 0, was studied in [21].
Monadic second order (MSO) logic is an extension of the FO logic [10, Defini-
tion 7.2]. Sentences in this logic are built of the same symbols and, additionally,
variable unary predicates X,Y,X1, . . .. For example, the property of being dis-
connected is expressed by the MSO sentence
∃X (∃xX(x)) ∧ (∃x¬X(x)) ∧ (∀x∀y [X(x) ∧ ¬X(y)]⇒ [¬(x ∼ y)]).
In the same way, Gn obeysMSO 0-1 law if, for every MSO sentence ϕ, P(Gn |= ϕ)
approaches either 0 or 1 as n → ∞. In 1985 [8] Kaufmann and Shelah proved
that G(n, 12 ) does not obey MSO 0-1 law. The same is true for all other constant
p ∈ (0, 1) and p = n−α, α ∈ (0, 1] ∪ {1 + 1/ℓ, ℓ ∈ N} (see [13, 20, 22]).
Further, many other random graph models were studied in the context of
logical limit laws. Let us list some of them. In [12], it was proven that the
labeled uniform random tree (µn(T ) = n
2−n for every tree T on vertex set [n])
obeys MSO 0-1 law. The FO behavior of random regular graphs was studied
in [5]. In [11], logical laws were proven for random geometric graphs. In [6],
FO and MSO 0-1 laws were studied for minor-closed classes of graphs. In [18],
FO 0-1 laws were proven for the classical uniform random graph model G(n,m)
(m edges are chosen uniformly at random). Finally, some results related to FO
behavior of preferential attachment random graph model were obtained in [9].
In this paper, we study the logical behavior of two well-known recursive ran-
dom graph models: uniform model and preferential attachment model [2]. Let
m ∈ N. The uniform attachment random graph GU(n,m) is defined recursively:
GU(m+1,m+1) is complete graph on [m+1]; for every n ≥ m+1, GU(n+1,m)
is obtained from GU(n,m) by adding the vertex n+1 with m edges going from
n+ 1 to vertices from [n] chosen uniformly at random:
P
(
n+ 1 ∼ x1, . . . , n+ 1 ∼ xm in G
U(n+ 1,m)
)
=
(
n
m
)−1
,
1 ≤ x1 < . . . < xm ≤ n.
In Section 2, we show that, for every m ≥ 2, GU(n,m) does not obey FO 0-1
law. For m = 1, we prove the following positive result.
Theorem 1. GU(n, 1) obeys MSO 0-1 law.
In the preferential attachment random graph GP(n,m), we also start from
the complete graph GP(m + 1,m + 1). GP(n + 1,m) is also obtained from
GP(n,m) by adding the vertex n+1 with m edges going from n+1 to vertices
from [n]. The only difference is that these edges e1, . . . , em are drawn inde-
pendently, each one has distribution P(ei = {n+ 1, v}) =
deg
GP(n,m)v
2mn , v ∈ [n].
Notice that this graph may have multiple edges in contrast to all the previous.
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This can be fixed by requiring ei, i ∈ [m], to connect n+ 1 with a vertex that
do not belong to none of e1, . . . , ei−1. Notice that this modification does not
change the model when m = 1. In [9], it was proven that GP(n,m) does not
obey FO 0-1 law for every m ≥ 3. The same proof works for the modification
of the model that avoids multiple edges. In this paper, we prove that MSO 0-1
law holds for m = 1.
Theorem 2. GP(n, 1) obeys MSO 0-1 law.
Unfortunately, the question about validity of both FO and MSO 0-1 law for
GP(n, 2) remains open.
2. FO 0-1 law fails for uniform model when m ≥ 2
Let us first assume that m = 2. Let Xn be the number of diamond graphs
(graph with 4 vertices and 5 edges) in GU(n, 2). Trivially, we get
EXn = 3

 ∑
4≤u1<u2≤n
1(
u1−1
2
)(
u2−1
2
)

+2

n−2∑
v=4
∑
v+1≤u1<u2≤n
1(
u1−1
2
)(
u2−1
2
)

→ β
where β > 0 is finite.
Fix k > 3. Let g(k) be the maximum value of Xk, i.e. P(Xk = g(k)) > 0
while P(Xk > g(k)) = 0. Obviously, g(k) =
(
k−2
2
)
. We get
P(Xn ≥ g(k)) > P(Xk = g(k)) > 0. (1)
Fix ε > 0 and choose k in a way such that β
g(k) < 1 − ε. Then, for n large
enough,
P(Xn ≥ g(k)) ≤
EXn
g(k)
< 1−
ε
2
. (2)
As the property of having at least g(k) diamond graphs is expressible in FO, we
get that GU(n, 2) does not obey FO 0-1 law.
Now, let m ≥ 3. Let Xn be the number of Km+1 (complete graphs on m+1
vertices) in GU(n,m). Then, for some β (below, we set
(
i
j
)
:= 1 when 0 ≤ i < j),
EXn =
∑
1≤u1<...<um<v≤n
(
u2−2
m−1
)
(
u2−1
m
)
(
u3−3
m−2
)
(
u3−1
m
) . . .
(
um−m
1
)
(
um−1
m
) 1(
v−1
m
) → β.
The rest of the proof is the same as in the case m = 2. For k > m + 1,
g(k) = k − m is the maximum value of Xk. Choose k in a way such that
β
g(k) < 1− ε. In the same way, relations (1) and (2) hold. Therefore, G
U(n,m)
does not obey FO 0-1 law.
3
3. Proofs
For a tree G and its vertex R, we denote by GR the tree G rooted in R.
Rooted trees Gu and Hv are isomorphic (denoted by Gu ∼= Hv) if there exists
a bijection f : V (Gu)→ V (Hv) that preserves the child–parent relation: a is a
child of b in Gu if and only if f(a) is a child of f(b) in Hv.
Given a tree T and a rooted tree GR, we say that T has a pendant GR, if
there is an edge {u, v} in T such that, after its deletion, the component F of T
containing v is such that Fv ∼= GR.
We will use the following claim proved in [12] (hereinafter, given a graph
property P , we say that Gn has P with high probability, if µn(P )→ 1 as n→∞).
Claim 3. [12, Theorem 2.1] Let Gn be a random tree (i.e. µn is positive only
on trees). Let, for every rooted tree GR, with high probability Gn has a pendant
GR. Then Gn obeys MSO 0-1 law.
3.1. MSO 0-1 law for uniform recursive tree
By Claim 3, it is sufficient to prove that, for every rooted GR, G
U(n, 1)
contains a pendant GR with high probability.
Consider an arbitrary rooted tree GR. Let v be the number of vertices of
GR. Let R = j1 < . . . < jv be a labelling of vertices of GR such that, for every
s ∈ {2, . . . , v}, js is adjacent to js−1.
Let n0, r ∈ N be such that n0 + r + v ≤ n. Let n0 + r < i1 < . . . < iv ≤ n.
Let Bi1,...,iv(n0, r, n) denote the event that, in G
U(n, 1), deletion of the edge
{n0, i1} divide the tree into two connected components such that one of them
(denote it by H) consists of i1, . . . , iv and the bijection js → is, s ∈ {1, . . . , v},
is an isomorphism of GR and Hi1 . Let
B˜i1,...,iv(n0, n) =
r−1⊔
ℓ=0
Bi1,...,iv (n0 + ℓ, r − ℓ, n),
X := X(n0, n) =
∑
n0+r<i1<...<iv≤n
IB˜i1,...,iv (n0,n)
.
Notice that the event {X > 0} implies existence of a pendant GR in G
U(n, 1).
So, it is sufficient to prove that for every ε > 0 there exists r ∈ N such that
P(X > 0) > 1− ε for all large enough n.
Clearly,
P(Bi1,...,iv(n0, r, n)) =
1
(n− v) . . . (n− 1)
,
P(B˜i1,...,iv(n0, n)) =
r
(n− v) . . . (n− 1)
.
Therefore,
EX =
(
n− n0 − r
v
)
r
(n− v) . . . (n− 1)
→
r
v!
, n→∞.
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For distinct sets (i1, . . . , iv) and (˜i1, . . . , i˜v), the events B˜i1,...,iv(n0, n) and
B˜i˜1,...,˜iv(n0, n) are disjoint if {i1, . . . , iv} ∩ {i˜1, . . . , i˜v} 6= ∅. Otherwise,
P(B˜i1,...,iv(n0, n) ∩ B˜i˜1,...,˜iv(n0, n)) =
r2
(n− 2v) . . . (n− 1)
.
Therefore,
VarX=
(
n−n0−r
v
)(
r
(n− v) . . . (n− 1)
−
(
r
(n− v) . . . (n− 1)
)2)
+
(
n−n0−r
v
)(
n−n0−r−v
v
)(
r2
(n−2v). . .(n−1)
−
(
r
(n−v). . .(n−1)
)2)
=
(
n−n0−r
v
)
r
(n− v) . . . (n− 1)
+O
(
1
n
)
→
r
v!
, n→∞.
It remains to apply Chebyshev’s inequality:
P(X = 0) ≤
VarX
(EX)2
→
v!
r
, n→∞.
3.2. MSO 0-1 law for preferential attachment random tree
As above, here, we prove that, for every rooted GR, G
P(n, 1) contains a
pendant GR with high probability.
In the same way, we consider a labelling R = j1 < . . . < jv of vertices of GR
such that, for every s ∈ {2, . . . , v}, js is adjacent to js−1.
Let i1 < . . . < iv ≤ n. Let Bi1,...,iv(n) denote the event that, in G
P(n, 1),
there exists a vertex n0 < i1 such that deletion of the edge {n0, i1} divide the
tree into two connected components H and GP(n, 1)\H such that H is induced
by i1, . . . , iv and the bijection js → is, s ∈ {1, . . . , v}, is an isomorphism of GR
and Hi1 . Let
X = X(n) =
∑
2≤i1<...<iv≤n
IBi1,...,iv (n).
As above, the event {X > 0} implies existence of a pendant GR in G
P(n, 1).
Notice that, for every ν ∈ {1, . . . , v}, and iν < s < iν+1 (hereinafter, iv+1 =
n + 1), the probability that s is not adjacent to any of i1, . . . , iν in G
P(n, 1)
equals 1− 2ν−12(s−1) .
For ℓ ∈ {2, . . . , v}, let xℓ be the neighbor of jℓ in the induced subgraph
GR|{j1,...,jℓ}. Denote dℓ=degGR|{j1,...,jℓ−1}
xℓ if xℓ 6=j1 and dℓ=degGR|{j1,...,jℓ−1}
xℓ+
1 if xℓ = j1. Set D :=
∏v
ℓ=2 dℓ.
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Clearly,
P(Bi1,...,iv(n)) = D
[
v∏
ℓ=2
1
2(iℓ − 1)
]
×
[
v∏
ℓ=1
(2iℓ + 2− 2ℓ)(2iℓ + 4− 2ℓ) . . . (2iℓ+1 − 2− 2ℓ)
(2iℓ + 1)(2iℓ + 3) . . . (2iℓ+1 − 3)
]
=
D
2v−1
√
i1
n2v−1
(
1 +O
(
1
i1
))
.
Therefore,
EX =
∑
1≤i1<...<iv≤n
P (Bi1,...,iv(n))
=
D
2v−1
n−v+1∑
i1=1
√
i1
n2v−1
(
n− i1
v − 1
)(
1 +O
(
1
i1
))
=
D
(v − 1)!2v−1
n−v+1∑
i1=1
√
i1
n
(
1−
i1
n
)v−1(
1 +O
(
1
i1
)
+O
(
1
n− i1
))
∼
2Dn
(2v + 1)!!
, n→∞.
For distinct sets (i1, . . . , iv), (˜i1, . . . , i˜v), the eventsBi1,...,iv(n) andBi˜1,...,˜iv(n)
are disjoint if {i1, . . . , iv} ∩ {i˜1, . . . , i˜v} 6= ∅. Otherwise, assume that i1 < i˜1
and let ν ∈ {1, . . . , v} be such that iν < i˜1 < iν+1. Let (σ1, . . . , σ2v) be the
permutation of (i1, . . . , iv, i˜1, . . . , i˜v) such that σ1 < . . . < σ2v. Then, letting
σ2v+1 = n+ 1, we get
P(Bi1,...,iv(n)∩Bi˜1,...,˜iv(n)) = D
2
[
v∏
ℓ=2
1
2(iℓ − 1)
]
×
[
v∏
ℓ=2
1
2(˜iℓ − 1)
]
×
[
ν∏
ℓ=1
(2σℓ+2−2ℓ)(2σℓ+4−2ℓ) . . . (2σℓ+1−2−2ℓ)
(2σℓ+1)(2σℓ+3). . .(2σℓ+1−3)
]
×
[
2v∏
ℓ=ν+1
(2σℓ+3−2ℓ)(2iσℓ+5−2ℓ). . .(2σℓ+1−1−2ℓ)
(2σℓ+1)(2σℓ+3). . .(2σℓ+1−3)
]
=
D2
22(v−1)
√
i1i˜1
n2v−1
(
1 +O
(
1
i1
))
= P(Bi1,...,iv(n))P(Bi˜1,...,˜iv(n))
(
1 +O
(
1
i1
))
.
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Therefore,
VarX < EX
+2
∑
i1<...<iv
i1<˜i1<...<˜iv
[
P(Bi1,...,iv(n)∩Bi˜1,...,˜iv(n))−P(Bi1,...,iv(n))P(Bi˜1,...,˜iv(n))
]
< EX + 2EX
∑
i1<...<iv
P(Bi1,...,iv(n))O
(
1
i1
)
= O(n).
Finally,
P(X = 0) ≤
VarX
(EX)2
→ 0, n→∞.
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