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Abstract
Climate change will have strong impacts on agriculture and hydrological processes,
especially in semi-arid regions, where water resources are limited. However, these
impacts are difficult to quantify. Apart from the uncertainties directly related to climate
predictions (notably the prediction of future precipitation), the evaluation of hydrological
effects of climate change also depends on the accurate simulation of water fluxes on the
catchment scale, which are often uncertain. To simulate the catchment responses to
climate change, different types of hydrological models have been used in the past, with
various degrees of success. In this thesis, my aim is to evaluate the usefulness of integrated
hydrological models to predict the impacts of climate change on water resources in semi-
arid, Mediterranean catchments.
Integrated hydrological models, or pde-based models, are distributed hydrological
models based on partial differential equations (pde). They usually simulate subsurface
flow based on the Richards’ equation and surface flow based on a simplification
of the shallow-water equations. They account for surface-subsurface interactions in
a spatially-distributed manner and they represent the main hydrological processes
(infiltration, exchanges in the hyporheic zone, evapotranspiration, etc.) with some
level of detail. However, they generally have high computational needs, which result
in long simulation times. These long simulation times limit the applications of integrated
hydrological models in realistic case studies, particularly because the model calibration
and uncertainties qualification require a large number of model runs.
Because of the long simulation times and the large number of model parameters in
many integrated hydrological models, model calibration can be a lengthy and tedious
process. Hence, an important criterion to evaluate the practicability of integrated
hydrological models in climate-impact studies is the feasibility of the model calibration.
To accelerate the calibration procedure, I propose a method which is based on a set of
computational grids of increasing resolution. I test this method in a particular case study,
the Lerma catchment, situated in the Ebro basin (north-east Spain). In this case study,
the model calibration is about eight times faster using the nested method than a direct
manual calibration. Nevertheless, the model calibration is still considerably slower (about
one month on a desktop computer) than the calibration of simpler conceptual models.
An important characteristic of the catchment which is modeled in this study is the
rapid transition from rainfed to irrigated agriculture between 2006 and 2008. The
calibrated hydrological model generally reproduces this transition with respect to changes
in discharge and hydraulic heads. Consequently, this model is a valuable tool when
studying the interactions between climate and irrigation changes, which are important to
understand future impacts of climate change. For this purpose, I model the hydrological
responses of the Lerma catchment to simultaneous climate and irrigation changes. To this
end, climate scenarios for the region are developed, based on four regional climate models
from the European ENSEMBLES project (http://www.ensembles-eu.org). The outputs
from the regional climate models are downscaled using a calibrated weather generator
and a quantile-based method. Based on the results from the hydrological simulations, it
is found that responses to climate change significantly depend on the irrigation scenarios.
Hydraulic heads and base flow are larger under irrigated conditions, but they are more
sensitive to climate change when irrigation is present. In contrast, responses of annual
maximum flow to large precipitation events are more intense in the scenario without
irrigation. In future climate, actual evapotranspiration in summer decreases under non-
irrigated conditions due to the lower summer precipitation, and increases under irrigated
conditions because of the larger soil moisture, which results in a higher sensitivity of
actual evapotranspiration to temperature. This analysis would have been difficult, or
even impossible, to conduct with other types of hydrological models.
In addition to mean climatic conditions, droughts are also examined. Droughts are
a serious risk for the Ebro region notably because of the economical importance of the
agricultural sector, which has large water needs. Changes in future droughts are often
studied from a meteorological point of view. Drought indices (i.e., a single numerical
value representing the dryness level based on one or more hydro-meteorological state
variables) are computed based on the outputs from regional or global climate models
in present and future climate. Differences in drought indices are then used to predict
future drought conditions. I compare the results from this approach to the outputs of the
integrated hydrological model during dry periods. Specifically, I examine the correlation
between seven well-known drought indices and three modeled hydrological variables in
the climate and irrigation scenarios used previously to study the interactions between
irrigation and climate changes. In addition, I control the validity of the functional
relationship between these indices and the hydrological variables under the predicted,
future conditions. Correlations between the hydrological variables and drought indices
are similar in all studied conditions. However, the relationships between the drought
indices and the hydrological variables are often different in present and future climate.
Hence, drought indices are adequate indicators of dry periods in all climates. However,
a drought with a similar intensity (as defined by a particular drought index) might have
different hydrological impacts in present and future climate. These differences cannot be
captured by studying meteorological drought indices alone.
To conclude, integrated hydrological models have important advantages over other
types of hydrological models in climate-impact studies: They allow for a joint analysis of
surface and subsurface flow, they can be used to study interactions between land-use and
climate changes, and they can be employed to test simpler methods, such as the use of
drought indices. However, their use is hindered by their high computational needs. This
obstacle can partially be overcome by simplifying the computational grid during part of
the calibration process.
Kurzfassung
Der Klimawandel wird erhebliche Auswirkungen auf die Landwirtschaft und
die Wasservorkommen habe; dies gilt insbesondere in semiariden Gebieten mit
eingeschra¨nkten Wasserressourcen. Diese Auswirkungen sind jedoch schwer zu
quantifizieren. Neben den Unsicherheiten, die unmittelbar im Zusammenhang mit
Klimaprognosen (besonders der Prognose des zuku¨nftigen Niederschlags) stehen, ha¨ngt
die Bewertung der hydrologischen Auswirkungen des Einflusses der Klimawandels
von der Simulation des Wasserflusses ab, die ebenfalls unsicher ist. Um die
Reaktion von Einzugsgebieten auf Klimavera¨nderungen zu simulieren, wurden vielfa¨ltige
hydrologische Modellen verwendet. Mit der vorliegenden Doktorarbeit beabsichtige
ich, die Zweckma¨ßigkeit von integrierten hydrologischen Modellen einzuscha¨tzen,
um hydrologische Auswirkungen der Klimavera¨nderung in semiariden Gebieten
vorherzusagen.
Integrierte hydrologische Modelle (oder pde-basierte Modelle) sind ra¨umlich verteilte
hydrologische Modelle auf der Grundlage partieller Differenzialgleichungen (engl. Abk.:
pde). Diese simulieren den unterirdischen Wasserfluss mit der Richardsgleichung und den
oberirdischen Wasserfluss mit der Flachwassergleichung. Dadurch werden ra¨umliche ober-
und unterirdische Interaktionen beru¨cksichtigt, und die meisten hydrologischen Prozesse
(Wasserversickerung, Austausch in der hyporheischen Zone, Evapotranspiration, usw.)
ko¨nnen hinreichend detailliert beschrieben werden. Sie erfordern jedoch ha¨ufig einen
hohen Rechenaufwand, der in langen Simulationszeiten resultiert. Diese erschweren die
Anwendung von integrierten hydrologischen Modellen in realistischen Fallstudien, da sie
den Kalibrierungsprozess verlangsamen.
Aufgrund der hohen Anzahl von Parametern und langer Simulationszeiten kann
die Kalibrierung von integrierten hydrologischen Modellen ein langwieriger und
mu¨hsamer Prozess sein. Deshalb ist die Geschwindigkeit der Modellkalibrierung ein
wichtiges Kriterium, um die Nu¨tzlichkeit von integrierten hydrologischen Modellen in
Klimafoldenstudien zu beurteilen. Um den Kalibrierungsprozess zu beschleunigen,
schlage ich ein Kalibrierverfahren vor, das auf ineinander verschachtelten Rechengittern
besteht. Ich teste diese Methode in einer Fallstudie u¨ber das Lermaeinzugsgebiet im
Ebrobecken (Nordspanien). Durch die vorgeschlagene Methode ist die Modellkalibrierung
achtmal schneller als eine direkte manuelle Kalibrierung. Sie dauert bei Verwendung
eines Desktop-PCs ungefa¨hr einen Monat. Das ist wesentlich la¨nger als die Kalibrierung
einfacher konzeptioneller Modelle. Dennoch war die Modellkalibrierung eine handhabbare
Aufgabe.
Charakteristisch fu¨r das Gebiet meiner Fallstudie ist die schnelle Umwandlung
der Landnutzung von regenabha¨ngiger zu bewa¨sserter Landwirtschaft in den Jahren
zwischen 2006 und 2008. Das Modell reproduziert die Folgen dieses Wandels
in Bezug auf den Gebiets und die Grundwassersta¨nde. Deshalb ko¨nnen die
Modellergebnisse genutzt werden, um die hydrologischen Folgen des Klimawandels
in semiariden Gebieten unter dem Einsatz unterschiedlicher Bewa¨sserungsstrategien
zu verstehen und vorherzusagen. Fu¨r diesen Zweck habe ich die hydrologischen
Reaktionen im Lermagebiet unter der gleichzeitigen A¨nderung der Bewa¨sserung und
des Klimas modelliert. Basierend auf vier regionalen Klimamodellen des europa¨ischen
ENSEMBLES-Projektes (http://www.ensembles-eu.org), entwickle ich Klimaszenarien
fu¨r das untersuchte Einzugsgebiet. Das Downscaling der Daten erfolgte durch
einen kalibrierten Wettergenerator beziehungsweise einer ”quantile-mapped” Methode.
Davon ausgehend ha¨ngt die Reaktion auf die Klimavera¨nderungen maßgeblich von den
Bewa¨sserungsszenarios ab. Bewa¨sserte Gebiete weisen zwar gro¨ßere Piezometerho¨hen und
Basisabflu¨sse auf, reagieren jedoch anfa¨lliger auf Klimavera¨nderungen. Im Gegensatz
dazu kommt es in den Szenarios ohne Bewa¨sserung zu intensiveren hydrologischen
Reaktionen wie ja¨hrlichen Ho¨chstabflu¨ssen aufgrund heftiger werdender Niederschla¨ge.
In zuku¨nftigen Klimaszenarien nimmt die aktuelle Verdunstung wa¨hrend des Sommers
ab, steigt jedoch auf bewa¨sserten Fla¨chen. Zusa¨tzlich ist die Bodenfeuchtigkeit gro¨ßer
auf bewa¨sserten Fla¨chen, wodurch die Sensitivita¨t der aktuellen Evapotranspiration
durch ansteigende Temperatur ho¨her wird. Ohne Bewa¨sserung fu¨hren niedrige
Sommerniederschla¨ge zu einer Abnahme der aktuellen Evapotranspiration. Diese
Analysis ist kann mit anderen hydrologischen Modelltypen schwierig oder gar nicht
durchgefu¨hrt werden. Daher sind integrierte hydrologische Modelle unabdingbar,
um die Zusammenha¨nge zwischen Klima- und Landnutzungsa¨nderungen umfassend zu
untersuchen.
Zusa¨tzlich zu den allgemeinen klimatischen Vera¨nderungen, habe ich Extremereignisse
wie Du¨rren untersucht. Aufgrund der wirtschaftlichen Bedeutung der Landwirtschaft im
Ebrobecken sind Trockenzeiten dort eine ernst zu nehmende Gefahr. Vera¨nderungen
der Trockenperioden werden ha¨ufig meteorologisch untersucht. Du¨rreindizes sind
einzelne numerische Werte, die den Trockenheitsgrad repra¨sentieren und auf einer oder
mehreren meteorologischen Messgro¨ßen beruhen. Sie werden aus den Ergebnissen lokaler
oder globaler Klimamodelle fu¨r derzeitige oder zuku¨nftige Klimata berechnet. Ich
vergleiche die Stabilita¨t der Beziehung zwischen diesen Indizes und den hydrologischen
Variablen. Die Korrelationen zwischen den Du¨rreindizes und den untersuchten
hydrologischen Zustandsgro¨ßen sind fu¨r alle Klimaszenarien a¨hnlich. Jedoch vera¨ndern
sich ha¨ufig die funktionalen Zusammenha¨nge beim U¨bergang von gegenwertigen zu
zuku¨nftigen Klimaszenarien. Daher sind Du¨rreindizes zwar angemessene Anzeiger fu¨r
Trockenperioden in allen Klimaszenarien, aber sie verbergen unter Umsta¨nden wichtige
Vera¨nderungen durch die Folgen von zuku¨nftigen Du¨rren.
Zusammenfassend kann festgestellt werden, dass die Zweckma¨ßigkeit von integrierten
hydrologischen Modellen in Studien zu Klimaauswirkungen durch den hohen
rechnerischen Zeitaufwand eingeschra¨nkt wird. Dieses Hindernis kann durch die
vorgestellte Kalibiermethode, die auf Gittervergro¨berungen in erste Kalibrierschritten
beruht, teilweise umgangen werden. Kalibrierte integrierte hydrologische Modelle
liefern wichtige Erkenntnisse bezu¨glich des Zusammenspiels von Bewa¨sserungs- und
Klimavera¨nderungen. Daru¨ber hinaus sind sie hilfreich, um einfachere Ansa¨tze zur
Untersuchung der Folgen des Klimawandels, zu erproben und zu vergleichen.
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1 Introduction
1.1 Motivation
The current increase in global mean temperature, resulting from the anthropogenic
increase in CO2 emissions (Meehl et al., 2007), will have strong impacts on hydrological
processes, especially in semi-arid Mediterranean regions (e.g., Sa´nchez et al., 2004;
Vargas-Amelin et al., 2014). Summer precipitation will probably decrease in the next
70 years, while potential evapotranspiration will likely increase, resulting in an overall
dryer climate (Zambrano-Bigiarini et al., 2010). Simultaneously, irrigation needs and
urban water demand will both increase (Milano et al., 2013). Hence, in these regions,
water availability will decrease, which will complicate the management of local water
resources (e.g., Bovolo et al., 2010). The competing water needs of agriculture and urban
areas might not be met under the future climatic conditions. To plan the adaptation
to these new conditions, accurate information about climate change and their impacts
on hydrology is needed. However, the hydrological responses of local water bodies to
climate change are highly uncertain (Ghosh et al., 2010), particularly because of the
large disparities in the prediction of future precipitation between the different global
climate models (Herrera et al., 2010).
In addition to the uncertainties related to climate predictions, the accuracy of
hydrological models can have a large impact on the estimation of climate-change effects
(Dams et al., 2015; Jiang et al., 2007). Various types of models have been used to predict
hydrological effects of climate change, from simple conceptual models (e.g., Schaefli et
al., 2007) to large integrated hydrological models (e.g., Goderniaux et al., 2009). Which
hydrological models should be used to realistically represent water fluxes, and so which
models should be used in climate-impact studies, is the subject of large discussions
(e.g., Beven, 2002; Todini, 2007), which have not led yet to a general consensus.
Theoretically, to simulate climate-change impacts, integrated hydrological models have
various advantages over other hydrological model types (Section 3.3). However, only a
low number of climate-impact studies have used an integrated hydrological model (e.g.,
Goderniaux et al., 2009; van Roosmalen et al., 2009). Indeed, integrated hydrological
models are difficult to use in realistic case studies because of their long simulation time.
Their high computational needs prohibit the use of the majority of methods for parameter
estimation and uncertainty quantification (Blasone et al., 2008). Therefore, an important
criterion to assess the usefulness of integrated hydrological models is the rapidity of their
model calibration. Previous applications of integrated hydrological models have generally
used manual calibration to estimate uncertain model parameters, which is a slow and
tedious process (Goderniaux et al., 2009). A quicker and more practical calibration
method would increase the interest of integrated hydrological models for climate-impact
studies.
In addition, particular advantages of integrated hydrological models for climate-impact
studies have not been investigated in detail before. For example, integrated hydrological
models have been shown to be efficient in modeling the hydrological impacts of important
land-use changes, such as irrigation changes (Pe´rez et al., 2011). In the Mediterranean
region, irrigation onset is a particularly important case of land-use change because of
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the scheduled increase in irrigated area. For instance, in the Ebro region, a significant
increase (up to 300’000 hectare) in irrigated areas is planned in the next decades (Bielsa
et al., 2015; Milano et al., 2013). At local and regional scales, the start of irrigation
has important impacts on the hydrology (Mercha´n et al., 2013) and probably interacts
with the catchment responses to climate change. Potential climate and irrigation changes
should therefore be studied together. Indeed, the extent and the timing of the interactions
between these two processes are not well-understood. As integrated hydrological models
seem advantageous when separately modeling impacts of climate (Goderniaux, 2011)
and irrigation changes (Pe´rez et al., 2011), they are good candidates to model catchment
responses to synchronous changes in both climate and land use (van Roosmalen et al.,
2009). However, previous studies have not investigated the simultaneous impacts of
irrigation and climate changes in a realistic case-study. Consequently, it is not known if
integrated hydrological models would bring new information on the interactions between
climate and irrigation changes in realistic cases.
Another potential use of integrated hydrological models in climate-impact studies is
to compare the outputs from integrated hydrological models with the results from other
methods. Indeed, many simpler approaches to estimate climate-change impacts exist and
often result in consequential time gain compared to the development and calibration of
integrated hydrological models. For instance, a simplified approach to estimate the impact
of climate change is the use of meteorological drought indices to estimate future drought
impacts. Droughts strongly affect water resources and often cause tens of millions of euros
of damage (Gil et al., 2011), notably because of the reduction in crop yield, decreasing
water quality, and restriction in water use (Mishra et al., 2010). Hence, changes in drought
frequency and duration must be examined. To this end, a meteorological perspective is
often chosen (e.g., Kim et al., 2014; Kirono et al., 2011; Leng et al., 2015; Masud et al.,
2015; Park et al., 2015; Tue et al., 2015; Zarch et al., 2015). Specifically, meteorological
drought indices, i.e., summary metrics based on hydro-meteorological variables such as
precipitation, are computed in present and future climate, based on outputs from global or
regional climate models. Changes in drought indices are then used to estimate changes in
drought risks, whereby no change in hydrological processes is considered. It is assumed
that lower precipitation during dry periods will have a similar impact on streamflow
or hydraulic heads in present and future climate. In addition, changes in potential
evapotranspiration is often neglected (Vicente-Serrano et al., 2009). Because the impact
of these simplifications have rarely been studied, a comparison between drought impacts
simulated by a hydrological model, forced by future meteorological inputs, and droughts
impacts derived simply from the calculation of drought indices could bring new insights
into the estimation of future drought effects.
1.2 Objectives
The general objective of this thesis is to improve the quality of the predictions of
hydrological impacts of climate change in Mediterranean climate. Specifically, my aim
is to evaluate and improve the usefulness of integrated hydrological models in climate-
impact studies.
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In principle, integrated hydrological models have various advantages compared
to simpler, conceptual models when studying climate-change impacts (Section 3.3).
However, the parameter calibration of these models is difficult because of their long
simulation time. Hence, my first objective is to simplify the calibration of integrated
hydrological models.
My second objective is to study the interactions between irrigation and climate change
effects. Concretely, I will investigate the differences in the catchment responses to climate
change under different irrigation conditions, using an integrated hydrological model.
Finally, my third objective is to evaluate the efficiency of drought indices to predict
changes in future drought risks. Practically, I will compare the estimation of future
drought risks derived from drought indices to the outputs from the hydrological model.
1.3 Thesis structure
The remainder of this thesis is structured as follows:
 First, I present a summary of methods used for climate prediction. Next, I describe
different hydrological modeling strategies used to predict the impacts of climate
change on water resources.
 Three papers, constituting the main body of this thesis, are reproduced in Section
4, 5, and 6. Each of these publications present the accomplished work in each of
three main objectives presented above (Section 1.2).
1. The main subject of the first paper is an innovative calibration method, adapted
to integrated hydrological models (or pde-based models). The central idea of
this method is to use computational grids of increasing resolution during the
model calibration.
2. The second paper is a comparison of hydrological effects of climate change at
catchment scale in irrigated and non-irrigated conditions. I use downscaled
climate scenarios and an integrated hydrological model, calibrated under
different irrigation conditions, to study the interactions between climate and
irrigation changes in the Lerma catchment.
3. The third paper is concerned with quantifying the efficiency of drought indices
to predict hydrological impacts of droughts in future climate. I estimate the
hydrological consequences of droughts (as simulated by the hydrological model)
in different climate and irrigation scenarios. I compare these outputs with the
prediction of future drought impacts derived from drought indices.
 Finally, I conclude with a general discussion and an outlook on possible future
research.
3
2 Climate scenarios
Regional and global climate models are central to predict future climatic conditions.
Since the outputs of these models are used as forcing in the hydrological simulations of
this thesis, I give here a short review of these models, after a brief introduction to the
emission scenarios of greenhouse gases. I then describe the adaptation of the climate-
model outputs to a suitable format for hydrological studies (i.e., downscaling).
2.1 Greenhouse gases emission scenarios
The current increase in global temperature is driven by an increase in greenhouse-gas
emissions, notably anthropogenic CO2 (e.g., Meehl et al., 2007). In the year 2000,
the Intergovernmental Panel on Climate Change (IPCC) developed a suite of emission
scenarios, known as the SRES emission scenarios (Nakic´enovic´ et al., 2000). These
scenarios are based on projections of demography, economic growth, and technological
innovations.
In the last assessment report of climate change (Stocker et al., 2013), IPCC changed
its focus from emission scenarios to representative concentration pathways (Vuuren et al.,
2011). These representative concentration pathways or RCP are based on the difference
in radiative forcing between pre-industrial time and the year 2100. For example, RCP6 is
a scenario where the mean planetary radiative forcing is 6 W/m2 higher in 2100 than in
the last century (Meinshausen et al., 2011). These scenarios also contain an estimation
of greenhouse gas emissions, but they focus on radiative forcing.
Figure 1: Global annual CO2 emission from 1990 to 2100 in the A1 scenarios in gigatonnes of carbon
per year (GtC/y). The A1B emission scenarios is represented by the red colored band - Figure adapted
from Nakic´enovic´ et al. (2000)
Even if RCP is the current standard operated by IPCC (Stocker et al., 2013), I use the
SRES scenarios in this thesis, because of the relatively low number of available regional
climate simulations (Section 2.3) using RCP. More precisely, I use the climate scenario
proposed by the ENSEMBLES project (Linden et al., 2009), which are based on the A1B
emission scenario (Section 5). This scenario assumes a relatively homogeneous world with
increased cultural interactions and a rapid economic growth (Nakic´enovic´ et al., 2000).
Global population peaks in 2050 and declines after. Energy sources are balanced between
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non-fossil and fossil. In the A1B scenario, global CO2 emissions are maximal in 2050 with
a yearly emission of about 16 GtC/yr (Figure 1). Differences in the climatic outcomes
between the emission scenarios become apparent at the end of the 21st century, but they
are less important until 2050. Hence, using more than one emission scenario for climate
predictions before 2050 is of limited interest, according to Linden et al. (2009).
2.2 Global circulation models
Global circulation models (GCM), also called global climate models, are indispensable
to the prediction of future climate. These large 3-dimensional models simulate the
atmosphere, the land-surface, the ocean, and the exchanges between these different
compartments on the global scale. Meteorological variables are predicted alongside with
carbon fluxes and other biochemical variables. These models take solar radiation, land-
use categories, and future CO2 emissions, among other information (Goosse et al., 2015),
as input.
The simulation of atmospheric processes is based on the conservation of mass, energy,
and momentum. In other words, the representation of the atmosphere is derived from
the Navier-Stokes equations (e.g., Bechtel et al., 2015) solved on a rotating sphere, and
coupled with thermodynamical constraints. These conservation laws can be represented
by a set of equations, which is then simplified to form the so-called ”dynamic core”
of the GCM. These simplifications or parameterizations are necessary because of the
relatively low resolution of the GCMs (horizontal resolution: about 100-300 km2, Buser
et al. (2010)) and because of the strong non-linearity of the conservation laws (Randall,
2010). Many of these parametrizations are based on empirical knowledge and may
introduce significant uncertainties (De´que´ et al., 2007). One of the most important and
uncertain parametrization is that of clouds, especially cumulus (Randall, 2010). Cumulus
are especially difficult to simulate because their apparition depends on phase-changes of
water, convective movements, and eddy fluxes, which are all sub-grid phenomena difficult
to represent at grid scale. However, the simulation of cumulus is important because it
has a large influence on modeled precipitation and radiation.
To numerically solve the equations forming the GCM dynamic core, the finite difference
method was used in the majority of the early GCMs, such as the GFDL model
(Smagorinsky et al., 1965). However, the finite difference method adapted for spherical
coordinates results in the convergence of the meridians at the poles, which complicates
the numerical calculations (Randall, 2010). To overcome this difficulty, current GCMs
integrate a set of spectral methods to model the atmosphere, i.e., the dynamic cores of
current GCMs often use a set of Fourier transform to numerically solve the differential
equations. To overcome the tendency of spectral methods to create negative concentration
of atmospheric constituents (particularly water vapor), semi-Lagrangian methods are used
in addition or in replacement of spectral methods (Randall, 2010). In these schemes, the
equations governing atmospheric motions are developed using the Lagrangian rate of
change ( D
Dt
), but are solved on an Eulerian grid (e.g., Bonaventura, 2004).
Coupled with the dynamic core of the GCMs is the representation of land-surface and
the oceans (Figure 2). Land-surface flow and run-off are drastically simplified (Milly et al.,
5
Figure 2: Schematic structure of a GCM - Figure adapted from Bralower et al. (2015)
2002). On the land-surface, surface temperature is the main link between the atmosphere
and the surface (Roeckner et al., 2003). The surface temperature is derived from the
energy balance of the soil or ocean surface (Roeckner et al., 2003). Ocean currents are
simulated dynamically, based on conservation of momentum and mass. Energy and mass
fluxes (water, CO2, etc.) are exchanged between all three compartments. The CO2 cycle
is of special importance for climatic prediction and is modeled with some precision by
modern GCMs. However, large uncertainties in the carbon cycle still exist, notably in the
variations of the exchanges between the land and the atmosphere compartments (Randall
et al., 2007).
Even if the GCM outputs reproduce the main characteristics and variations of the
climate of our planet (Randall et al., 2007), variability between the different GCM outputs
is relatively high, especially with respect to precipitation (Herrera et al., 2010). For
example, predicted changes in mean summer precipitation in the Mediterranean region
vary between -3% and -53% of the present precipitation for 2080-2100 in the A1B scenario
(Christensen et al., 2007). Moreover, the low spatial resolution of GCM introduces errors,
notably into the representation of topography and in phenomena at the sub-gird scale.
Another important uncertainty source for climate prediction during the second-half of the
21st century is the difference between the CO2 emission scenarios (Buser et al., 2010). To
take into account these uncertainties, the majority of climate-impact studies use several
GCMs to produce reliable climate scenarios.
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2.3 Regional climate model and dynamical downscaling
Regional climate models (RCMs) function on the same basic principles as GCMs.
However, RCMs only cover a part of the planet, usually one continent. Consequently, their
horizontal resolution (under 100 km2) is finer than the usual GCM resolution. Hence,
topography, notably mountain ranges, is better represented and their influence on the
atmosphere is simulated more realistically. In addition, atmospheric circulation can be
modeled at finer scale, which allows for a more physically-based representation of the
atmosphere (Giorgi et al., 2001).
RCMs are often used to increase the resolution and the realism of GCM outputs, a
process called dynamical downscaling. This technique has been pioneered by Dickinson et
al. (1989) and Giorgi et al. (1990), based on the nested modeling techniques from the field
of numerical weather prediction (Giorgi et al., 2001). The GCM provides time-dependent
lateral boundary conditions to the RCM. No feed-back from the RCM is returned to the
GCM. The main advantage of dynamical downscaling over other downscaling techniques
(Section 2.4) is that it is based on realistic atmospheric processes. However, it is
computationally intensive and strongly depends on the accuracy of the GCM forcing
(Fowler et al., 2007a).
Even if dynamical downscaling improves the realism of climate scenarios, it is not
recommended to directly use RCM outputs as hydrological inputs (Wood et al., 2004).
Indeed, the differences between the RCM outputs in the present climate and the
measurements are often too important for this purpose. A statistical downscaling step
(as explained in the next section) is necessary before using RCM outputs to force a
hydrological model to predict climate change impacts.
2.4 Statistical downscaling of climate scenarios
Global and regional climate models simulate future climate at a relatively large scale (50-
200km). Hence, small-scale features, such as elevation changes and local winds, are often
neglected. However, these features also have a large influence on local climate. Statistical
downscaling aims at integrating small and large scale factors into future climate prediction
(Giorgi et al., 2001). Because of the importance of localized information for hydrological
modeling, statistical downscaling of meteorological variables is an indispensable step to
predict the hydrological impacts of climate change (Wilby et al., 1999). Many techniques
have been proposed to downscale the output from global and regional climate models.
They have been reviewed by Fowler et al. (2007a) and Prudhomme et al. (2002), among
others. Among these various methods, three methods are highlighted here:
 Delta change approach: In this case, the measurements are modified to produce the
future time series based on climate model indications (Fowler et al., 2007a). For
example, monthly average temperature of the control and the future simulations
are compared. This difference is then added to the measured temperature. For
precipitation, the ratio between the average control and simulation is used to keep
the frequency and duration of the dry/wet day series. The delta change method can
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be expressed as follows:
∆T = TRCM − TRCM,CTL ∆P = PRCM
PRCM,CTL
(1)
Tnew = Tmes + ∆T Pnew = Pmes ∗ ∆P (2)
in which T and P are temperature and precipitation. RCM,CTL is the control run
in the current climate, RCM is the modeled future climate (a GCM could also be
used), and mes is related to the measurements. ∆T and ∆P are calculated for each
month. This statistical method is commonly used because of its simplicity. However,
it does not allow for changes in variability. In addition, dry and wet days series are
strictly identical in future and current climate (Goderniaux et al., 2011).
 Bias-correction and quantile-mapping approach: These methods use the outputs of
GCMs or RCMs, the bias of which is corrected based on the difference between the
measured times series and the control simulation of the climate model. In its more
simple form, the difference in monthly average is used to modify the future time
series (Fowler et al., 2007b). More complex approaches, for example based on the
differences in the frequency distribution of one or more climatic variables, are possible
(e.g. Kallache et al., 2011). This subset of bias-corrected approaches are more
commonly called quantile-mapping approaches (Li et al., 2009) and are discussed
further in Section 5. Bias-corrected methods and quantile-mapping methods are
relatively simple to implement. In addition, changes in variability, such as an increase
in intense rain events, are possible. However, the bias is assumed to be identical in
present and future climate, which might not be true (Buser et al., 2010). Moreover,
the physical consistency of the climate variables is not insured by bias-correction
methods. Indeed, GCMs are physically-based models which create spatio-temporal
fields consistent with atmospheric conservation laws. Bias correction methods alter
these fields and violate conservation principles, in contrast to dynamical downscaling
(Ehret et al., 2012).
 Weather generator: A weather generator is a model which extracts statistical
properties from climatic data to create new time series with similar statistics.
Statistical methods used to produce new time series differ greatly between weather
generators. For example, the LARS weather generators (Racsko et al., 1991) is based
on semi-empirical distributions of measured meteorological variables. Contrastingly,
the RainSim weather generator (Burton et al., 2008; Kilsby et al., 2007) is based
on Neyman-Scott rectangular process (Section 8.2). When weather generators are
utilized to downscale climate scenarios, change factors are first extracted from the
GCM or the RCM by comparing control and future simulations. These change
factors are then used to modify the present statistics of the weather generator.
Afterward, the weather generator creates meteorological time series representing the
future (predicted) climate (Kilsby et al., 2007). Examples of statistical properties
include the monthly mean and variance of precipitation, 1-day auto-correlation, and
dry spell length. Weather generators are more complex to implement than other
downscaling methods. Nevertheless, they are more flexible and can produce multiple
time series for a given climate. Hence, weather variations can be better taken into
account.
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Any of these three methods can directly be used to downscale GCM outputs (e.g.,
Jyrkama et al., 2007). Otherwise, RCMs can be used first as dynamical downscaling step
and a particular statistical method can be used as a second step (Goderniaux et al., 2011).
Comparisons between downscaling methods have not found one method to be definitively
superior to the others (Segu´ı et al., 2010). However, stochastic methods based on weather
generators are often considered advantageous (Goderniaux et al., 2011; Holman et al.,
2009) as they consider natural climate variability.
3 Hydrological modeling
Hydrological models are essential to the prediction of the hydrological impacts of climate
change. In this thesis, integrated hydrological models are used for this purpose. However,
many other types of hydrological models are available. This section gives a brief review
of the different hydrological model types and their uses in climate-impact studies.
3.1 Types of hydrological models
Hydrological models are simplified representation of the hydrological cycle, which aim at
simulating or predicting hydrological processes (Refsgaard, 1996). Hydrological models
can be classified according to their integration of spatial information: In lumped models,
the catchment is conceptualized as a single unit, while, in distributed models, the
catchment is subdivided into different units, either based on topographic sub-catchments
or using a computational grid (e.g., Pe´rez, 2011; Refsgaard, 1996). Semi-distributed
models are a compromise between distributed and lumped models (Jajarmizadeh et al.,
2012). They account for the spatial distribution of the contributing areas in a simplified
manner. For instance, they lump zones with similar characteristics together, using
averaged observable physical variables.
Hydrological models can be further classified based on the way they represent
hydrological processes. Three types of models can be distinguished: empirical,
conceptual, and integrated models (Refsgaard, 1996):
 Empirical models are data-driven and do not include a physical description of the
system. They are based on functional relationships between a measurable input
variable, such as precipitation, and an output variable, such as run-off. Artificial
neural networks are often used for this purpose (Buerger et al., 2007).
 Conceptual models describe water flow and transport using semi-empirical
relationships. These relationships are used to route water and solutes between the
different storage compartments (e.g., Pe´rez, 2011).
 Integrated hydrological models, or pde-based models (i.e., models based on partial
differential equations), aim at representing the surface and sub-surface hydrological
processes using physical relationships. The goal is to describe the main hydrological
processes using physical laws, which can be mathematically represented in three
dimensions (Freeze et al., 1969). In most cases, the Richards’ equation is used to
9
represent sub-surface flow. The shallow water equations are used for surface flow
(Maxwell et al., 2014).
These different classes of models have all been used in different studies to predict the
hydrological impacts of climate change, as described in the next section.
3.2 Hydrological modeling for climate-impact studies
Hydrological impacts of climate change have been a concern for many decades. The first
studies on this subject (Manabe et al., 1975) directly used the outputs from simplified
GCMs. However, the low resolution of GCMs, especially of early GCMs 1, hindered the
investigation of hydrological impacts of climate change on the watershed scale. Hence, it
was proposed to use hydrological models to study climate change impacts (Neˇmec et al.,
1982). In this approach, still used today, hydrological models are first calibrated using
measured hydrological and meteorological variables. Next, the meteorological time series
are modified to account for the predicted climate change (usually using a delta change
approach in early studies, Section 2.4). These modified times series are used as model
input and outputs from the hydrological model in present and predicted future climates
are finally compared.
The first studies using this approach to study climate change impacts focused on
surface flow (Green et al., 2011). For instance, early hydrological studies of climate
change impacts investigated changes in the water budget in Belgium (Bultot et al., 1988)
or run-off in the western United States (Revelle et al., 1983). In Spain, where my case
study is situated, hydrological impacts of climate change is of special importance because
of the limited water resources (Vargas-Amelin et al., 2014). In this country, one of
the first research projects looking into future water resource was conducted by Ayala-
Carcedo et al. (1996). They used a regional lumped model to simulate the main Spanish
water basins. A mean decrease of 17% in the available surface- and subsurface-water was
predicted for Spain (Estrela et al., 2012). Other empirical models, based on artificial
neural networks, have been used in northern Spain to study the hydrological impacts of
climate change (Buerger et al., 2007). A number of semi-distributed, conceptual models
were also used for the same purpose on the national scale (Ferna´ndez, 2002; Iglesias et
al., 2005). In parallel, similar models were applied on the catchment scale, for example,
in the Gallego region (Majone et al., 2012), or in the Ebro basin (Candela et al., 2012;
Zambrano-Bigiarini et al., 2010). Conceptual models have also widely been used outside
of Spain in climate-impact studies. Examples extend from studies conducted in the Swiss
Alps (Schaefli et al., 2007), in Turkey (Albek et al., 2004), or in Denmark (Thodsen,
2007), among other places.
The studies cited above generally neglect groundwater flow, even though aquifers are
an important source of drinking water worldwide (Giordano, 2009). The simulation of
climate-change effects on groundwater has become an important research topic only in
the last decade (Taylor et al., 2013). Generally, groundwater has been shown to be
sensitive to climate change (e.g., Do¨ll, 2009). This sensitivity can be estimated from
simple statistical relationships, based on measured hydraulic heads and precipitation
1grid size: about 300 km x 300km
10
(Barron et al., 2012; Chen et al., 2001, 2004). However, this method is often not precise
enough for a quantitative assessment. Therefore, the prediction of climate-change impacts
on aquifers is more frequently based on the outputs from a calibrated groundwater model
(e.g., MODFLOW, Harbaugh et al., 2000) and an estimation of recharge, based on a
simplified water balance. Candela et al. (2009) used this technique in Majorca, Serrat-
Capdevila et al. (2007) in Arizona, and Allen et al. (2004) in British Columbia, among
many others. Because processes leading to aquifer recharge are very simplified in this
type of study, other authors (e.g., Bouraoui et al., 1999; Eckhardt et al., 2003; Jyrkama
et al., 2007) have used soil models to improve the prediction of future recharge. However,
groundwater flow was not considered or very simplified in these cases.
However, subsurface flow, and feedbacks between surface and subsurface flows, are
important in climate-impact studies (Section 3.3). For instance, climate change influences
river-groundwater interactions and surface recharge differently (Allen et al., 2004). If
these two processes are not simulated explicitly, changes in the water-table depth or
in river flow are difficult to estimate accurately. Hence, several authors have recently
started modeling surface and subsurface flows as an integrated system. For example, van
Roosmalen et al. (2007, 2009) applied a coupled model to a large-scale case study (about
6000 km2 in Denmark) to estimate the hydrological effects of climate change. This model,
using the MIKE-SHE code, simulated coupled surface and subsurface flow (Henriksen et
al., 2003). However, unsaturated flow was based on a simplified water balance method,
which is not always valid, especially in cases where the vadose zone is large (Goderniaux,
2011). To improve vadose zone modeling and surface/subsurface exchanges, Maxwell et
al. (2008) used an integrated hydrological model (ParFlow, Kollet et al. (2006)) in the
Great Plains in USA. There, they studied groundwater dynamics and land-atmosphere
interactions in a changing climate. In the Geer basin, in Belgium, Goderniaux (2011)
and Goderniaux et al. (2011, 2009) conducted a similar study, aiming at understanding
climate change impacts on the hydrology, using HydroGeoSphere. HydroGeoSphere has
the capacity to model the unsaturated zone in some detail, using the Richards’ equation
(Section 4). Hence, climate-change impacts on surface and saturated subsurface flows,
as well as unsaturated subsurface flows, can be estimated. Even though other studies
have used integrated hydrological models to estimate climate impacts (Davison et al.,
2015), their use is still a rare occurrence in climate-impact studies (Goderniaux, 2011).
Moreover, most of the applications have been made in humid climate. In the studies
addressing hydrological effects of climate change in Mediterranean climate (e.g., Candela
et al., 2009), integrated hydrological models were not used.
3.3 Pros and cons of integrated hydrological models
Advantages and limitations of various model types, notably of integrated hydrological
models, have been widely discussed in the literature, notably by Beven (1989, 1993,
2002), Gupta et al. (2012), and Todini (2007). It is generally recognized that integrated
hydrological models fail to completely integrate the complexity of the hydrological system
(e.g., Beven, 1989). Their conceptualization are based on physical principles, as outlined
by the blueprint of Freeze et al. (1969). However, the validity of the physical relationships
used to describe the hydrological system is questionable when local heterogeneity is
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neglected, and ”effective” parameters are applied to a model with coarse resolution.
Vogel et al. (2008) and Downer et al. (2004), among others, have noted that the
hypotheses underlying the Richards’ equation require a high spatial resolution, which is
not generally achievable by integrated hydrological models. Moreover, even if the model
grid would be sufficiently fine to represent the relevant heterogeneity, measurements of
subsurface parameters on this scale would be practically impossible. Hence, in integrated
hydrological models, Richards’ equation is used in most cases as an effective law to
model unsaturated flow, and not as a fundamental soil-physics law (e.g., Pe´rez, 2011).
Furthermore, boundary conditions and initial states of the catchment are not precisely
known even though they influence the model outputs. Hence, model calibration is still
needed to apply an integrated hydrological model on the catchment scale. The calibration
process is, however, hindered by the long simulation time associated with this category
of models (e.g., Goderniaux et al., 2009), and by problems of parameter identifiability
and non-uniqueness (Beven, 2002).
Nonetheless, integrated hydrological models have various advantages for climate-
impact studies. Firstly, changes in surface and subsurface flows can be studied
simultaneously. The consideration of surface and subsurface water bodies, and their
interactions, is important to efficiently manage water resource. In addition, integrated
hydrological models simulate feedbacks between different hydrological processes explicitly.
Infiltration, exfiltration, run-off, and evapotranspiration are all represented. This is
important as climate change influences these fluxes differently (Goderniaux et al., 2009).
For example, the water table might be more influenced by changes in river levels
than by changes in surface recharge (Allen et al., 2004). These differences might
be impossible to represent without a distributed representation of surface/subsurface
feed-backs. In addition, integrated hydrological models can simultaneously use more
types of data in the calibration (discharge, hydraulic heads, evaporation measurement,
etc.) and conceptualization process (irrigation volume, surface elevation, geological
information, etc.) than simpler models. Accounting for diverse datasets might improve
the simulation of hydrological processes on the catchment scale. Finally, even if integrated
hydrological models are not entirely physically-based, they still rely less on empirically-
based relationships than conceptual models. Moreover, a large number of scaling and
simplification in integrated hydrological models is the result of subsurface heterogeneity,
which can probably be considered constant in future and present climate. On the
contrary, simplifications in conceptual models are more complicated and are often a mixed
consequence of soil heterogeneity and climatic drivers, which will vary in future climate.
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s u m m a r y
Partial-differential-equation based integrated hydrological models are now regularly used at catchment
scale. They rely on the shallow water equations for surface ﬂow and on the Richards’ equations for sub-
surface ﬂow, allowing a spatially explicit representation of properties and states. However, these models
usually come at high computational costs, which limit their accessibility to state-of-the-art methods of
parameter estimation and uncertainty quantiﬁcation, because these methods require a large number
of model evaluations. In this study, we present an efﬁcient model calibration strategy, based on a hierar-
chy of grid resolutions, each of them resolving the same zonation of subsurface and land-surface units.
We ﬁrst analyze which model outputs show the highest similarities between the original model and
two differently coarsened grids. Then we calibrate the coarser models by comparing these similar outputs
to the measurements. We ﬁnish the calibration using the fully resolved model, taking the result of the
preliminary calibration as starting point. We apply the proposed approach to the well monitored Lerma
catchment in North-East Spain, using the model HydroGeoSphere. The original model grid with 80,000
ﬁnite elements was complemented with two other model variants with approximately 16,000 and
10,000 elements, respectively. Comparing the model results for these different grids, we observe differ-
ences in peak discharge, evapotranspiration, and near-surface saturation. Hydraulic heads and low ﬂow,
however, are very similar for all tested parameter sets, which allows the use of these variables to calibrate
our model. The calibration results are satisfactory and the duration of the calibration has been greatly
decreased by using different model grid resolutions.
 2014 Elsevier B.V. All rights reserved.
1. Introduction
Recently, partial-differential-equation (pde) based hydrological
models, that couple the shallow-water equations for surface ﬂow
and the Richards’ equations for subsurface ﬂow, have been suc-
cessfully applied in various settings, from catchment scale (e.g.,
Condon et al., 2013; Goderniaux et al., 2011; Li et al., 2008; Shao
et al., 2013) to continental scale (Lemieux et al., 2008). They are
regarded as useful tools to represent hydrological processes, espe-
cially when studying spatially distributed surface–subsurface
interactions or catchments driven by climatic or irrigation changes
(Pérez et al., 2011), two problems difﬁcult to analyze with simpler
‘‘bucket’’-type models. However, pde-based models are usually
computationally very demanding (Blasone et al., 2008) and some-
times require days of CPU time for a single forward run
(Goderniaux et al., 2009) on a current desktop computer.
As a result, calibration of these models, which typically requires
a large number of model evaluations, can be a slow, tedious, and
subjective process. To reduce the number of simulations needed,
model calibration of pde-based models is often limited to a trial-
and-error process (e.g., Bonton et al., 2012; Calderhead et al.,
2011; Goderniaux et al., 2009; Li et al., 2008; Pérez et al., 2011;
Xevi et al., 1997), even though Blasone et al. (2008) and
McMichael et al. (2006) have also proposed ensemble-based
approaches. In the latter approaches, multiple parameters sets
are generated by Monte-Carlo methods and weighted or modiﬁed
depending on the likelihood of model outcomes in comparison to
measurement (Beven and Binley, 1992). However, the large num-
ber of simulations needed renders approaches involving Monte-
Carlo methods almost impossible for large pde-based models
because of their long simulation times. The importance of sensitiv-
ity analysis to decrease the number of calibration parameters, and
thus the required number of simulation runs, has also been recog-
nized (e.g., Muleta and Nicklow, 2005; Christiaens and Feyen,
http://dx.doi.org/10.1016/j.jhydrol.2014.10.025
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2002). Nevertheless, even for the most efﬁcient calibration meth-
ods available today, the number of simulations needed would still
be too large to apply these methods to integrated pde-based mod-
els. Therefore, model reduction is currently the only feasible option
to calibrate such models.
Simulation time is known to greatly depend on spatial discret-
ization (e.g., Vazquez et al., 2002). Typically, ﬁner grids cause a
non-linear increase of computational costs compared to coarser
ones due to the larger number of unknowns. However, a sufﬁ-
ciently ﬁne mesh is needed to realistically represent the topogra-
phy of the catchment, which is important to properly simulate
run-off, inﬁltration, and surface–subsurface exchange ﬂuxes, or
to characterize zones with large changeability in state variables.
Therefore, to trade off model accuracy and simulation time, the
spatial discretization should be chosen carefully in distributed
models. Various studies have been conducted to ﬁnd the minimum
spatial discretization needed to adequately represent the catch-
ment under consideration (e.g., Bruneau et al., 1995; Carrera-
Hernandez et al., 2012; Chaplot, 2014; Chaubey et al., 2005;
Cotter et al., 2003; Dutta and Nakayama, 2009; Kuo et al., 1999;
Moglen and Hartman, 2001; Molnár and Julien, 2000). In general,
the grid cell size must be smaller for catchments with highly
uneven relief than for those with smooth topography (Chaplot,
2014). In addition, problems as the modeling of erosion (Hessel,
2005), spatially varying evapotranspiration (Sciuto and
Diekkrüger, 2010), or reactive transport (Chaplot, 2005) are more
sensitive to grid size than the simulation of hydraulic heads or dis-
charge, especially low ﬂow. The choice of spatial discretization
therefore depends also on the simulation objectives (Cotter et al.,
2003).
The importance of the resolution of spatial discretization has
been recognized before, particularly in studies on reactive trans-
port (Mehl and Hill, 2002). In this ﬁeld, grid telescoping, i.e., the
modeling of a reactive transport problem using two grids, namely
a coarse grid representing the whole catchment and a ﬁne one rep-
resenting the surrounding area of the contaminated plume, is rel-
atively common (Mehl and Hill, 2002; Mehl et al., 2006). However,
grid telescoping requires a well deﬁned inner domain of interest
and an outer domain from which conditions can be extracted
and used as boundary conditions for the inner domain. This is
not suitable in all situations, e.g., it cannot be used for large non-
point contamination problems, such as agricultural nitrate leach-
ing from cultivated land.
Recently, more attention has been given to the inﬂuence of spa-
tial discretization on model calibration of pde-based hydrological
model. For example, Wildemeersch et al. (2014) analyzed parame-
ter sensitivity, i.e., the inﬂuence of model parameters on the simu-
lation output, and the linearized conﬁdence interval for various
spatial discretizations. These quantities were found to be very sim-
ilar for all grid sizes, in this synthetic case study based on a Belgian
catchment of approximately 300 km2.
In the present study, we also focus on the links between model
calibration and grid resolution. We propose a methodology to
accelerate calibration in fully coupled pde-based hydrological mod-
els. Our main objective is to reduce simulation time, while obtain-
ing a ﬁnal model with a precise description of topography. To reach
this objective, we vary the resolution of spatial discretization dur-
ing the calibration. Moreover, we analyze how the changing grid
resolution affects the model outcome and test the validity of our
method in a case study in North-East Spain.
A prerequisite of the present analysis is that the subsurface
structure and land-use at the surface is represented by zonation,
which – in principle – is represented on all grid levels. Important
questions of coarse-graining ﬁne-scale information onto the reso-
lution scale of larger grids are beyond the scope of the present
study. Calibrating systems that account for internal heterogeneity
would require a multi-scale representation of the domain, robust
coarse-graining rules, and the provision of ﬁne-scale proxy data
used in the calibration, which has been done in conceptual hydro-
logical modeling (Samaniego et al., 2010) but not yet in pde-based
catchment-scale models.
The remainder of this paper is structured as follows: First, we
describe the principles of the proposed calibration method. Then,
we present the governing equations of the numerical model
HydroGeoSphere (Therrien, 2006), used in this study, and the study
area. This is followed by the construction of the conceptual model
for the test case. Afterward, we compare the outputs of the
model when using different computational grids. Finally, we report
the results of the sensitivity analysis and the calibration of our
case study. We conclude with an evaluation of our calibration
method.
2. Proposed calibration strategy
The proposed method to accelerate calibration utilizes a set of
coarser grids on which simulations run faster than on the original
ﬁne grid. The coarser grids should be coarse enough to noticeably
decrease computation time while capturing enough system behav-
ior to be useful for calibration. We suggest to use two auxiliary
grids, a coarse grid and an intermediate one.
The coarse grid is used to largely constrain model parameters in
the full parameter space. The model outputs based on simulations
using this grid and the ﬁne grid should be comparable but may still
show large differences, for example a consistent bias in model pre-
diction along the parameters sets. Model results from simulations
with the intermediate grid should be more comparable to those of
the ﬁne grid than the coarse-grid results, but differences may pre-
vail. Indeed, if the intermediate grid would yield identical results in
comparison to the ﬁne grid, the latter grid would be unnecessary.
We will show in the following that, upon grid reﬁnement, hydrau-
lic head and low ﬂow can be adequately represented in a coarse
grid while peak ﬂow, evapotranspiration and saturation needs to
be modeled on a ﬁner grid, at least in the catchment under consid-
eration in this study.
Conceptually, the proposed calibration method consists of the
following seven steps, summarized in Fig. 1:
1. Set up of three computational grids:
 a ﬁne grid used in the ﬁnal model,
 an intermediate grid used to restrict the possible parameter
space,
 and a coarse grid used to estimate the possible parameter
space.
2. Systematic comparison of the simulation results using different
computational grids.
3. Parameter sensitivity analysis on the intermediate grid.
4. Constraining the feasible parameter space using the coarse grid.
5. Calibration of model parameters on the intermediate grid.
6. Transfer of the model parameters to the ﬁne grid and eventual
ﬁnal parameter adjustments.
7. Model validation and evaluation on the ﬁne grid.
The choice of the discretization for the coarse and intermediate
grids depends on the impact of the grid coarsening on the model
outputs used for calibration, such as stream ﬂow hydrographs or
hydraulic heads. This therefore also depends on catchment charac-
teristics such as the topography or soil-hydraulic parameters.
However, the size of the grid cells used in our case study, described
in Section 6, may serve as a starting point in other applications. The
method can be adapted to use more or less than three grids,
depending on the complexity of the problem.
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In addition to determining the spatial discretization, the com-
parison between the grids also gives information about what part
of the measured data should be used in each calibration step. It
may be beneﬁcial to use only part of the measured data on the
coarse or intermediate grids and the whole data set at a later stage,
when the ﬁne grid is used. For example, in our case study, low ﬂow
is better represented on the coarse grid than peak ﬂow. As a result,
low ﬂow can be used earlier during calibration, when the model is
run with the coarse grid, while peak ﬂow might be better consid-
ered on the ﬁne grid.
3. Mathematical and numerical model
The calibration method described above could be applied to
many grid-based distributed hydrological models. In this work,
HydroGeoSphere has been selected, as it is a well established fully
coupled pde-based numerical model used to simulate ground- and
surface-ﬂow processes at catchment scale (Therrien, 2006). In this
section, the underlying assumptions and equations of HydroGeo-
Sphere are brieﬂy summarized. A more precise description is given
by Therrien et al. (2010).
3.1. Subsurface ﬂow
HydroGeoSphere uses the Richards’ equation to model variably
saturated sub-surface ﬂow in porous media:
@ðSwhsÞ
@t
r  ðKkrrhÞ ¼
X
Csub  Q ð1Þ
in which Sw [–] represents the degree of water saturation, hs [–] is
the saturated water content, assumed to be identical with the
porosity, t [s] is time, K [m s1] is the saturated hydraulic conduc-
tivity tensor, kr [–] represents the relative permeability, h [m]
denotes the hydraulic head, Csub [s1] is the ﬂuid-exchange rate
with the surface or the canopy layer and Q [s1] denotes the
source/sink term from the outside of the domain.
To model the unsaturated ﬂow ﬁeld, constitutive relationships
between hydraulic head, relative permeability and water satura-
tion are needed, in addition to Eq. (1). For this purpose, we use
the well-known van Genuchten parameterization (van
Genuchten, 1980).
3.2. Surface ﬂow
Surface ﬂow is simulated using the diffusive-wave approxima-
tion of the two-dimensional Saint Venant equations (Moussa and
Bocquillon, 2000). This approximation neglects local and convec-
tive acceleration terms of the momentum equation. It is generally
applicable to catchments with a mild slope, thus lacking supercrit-
ical ﬂow (Therrien et al., 2010). It can be written as followed:
@/shs
@t
 @
@x
kmxd
@hs
@x
 
 @
@y
kmyd
@hs
@y
 
þ dCs  Qs ¼ 0 ð2Þ
where hs [m] is the surface hydraulic heads, x and y [m] are the spa-
tial coordinates, kmx and kmy [m s1] are the surface conductances of
the Manning equation in direction of x and y, d [m] is the water
depth, Cs [s1] is the ﬂuid exchange with the subsurface and the
canopy layer and Qs [m s
1] are the external sources or sinks. /s
[–] is the surface ‘‘porosity’’, introduced by Panday and Huyakorn
(2004), which accounts for soil depression and obstruction, for
example due to vegetation.
3.3. Surface–subsurface coupling
To model exchange between the surface and the subsurface, a
Darcy-like equation is used. This so-called dual-node approach
models the exchange ﬂux as if a thin layer of a porous material
controlled the inﬁltration/exﬁltration of water (Therrien et al.,
2010):
Csd ¼ krKzzlex ðh hsÞ ð3Þ
Fig. 1. A summary of the proposed calibration method.
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where Cs [s1] represents the water exchange ﬂux, d [m] is the
water depth in the surface domain, Kzz [m s1] denotes the satu-
rated vertical conductivity of the porous medium close to the sur-
face, h hs [m] is the difference in hydraulic head between the
surface and the subsurface nodes, lex [m] is the coupling length or
the depth of the conceptualized layer, separating surface and sub-
surface, and kr [–] denotes the relative permeability. When water
inﬁltrates, kr is the relative permeability of the porous media. If
the water is ﬂowing from the subsurface to the surface, kr depends
on the water depth and the obstruction length, i.e., the height of the
vegetation or the obstacles which hinder the surface ﬂow (Therrien
et al., 2010).
3.4. Interception and evapotranspiration
HydroGeoSphere models interception, transpiration and evapo-
ration separately, following the model of Kristensen and Jensen
(1975) (Therrien et al., 2010). Interception is modeled as a reser-
voir whose size depends on the leaf area index (LAI). This reservoir
is ﬁlled by rain events and depleted by evaporation. Transpiration
is modeled as a function of soil moisture, potential evapotranspira-
tion (PET), evapotranspiration from the canopy layer, root depth,
and LAI. Actual evaporation is a function of soil moisture and PET
minus transpiration and evaporation from the canopy layer. Tran-
spiration and evaporation are assumed to be zero below a certain
saturation limit chosen by calibration, and transpiration stops as
well in nearly water-saturated soils. The spatial distribution of
evapotranspiration depends on available moisture, and is a func-
tion of the root distribution function, which decreases with depth.
4. Study area
We tested the calibration approach at the Lerma catchment
(centered at 42.06N, 1.14W), which is a sub-catchment of the
Arba catchment within the Ebro basin in North-East Spain. The sur-
face catchment area is about 7.3 km2 large and the altitude ranges
between 330 and 490 m.a.s.l. Land use is predominantly agricul-
ture (Pérez et al., 2011). While agriculture depended originally
on natural rainfall, about half of the catchment area has been
transformed into irrigated crop land starting in April 2006. The vol-
ume of irrigation water has changed from 0 m3/year in 2005 to
2:1  106 m3/year in 2011 (Merchán et al., 2013).
The climate in the Lerma catchment is semi-arid with a mean
precipitation of 402 mm/year (2004–2011) and a mean potential
evapotranspiration of 1301 mm/year (2004–2011, Merchán et al.,
2013). Winter and summer are the driest seasons while spring is
the wettest. The geology of the Lerma catchment is composed of
two hydrogeologically relevant layers: The glacis layer on top
and the so-called ‘‘buro’’ layer underneath. The glacis is made of
clastic, permeable, and unconsolidated deposits of Quaternary
age while the buro is a Tertiary bedrock made of lutite and marl-
stones. The glacis forms an aquifer whereas the buro can be consid-
ered as an aquitard even though the top ﬁrst meters are likely
weathered and play a role in the water circulation of the catch-
ment. The Lerma soils are thin and composed of inceptisols
(Pérez, 2011). No production wells are used in this catchment for
groundwater abstraction.
The Lerma catchment has been extensively studied (Abrahao
et al., 2011; Merchán et al., 2013; Pérez et al., 2011; Skhiri and
Dechimi, 2011; Urdanoz and Aragüés, 2011) and data coverage is
comprehensive, especially concerning surface properties and agri-
cultural management. Irrigation data, regularly checked for plausi-
bility, are available (Pérez et al., 2011). Crop type and planting
dates are also known. Since 2002, daily meteorological data (pre-
cipitation, radiation, relative humidity and wind) have been mea-
sured at the station Ejea de los Caballeros, about 5 km away from
the center of the Lerma catchment. Topographic information is
available in the form of a digital elevation model with a horizontal
resolution of 5 m (I.G.N., 2012). Surface ﬂow discharge has been
Fig. 2. Altitude of the Lerma catchment (m.a.s.l.) and position of the wells. The wells installed in 2008 are indicated by red dots, the ones installed in 2010 by purple dots, and
the catchment outlet (42.06N, 1.14W) is indicated by a star. Vertical exaggeration is 5:1. The gray line represents the limits of the surface ﬂow domain. (For interpretation of
the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
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measured at the catchment outlet with a temporal resolution of
15 min, starting in 2006. Since May 2008, groundwater levels in
the glacis layer have been measured in eight observation wells,
usually with a monthly frequency. In addition, water tables in four
additional wells have been measured since March 2010 (Fig. 2).
Geological and soil type data are scarce even though a soil charac-
terization campaign was conducted (Pérez, 2011). In general, the
material forming the glacis consists of approximately 60% sand,
20% silt, and 20% clay. However, as measurements were taken at
only 10 locations, this campaign probably does not reﬂect the het-
erogeneity of the catchment. In addition, the depth of the buro
layer has been measured during the drilling of 12 wells as well
as estimated at 63 additional locations using electrical sounding
(Plata-Torres, 2012). Soil depth is more uncertain but is estimated
to range between 30 and 45 cm over the buro and 50 and 90 cm
over the glacis (Beltrán, 1986).
5. Conceptual model
An initial modeling study of the Lerma catchment was con-
ducted by Pérez et al. (2011). With new information becoming
available, a more detailed model has been developed for the pres-
ent study. The updated model differs from that presented by Pérez
et al. (2011) in the following aspects: The depth of the buro is now
better constrained as a result of a geoelectrical-sounding campaign
(Plata-Torres, 2012). Consequently, the depth of the unconsoli-
dated materials, forming the aquifer, are now shallower in the
model. In addition, feedbacks between soil moisture and evapo-
transpiration were neglected by Pérez et al. (2011), but are
accounted for in the present study. Finally, we use an updated,
more accurate digital elevation model and discriminate between
soil and aquifer materials. This set of changes caused the need of
a new calibration.
Pérez et al. (2011) performed a manual calibration of his model.
However, this approach was slow. In addition, only very few
parameter sets could be tested and uniform parameter values were
used for the creation of the initial conditions. Consequently, we
decided to develop a new calibration method in addition to a
new conceptual model.
We apply a distributed pde-based model to the Lerma catch-
ment because of the onset of irrigation in the catchment between
2006 and 2009. This spatially-variable water source inﬂuences the
other hydrological processes such as evapotranspiration and is dif-
ﬁcult to represent in ‘‘bucket-type’’ models (Pérez et al., 2011). In
addition, we will use this model in the future to study climate-
change impact where distributed modeling of recharge and evapo-
transpiration is an important advantage. The possibility of studying
the unsaturated zone is another beneﬁt of choosing a pde-based
model for this study.
In the present model, the subsurface of the Lerma model is sep-
arated into six zones as shown in Fig. 3. The lower zone represents
the ‘‘buro’’ material. The intermediate layer is divided into two
zones. The ﬁrst one represents the part of the domain where the
buro is close to the surface and more permeable than in the rest
of the buro layer. The second zone represents the glacis, i.e., the
unconsolidated materials forming the aquifer in the lower part of
the domain. The top layer represents the soil (top panel of
Fig. 3). Three zones are considered therein: one directly above
the buro, one representing the agricultural soils, and one standing
for the bare soil in the rest of the domain. The zones are assumed to
be homogeneous and horizontally isotropic, while the vertical
hydraulic conductivity is assumed to be one order of magnitude
smaller than the horizontal one. The domain is vertically sub-
divided into 22 computational layers. The thickness of these layers
decreases in the vicinity of the surface.
The surface domain is separated into 56 sub-domains repre-
senting the different cropping and irrigation schemes. The known
crop types consist mainly of corn, cereals, sunﬂower, and tomato.
The actual evapotranspiration and the Manning coefﬁcient depend
on crop rotation patterns in the individual plots. Manning coefﬁ-
cients and other surface-ﬂow parameters are taken from Pérez
(2011). Actual evapotranspiration parameters are derived from a
literature study, summarized in Section 7 and Table 5.
No-ﬂow boundary conditions are assumed at the bottom and on
the lateral sides of the subsurfacemodel. For the surface domain,we
assume a critical ﬂow depth at the lateral limits (Pérez, 2011). The
extent of the surface catchment (i.e. the watershed) is deﬁned by
the topography while the size of the aquifer is estimated based on
the electrical sounding survey (Plata-Torres, 2012). The subsurface
catchment is somewhat larger than thewatershed constructed from
topography. Groundwater ﬂow and surface ﬂow are nevertheless
computed on the whole domain (Fig. 2). As a result of the boundary
conditions, the fraction of the surface run-off that is generated
Bare Soil 1 
Bare Soil 2 
Culvated Soil 
Soil zones 
Porous media 
Fig. 3. Conceptual model of the catchment: soil and hydrogeological units. Extent
of the cultivated soil is shown for the year 2008. Vertical exaggeration is 5:1.
Table 1
Characteristics of the grids used. The simulation duration is based on an average of
the four parameter sets used during the grid comparison, apart from the very ﬁne grid
case where only the second parameter set was used. The simulations were performed
over the time period of one year on one core with a desktop computer Intel Core i7-
2600 CPU @ 3.40 Ghz.
Grid name No. of elements No. of layers Simulation time
Very ﬁne grid 217,872 24 37 h 05 min
Fine grid 79,332 22 27 h 54 min
Intermediate grid 16,200 14 1 h 27 min
Coarse grid 10,448 14 40 min
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outside of thewatershed of the river gauge freely leaves the domain
at the lateral surface boundaries.
To create the initial conditions, we started with a fully saturated
model and repeatedly simulated one year with the meteorological
forcing of 2005 until the hydrograph and the hydraulic heads
achieved dynamic steady state (i.e., the temporal ﬂuctuations were
nearly identical from one simulation year to the next). Initial con-
ditions were created separately for all grids, but for the ﬁne grid
the interpolated initial conditions of the intermediate grid were
used as a starting point instead of a fully saturated model.
Irrigation and potential evapotranspiration are calculated using
the FAO Penman–Monteith method (Allen et al., 1998) at daily
time steps. Daily values of precipitation are used as model input
as well, with the exception of days with intensive rainfall (higher
than 25 mm/day). In this case, the total daily rain is considered
to fall during 3 h in summer and spring. A duration of 9 h is
assumed in winter and autumn. This approach aims to represent
intensive convective events which are frequent in this catchment
during spring and summer. The duration of smaller precipitation
events has less impact on surface run-off and they have been kept
as daily average to improve the model efﬁciency. The duration of
the intense rain events is estimated using data with a resolution
of 15 min from the meteorological station of Cola del Saso, which
is situated about 10 km from the center of the catchment. Cola
del Saso has a climate that is very similar to that of the Lerma
catchment even though daily precipitation can show important
short-term differences.
6. Comparison between the computational grids
As explained in Section 2, a coarse and an intermediate grid
were used during calibration in addition to the ﬁne grid, which
forms the ﬁnal model grid. In addition, a fourth reﬁned grid was
created and compared to the ﬁne grid to test whether the spatial
resolution of the ﬁnal model, which we aim to calibrate, was
adequate.
The size of the elements in each grid has been chosen to mini-
mize the trade-off between time gain and modeling accuracy. The
model using the coarse grid aims to generally represents the
hydrological processes, notably the mean hydraulic heads, while
the model using the intermediate grid has the additional goal of
representing the low ﬂow at the catchment outlet. The spatial res-
olution of the ﬁne grid should be sufﬁcient to model more complex
hydrological processes as peaks ﬂows and evapotranspiration.
More precisely, the number of elements is decreased by a factor
of eight for the coarse grid, compared to the grid of the original
model. The element size is increased by about 50% and the vertical
discretization is reduced to 12 layers, instead of 22 in the ﬁne grid.
For the intermediate grid, we use the coarse grid with some reﬁne-
ments in the cells along the streams. More detailed characteristics
of all grids and their mean simulation time are presented in Table 1
and Fig. 4.
In this section, we compare the outputs of the Lerma model for
all grids. Our goal is to assess the similarities and differences
among the grids to optimize their use during the calibration pro-
cess. Discharge at the catchment outlet, hydraulic heads in the
eight piezometers installed in 2008, soil saturation, and evapo-
transpiration at the surface are analyzed. To imitate the calibration
process, we do not use the parameters or the initial conditions
used in the ﬁnal model. Three parameter sets, whose values are
coherent with the soil properties of the catchment, and two artiﬁ-
cial initial conditions are arbitrarily chosen and listed in Table 2.
Meteorological and irrigation data from the year 2009 are used
for this comparison.
Fine reference grid Very ﬁne grid for veriﬁcaon
Intermediate grid for calibraonCoarse grid for pre-calibraon
Fig. 4. Fine, very ﬁne, coarse, and intermediate grids.
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6.1. Discharge
Fig. 5 shows the hydrograph obtained with the ﬁne, intermedi-
ate and coarse grids for parameter set 2. The results are very sim-
ilar for the other parameters sets, as shown in Table 3. To
quantitatively compare these hydrographs, two goodness-of-ﬁt
indicators are considered in Table 3 and during model calibration:
The Nash-Stucliffe efﬁciency (NSE) and the root mean square error
(RMSE). NSE is deﬁned in Eq. (4) and compares the relative magni-
tude of the squared residuals to the variance of the measured data
(Nash and Sutcliffe, 1970). RMSE is given in Eq. (5) and is con-
structed as the square-root of the mean squared difference
between measured and modeled values, assuming a perfectly
unbiased model.
NSE ¼ 1
Pi¼N
i¼1 ðQmes  QobsÞ2Pi¼N
i¼1 ðQmes  QmesÞ
2 ð4Þ
RMSE ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
N
Xi¼N
i¼1 ðQobs  QmesÞ
2
r
ð5Þ
where Qobs is the observed discharge, Qmes the measured discharge,
and N the number of observations.
To compare discharge between the different grids, we separate
peak and low ﬂow. In this paper, low ﬂow is deﬁned as the total
ﬂow on days without precipitation on that day and the day before.
Because of the small size of the catchment and because of the rea-
sonably efﬁcient irrigation management (Abrahao et al., 2011), sig-
niﬁcant run-off is not usually observed in periods without
precipitation. Our deﬁnition of low ﬂow is therefore similar to
the base ﬂow in dry days. More complex methods, which take
advantage of the distributed nature of HydroGeoSphere
(Partington et al., 2012), could be applied to separate base ﬂow
and run-off during wet days. However, we wanted to compare
the full extent of peak ﬂow and we therefore did not apply
base-ﬂow separation method. Using the coarse grid results in less
low ﬂow compared to the ﬁne grid (Fig. 5). We think this is caused
by the coarse grid having a smaller surface slope than the ﬁne grid
because of the larger grid cells, which average elevation. This leads
to a mismatch of run-off pathways (Chaplot, 2014) because ﬂow is
slower and more evenly distributed on the surface. However, we
use this grid only to constrain the feasible parameter space. For
this purpose, the difference between the model results is accept-
ably small. For the intermediate grid, the modeled discharge is very
similar to that of the ﬁne grid for all parameter sets (Table 3). As a
consequence, the intermediate grid can be used for parameter
calibration.
Table 2
Parameters set and initial conditions used during grid comparison. K is the hydraulic
conductivity [m/s], a and b are the van-Genuchten parameters. All other parameters
are kept constant at the value presented in Tables 4 and 5.
Parameter set Param. 1 Param. 2 Param. 3 Param. 4
Bare soil 1
K 1:5  105 5  105 1:5  105 1:5  105
a 3 5 3 3
b 2.25 2 1.5 2.25
Bare soil 2
K 105 104 1:5  105 105
a 2 5 3 2
b 1.35 2 1.5 1.35
Cultivated soil
K 2  105 4  105 1:5  105 2  105
a 2 5 3 2
b 1.25 2 1.5 1.25
Glacis
K 0.0002 2  106 1:5  105 0.0002
a 2 5 3 2
b 1.5 2 1.5 1.5
Buro 2
K 106 105 105 106
a 5 5 3 5
b 1.4 2 1.5 1.4
Buro
K 5  107 107 107 107
a 3 5 3 3
b 1.8 2 1.5 1.8
Initial head Surface Surface West: 380 m West: 380 m
East: Surface East: Surface
Fig. 5. Discharge comparison between the model results using the coarse,
intermediate and ﬁne grids for the parameter set 1. Meteorological input from
1st October 2008 to 30 September 2009.
Table 3
Goodness-of-ﬁt measures of the hydrograph between the intermediate and ﬁne grids.
Parameter set NSE RMSE [%]
Param. 1 0.98 1.43
Param. 2 0.93 2.6
Param. 3 0.96 1.9
Param. 4 0.98 1.5
Fig. 6. Comparison of hydraulic heads computed on the various grids. The triangles
show the hydraulic head comparison between the ﬁne grid and the coarse grid, and
the circles show the comparison between the ﬁne grid and the intermediate grid for
the four parameter sets. Average for one year. The wells are from the lowest to the
highest hydraulic head: P01, P02, P010, P05, P011, P09, P06, P08.
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Fig. 5 shows that the high-discharge peaks have a tendency to
be lower on the ﬁne grid than on the coarse one. A similar behavior
has previously been observed (e.g., Moglen and Hartman, 2001;
Wildemeersch et al., 2014), even though the opposite behavior
has been reported as well (Chaplot, 2014). In our model this
response is not consistent either, as peaks simulated using the ﬁne
grid are sometimes higher. Our model was tested with artiﬁcial
precipitation input, and these simple tests show that peak height
depends on the previous soil water content. A high water content
before a precipitation event results in high peaks in the coarse or
intermediate grid. On the contrary, a dry soil generally results in
higher peaks on the ﬁne grid. A possible explanation for this
Fig. 7. Hydraulic-head variability for the hydrological year 2009 for the ﬁne, intermediate, and coarse grids using parameter set 1.
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difference is the soil saturation which is usually higher in the
coarse and intermediate grids, as discussed in Section 6.3. Conse-
quently, inﬁltration is higher in the coarse and intermediate grids
when the soil is dry as the relative permeability is higher. On the
contrary, when the soil is wet, the higher soil water content in
the coarse and intermediate grids decreases inﬁltration. However,
local topography and spatial difference in soil saturation, among
other inﬂuences, complicates this simple picture.
6.2. Hydraulic heads
Fig. 6 presents the comparison between the ﬁne, intermediate,
and coarse grids with respect to hydraulic heads. In general, the
simulation using the three different grids shows a close agreement
for the average hydraulic head. Differences are mostly the result of
the initial conditions as the chosen initial conditions depend on the
surface elevation, which differs among the grids. Seasonal variabil-
ity is similar between the grids as well (an example is shown in
Fig. 7). However, during calibration on the intermediate and coarse
grids, the average hydraulic heads were used as the target vari-
ables. Consequently, the variability of the hydraulic heads are of
less importance for calibration.
6.3. Soil saturation and evapotranspiration
As mentioned in Section 5, the future purpose of the model is to
study hydrological states and processes in a warmer climate, nota-
bly water saturation and evapotranspiration. These states and pro-
cesses are sensitive to the vertical and horizontal spatial
discretization of the model (Sciuto and Diekkrüger, 2010; Boone
and Wetzel, 1996; Tiktak and Bouten, 1992). Therefore, it is neces-
sary to ensure that the ﬁne grid is accurate in simulating these
states and processes, i.e., that this grid has the spatial precision
needed to represent actual evapotranspiration and water satura-
tion. To test this, a grid with even ﬁner elements was developed
and the results of the ﬁne grid were compared to those of the very
ﬁne grid.
Because of the inﬂuence of evapotranspiration and the large
variations in water content at the top of the unsaturated zone,
the most important differences between the simulation results of
the grids are found close to the surface. In addition, the strong rela-
tionship between (near-surface) soil-moisture and evapotranspira-
tion has been found a key feature to represent water ﬂuxes in
coupled, integrated models, as large-scale land surface model
(Gayler et al., 2014). Consequently, in Fig. 8, we compare the water
saturation in the top soil (up to 40 cm depth) from each grid with
the one obtained on the very ﬁne grid at ﬁve speciﬁc dates. The soil
water content of the soil was found to be constantly between 30%
and 20% lower when using the very ﬁne grid compared to the
intermediate grid. This bias is signiﬁcant and explains why we
could not use the intermediate grid in our ﬁnal model. The mean
water saturation on the ﬁne grid is only between 9% and 3% higher
than in the very ﬁne grid, which is acceptable for our purpose.
Indeed, this difference is signiﬁcantly smaller than measured water
saturation variability at small (10 m2) scale (e.g., Schmitz and
Sourell, 2000).
To compare the impact of vertical and horizontal discretization,
we tested the intermediate grid with the vertical discretization of
the ﬁne grid. Fig. 8 shows that the vertical discretization explains
about half of the bias. The horizontal discretization is therefore
important. In addition, comparisons between the intermediate
and the ﬁne grid after 6 years of simulation show that the differ-
ence in soil water content is approximately constant with time.
Indeed, the higher soil water content results in most cases in a
lower inﬁltration in the model using the intermediate grid com-
pared to the one using the ﬁne grid as mentioned in Section 6.1.
However, the variability in the soil water content was not studied
in detail to conﬁrm this ﬁnding.
The bias in soil water content is probably related to evapotrans-
piration. Indeed, mean daily evapotranspiration is about 7% lower
in the intermediate grid than in the ﬁne and very ﬁne grids. Similar
observations have been made before in HydroGeoSphere, notably
by Sciuto and Diekkrüger (2010) who explained that spatial discret-
ization inﬂuences total evapotranspiration in the following way:
Transpiration is a function of soil moisture. Under and above a cer-
tain saturation, no transpiration occurs. Transpiration increases lin-
early from the low saturation limit to the next threshold, where
transpiration is atmaximum. However, larger elements average soil
moisture and therefore decrease gradients in soil saturation.
In other words, in a dry climate, hmin, the lower saturation
threshold where no transpiration occurs anymore, is reached more
rapidly in a coarse grid than in a ﬁne one. As an example, let’s
examine a zone with the soil saturation ha, where ha < hmin. If this
zone is represented by a single model cell, transpiration will be
zero. By contrast, if this zone is separated into n model cells, it is
possible to have hi > hmin while satisfying the condition of
ha ¼ 1n
Pi¼n
i¼1hi
Ai
Atot
, where hi is the soil saturation of cell i;Ai represents
the area of this cell and Atot is the area of the entire zone. As cells
with hi > hmin exist, the overall transpiration will be larger than
zero when using the ﬁner discretization.
6.4. Conclusion of the grid comparison
In summary, the simulation results using the intermediate and
coarse grids show important differences to those of the ﬁne grid,
notably when surface saturation or evapotranspiration are exam-
ined. Nevertheless, sufﬁcient similarities in simulated hydraulic
heads and ﬂow discharge, especially low ﬂow, allow the use of the
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Fig. 8. Mean soil saturation (upper 40 cm) of each grid compared to the mean soil saturation of the very ﬁne grid using parameter set 2.
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coarse and intermediate grids as a proxymodel during the ﬁrst steps
of calibration. Similar results between the simulations using the
very ﬁne grid and the ﬁne grid show that the spatial resolution of
our ﬁnal model is sufﬁcient to capture the hydrological processes
of interest.
7. Sensitivity analysis
A pde-based model uses a large number of parameters. Some of
them have a large impact on the output and others only a very
small one. Therefore, to effectively calibrate a hydrological model,
it is necessary to determine the parameters with the highest sensi-
tivity to the model results (Christiaens and Feyen, 2002). This sen-
sitivity analysis is done on the intermediate grid for the year 2008
because the intermediate grid is the one used most intensively
during calibration. For each parameter, the model is run twice,
once with a higher and once with a lower value than the original
parameter value. The other parameters are kept constant. Descrip-
tion of the parameters, initial and modiﬁed values are shown in
Tables 4 and 5. The choice of the parameters depends on the
Table 4
Parameters used during the sensitivity analysis, related to surface and subsurface ﬂow.
Parameter name Units Value Higher value Lower value Role
Kbs1 m/s 105 104 106 Hydraulic conductivity – Bare Soil 1
Kbs2 m/s 105 104 106 Hydraulic conductivity – Bare Soil 2
Kcs m/s 104 103 105 Hydraulic conductivity – Cultivated soil
Kbe m/s 107 106 108 Hydraulic conductivity – Buro 2
Kg1 m/s 104 103 105 Hydraulic conductivity – Glacis
Kb m/s 107 106 108 Hydraulic conductivity – Buro
abs1 1/m 4 5 3 Van Genuchten parameter – Bare Soil
abs2 1/m 4 5 3 Van Genuchten parameter – Bare Soil 2
acs 1/m 4 5 3 Van Genuchten parameter – Cultivated soil
abe 1/m 4 5 3 Van Genuchten parameter – Buro 2
ag1 1/m 4 5 3 Van Genuchten parameter – Glacis
ab 1/m 4 5 3 Van Genuchten parameter – Buro
bbs1 – 1.5 2 1.2 Van Genuchten parameter – Bare Soil 1
bbs2 – 1.5 2 1.2 Van Genuchten parameter – Bare Soil 2
bcs – 1.5 2 1.2 Van Genuchten parameter – Cultivated soil
bbe – 1.5 2 1.2 Van Genuchten parameter – Buro 2
bg1 – 1.5 2 1.2 Van Genuchten parameter – Glacis
bb – 1.5 2 1.2 Van Genuchten parameter – Buro
Sst 1/m 104 103 105 Speciﬁc storage for all soil zones
hs – 0.3 0.4 0.2 Porosity for all soil zones
Sr – 0.1 0.15 0.05 Residual Saturation for all soil zones
kbmx , m/s 0.01 0.015 0.005 Manning parameter for bare soil
kbmy (x and y direction)
kcmx , m/s 0.04 0.05 0.03 Manning parameter for cultivated soil
kcmy (x and y direction)
rs m 0.001 0.0015 0.0005 Average height of the soil depressions
os m 0.05 0.07 0.03 Average height of the vegetation or other obstacles
lex m 0.001 0.01 0.0001 Coupling between surface and subsurface
Table 5
Parameters used during the sensitivity analysis, related to evapotranspiration.
Param.
name
Units Value Higher
value
Lower
value
Role Reference
Wp m 150 100 200 Wilting point for all crops Tolk (2003)
ha – 0.9 0.95 0.85 Highest saturation where transpiration
happens
Panday and Huyakorn (2004)
ho – 0.8 0.87 0.73 Highest saturation where transpiration is
not limited
Panday and Huyakorn (2004)
Rc m 1 0.5 1.5 Root depth for corn Canadell et al. (1996), Breuer et al. (2003)
Rw m 1 0.5 1.5 Root depth for winter cereal Breuer et al. (2003)
Rt m 0.2 0.1 0.3 Root depth for tomato Rosário et al. (1996)
C1 – 0.31 0.5 0.1 1st Transpiration ﬁt. param. Li et al. (2008)
C2 – 0.2 0.4 0.1 2nd Transpiration ﬁt. param. Li et al. (2008)
C3 – 3.7 6.4 1 3rd Transpiration ﬁt. param. Li et al. (2008), Therrien et al. (2010)
Ed m 0.2 0.3 0.1 Max. evaporation depth Therrien et al. (2010)
e1 – 0.83 0.73 0.93 Lowest saturation where evaporation
happens
Panday and Huyakorn (2004)
LAIc – Variable 6.5 4 LAI for corn Gardiol et al. (2003), Mailhol et al. (1997), Howell et al. (1996),
Breuer et al. (2003)
LAIw – Variable 3 1.5 LAI for winter cereal Breuer et al. (2003)
LAIt – Variable 3.5 2 LAI for tomato Koning (1994), Heuvelink (1995)
LAIb – Variable 0.5 0.05 LAI for ‘‘bare soil’’ (i.e. for shrub and
grass)
–
Cs m 0.0035 0.0025 0.0045 Maximum height of the canopy storage Kozak et al. (2007)
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estimated limits of the parameter space, which are based on a lit-
erature study and previous work from Pérez (2011). The initial
value is the mean of the limits of the respective parameter space.
The modiﬁed values are half of the difference between the mean
and the higher or lowest limits of the parameter space. The initial
conditions are taken from the calibrated model.
Previously, the same sensitivity analysis has been done with
artiﬁcial initial conditions, yielding similar results. In addition,
we ran the same sensitivity analysis on the ﬁne grid to conﬁrm that
parameter sensitivity is not greatly inﬂuenced by the spatial dis-
cretization (Wildemeersch et al., 2014). Results were again similar.
In this sensitivity analysis, the ﬂow hydrograph at the outlet
and the hydraulic heads measured at ﬁve observation wells (P02,
P06, P09, P010 and P011) were analyzed. Based on the different
simulations of these variables, the impact of each parameters on
the model output was quantiﬁed as follows:
Si ¼ IiDbi
Xj¼No
j¼1
wj
RMSEðyi;j; y0;jÞ
Dmax;j
ð6Þ
where Si is the sensitivity index of the parameter i; Ii is the esti-
mated size of the parameter space for this parameter and Dbi is
the difference between the original and modiﬁed parameter value.
By design, IiDbi ¼ 4 in this analysis. No represents the type of outputs,
i.e., the ﬁve observations wells and the hydrograph. y0;j is the jth
output of the unmodiﬁed model while yi;j is the jth output of the
model with the modiﬁed parameter bi. The RMSE is calculated by
Eq. (5). The weights wj are 0.5 for the hydrograph and 0.1 for each
well. Dmax;j is the maximum of the absolute difference between all
modiﬁed models and the unmodiﬁed model for the output j. A high
Si indicates a parameter with a high inﬂuence on the model output.
Fig. 9 shows the Si values for all parameters with a Si > 7%.
These are 12 parameters out of 44 parameters. The saturated
hydraulic conductivities have the largest impact on the simulated
hydraulic heads and on the hydrograph, as found in other sensitiv-
ity analyses related to surface–subsurface modeling (Bonton et al.,
2012). The van-Genuchten parameters of the zones close to the
surface and the porosity ranked second in sensitivity. There are
numerous parameters related to evapotranspiration but they have
a small impact on the overall simulation results for hydraulics
heads and hydrographs. Annual mean PET in the Lerma catchment
is about three or four times the actual evapotranspiration. Conse-
quently, soil water content controls actual evapotranspiration, a
fact which limits the importance of the parameters related to
evapotranspiration. The ﬁrst and third ﬁtting parameter of the
transpiration function C1 and C3 are the most sensitive parameters
of all evapotranspiration parameters, when hydraulics heads or the
ﬂow hydrograph is considered.
The Si value of LAI is difﬁcult to compare to the other parame-
ters because it varies with time but, based on tests with different
constant LAI, Si of LAI seems to be in the lower range (<7%).
8. Calibration
Our model was calibrated using data of the years 2006–2009
and validated using the data of the years 2010–2011. Based on
the results of the sensitivity analysis, the hydraulic conductivity
for each zone, the van-Genuchten parameters and the porosity
were the only parameters modiﬁed during calibration. The calibra-
tion was performed in ﬁve steps:
 First, we tested 200 randomly-chosen parameters sets using the
coarse grid and artiﬁcial initial conditions to explore the most
sensitive parameters space. In this ﬁrst calibration step, we
chose the best parameter set by comparing the modeled and
measured mean hydraulic heads and the low ﬂow of the hydro-
graph. Low ﬂow was simply deﬁned as the total ﬂow on days
without precipitation at that day and the day before, as
explained in Section 6.1.
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Fig. 9. Sensitivity indices of all parameters in the sensitivity analysis (Tables 4 and
5) with a mean sensitivity index above 7%. For each parameter, we tested an higher
and lower value than the base case value. The higher value test is indicated in blue
and the lower one in red. (For interpretation of the references to colour in this ﬁgure
legend, the reader is referred to the web version of this article.)
Fig. 10. Measured and modeled hydrograph for 2006–2011. Please notice the missing data at the end of 2009. Because of snow and breakage of the irrigation pipe, 2010 is not
taken into account in our analysis.
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 Using the selected best parameter set, we updated the initial
condition by running the intermediate grid 100 times with
the meteorological input of the year 2005 to reach dynamical
steady state.
 Then, we manually calibrated the intermediate grid by trial and
error, using the daily hydraulic heads and the full hydrograph.
We tested about 70 parameter sets and we selected the param-
eter set which resulted in the highest NSE value and lowest
a
b c
d e
Fig. 11. Average modeled and measured value for all wells and transient hydraulic head for the wells P06, P09, P010 and P011. On the ﬁgure at the top, the wells are from the
lowest to the highest hydraulic head: P01, P02, P03, P010, P04, P05, P012, P011, P09, P06, P08, P07. The mean modeled heads are the averages of the daily values from October
1, 2007 to September 30, 2011. The mean measured heads are the averages of the measured monthly values for the years 2008–2011.
Table 6
Goodness-of-ﬁt measure for calibration and validation periods.
2006–2009 2011
NSE 0.74 0.92
RMSE (%) 3.16 1.36
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RMSE for the outﬂow. We estimated the quality of the modeled
hydraulic heads by visually comparing this output with the
measurements.
 Subsequently, the initial conditions were updated on the inter-
mediate grid with the best parameter set found. The initial con-
ditions were then transferred to the ﬁne grid, using a linear
interpolation scheme. The ﬁnal model with the ﬁne grid was
then run three times with the meteorological input from 2005
and the parameters from the intermediate grid to ﬁnalize the
initial conditions.
 Afterwards, we ﬁnished the calibration on the ﬁne grid by man-
ually adjusting the surface hydraulic conductivity to better
match the peak ﬂows at the outlet.
Fig. 10 shows the calibrated hydrograph and Fig. 11 the cali-
brated hydraulic heads. Table 6 lists the values of NSE and RMSE.
Hydraulic-head values for the whole catchment are presented in
Fig. 12 for the 4th November 2009. The calibrated parameters are
listed in Table 7. All other parameters are identical to those given
in Tables 4 and 5.
Based on the high NSE value of 0.74 and the low RMSE of 3.16%,
we assess that our model can reproduce the ﬂow hydrograph and
the hydraulic heads well. Visual examination also conﬁrms that the
hydrograph is reproduced well even if the model has a tendency to
underestimate discharge during the irrigation period (July–Sep-
tember), notably in 2009. Modeled mean hydraulic heads are close
to the measured ones. Indeed, there is less than 2 m of difference
between calibrated and measured mean hydraulic heads. This is
on the same order of magnitude than the annual variability in most
wells. In addition, the model simulations capture most of the var-
iability of the hydraulic head measurements, even though a ten-
dency to underestimate it was observed, notable for well P09
(Fig. 11). This might be explained by the position of well P09, situ-
ated close to a road whose ﬁlling material might disturb ground-
water ﬂow. Overall, we judged that the calibration was successful.
However, in 2010, the modeled hydrograph differs signiﬁcantly
from the measured one. An explanation may be that 2010 is one of
the rare years in which snow was present in the Lerma catchment.
Unfortunately, our model does not account for snow. In addition,
the main irrigation pipe broke in spring. This event caused a ﬂood
in this relatively small catchment, which is not captured by the
model simulations. The year 2010 was therefore omitted from
our analysis. However, the model was able to reproduce the fol-
lowing year adequately, with a NSE value 0.92 and a RSME of
1.36%. In addition, the model satisfactorily reproduces hydraulic
heads during the whole validation period in all observation wells,
including the wells drilled in 2010 which were not included in
the model calibration.
During calibration, working with different grids was very use-
ful. To quantify this advantage, we may examine the number of
years that the model needs to run during calibration. We tested
200 parameter sets during two years for our ﬁrst estimation. Then,
we simulated 2  100 years for the initial condition and approxi-
mately 70 parameter sets over four years for manual calibration.
To ﬁnish the calibration, three parameter sets over four years were
tested on the ﬁne grid, after a ﬁnal update to the initial conditions.
Fig. 12. Calibrated hydraulic head in m.a.s.l. for the Lerma catchment on the 4th November 2009. Vertical exaggeration is 5:1.
Table 7
Calibrated parameters for hydraulic conductivity, porosity and van-Genuchten
parameters. See Table 4 for the deﬁnition of the parameters.
Parameter Units Calibrated Value
Kbs1 m/s 3  106
Kbs2 m/s 106
Kcs m/s 8  105
Kbe m/s 3  106
Kg1 m/s 1:7  104
Kb m/s 107
abs1 1/m 4.95
abs2 1/m 4
acs 1/m 4
ag1 1/m 4
bbs1 – 1.35
bbs2 – 1.4
bcs – 1.35
bg1 – 2
hs;bs1 – 0.25
hs;bs2 – 0.25
hs;cs – 0.25
hs;g1 – 0.2
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Consequently, the equivalent of approximately 890 years were
computed during model calibration. With the ﬁne grid, this would
have taken us more than two years of computational time. The cre-
ation of the initial conditions alone would have lasted more than
3 months. With our choice of grids, the simulation time was greatly
reduced. We needed about ten days on one computational core to
process the 200 ﬁrst simulations, about six days to create the initial
conditions and between ﬁve and eight hours to manually test one
parameter set. Consequently, the calibration would last approxi-
mately a month if no adjustments to the model were needed.
9. Conclusions
To simulate hydrological processes at catchment scale, coupled
pde-based models have the advantage that they simulate spatially
distributed, measurable state variables such as hydraulic heads,
while accounting for explicit coupling between surface and subsur-
face processes, thus allowing to predict changes of ﬂuxes at com-
partmental interfaces. However, calibration of large distributed
models is time-consuming and difﬁcult, which limits their
usefulness.
The method presented here is a signiﬁcant step toward solving
this problem. Using grid coarsening is a practical solution which
reduces the time needed to test simulations with various parame-
ter sets. Hence, it allows the modeler to better explore the param-
eter space in a shorter amount of time. We tested this approach
under realistic conditions, using a catchment-scale case study,
and we showed that this method has decreased calibration time.
We suggest that our method can successfully be applied to other
catchments as well. However, guidelines for the choice of the grid
precision should be investigated further, as it is now principally
based on empirical knowledge.
In addition, the proposed method could be easily modiﬁed to
perform an automatic calibration. In addition, it can be extended
to allow for simple uncertainty analysis similar to the one pre-
sented in Wildemeersch et al. (2014). Reactive transport modeling
could also proﬁt from a coarser grid for calibration of ﬂow, as a
ﬁner spatial discretization is usually needed to resolve transport
than ﬂow (Chaubey et al., 2005).
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Study  region:  The  Lerma  catchment,  a  small  (7.3  km2) sub-catchment  of the  Ebro  Basin in
northern  Spain.
Study focus:  The  Lerma  catchment  underwent  a  monitored  transition  to  irrigated  agricul-
ture,  using  water  from  outside  the  catchment,  between  2006  and  2008.  This  transition  has
successfully  been  simulated  using  the  partial-differential-equation-based  model  Hydro-
GeoSphere,  simulating  coupled  evapotranspiration,  surface  water,  and  groundwater  ﬂow
in  the  catchment.  We  use the  calibrated  model  to study  how irrigation  practices  inﬂuence
the response  of the Lerma  catchment  to the  climate  change  projected  for northern  Spain.
We consider  four  different  irrigation  scenarios:  no  irrigation,  present  irrigation,  climate-
adapted irrigation  with  current  crops,  and  adapted  irrigation  for  crops  requiring  less  water.
The  climate  scenarios  are  based  on  four regional  climate  models  and  two  downscaling
methods.
New  hydrological  insight:  The  simulated  catchment  responses  to climate  change  show  clear
differences  between  the  irrigation  scenarios.  In  future  climate,  groundwater  levels  and  base
ﬂows  decrease  more  when  irrigation  is  present  than without  irrigation,  because  ground-
water levels  and  base  ﬂow  in present  climate  are  already  at  low  levels  without  irrigation.  In
contrast,  annual  peak  discharges  increase  more  in non-irrigated  cases  than  in  irrigated
cases.  Irrigation  increases  water  availability  and  an  associated  rise  in potential  evapo-
transpiration  results  in higher  actual  evapotranspiration  during  summer.  In  non-irrigated
scenarios,  by contrast,  actual  evapotranspiration  in summer  is  controlled  by precipitation
and  thus  decreases  in future  climate.
©  2015  The  Authors.  Published  by  Elsevier  B.V.  This  is an  open  access  article  under  the  CC
BY  license  (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The increase in mean global air temperature over the past 30 years, linked to the anthropogenic increase of CO2 emissions
(e.g., Meehl et al., 2007), inﬂuences the global and regional water cycle and is expected to change future precipitation patterns
(e.g., Sillmann and Roeckner, 2008). Particularly strong impacts are expected in semi-arid regions, such as the Ebro basin in
north-east Spain (Vargas-Amelin and Pindado, 2014). The timing and magnitude of these impacts, however, are difﬁcult to
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2214-5818/© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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predict (Ghosh and Misra, 2010), a fact which complicates efﬁcient mitigation. In the next century, less water will probably
be available in the Ebro region (Bovolo et al., 2010; Buerger et al., 2007; Milano et al., 2013) as a result of increased potential
evapotranspiration (Moratiel et al., 2010; García-Garizábal et al., 2014) and decreased precipitation in spring and summer
(Blenkinsop and Fowler, 2007; Ribalaygua et al., 2013).
Various catchment-scale case-studies in north-east Spain forecast a decrease in runoff (Candela et al., 2012), streamﬂow
(Ferrer et al., 2012; López-Moreno et al., 2014; Zambrano-Bigiarini et al., 2010), recharge (Candela et al., 2012), and water
quality (Bovolo et al., 2010). Some recent observed changes, for example variations in run-off generation (Otero et al., 2011)
and decrease in river ﬂow (Milano et al., 2013), have already been linked to ongoing climate change. In addition, irrigation
needs are likely to increase (e.g. Jorge and Ferreres, 2001; Rey et al., 2011; Iglesias and Minguez, 1997) because of the higher
evaporative demand and possibly because of expanding irrigated areas (Scanlon et al., 2007; Bielsa and Cazcarro, 2015).
Changes in land use often interact with climate change and its impacts (e.g., Dale, 1997; Pielke, 2005). For example,
predictions of stream-ﬂow in the Pyrenean mountains indicate that reforestation and climate change together lead to a
decrease stream-ﬂow twice as much as climate change alone (López-Moreno et al., 2014). In the same region, the duration
of snow cover is expected to decrease due to climate change, while reforestation inﬂuences the snow depth (Szczypta et al.,
2015). Reforestation also impacts climate-change effects on erosion in semi-arid regions (Simonneaux et al., 2015) and
on groundwater recharge (Montenegro and Ragab, 2012). In the semi-arid Upper Yellow River region of China, land-use
changes, notably over-grazing and increased irrigation, result in a decrease of stream-ﬂow at a similar magnitude than the
one due to climate change (Cuo et al., 2013; Zhao et al., 2009; Zheng et al., 2009). In general, assessing the contribution of
land-use and climate changes on streamﬂow changes is difﬁcult and uncertainties are large (Cuo et al., 2013; Kling et al.,
2014; Mehdi et al., 2015). In irrigated regions, the choice of irrigation techniques and cropping patterns can support the
adaptation to climate change (Mehta et al., 2013; Woznicki et al., 2015). However, because of water-resources limitation
and increasing irrigation needs, irrigation often worsens effects of climate change on hydrological processes in semi-arid
climates (e.g., Candela et al., 2009).
Because of the interactions between climate and land-use changes, the increase in irrigation needs or in irrigated area,
which might be as high as 50% of the current irrigated area in the Ebro region (Bielsa and Cazcarro, 2015), is likely to have
impacts beyond the direct increase in water use. Apart from its importance for the regional water resources, irrigation
management might inﬂuence the response of the catchment to climate change. An irrigated and a non-irrigated catchment
might react differently to the same changes in climate. However, the extent and nature of these differences in climate
sensitivity is unknown.
In this study, we analyze some of these differences to better understand the interactions between irrigation and climate
change. We concentrate on a catchment-scale case study, situated in north-east Spain. The Lerma catchment experienced
a monitored transition to irrigated agriculture in the years 2006–2008 allowing us to simulate the hydrological processes
in this catchment, before and after the implementation of irrigation. Then, we  model the studied catchment assuming
different irrigation scenarios and a scenario without irrigation in present and future climate. The differences in the catchment
responses to climate change can be linked to irrigation practices and used to improve the understanding of interactions
between climate change and irrigation. Our comparison is centered on a speciﬁc case study. However, climate, geology, and
agricultural practices in many catchments in the Ebro region are similar to those in the Lerma catchment. Hence, our results
are relevant for the whole region, especially because of the planned expansion of irrigated agriculture.
The remainder of this paper is structured as follows: First, we review the study area and the hydrological model. Then,
we describe the climate and the irrigation scenarios. Finally, we present our results about the impact of climate change on
hydraulic heads, base ﬂows, peak ﬂows, and actual evapotranspiration assuming different irrigation scenarios.
2. Study area
The Lerma catchment (∼42.06◦ N, ∼1.14◦ W,  Fig. 1) is located in the central Ebro basin. Current climate is classiﬁed as
semi-arid with a mean annual precipitation of 402 mm/year (2004–2011) and a mean reference evapotranspiration (ET0)
of 1301 mm/year (2004–2011) (Merchán et al., 2013). Daily precipitation and temperature have been measured since 1989
at the meteorological station of Ejea de los Caballeros, located ∼5 km to the north of the catchment. Wind speed, radiation
and relative humidity have been measured there since 2003. Annual total precipitation has varied between 236 mm/year
and 630 mm/year over that period of time. Most rains fall in autumn and spring, while summers are usually drier and
characterized by long periods of anticyclonic conditions.
The catchment is about 7.3 km2 large with elevation ranging between 330 meters above sea level (masl.) and 490 masl.
Agriculture is currently the dominant land use (Pérez et al., 2011). However, prior to 2006, irrigated agriculture was not
practiced in the catchment. Irrigation started in April 2006 and has been expanding since. Currently, the area of irrigated
land is about half of the watershed. The volume of irrigation was 2.1 × 106 m3/year in 2011 (Merchán et al., 2013) and none
prior to 2006 (Table 1). Irrigation is recorded daily in 52 zones, which are generally deﬁned based on the limits of the ﬁelds
owned by each farmer. The majority of irrigation is applied from April to September and the main cultivated crops are corn,
winter cereal, and sunﬂower (Table 2). The irrigation water is provided from the Aragon river whose ﬂow is stored in the Yesa
reservoir, situated about 70 km to the north of the catchment in the Pyrenees. After being transported using the Bardenas
irrigation canal, the irrigation water is distributed in the catchment using sprinklers in 86% of the irrigated area and drip
irrigation otherwise (Abrahao et al., 2011). No groundwater is used for irrigation or for water supply within the catchment.
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Fig. 1. Elevation of the Lerma catchment (masl.) and the computational grid of the hydrological model. Vertical exaggeration: 5:1. The catchment outlet is
indicated by a red square, the wells installed in 2008 are indicated by white dots, and the ones installed in 2010 by blue dots. The orange line represents
the  limits of the surface-ﬂow domain. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web  version of the
article.)
Table 1
Yearly volume of irrigation – from Merchán et al. (2013).
Year Irrigation [hm3]
2005 0.00
2006 0.62
2007 1.59
2008 2.00
2009 2.01
2010 2.03
2011 2.07
Table 2
Area of cultivated crops in the Lerma catchment for 2009–2011, in % of total irrigated area (3.54 km2). Year 1, 2, and 3 are used to deﬁne the 4th irrigation
scenario. (Section 5).
Crop type Present Future
2009 2010 2011 Year 1 Year 2 Year 3
Corn 39 36 47 15 13 20
Winter cereal 15 18 12 39 40 38
Tomato 8 5 0 8 5 0
Sunﬂower 13 3 8 0 0 0
Grass  4 3 4 17 6 12
Other  crops 5 26 23 5 27 24
Fallow  16 9 6 16 9 6
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Fig. 2. Conceptual model of the catchment: hydrogeological and soil units. Vertical exaggeration: 5:1. Extent of the cultivated soil is shown for the year
2009,  present cropping pattern. Modiﬁed from von Gunten et al. (2014).
The subsurface of the catchment can be conceptualized as an unconﬁned aquifer lying above an aquitard. The aquifer,
denoted glacis, is composed of permeable, clastic, and unconsolidated deposits from the Quaternary period. It covers about
half of the surface of the catchment, in the regions where agriculture is the most intensive. The thickness of this aquifer
(average thickness: 6.5 m,  maximum thickness:12.6 m)  was  measured at 12 observation wells and estimated at 63 other
locations during an electrical sounding survey (Plata-Torres, 2012). The aquitard, denoted buro, is a Tertiary bedrock made
of lutite and mudstones. The soil layer is shallow, 0.3-0.9 m deep (Beltrán, 1986), and composed of inceptisols (Pérez et al.,
2011).
Many studies have been conducted in the Lerma catchment to explore the impacts on the catchment of the transition to
irrigated agriculture (Abrahao et al., 2011; Merchán et al., 2013, 2014; Pérez et al., 2011; Skhiri and Dechimi, 2011; Urdanoz
and Aragüés, 2011), and measurements are ongoing. Hydraulic heads in the glacis have been measured since March 2008 in
eight wells, usually with a monthly frequency. In 2010, four additional observation wells were drilled (Fig. 1). Stream ﬂow
discharge at the catchment outlet has been measured since 2006 with a temporal resolution of 15 min. Crop types for each
agricultural plot are recorded and planting dates for the region of Ejea de los Caballeros are obtained from Martínez-Cob
(2004). A digital elevation model with a horizontal resolution of 5 m (IGN, 2012) was  used.
3. Hydrological model
The model used in the study and its calibration have previously been described by von Gunten et al. (2014). Therefore,
only a brief summary is given here.
3.1. Conceptual model
The subsurface of the Lerma catchment is separated into six zones, based on the local geology (Fig. 2). The deepest zone
represents the buro (aquitard). The aquifer, denoted glacis, forms the second zone. In the parts of the domain where the buro
is close to the ground surface, a thin layer exists that represents a weathered zone of the buro with an increased hydraulic
conductivity. The soil layer is divided into three zones: the ﬁrst represents the bare soil above the glacis, the second the bare
soil above the buro, and the third the cultivated soil. All zones are considered internally homogeneous and anisotropic with
the horizontal permeability being ten times larger than the vertical one.
The surface domain is separated into 55 zones representing ﬁelds of different crops (Table 2), described by a seasonal leaf
area index and a constant root depth (as given by Pérez et al., 2011; von Gunten et al., 2014). These ﬁelds are very similar
to the 52 zones used for irrigation inputs (Section 2). The difference between surface and irrigation zones is that three
irrigation zones are separated in two halves each, representing areas with different crops. Manning’s roughness coefﬁcient
n, and thus surface run-off, depends on the crop type and hence is assigned depending on the above described zones. Daily
crop evapotranspiration under standard conditions (ETc), corresponding to the maximum evapotranspiration of each crop
without water limitation, is calculated using the FAO version of the Penman-Monteith equation (Allen et al., 2000). The
spatial variability of the crops on the ﬁeld scale is taken into account by multiplying the reference evapotranspiration by a
time-varying crop coefﬁcient. We  use different crop coefﬁcients, directly taken from Allen et al. (2000), for the 10 main crop
types cultivated in the catchment. Precipitation inputs are described by daily values for mild precipitation events (less than
25 mm/day). During more intense precipitation events, the total daily precipitation is assumed to occur within 3 h during
summer and spring, and within 9 h during autumn and winter. This procedure mimics intense convective precipitation
events that frequently occur in this area, especially during summer (von Gunten et al., 2014).
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Fig. 3. Measured and modeled hydrograph for a period with no irrigation (start: 15th March 2007, left panel), a transition period (start: 18th May  2008,
middle panel), and a period with large irrigation (start: 26th Oct. 2010, right panel). Modiﬁed from von Gunten et al. (2014).
A no-ﬂow boundary condition is assumed at the bottom and the lateral sides of the sub-surface model domain. The
boundaries of the model domain are based on the boundaries of the aquifer in the lower part of the catchment and on the
surface catchment in the upper part of the domain, where there is no permeable layer (glacis). The boundaries of the aquifer
are derived from an electrical sounding campaign (Plata-Torres, 2012) and the boundaries of the surface catchment are
based on topography. The surface catchment is slightly smaller than the model domain. Hence, surface runoff outside the
surface catchment is allowed to leave the model domain by assuming a critical-ﬂow-depth boundary condition at the lateral
boundaries of the domain. The computational grid is composed of ∼80,000 elements separated in 22 horizontal layers. The
mean surface area of the elements is about 0.2 ha and the thickness of the computational layers varies between 8 mm and
25 m,  but is about 1–3 cm for the three ﬁrst layers.
3.2. Numerical model
The hydrological model used in this study, HydroGeoSphere (Therrien, 2006; Therrien et al., 2010), is a well-established
spatially distributed partial-differential-equation-based model. This type of model was more suitable than simpler concep-
tual models to simulate the hydrological changes due to the onset of irrigation (Pérez et al., 2011). In addition, the impacts
of climate change on surface and subsurface water bodies can jointly be studied. Moreover, the coupling between surface
and subsurface, and the low reliance of this kind of model on empirical relationships might improve its predictive power
(Goderniaux et al., 2009).
In HydroGeoSphere, variably-saturated subsurface water ﬂow is modeled using the three-dimensional Richards’ equation
(Richards, 1931). To solve the Richards’ equation, a constitutive relationship between water saturation, relative permeabil-
ity, and hydraulic heads is needed. In this study, we use the well-known Mualem-van-Genuchten parametrization (van
Genuchten, 1980). The surface ﬂow is simulated using the diffusive-wave approximation of the two-dimensional Saint
Venant equations (Moussa and Bocquillon, 2000). The calculation of actual evapotranspiration depends on ETc, soil–water
saturation, and crop types (Therrien et al., 2010). Surface and subsurface ﬂow are coupled by the dual-node approach
(Therrien et al., 2010). Inﬁltration and exﬁltration are conceptualized using an approach adapted from Darcy’s law. The
ﬂow between the surface and the subsurface domains is a function of the head differences between the two domains, the
relative permeability, and the coupling length, which is a parameter describing the connectivity between the surface and the
subsurface. Irrigation and precipitation are implemented as a prescribed volume ﬂux per area to each element. Precipitation
is applied to the whole model domain, while irrigation is assigned to the area of each individual ﬁeld.
3.3. Model calibration
von Gunten et al. (2014) presented the calibration of the model using a hierarchy of grids. Hydraulic heads in 12 observa-
tions wells and the hydrograph at the catchment outlet for the years 2006–2009 were used to calibrate the model parameters
which had been identiﬁed as the most sensitive ones with respect to the calibration targets (i.e., the hydraulic conductivity
in all model zones, except from the zone representing the weathered buro, the porosity, and the van-Genuchten parameters
in the soil zones). Model validation was performed using the same data types for the years 2010–2011. More details on the
calibration have been reported by von Gunten et al. (2014) and are not repeated here. The result of the calibration for the
hydrograph and the observation wells are reproduced in Figs. 3 and 4. The Nash-Sutcliffe efﬁciency (NSE, Nash and Sutcliffe,
1970) is larger than 0.7 for discharge (Table 3), and the difference between measured and modelled mean hydraulic heads
is less than 2 m,  which is close to the annual variability in most wells. Moreover, the variability of the hydraulic heads is
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Fig. 4. Left panel: Measured (squares) and modeled (solid lines) transient hydraulic head for selected wells (start: 1st October 2008). Right panel: Average
modeled and measured hydraulic-head values for all wells (2008–2011). The wells are from the lowest to the highest hydraulic head: PO1, PO2, PO3, PO10,
PO4,  PO5, PO12, PO11, PO9, PO6, PO8, PO7. Modiﬁed from von Gunten et al. (2014).
Table 3
Goodness-of-ﬁt measures for calibration and validation periods. Spring
of  2010 is excluded from the analysis because of strong snow events and
because of the breakage of the main irrigation pipe, causing a ﬂooding
in the study area. From von Gunten et al. (2014).
2006–2009 2010–2011
NSE 0.74 0.92
RMSE [%] 3.16 1.36
Table 4
Calibrated parameters for hydraulic conductivity, porosity and van Genuchten parameters. From von Gunten et al. (2014).
Parameter Units Calibrated value Parameter role
Kbs1 m/s  3 * 10−6 Hydraulic conductivity – Bare soil 1
Kbs2 m/s  10−6 Hydraulic conductivity – Bare soil 2
Kcs m/s  8 * 10−5 Hydraulic conductivity – Cultivated soil
Kg1 m/s  1.7 * 10−4 Hydraulic conductivity – Glacis
Kb m/s  10−7 Hydraulic conductivity – buro
˛bs1 1/m 4.95 van Genuchten parameter – Bare soil 1
˛bs2 1/m 4 van Genuchten parameter – Bare soil 2
˛cs 1/m 4 van Genuchten parameter – Cultivated soil
nbs1 – 1.35 van Genuchten parameter – Bare soil 1
nbs2 – 1.4 van Genuchten parameter – Bare soil 2
ncs – 1.35 van Genuchten parameter – Cultivated soil
s,g1 – 0.2 Porosity – Glacis
556 D. von Gunten et al. / Journal of Hydrology: Regional Studies 4 (2015) 550–570
Table  5
Name and acronym of the analyzed regional climate model from the ENSEMBLES project. Adapted from (Herrera et al., 2010).
Acronym RCM GCM References
ETHZ CLM HadCM3 Jaeger et al. (2008)
METO HadRM3 HadCM3 Collins et al. (2006)
MPI M-  REMO ECHAM5 Jacob et al. (2001)
UCLM PROMES HadCM3 Sánchez et al. (2004)
METNO HIRHAM HadCM3 Haugen and Haakensatd (2005)
KNMI RACMO ECHAM5 van Meijgaard (2008)
CNRM ALADIN-Climat ARPEGE Radu et al. (2008)
ICTP RegCM3 ECHAM5 Pal et al. (2007)
SMHI RCA ECHAM5 Kjellström et al. (2005)
DMI HIRHAM ARPEGE Christensen et al. (2006)
generally reproduced by the model, even if annual variability is sometimes underestimated in the wells close to the aquifer
boundary (such as PO1, PO8 or PO9). Calibrated parameters are presented in Table 4.
4. Climate scenarios
In this study, future CO2 emissions follow the IPCC scenario A1B (Nakic´enovic´ et al., 2000), which consists of a generally
large CO2 ﬂux and rapid economic growth, consistent with an increase in irrigated agriculture. Climate predictions resulting
from this emission scenario are based on the ENSEMBLES project (Hewitt and Griggs, 2004 http://www.ensembles-eu.org),
which proposed future climate scenarios for Europa, based on ten regional climate models (RCM) driven by three global
climate models (GCM). Table 5 lists the different RCMs and GCMs used in this study.
4.1. Choice of regional climate model
Because the various climate models are constructed differently, notably in the representation of cloud physics (van der
Linden and Mitchell, 2009) and of land surface/atmosphere interactions (Flato et al., 2013), a relatively large inter-model
variability can be observed in the ENSEMBLES forecast (van der Linden and Mitchell, 2009). For example, predicted changes
in mean winter precipitation for 2050 on the Iberian Peninsula vary between −30% and +20% of the present precipitation (van
der Linden and Mitchell, 2009). Estimation of future climate impacts is therefore usually based on the output of more than one
combination of regional and global climate models (Tebaldi and Knutti, 2007). Nevertheless, incorporating the outputs from
regional climate models that poorly reproduce the measured local meteorological variables during the control simulation
most likely deteriorates the quality of the prediction (Herrera et al., 2010). Therefore, in order to create meaningful climate
scenarios, it is necessary to choose the more suitable regional climate models. While precipitation is especially important for
hydrological catchment responses, it is difﬁcult to predict (Ghosh and Misra, 2010). The reproduction of local and regional
precipitation is therefore used in this study to select regional climate models for future climate predictions. This analysis
is based on the assumption, commonly applied in environmental modeling, that reproducing the observed time series is
a pre-requisite to predict future conditions (e.g., Hill and Tiedeman, 2007). However, reproducing the observations alone
does not insure an adequate prediction, which depends on the skill of the model to reproduce changes, such as an increase
in temperature. Regional and global climate models are, however, generally based on conservation principles, which hold
in all climates. Moreover, they have been validated by testing their ability to reproduce climate change of the past, such as
cooling caused by historical volcano eruptions (Yokohata et al., 2005) or the last glacial maximum (Kubatzki et al., 2006).
Hence, we assume that the selected regional climate models will predict the future climate adequately.
To perform the model selection, we compare the precipitation output of the control simulation of the 10 regional climate
models listed in Table 5 and the measured precipitation at the station of Ejea de los Caballeros. The RCM cell containing the
Lerma catchment and the mean of the 8 cells of the RCM surrounding the study area were considered to rank the performance
of each regional climate model. We  compared monthly mean and standard deviation of the precipitation, the number of dry
days in each month, and the root mean square error between the frequency distributions of modeled and measured daily
precipitation. For each tested statistic, a rank was given to each model and all the ranks were added to ﬁnd the most suitable
models (Table 6). Four RCMs (ETHZ, METO, MPI, and UCLM) outperform the other regional climate models, based on the
considered statistics.
Because of the small number of computational cells involved, the comparison described above can be misleading. Mea-
surements and RCM outputs might be similar at a local level even though they do not reproduce the regional climate well.
Consequently, we checked our results using a study of Herrera et al. (2010) who compared measured precipitation and
output from the ENSEMBLES project across Spain. In this study, ﬁve regional climate models (MPI, ETHZ, UCLM, METO, and
KNMI) are found to have a noticeably higher spatial correlation (between 0.7 and 0.8) with the measurements than the four
other (The ICTP model was not considered by Herrera et al. (2010)). Because their ability to reproduce the local and regional
precipitation, we use the MPI, ETHZ, UCLM, and METO regional climate models to create climate scenarios for the Lerma
catchment.
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Table  6
Ranks of the RCM for the reproduction of mean monthly precipitation (Mean), monthly standard deviation (Std), frequency distribution (Freq), number
of  dry days (Dry) in the Lerma catchment and the spatial correlation between the Spanish yearly climatology and the different RCMs from Herrera et al.
(2010) (Corr). The ranks ranges from 1 (best) to 10 (worst). Hence, the better models have the smaller marks. The models selected for the production of the
climate  scenarios are indicated in bold fonts. Days are considered dry if less than 1 mm/day of precipitation is recorded.
RCM Mean Std Freq Dry Corr Total
ETHZ 2 2 2 2 3 11
METO  1 5 1 1 5 13
MPI  3 1 3 5 4 16
UCLM  6 4 5 3 2 20
METNO 5 7 4 4 6 26
KNMI  7 8 7 6 1 29
CNRM  4 3 6 7 9 29
ICTP  9 9 10 10 – (38)
SHMI  8 6 8 9 8 39
DMI  10 10 9 8 7 44
4.2. Downscaling of the climate scenarios
Because of the mismatch between the scale of the outputs of the RCM (625 km2) and of the study area (7.3 km2) and
because of the modeling uncertainties related to the climate models, RCM outputs cannot directly be used as input for the
hydrological simulations (van Roosmalen et al., 2011). Instead, it is necessary to downscale the raw climate scenarios to the
catchment scale. There are different methods to downscale climate inputs (Wilby and Wigley, 1997) which may  result in
signiﬁcantly different scenarios. While no downscaling method has been univocally identiﬁed as superior over all others
(Fowler et al., 2007), stochastic methods based on weather generators are often considered advantageous (Goderniaux et al.,
2011; Holman et al., 2009) as they consider natural climate variability. We  have used this approach as the main method
to downscale the outputs of the regional climate models. To test the consistency of our results, we  additionally used a
quantile-based bias-correction method. Both downscaling methods are brieﬂy presented here.
4.2.1. Downscaling by a weather generator
A weather generator is a statistical model that generates artiﬁcial time series of meteorological variables with a set of
deﬁned statistical properties that are identical to those of a reference time series. In this study, we use the RainSim weather
generator (Burton et al., 2008) for precipitation and the EARWIG weather generator (Kilsby et al., 2007) for temperature,
radiation, relative humidity and ET0. RainSim is based on a Neyman-Scott rectangular pulses stochastic model (Burton et al.,
2008) while EARWIG is based on ﬁrst-order autoregressive processes, separating dry and wet  periods (Kilsby et al., 2007).
Both weather generators have been used for downscaling purposes before (e.g. Burton et al., 2010; Goderniaux et al., 2011).
The weather generators are calibrated using 24 years of daily precipitation (1989–2012) and 8 years of daily radiation,
relative humidity, maximum, and minimum temperature (2004–2012) from the station of Ejea de los Caballeros. After the
calibration, the RainSim performance has been evaluated by the following statistical properties of precipitation: Monthly
mean, monthly variance, number of dry days, monthly skewness, frequency distribution of dry spells, frequency distribution
of wet spells, annual daily maximum, and the length of longest period of the year without precipitation. Afterwards, the
performance of EARWIG has been evaluated by the monthly mean of minimum and maximum daily temperature, sunshine
hours, and relative humidity as well as the mean and the variance of the reference evapotranspiration. Fig. 5 presents
the results of the weather-generator evaluation for the mean and skewness of precipitation, the mean, and variance of
evapotranspiration and the length of dry spells. The other tested variables are not shown here for brevity, but results are
similar. For each variable, the difference between the modeled and measured yearly average is less than 8%, except for
the difference in the mean ET0 variance which is 10.6%. The variables which are not directly used to calibrate the weather
generators, such as the skewness of the precipitation or the frequency of dry spells, perform similarly (less than 8% of
difference) as the calibrated ones.
To downscale future precipitation using RainSim, monthly change factors are extracted from the regional climate models,
following the approach of Burton et al. (2010). Monthly mean rainfall, duration of dry spells, mean monthly variance and
1-day auto-correlation from the 1990 to 2000 decade are compared to the 2040–2050 decade in each regional climate model.
Statistical properties of the calibrated weather generators are corrected using these change factors to calibrate RainSim for the
future climate. For ET0, a similar procedure is carried out in EARWIG. In this case, we use the mean monthly temperature, the
variance of daily temperature, the mean and variance of the daily temperature range, the monthly mean of relative humidity,
and the sunshine hours as target properties. We  use 30 realizations of the weather generators, i.e., 30 modeled time series
of daily precipitation and ETc with a duration of 8 years each, for each group of hydrological simulations. The number of
realizations was  chosen by running the hydrological model with 100 realizations of the present climate without irrigation.
We compared hydraulic heads in four observations wells (PO8, PO9, PO10, PO11), actual evapotranspiration (AET), and the
yearly maximum and mean discharge at the outlet. The average value and variance of these hydrological variables over all
realizations is very similar when more than 20 simulations were considered. We  use 30 realizations, a number that was  also
considered to be sufﬁcient in a case study in Belgium (Goderniaux et al., 2011).
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Fig. 5. Validation of the weather generator: mean and skewness of precipitation, length of dry spell, and mean and variance of reference evapotranspiration.
The  measured data are shown in blue and the model results in red. The error bar (bottom ﬁgures) and the gray stars (top ﬁgure) are showing the spread
of  the different realizations of the weather generator. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
version  of the article.)
4.2.2. Bias correction based on the mapping of quantiles
The quantile-map approach, summarized in Eq. (1), is a downscaling method which compares the frequency distribution
of measured and modeled meteorological variables (Li et al., 2009). It is assumed that the computed differences are stable
over time. Practically, for each value xi of a meteorological variable for the future climate, the corresponding percentile of
this variable is found in the modeled simulation for the present climate, given by the frequency distribution Fcrtl. The bias
corrected value xcorr of this variable for the future climate is then found in the inverse of the frequency distribution of the
measured data Fmes.
xcorr = F−1mes(Fcrtl(xi)) (1)
Using this method, the RCM output in a future climate can be corrected to create future climate scenarios, which are
consistent with measurements and predictions from the regional climate models. We use outputs of the regional climate
models from 1990 to 2000 to compare the measured and modeled frequency distribution of daily precipitation, minimum
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Fig. 6. Monthly mean and coefﬁcient of variation for present and future precipitations. Based on IPCC A1B emission scenarios for 2040–2050. The error
bars  represent the span of the 30 realizations of the weather generator. The scenarios that are downscaled using the quantile–quantile transformation are
indicated by stars. Meteorological seasons are used.
and maximum daily temperature, relative humidity, and short-wave radiation. This method produces daily time series, but
the frequency distribution is based on monthly data to better reproduce the temporal auto-correlation (e.g., Ntegeka et al.,
2014). The RCM outputs for the years 2040–2050 are used to create the scenarios for future climate.
4.3. Results from the climate projections
4.3.1. Precipitation
The RCM predictions for changes in mean annual precipitation differ among each other. The MPI  and UCLM models
forecast an increase in precipitation while the two  other RCMs (ETHZ and METO) forecast a decrease. We aggregated the
average predicted precipitation and the variance by season (Fig. 6) for comparison purposes. All regional climate models
predict an increase in precipitation in winter and autumn (between 1% and 55%) and most models predict a decrease in
summer and spring precipitation (between 3% and 39%). UCLM predicts a small precipitation increase (1.3%) during summer,
which is probably not signiﬁcant. Blenkinsop and Fowler (2007) found a similar seasonal pattern for the Ebro region, using
regional climate models from the PRUDENCE project (Christensen and Christensen, 2007) for 2070–2100 and the A2 emission
scenarios (Nakic´enovic´ et al., 2000).
Considering precipitation variability, the coefﬁcient of variation decreases in autumn and winter (between −0.1 and
−10%) and increases in spring (between +3 and +6%). Results are not unequivocal for summer (between −5% and +5%).
Overall, the precipitation results from the quantile-mapped downscaling method are in agreement with those from the
weather generator, i.e., the results from the quantile-mapped method fall into the spread of the realizations of the weather
generator.
4.3.2. Reference evapotranspiration
Reference evapotranspiration (ET0) increases in all RCM predictions (Fig. 7) because of the predicted increase in temper-
ature and because of the predicted changes in relative humidity and solar radiation. The increase in total annual ET0 ranges
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Fig. 7. Comparison of present and future ET0. IPCC A1B emission scenarios for 2040–2050. The error bars represent the span of the 30 realizations of the
weather generator. The scenarios downscaled using the quantile mapped method are indicated by stars.
from 9% in UCLM to 22% in ETHZ, and is higher in summer than in winter. A small decrease in the coefﬁcient of variation of
ET0 is predicted, for example, from 0.3 under current conditions to 0.28 under future conditions in the ETHZ case. Variations
between the realizations of the weather generator for ET0 are low, compared to the differences between the realizations of
the weather generator for precipitation.
The climate scenarios for ET0 downscaled with the quantile mapped methods are in general similar to those using the
weather generator (Fig. 7). However, ET0 predictions based on the weather generator for ETHZ and METO between April and
June are larger than the results based on the quantile-mapped method, i.e., the results from the quantile-mapped method
fall under the spread of the realizations of the weather generator in these cases.
4.4. Length of observation time series and hydrological simulations
Climate change should not be confused with weather variability. Long time series are therefore necessary to create
stable averages, which do not depend on short-term weather variations. This is especially important when considering
precipitation. In our case, precipitation has been measured for 24 years, which was  found to be sufﬁcient to validate the
weather generator. Shorter precipitation measurement time series have been used successfully in other climate-impact
studies (e.g., Bouraoui et al., 1999; Fujihara et al., 2008). The time series of relative humidity, temperature, and short-wave
radiation used in the present study have a duration of 8 years only, but these variables exhibit a lower variability. Therefore,
we assume that the computed averages are meaningful. It is further assumed that the weather generator reproduces the
general characteristics of the measured ET0 time series (Section 4.2.1 and Fig. 5), even if the measured time series are
relatively short.
We chose a length of 8 years for each of the 30 hydrological simulations (Section 4.2.1). We  did not model the 240 years
consecutively to reduce simulation time. In each hydrological simulation, the ﬁrst two  years were found to be sufﬁcient to let
the model equilibrate to the new climatic conditions (“spin-up”). These years are not considered in the analysis. While surface
water reacts quickly, usually in less than a day, groundwater responds more slowly, but the aquifer is shallow (maximum
depth: 12.6 m)  and has a relatively large hydraulic conductivity, with a calibrated value of 1.7 × 10−4 m/s, consistent with
local observations (Pérez, 2011). In addition, we found similar results for the cumulated distribution function of discharge
and hydraulic head in observation wells for the scenarios without irrigation and with present irrigation when we  used
three or four years as spin-up periods. Consequently, we  produced 30 realizations with a duration of 8 years each with the
weather generator. The total length of the simulated time series is therefore (8 − 2) years ×30 = 180 years for each climate
and irrigation scenario. The results using meteorological forcings that were downscaled with the quantile mapped method
are used to validate the simulations whose forcings were based on the weather generators.
5. Irrigation scenarios
5.1. Methodology
To compare the impact of climate change under different agricultural managements, we  considered four irrigation sce-
narios, representing potential agricultural practices. These scenarios were combined with the climate predictions presented
above.
1. No irrigation: In this scenario, the catchment is not used for agriculture. This reﬂects the situation in the Lerma catchment
in the years 2003–2005 and in many catchments in the Ebro region. Currently, only about 11% of the Ebro region is
irrigated (Milano et al., 2013).
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2. Present irrigation: Observed irrigation and crop types of the years 2009, 2010, and 2011 (Table 2) are used in the following
order: 2009, 2010, 2009, 2010, 2011, 2009, 2010, 2011, with the two  ﬁrst years used for model spin-up. Daily distribution
of irrigation at ﬁeld scale is identical to the measured one.
3. Future irrigation and present cropping pattern: We use the same crop types as in scenario 2, but the irrigation volume
is increased to adapt to the higher evaporative demand. Future irrigation Ifut [mm/day] is calculated using the following
estimate (Towes and Allen, 2009):
Ifut = RI · ETc − Peff (2)
in which ETc is the daily crop evapotranspiration under standard condition during the irrigation season [mm/day] and Peff
the seasonal effective precipitation [mm/day], which is the inﬁltrating portion of precipitation, estimated as all precipita-
tion under 25 mm/day, based on the deﬁnition of mild precipitation in Section 3.1. The excess precipitation (>25 mm/day)
is assumed not to contribute to crop growth. RI [-] represents the effectiveness of irrigation, which is assumed to be iden-
tical to the present one. It is calculated to be 1.06, based on data from 2009, 2010, and 2011. Values of RI > 1 indicate
that irrigation is larger than ETc. However, because of surface run-off, inﬁltration, and soil salinisation risks due to poor
irrigation practices, this value is small and shows, on average over the catchment, a well-managed irrigation or even a
deﬁcit in the total irrigation. For comparison, Towes and Allen (2009) obtained an RI between 1.2 and 2.2 in a case study
in the Okanagan basin in Canada. A similar observation about irrigation volume has been made by Abrahao et al. (2011)
who note that the agricultural production did not reach the maximum potential of the area, possibly because of a water
deﬁcit.
Daily distribution of irrigation is identical in our hydrological simulation under present and future climate to reﬂect the
local irrigation management. Under current irrigation management practices, the farmers have to order irrigation water
some days before it is available. In addition, there is no precipitation in about 90% of the days in present and future climate
during the irrigation period. Therefore, the amount of irrigation water is only weakly linked with daily precipitation and
daily precipitation cannot be used to determine the temporal distribution of future irrigation. The spatial and temporal
distribution of measured irrigation is used as model input in future climate to reﬂect growth distribution, crop growth,
and irrigation variability between the farms. However, the total amount of irrigation depends on seasonal precipitation,
a behavior reproduced by Eq. (2).
4. Future cropping pattern: Predicting the response of the farmers to climatic changes is difﬁcult as their decision is
inﬂuenced by uncertain social and economic factors in addition to climatic conditions. Their future choice of cropping
patterns/crops is therefore unknown. However, we  can use their response to recent weather variability as an estimate for
future cropping patterns. García-Garizábal and Causapé (2010) record crop types in 2000 and 2007 in the Bardenas Canal
Irrigation District no.V, a catchment close to the Lerma catchment with a similar geology and climate. In 2000, water in the
Yesa reservoir, which supplies both this irrigation district and the Lerma catchment, was sufﬁcient to meet the irrigation
demand. However, in 2007, the water in the reservoir was low and usage had to be restricted. The farmers responded
by decreasing the area of their corn ﬁelds by about 50% and of their sunﬂower ﬁelds by 90%. Instead, they increased
the proportion of winter cereal and grass by 50%. Based on these observations, we assume the following changes in our
scenarios with the cropping patterns:
• Sunﬂowers ﬁelds are replaced by grass ﬁelds.
• Half of the corn ﬁelds are replaced by ﬁelds of winter cereal. The modiﬁed ﬁelds are selected so that about half of the
area planted with corn is covered by winter cereal.
These changes are summarized in Table 2. The created cropping patterns were used in the following order: Year 1, Year
2, Year 1, Year 2, Year 3, Year 1, Year 2, Year 3 (Table 2), with the two ﬁrst years used for model spin-up.
In our analysis, we did not consider any change in plant physiology or plant reaction to increased CO2 availability.
Planting dates are assumed to be identical in present and future climate. These dates are actually inﬂuenced by climate
but determined by the farmer’s management choices. Consequently, a determination of the planting dates based only on
temperature changes (as by Serrat-Capdevila et al., 2011) would be inconsistent with actual management practices. We  did
not consider any change in the length of the growing season.
In all our hydrological simulations, we use the same model parameters as described by von Gunten et al. (2014) (Table 4).
When parameters depend on the crop type, as it is the case for Manning’s n, the leaf area index, and the rooting depth, they
are updated to be consistent with the irrigation scenario. No cultivated zone (indicated in light green in Fig. 2) is present in
Scenario 1, in which agriculture is absent.
5.2. Projected irrigation demand
Based on Eq. (2), we predict an increase in irrigation demand of 9.2% on average under future climatic conditions with
the present-day cropping pattern. Our results are consistent with earlier studies for the Ebro region (Table 7). Three studies
out of ﬁve (Fischer et al., 2007; Rey et al., 2011; Jorge and Ferreres, 2001) predict an increase in irrigation demand between
6% and 11%. Two other studies (Döll, 2002; Iglesias and Minguez, 1997) indicate a larger range (3–20%) of future irrigation
562 D. von Gunten et al. / Journal of Hydrology: Regional Studies 4 (2015) 550–570
Table  7
Predicted irrigation changes in the Ebro region and comparison with literature.
Study Crops Modela CO2-related plant change Emission scenariob Irrigation increase
This study – ETHZ Various ETc – P No A1B/2050 10.3%
This  study – METO Various ETc – P No A1B/2050 10.6%
This  study – MPI  Various ETc – P No A1B/2050 6.6%
This  study – UCLM Various ETc – P No A1B/2050 9.3%
Döll (2002) Various ETc – P No IS92a/2020 +5-20%
Fischer et al. (2007) Various AEZ Yes A2/2040 +10%
Iglesias and Minguez (1997) Corn CERES Yes +600 mol−1 +3 to +8%
Rey et al. (2011) Corn CERES Yes A2 /2070 −3%c
Jorge and Ferreres (2001) Corn and CropWat No A/2050 +7.5%
Sunﬂower
a The method used in this paper “ETc – P” is described in Section 5. Döll (2002) uses a similar method, described in their paper. CERES is described in
Jones and Kiniry (1986), CropWat in Smith (1993) and AEZ in Fischer et al. (2005).
b The emission scenarios A1B, A2 and A are presented in Nakic´enovic´ et al. (2000) and IS92a in Leggett et al. (1992). Scenarios in Iglesias and Minguez
(1997)  are deﬁned by an increase in temperature (1 or 3 ◦C) or CO2 concentration (+600 mol−1).
c Before impact of precipitation changes. Precipitation decreases of about 14% in summer (based on the average of the four RCM), which results in an
irrigation increase of about 6% with an irrigation of 200 mm/year in present climate.
needs. In the fourth scenario, when expanding crops with a lower water use, the decrease in irrigation needs is between 12%
and 15% in the future climate, compared to the current situation.
6. Results from the hydrological simulations
In this section, we analyze the outputs of the different hydrological simulations. These results are based on the hydrological
model presented in Section 3. Climate and irrigation inputs are discussed in Sections 4 and 5. Our comparison concentrates on
the differences in the hydrological responses of the catchment to climate change, distinguishing between the four irrigation
scenarios. We  investigate the responses of hydraulic head, base ﬂow, peak ﬂow, and actual evapotranspiration.
6.1. Overview of the water balance
In Fig. 8, we brieﬂy present the yearly water balance of the catchment in scenario 1 (non-irrigated) and scenario 2 (present
irrigation) in the present climate. We  analyze the individual parts of the water balance in the subsequent sections. Hence,
this section only gives a general introduction.
In the Lerma catchment, precipitation is the main water input to the catchment, closely followed by irrigation
(350 mm/year and 222 mm/year, respectively). In the lower portion of the catchment, where most of the irrigation is applied,
irrigation input exceeds precipitation.
Actual evapotranspiration is the main water loss (about 261 mm/year in Scenario 1 without irrigation) and it increases
by 56% if irrigation is present. Discharge is a small part of the water balance in this catchment. It increases in the irrigated
cases, reaching 110 mm/year, but it stays noticeably under the actual evapotranspiration volume in all scenarios. Because
of the critical depth boundary condition in the surface catchment, precipitation and irrigation which fall outside of the
surface catchment but inside the boundary of the aquifer can freely leave the domain (see Section 3.1). This water volume
Fig. 8. Water balance of the catchment in the irrigated (Scenario 2) and non-irrigated cases (Scenario 1) for the present climate. See Section 6.1 for the
deﬁnition of the “Surface BC” component. The error bars represent the spread of the 30 realizations created with the weather generator.
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Fig. 9. Daily hydraulic heads in four wells for the scenarios 1 (no irrigation), 2 (present irrigation), and 3 (future irrigation) for the 30 realizations of the
weather generator. Average over the 6 hydraulic years and over the 30 realizations (Start: 1st of October).
is indicated by the name “Surface BC” in Fig. 8 and it increases in scenario 2 (with irrigation) because of the additional water
volume which enters the ﬁelds which are outside of the surface catchment.
Storage is similar with and without irrigation (about −20 mm/year). This storage is not the storage change from the “non-
irrigated” (scenario 1) to the “irrigated” (scenario 2) stage. The latter would be larger and positive. The storage indicated in
Fig. 8 would be zero on average if the catchment was at steady state. However, the meteorological measurements which
inform the weather generator end in 2011. This means that parts of the measurements show a small but noticeable increase
in temperature, consistent with the current climate change in the region. Hence, the current climate has a small drying effect
on the catchment because of the increase in reference evapotranspiration. However, the storage change is small and close
to the model error.
6.2. Hydraulic heads
Fig. 9 shows yearly time series of predicted hydraulic heads (i.e., groundwater level) in four observation wells for the
scenarios with no irrigation, present, and future irrigation (scenarios 1, 2, and 3 from Section 5) for the regional climate
models ETHZ and UCLM. Hydraulic heads driven by the climate scenarios based on MPI  are showing similar results to those
based on UCLM and hydraulic heads driven by the climate scenarios based on METO are similar to those based on ETHZ.
Consequently, the results of the MPI  and METO regional climate models are not shown here for brevity.
Under present climate conditions, predicted groundwater levels are higher when the catchment is irrigated than when
it is not. The maximum mean difference is 2.7 m in the observation well PO11 (Fig. 1) but is about 1m for most observation
wells, which is consistent with the observed changes during the transition to irrigation. Each observation well responds
differently to the irrigation onset. Generally, irrigation seems to strongly affect the wells which are located in the thickest
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Fig. 10. Present and future base ﬂow in the scenarios without irrigation (Scenario 1) and with future irrigation (Scenario 3). The error bars represent the
spread of the 30 scenarios created with the weather generators. The stars indicate the results using the quantile mapped downscaling method.
part of the aquifer (e.g, PO11). Moreover, if a well is close to the aquifer boundaries (such as PO9), its response to irrigation
is often less directly related to this impulse because the groundwater ﬂow is affected by the aquifer boundaries.
Hydraulic heads generally decline from present to future climate. The extent of the decrease in hydraulic heads depends
on the precipitation outputs of the regional climate models. Two  regional climate models (ETHZ and METO) predict a decrease
in annual precipitation and two regional climate models (MPI and UCLM) predict an increase in annual precipitation, when
compared to the present situation. If the annual precipitation is predicted to decrease, hydraulic heads strongly decrease
in all wells. If the annual precipitation is predicted to increase, hydraulic heads often decrease nonetheless, because of
the increased ETc and changes in precipitation seasonality. However, if annual precipitation is predicted to increase, the
decrease in hydraulic head is smaller and even an increase in hydraulic head is observed in some wells. In the observation
wells PO9, PO10, and PO11 for scenario 2, future hydraulic heads decrease (between 1.3 m and 0.13 m,  depending on the
wells), regardless of the regional climate model. Nevertheless, the decrease is about 2 times smaller when UCLM or MPI
is used instead of ETHZ or METO. Moreover, the predicted mean hydraulic head in the observation well PO8 in scenario
2 (present irrigation) is 0.1 m higher in the UCLM climate scenario than in the present climate. The hydraulic head in
this well decreases by 0.25 m when the ETHZ climate scenario is compared to the present level (average of daily data,
based on the 30 hydrological simulations). The weaker response of well PO8 to climate change (when compared to other
observation wells) may  be an artifact of the hydrological model as it underestimates the variability of hydraulic head in this
well already under current climate conditions (see the corresponding results of the calibration and validation periods in
Fig. 4).
Generally, the impacts of climate change on groundwater levels are larger in the scenarios with irrigation (scenarios 2, 3
and 4) than in the scenario without irrigation (scenario 1). This is particularly true for scenario 2 (present irrigation) because
the higher irrigation demand, lower precipitation, and higher ETc result in a generally decreasing water table. Differences
between present and future groundwater levels are nevertheless larger in scenario 3 (future climate and irrigation) than
in the scenario 1 (without irrigation). In general, in scenario 1, hydraulic heads decrease only little (about 0.18 m with the
ETHZ or METO climate scenarios) or increase only slightly (about 0.15 m,  when using MPI  or UCLM climate scenario). When
irrigation is present, the decrease can be about 1.3 m in Scenario 2 or about 0.4 m in scenario 3 (observation well PO11 in
the ETHZ climate scenario).
The increased sensitivity of groundwater levels to climate change in the scenarios with irrigation (2 and 3) is probably
a consequence of the higher water table, increased transpiration, soil moisture, and deeper root depth, which are a result
of the irrigation onset. The dependence between groundwater levels and climate processes increases when the water table
is closer to the surface, especially if the root depth is close to the water level (Kollet and Maxwell, 2008). The mean depth
to groundwater in the north of the domain decreased from about 3.7 m prior to irrigation (2005) to about 2.6m after the
transition to irrigation (2011). The model considers the root depth (the maximum depth at which plants extract water for
transpiration), as a spatially distributed parameter. It is chosen to be 1m for corn (which is the main crop in the catchment)
and 0.1 m for uncultivated soil. Hence, the mean distance from the water table to the bottom of the root zone passes from
3.6 m to 1.6 m after irrigation started in the catchment, resulting in a better connection between the water table and the root
zone. This range is within the critical depth identiﬁed by Kollet and Maxwell (2008) where evapotranspiration is sensitive
to the water-table depth. In addition to the decreased depth to the water table, the larger soil moisture results in a higher
sensitivity of actual evapotranspiration to ETc, resulting in a higher sensitivity of recharge to ETc-changes, and therefore of
the groundwater levels to climate change.
D. von Gunten et al. / Journal of Hydrology: Regional Studies 4 (2015) 550–570 565
6.3. Base ﬂow
In this study, we deﬁne base ﬂow as total discharge in days with no precipitation on this day and the previous day. Because
of the large hydraulic conductivity of the aquifer and the small size of the Lerma catchment, discharge peaks generally recess
in less than a day. Therefore, the total discharge during the periods with no precipitation largely depends on subsurface ﬂow
and is a good estimation of base ﬂow. Base ﬂow has similar responses to changes in irrigation and climate as groundwater
levels (Fig. 10). In present climate, average daily base ﬂow is 5.8 times higher in presence of irrigation than without. This
is similar to the measured response of discharge to irrigation onset. Measured base ﬂow was  about 5.2 times larger in the
hydrological year 2011 (after the implementation of irrigation) than in 2006 (before the start of irrigation), corresponding
to an increase in ﬂow of about 0.015 m3/s. The measured annual precipitation was  lower in 2011 (365 mm)  than in 2006
(459 mm).
When comparing present and future climate, base ﬂow decreases more in scenarios with irrigation, i.e., scenarios 2, 3,
and 4, than in scenario 1 without irrigation. In scenario 3 (with future irrigation), the decrease of mean daily base ﬂow due
to climate change is between 33% and 21% of the present base ﬂow, or −0.008 m3/s and −0.005 m3/s, depending on the used
regional climate model (average on all hydrological simulations). In scenario 1 (without irrigation), future daily base ﬂow
decreases between −9 ×10−4 m3/s and −2 ×10−4 m3/s for the ETHZ, UCLM, and METO climate scenarios and increases of
8 × 10−4 m3/s in the MPI  climate scenario. Fig. 10 shows the mean base ﬂow using the four regional climate models for the
scenario with no irrigation and future irrigation (Scenarios 1 and 3).
6.4. Peak discharge
On the regional scale, ﬂood risk is low in the Ebro region because of the various reservoirs, that control river ﬂows and
cap peak ﬂows (Bovolo et al., 2010). However, ﬂood protection might fail if intense precipitation events occur in rapid
succession (López-Moreno et al., 2002) and is not always effective on a local scale, where streamﬂow depends more on
local precipitation events. Moreover, the variability of precipitation is predicted by all regional climate models to increase
moderately in the spring and possibly during summer (UCLM and METO, see Fig. 6). This higher variability might increase
future peak discharges.
However, the relation between precipitation events and corresponding discharge responses is not linear and depends
notably on prior soil moisture conditions (Hill et al., 2010). In the Lerma catchment, before the introduction of irrigation, the
soil was generally relatively dry and covered by sparse vegetation. Consequently, during intense convective rainfall events,
run-off generation was primarily controlled by the inﬁltration rate (Pérez et al., 2011). When irrigation was introduced in
the Lerma catchment, soil moisture increased and cultivation changed the soil characteristics. These transformations had a
strong inﬂuence on the run-off generation mechanisms and annual peak discharge decreased. When considering the average
of all hydrological simulations in present climate, mean annual maximum daily discharge is 1.42 m3/s in scenario 1, without
irrigation, and 0.55 m3/s in the scenarios with irrigation, a 61% decrease. A similar behavior is observed in the measured time
series of discharge and has often been noticed in catchments with a semi-arid climate (e.g., Berndtsson and Larson, 1987).
After calibration, our model is able to adequately reproduce these changes. Indeed, because of the ﬁne vertical layering
(about 1–3 cm close to the surface), the model allows for a rapid saturation of the surface and shallow subsurface zones (dur-
ing an event with a large precipitation intensity) and a delayed vertical water movement under low-saturation conditions.
Additionally, soil parameters are different for each soil zone, inﬂuencing inﬁltration and peak discharges (Fig. 2). Finally,
surface ﬂow velocities are faster when crops are absent because of a lower surface roughness, resulting in a shorter contact
time and a lower inﬁltration in the scenario without irrigation.
Fig. 11 presents the annual daily maximum ﬂow, based on the present and future climate predicted by all regional
climate models. Annual maximum ﬂows increase when the coefﬁcient of variation of precipitation is predicted to increase
in summer (UCLM and METO), a period of frequent intense precipitation events. The increase is relatively small when
comparing the median annual maximum ﬂow over all hydrological simulations. For example, in scenario 1, the median
annual peak discharge shows an increase of 0.12 m3/s (8.7%) in the METO case. However, when considering the years with
an annual maximum discharge in the higher quartile, the increase is more important, especially in scenario 1 (without
irrigation). In this scenario, when considering the years with an annual maximum peak ﬂow in the higher quartile, the
annual maximum discharges show an increase of 0.5 m3/s (29%) in the METO climate scenario and of 1.24 m3/s (68%) in
the UCLM climate scenario. In scenario 3 (future irrigation), the annual maximum ﬂows in the higher quartile increase, but
only moderately. In the METO climate scenario, the increase amounts to 0.13 m3/s. Therefore, without irrigation, changes in
precipitation variability in summer, which are linked with an increase in intense precipitation events, have a large impact on
peak discharge. When changes in precipitation variability is unclear or when precipitation variability decreases in summer
(MPI and ETHZ), annual maximum ﬂow is not showing a clear trend (Fig. 11). Results are similar for all irrigation scenarios
(2, 3, and 4).
6.5. Actual evapotranspiration
All regional climate models predict an increase in ETc. However, because of soil-moisture limitations, this does not
automatically imply an increase in actual evapotranspiration (AET). For example, in scenario 1 (without irrigation), future
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Fig. 11. Annual maximum outﬂow for the four regional climate models. Scenario 1 (with no irrigation) and 3 (future irrigation).
AET decreases during summer for all climate scenarios (Fig. 12). In general, in scenario 1 (no irrigation), changes in ETc have
a small impact and changes in AET follow the precipitation changes. Climate scenarios based on regional climate models
predicting a large decrease in summer precipitation as ETHZ (−36% of present precipitation) forecasts a relatively large
decrease in AET (−27% of present AET). On the contrary, if the regional climate model predicts only small changes in summer
precipitation (e.g., MPI  with −6% of present precipitation), AET does not decrease as much (−3.3% of present AET).
Fig. 12. Present and future AET in the scenarios without irrigation and with future irrigation during the irrigation period (15th April to 30th September).
The  error bars represent the spread of the 30 scenarios created with the weather generators. The stars indicate the results using the quantile mapped
downscaling method.
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On the contrary, with irrigation, soil moisture increases and AET increases during summer because of the higher water
availability (Fig. 12). When comparing the situation in present climate, AET is 56% larger when ﬁelds are irrigated compared
to a situation without irrigation. In future climate with irrigation, especially in scenario 3, AET increases, contrarily to the
results based on scenario 1 (without irrigation). In scenarios 2 and 3, the future increase in ET0 has more impact on AET
than in scenario 1 because of the generally larger soil moisture. However, the differences in AET between future and present
climate are still relatively small (between 0.003 mm/day and 0.07 mm/day).
In the scenario with future cropping patterns (scenario 4), yearly AET is predicted to decrease by 8% in the ETHZ case, when
compared to the present cropping pattern and climate (scenario 2, present). AET is strongly impacted by water availability
in semi-arid climates and total irrigation volume in scenario 4 is about 15% smaller (Section 5.2) than in the present case.
However, the decrease of AET in this scenario is predicted to occur mainly in summer, during the vegetative period, when
AET has its seasonal peak. Future AET in winter increases of 20%, due to the higher irrigation, precipitation and transpiration
during this period. Indeed, in scenario 4, the area where winter cereal is cultivated increases, resulting in an overall higher
transpiration in the catchment during the cultivation period of this crop.
7. Discussion and conclusion
Water availability will likely decrease in the Ebro region (Bovolo et al., 2010) as a result of climate change. An increase of
the irrigation demands by about 10% (Table 7 and Section 5.2) is predicted in the next 40 years in the Ebro region, based on
current cropping practices. In addition, the volume of water available for storage in the Yesa reservoir, which is the water
source for irrigation in the Lerma catchment, will probably decrease. For example, López-Moreno et al. (2014) modeled a
30% decrease of streamﬂow to the Yesa reservoir, because of land-use and climate change. Moreover, an expansion of the
irrigated area (between 30% and 50% of the present irrigated area) is currently planned by the local irrigation authority in
the region (Bielsa and Cazcarro, 2015; Milano et al., 2013). Consequently, efﬁcient mitigation strategies for climate change
impacts are needed. These strategies should consider land-use changes and future agricultural practices. As demonstrated by
this study, the impact of climate change will be different for irrigated and non-irrigated areas. For example, annual maximum
peak ﬂow could increase more in non-irrigated regions compared to irrigated regions. Consequently, ﬂood risk increases
more in non-irrigated areas than in irrigated areas, even with identical changes in precipitation variability.
In contrast, base ﬂow rates are more impacted by climate change in streams which are heavily inﬂuenced by irrigated
agriculture. In the Lerma catchment, the transition from rain-fed to irrigation agriculture has resulted in larger ﬂows in the
streams during dry periods because of higher groundwater levels. However, stream ﬂows are expected to decrease under
future climate scenarios. Base ﬂows in irrigated catchments might therefore rapidly change. This change is expected to
impact, for example, stream ecology, as rapid changes of ﬂow rate are difﬁcult to overcome by ecological communities (e.g
Sandel et al., 2011; Bradford and Heinonen, 2008), or on water quality as lower outﬂows might results in an increase of
nutriment and pollutant concentrations (Whitehead et al., 2009), because of the lacking dilution.
In semi-arid climates, the actual evapotranspiration (AET) on the catchment scale depends on water availability in the
soil zone, among other factors. In the Lerma basin, climate change is predicted to result in a decrease of AET in our scenario
without irrigation but in an increase of AET in the scenarios where the catchment is irrigated in summer, especially for
scenarios with increased irrigation volume. In this case, irrigation inﬂuences the gradient of air humidity, creating a feed-
back loop between irrigation management and atmospheric conditions. Hence, impact of water management, as irrigation
management, and climate changes are strongly interlinked and feed-backs between them should be analyzed and understood
in climate-change impact studies (Holman, 2005).
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Abstract. Droughts are serious natural hazards, especially
in semi-arid regions. They are also difficult to character-
ize. Various summary metrics representing the dryness level,
denoted drought indices, have been developed to quantify
droughts. They typically lump meteorological variables and5
can thus directly be computed from the outputs of regional
climate models in climate-change assessments. While it is
generally accepted that drought risks in semi-arid climates
will increase in the future, quantifying this increase using cli-
mate model outputs is a complex process which depends on10
the choice and the accuracy of the drought indices, among
other factors. In this study, we compare seven meteorolog-
ical drought indices that are commonly used to predict fu-
ture droughts. Our goal is to assess the reliability of these
indices to predict hydrological impacts of droughts under15
changing climatic conditions. We simulate the hydrologi-
cal responses of a small catchment in northern Spain to
droughts in present and future climate, using an integrated
hydrological model, calibrated for different irrigation scenar-
ios. We compute the correlation of meteorological drought20
indices with the simulated hydrological times series (dis-
charge, groundwater levels, and water deficit), and we com-
pare changes in the relationships between hydrological vari-
ables and drought indices. While correlation coefficients are
similar for all tested land-uses and climates, the relationship25
between drought indices and hydrological variables often
differs between present and future climate. Drought indices
based solely on precipitation often underestimate the hydro-
logical impacts of future droughts, while drought indices that
additionally include potential evapotranspiration sometimes30
overestimate the drought effects. In this study, the drought in-
dices with the smallest bias were: the rainfall anomaly index,
the reconnaissance drought index, and the standardized pre-
cipitation evapotranspiration index. However, the efficiency
of these drought indices depends on the hydrological vari-35
able of interest and the irrigation scenario. We conclude that
meteorological drought indices are able to identify the tim-
ing of hydrological impacts of droughts in present and future
climate. However, these indices are not capable of estimating
the severity of hydrological impacts of droughts in future cli-40
mate. A well-calibrated hydrological model is necessary in
this respect.
1 Introduction
In semi-arid regions, droughts are a serious natural hazard,
often causing tens of millions of euros of damage (Gil et al.,45
2011). In northern Spain, for example, drought severity has
increased in the last decades (Hisdal et al., 2001) and is ex-
pected to increase further in the next 50 years (Bovolo et al.,
2010), as a result of the ongoing increase in global mean tem-
perature (e.g., Meehl et al., 2007). More severe droughts will50
negatively impact the region, notably the agricultural sector
(Stahl et al., 2015).
Droughts have a wide range of impacts, and are often dif-
ficult to define. They have been classified in four main cat-
egories (Mishra and Singh, 2010; Samaniego et al., 2013;55
Wilhite and Glantz, 1985):
– meteorological droughts defined by a lack of precipita-
tion over a certain period of time for a certain region,
– hydrological droughts defined by a reduced surface and
subsurface water availability for a given water resource,60
– agricultural droughts defined by a period of declining
soil moisture and reduced crop yields,
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– and socio-economical droughts defined by a failure of
water-resources management to meet the supply and de-
mand of water (taken as an economic good).65
In order to quantitatively describe drought levels, about 150
different drought indices have been developed (Zargar et al.,
2011). A drought index is a scalar composed of one or more
measured variables affected by dry and wet periods. In the
case of meteorological drought (which is the focus of this70
study), typical variables considered for the calculation of
drought indices are precipitation and potential evapotranspi-
ration.
In addition to the identification of drought periods, these
meteorological drought indices are also good indicators for75
various droughts impacts in present climate, based on the re-
sults of a range of studies. For example, text-recollection of
droughts, such as newspaper articles, are linked with differ-
ent drought indices, indicating a relationship between the so-
cial impacts of droughts and drought-index values (Bachmair80
et al., 2015). Crop yields are also correlated with drought
indices in different climatic regions (e.g., Quiring and Pa-
pakryiakou, 2003; Mavromatis, 2007). Moreover, Vicente-
Serrano et al. (2012a) analyzed the correlation between six
drought indices and environmental variables, such as stream85
flow, tree rings widths, and soil moisture. A significant cor-
relation between the studied environmental variables and the
drought indices was found. The correlation between ground-
water levels and drought indices seems to be smaller than
for other drought impacts, but it was still noticeable (Kumar90
et al., 2015).
Hence, meteorological drought indices are correlated with
hydrological and agricultural impacts of meteorological
droughts. Consequently, they are also correlated with hydro-
logical or agricultural droughts. Many of the drought impacts95
cited above, such as changes in groundwater levels or dis-
charge, could also be conceptualized as an indicator of hy-
drological or agricultural droughts. For example, groundwa-
ter levels could be transformed to a drought indicator such as
the standardized groundwater level index (SGI, Bloomfield100
and Marchant (2013)) to identify hydrological droughts (Ku-
mar et al., 2015). Indeed, hydrological impacts of drought
and hydrological drought indices are often two perspectives
of the same drought event. The viewpoint of this study is
that changes in environmental variables are introduced by105
non-stationary meteorological forcings, i.e., that hydrologi-
cal changes are a consequence of meteorological droughts.
Therefore, we will not use hydrological variables to de-
fine droughts. We explain our motivations for this choice in
Sect. 2.1.110
The relationship between meteorological drought indices
and drought impacts is valid for many drought indices in
present climate, including simpler indices using one input
variable, such as precipitation. However, the suitability of
drought indices has not been tested under a changing cli-115
mate. The ongoing increase in air temperature was not taken
into account. Because climate change will probably impact
drought intensity and frequency (e.g., Dai, 2011), various
studies have aimed at predicting future changes in dry peri-
ods using drought indices based on the output of regional or120
global climate models. An assumption of these studies is that
drought indices perform similarly in present and future cli-
mate. Our aim is to test this hypothesis. That is, we will test
the capability of meteorological drought indices to predict
hydrological impacts of drought under a changing climate.125
A large number of drought indices have been used in re-
cent climate-impact studies. For instance, the standardized
precipitation index was often used to study future droughts
(e.g., Leng et al., 2015; Masud et al., 2015; Tue et al.,
2015; Zarch et al., 2015). However, several studies used other130
indices, as the reconnaissance drought index (e.g., Kirono
et al., 2011; Zarch et al., 2015), the standardized precipitation
evapotranspiration index (e.g., Kim et al., 2014; Masud et al.,
2015), the effective drought index (e.g, Park et al., 2015), or
the Palmer drought severity index (e.g., Burke et al., 2006),135
among others. The choice of the drought index can have
an important impact on the results. For example, Kim et al.
(2014) and Park et al. (2015) predicted future droughts over
Korea in the next century using very similar climate scenar-
ios. While Kim et al. (2014) projected an increase in the140
severity of droughts in this region, Park et al. (2015) pro-
jected a more complex spatial pattern and a possible decrease
in drought severity in coastal regions. A possible reason for
these contradictory results is that Park et al. (2015) used a
drought index based on precipitation only, while Kim et al.145
(2014) used an index which considers both potential evapo-
transpiration and precipitation. Precipitation-based drought
indices, such as the effective drought index (EDI) or the
standardized precipitation index (SPI), tend to work well in
present climate. However, they may be inadequate to predict150
climate-change effects because they neglect the increase in
potential evapotranspiration, resulting in a possible under-
estimation of the intensity of future droughts (Dubrovsky
et al., 2009; Vicente-Serrano et al., 2009, 2015; Zarch et al.,
2015).155
To study the validity of drought indices in future climate,
we chose seven well-known drought indices, which can be
computed from the output of climate models, such as pre-
cipitation, temperature or potential evapotranspiration. We
investigate the ability of these indices to predict hydrologi-160
cal variables under drought conditions: groundwater heads,
discharge at the catchment outlet, and water deficit of the
crops, under present and (projected) future climate condi-
tions. These three metrics address different hydrological ef-
fects of droughts of high ecologic and/or economic rele-165
vance. Reduced stream discharge can deteriorate the ecolog-
ical status of the stream because the stream temperature and
the concentrations of contaminants increase with decreasing
discharge. In the most extreme case, the stream falls dry. The
drawdown of groundwater heads is of high economic rele-170
vance when groundwater is pumped for water supply and ir-
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rigation which, however, is not the case in the studied catch-
ment. Groundwater levels also control low flows in gaining
streams. Finally, the water deficit of the crops, that is, the dif-
ference between transpiration under conditions when enough175
water is available and the actual transpiration, is a simple
metric of water stress experienced by the crops, which may
diminish crop yields.
A fully-integrated hydrological model of a small catch-
ment, the Lerma catchment, in north-east Spain, is used180
to simulate the hydrological responses to the meteorologi-
cal forcing. This catchment has recently undergone a moni-
tored transition from rainfed to irrigated agriculture, in which
the irrigation water is imported from the Yesa reservoir lo-
cated outside of the catchment (Merchán et al., 2013). The185
model was calibrated under different irrigation conditions
(von Gunten et al., 2014), which increases our confidence in
its ability to predict the hydrological responses to changes in
(meteorological and land-use) forcing. We use these differ-
ent land-use/irrigation schemes to test the different drought190
indices. The outputs from a weather generator, representing
present and future climate, are used as meteorological inputs
to the model and for the computation of the drought indices.
The remainder of this paper is structured as follows: First,
we present the methodology used in this study. Specifi-195
cally, we briefly describe the study area, the hydrological
model, the climate scenarios, the irrigation scenarios, and the
drought indices. Secondly, we compare the frequency distri-
bution of drought indices computed from measurements and
based on the outputs of the weather generator. Next, we sum-200
marize an analysis of the correlation coefficients between
hydrological variables and drought indices for two different
land-uses (with/without irrigation), and for present and fu-
ture climate scenarios. Afterwards, we investigate changes
in the relationship between these drought indices and the hy-205
drological variables. We then use these results to predict rel-
evant changes in drought risks in the study area in future cli-
mate. Finally, we discuss the usefulness of drought indices in
climate-impact studies.
2 Methods210
2.1 Overview
The main objective of this paper is to test the suitability of
several meteorological drought indices to estimate the im-
pacts of climate change on the water cycle of a small catch-
ment. Seven drought indices, described in Sect. 2.6, are in-215
vestigated. The information on drought severity (as com-
puted by these indices) is compared to three simulated hy-
drological impacts of drought: (1) the mean annual discharge
at the outlet, (2) the mean annual hydraulic heads in 12 ob-
servations wells of the local aquifer, and (3) the water deficit220
(WD), which is a simplified representation of how well the
water demand of the crops can be met (Abrahao et al., 2011):
WD [%] = 100× ETc−AET
ETc
(1)
where ETc is the annual crop evapotranspiration under stan-
dard conditions (Allen et al., 2000), and AET is the simulated225
actual evapotranspiration, calculated on the yearly time scale.
The time series of the drought impacts listed above are
obtained using the outputs from a calibrated, integrated, pde-
based, hydrological model (Sect. 2.3) forced by present and
future meteorological time series (Sect. 2.4), and daily irriga-230
tion scenarios (Sect. 2.5). Five climate scenarios (one based
on present climate and four based on the projections of re-
gional climate models) and three irrigation scenarios are con-
structed and combined with each other in our simulations.
The length of the simulation is 180 years for each combina-235
tion of (present and future) climate and irrigation scenarios.
This is equivalent to a total 2700 simulated years. From these
2700 simulated years, we extract time series of discharge, hy-
draulic heads, and water deficit.
In this study, the time series of these three hydrological240
variables are directly used to represent the drought impacts
on hydrology. We do not consider indicators of hydrologi-
cal droughts such as the standardized groundwater level in-
dex (SGI, Bloomfield and Marchant (2013)) or the standard-
ized streamflow index (SSI, Vicente-Serrano et al. (2012b)).245
SGI and SSI are hydrological drought indices representing
drought events using the normalized changes in hydraulic
heads and discharge, respectively. We decided not to use
these indices here because the focus of this study is on mete-
orological droughts. In this context, changes in hydrological250
variables during dry periods are the consequence of a drought
and not an indicator of a drought situation. Moreover, we re-
strict our investigation to drought indices which can be com-
puted from the outputs of regional or global climate models
(precipitation, temperature, etc.), which would not be pos-255
sible for SGI and SSI. Finally, no drought indices similar
to SSI or SGI exist for water deficit. Therefore, a transfor-
mation from time series inputs to drought indices would not
have been easily possible for this variable. For these reasons,
only time series of the hydrological variables are investigated260
in this study.
The three hydrological time series are compared to the
time series of meteorological drought indices (Sect. 2.8): We
first compute the Peason correlation coefficient between the
drought indices and the hydrological variables. Next, we ana-265
lyze changes in the (assumed) linear relationship between hy-
drological variables and drought indices. These comparisons
are repeated in present and future climate for the different
irrigation scenarios. A suitable drought index for climate-
change studies would have a large correlation coefficient270
with all hydrological variables and the relationships between
this index and the hydrological variables would be identical
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in present and future climate. The results of these quantitative
studies are presented in Sect. 3, while we discuss additional
aspects of using meteorological drought indices in climate-275
impact studies in Sect. 4.
2.2 Study area
The Lerma catchment is situated within the Ebro basin in
Spain with an altitude varying between 330 and 490 masl.,
and an area of ~7.3 km2 (Fig. 1). Its climate is classified280
as semi-arid, with a mean precipitation of ~400 mm/year
(2004-2011) and a mean potential evapotranspiration rate of
~1300 mm/year (2004-2011) (Merchán et al., 2013). Precip-
itation and temperature have been measured since 1988 at
the meteorological station of Ejea de los Caballeros (~5 km285
north of the study area). Radiation, wind, and relative humid-
ity have been measured since 2003. Annual precipitation is
highly variable, ranging from 268 mm/year to 558 mm/year
(2004-2011). Because of the limited water resources, drought
is a serious natural hazard in the region (Bovolo et al., 2010).290
The catchment underwent a rapid transition from non-
irrigated to irrigated agriculture between 2006 and 2008. The
majority of the fields within the catchment are now irrigated,
with an irrigation water volume of 2.1·106 m3 in 2011 (Mer-
chán et al., 2013). This transition was closely monitored and295
monthly hydraulic head data, daily discharge, crop types, and
daily irrigation volume are available. In addition, a vertical-
electrical-sounding campaign (Plata-Torres, 2012) was con-
ducted to better understand the local geology. Two main hy-
drologically relevant layers were identified: The top layer is300
composed of clastic and unconsolidated Quaternary deposits
and forms a shallow aquifer. Underneath lies an aquitard
composed of lutite and marlstones (Fig. 2). Soils are rela-
tively shallow, with depths below ground surface ranging be-
tween 0.3 and 0.9 m (Beltrán, 1986), and are classified as305
inceptisols.
2.3 Hydrological model
To simulate the hydrological response of the Lerma
catchment, we use HydroGeoSphere (Therrien, 2006), a
three-dimensional, fully-coupled, integrated hydrological310
model, based on partial differential equations. In Hydro-
GeoSphere (Therrien et al., 2010), water flow in the
variably-saturated sub-surface is modelled using the three-
dimensional Richards’ equation, while overland flow is sim-
ulated by the diffusive-wave approximation of the Saint-315
Venant equations. We use the Mualem-van Genuchten
parametrization (van Genuchten, 1980) to relate relative per-
meability and water saturation to capillary pressure in the
vadose zone. The surface and subsurface domains are cou-
pled using a dual-node approach, where the coupling be-320
tween the domains is conceptualized as a virtual thin layer of
porous material. The model choice is based on the necessity
to model the transition to irrigation, which has a large impact
on the hydrology of the catchment. Moreover, HydroGeo-
Sphere allows to simultaneously study the impact of droughts325
on the surface and subsurface components of water flow.
The underlying equations have been reviewed by von Gunten
et al. (2014, 2015) and are not repeated here.
The conceptual model of our study area and its calibration
have also been presented by von Gunten et al. (2014) and thus330
are only presented here briefly. We divide the sub-surface
catchment in six zones, two zones representing the aquitard,
one representing the aquifer, and three representing the dif-
ferent soil zones (Fig. 2). The model parameters are homo-
geneous in each zone and the saturated hydraulic conductiv-335
ity is one order of magnitude smaller in the vertical direction
than in the horizontal one. The surface domain is divided into
55 zones, representing the different farm fields. Daily irriga-
tion volume, Manning’s parameters, seasonal leaf area index,
and rooting depth are specified separately for each surface340
zone, based on crop types and irrigation data. Precipitation
is given as daily input, apart from days with intense rain-
fall (>25mm/day). In this case, precipitation data is given as
a 3-hour mean during summer and spring, and as a 9-hour
mean during autumn and winter, to mimic intense convec-345
tion events (von Gunten et al., 2014), which are frequent in
the region. A no-flow boundary condition is assumed at the
lateral and the bottom boundaries of the sub-surface domain.
Critical flow depth is used for the lateral boundaries of the
surface flow domain.350
We calibrated the parameters of the model using three
computational grids of increasing resolution (von Gunten
et al., 2014). The calibrated parameters are the hydraulic con-
ductivity in all zones, apart from the "weathered aquitard"
zone (Fig. 2), the porosity of the aquifer, and the van-355
Genuchten parameters of the soil zones. The calibration pe-
riod is from 2006 to 2009 and the validation period is from
2010 to 2011. The model is calibrated on the measured dis-
charge at the outlet and on the hydraulic heads in eight ob-
servation wells (twelve observation wells were used during360
validation). The model reproduces the measurements satis-
factorily (von Gunten et al., 2014). For example, the Nash-
Sutcliffe efficiency (Nash and Sutcliffe, 1970) of discharge
is of 0.74 during the calibration period and of 0.92 during
the validation period. The model performs similarly well un-365
der all irrigation conditions. Because the model was able to
reproduce the response in both discharge and groundwater
tables to the changes in irrigation practice, we are confident
that it can also predict the response to changes in meteoro-
logical forcing projected by climate models.370
2.4 Climate scenarios
The climate scenarios used in this study have been presented
by von Gunten et al. (2015) and are thus only summarized
here.
Our future climate scenarios cover the time period375
of 2040-2050, using the A1B IPCC emission scenario
von Gunten et al.: Estimation of the usefulness of drought indices in a changing climate 5
(Nakic´enovic´ et al., 2000). They are based on 4 regional cli-
mate models from the ENSEMBLES project (van der Lin-
den and Mitchell, 2009) driven by two global climate mod-
els (Table 2). As it is not advisable to use the direct outputs380
from climate models as input for a small-scale hydrologi-
cal model (Prudhomme et al., 2002), we have downscaled
the outputs from the climate models using a weather gener-
ator, i.e., a statistical model reproducing the characteristics
of the observed climatic time series (Srikanthan and McMa-385
hon, 2001). We calibrated the weather generator using the ob-
served time series of the closest meteorological station (Ejea
de los Caballeros). Then, the parameters of the weather gen-
erator were modified using the differences between the con-
trol and future simulations of the regional climate models.390
These change factors, described in Burton et al. (2010), are
an indication of future changes of the mean and variability
of precipitation, temperature, radiation, and relative humid-
ity. The weather generator is run using the updated parame-
ters to create the future climate scenarios. In this study, we395
use the RainSim weather generator for precipitation (Burton
et al., 2008) and the EARWIG weather generator for poten-
tial evapotranspiration (Kilsby et al., 2007).
The downscaling of climate model outputs is a complex
task and the choice of a particular downscaling method can400
have a large impact on the results (Holman et al., 2009). Our
study is not an exception and the downscaling process pre-
sented here might introduce uncertainties in the climate sce-
narios. We have mitigated this issue using three different ap-
proaches: a) We prepared both present and future time series405
of meteorological inputs using the weather generator. Hence,
the potential bias resulting from the weather generator is re-
produced in the present and future time series. b) The time se-
ries of present precipitation and potential evapotranspiration
have been extensively tested against measurements to con-410
trol the quality of the weather generator outputs (von Gunten
et al., 2015). c) We compared the future time series of precip-
itation and potential evapotranspiration downscaled with the
weather generator with the corresponding time series down-
scaled with a simpler bias correction method (Li et al., 2009).415
The time series were found to be generally similar regardless
of the downscaling method (von Gunten et al., 2015). Hence,
we consider that the quality of the climate downscaling in
our study is acceptable.
The chosen downscaling procedure has the advantage of420
producing longer time series, compared to the relatively short
(23 years) climate record in the Lerma catchment. Moreover,
it reproduces future changes in the precipitation variability,
and not only in the precipitation mean, which is an important
criterion when studying future droughts.425
Future precipitation (Fig. 3) is predicted to decrease in
summer and spring (between 3% and 39% of the current
precipitation, depending on the regional climate model). In
winter and autumn, an increase in precipitation is predicted
(between 1% and 55%). Change in total annual precipitation430
depends on the regional climate model. MPI and UCLM pre-
dict a wetter future, while ETHZ and METO predict a dryer
one (see Table 2 for the references of the regional climate
models). The coefficients of variation increase in spring (be-
tween +3% and +6%), decrease in winter and autumn (be-435
tween -0.1% and -10%), and do not show a clear trend in
summer (between +5% and -5%).
Because of the higher temperature, potential evapotranspi-
ration increases (between 9% and 22% in the annual aver-
age) in all regional climate models for all months. This in-440
crease might impact droughts, regardless of the precipitation
changes.
2.5 Irrigation scenarios
Consistent with our earlier study (von Gunten et al., 2015),
we use three irrigation (or land-use) scenarios that can be445
summarized as follows:
– scenario NOIRR: without irrigation and without agri-
culture.
– scenario PIRR: with present cropping patterns and
present irrigation.450
– scenario FUTIRR: with present cropping pattern, but
with an updated irrigation volume to account for future
climatic conditions. To create this scenario, we assume
that the irrigation efficiency will not change in future
climate. In addition, we assume that the increase in ir-455
rigation will only depend on the increase in potential
evapotranspiration and changes in precipitation amount
(see Toews and Allen, 2009).
2.6 Drought indices
More than 150 drought indices have been developed in the460
past (Zargar et al., 2011) and it would be unrealistic to
include all of them in this study. Therefore, we have se-
lected seven well-known and commonly-used drought in-
dices, based on the reviews by Agwata (2014), Hayes and
Lowrey (2007), Heim (2002), Niemeyer (2008), and Zargar465
et al. (2011). Our choice was guided by the required data in-
put and the popularity of the indices in recent studies related
to climate change. We present the selected indices briefly be-
low and provide a summary in Table 1.
In this study, we generally consider meteorological470
drought indices that aggregate data annually. The only ex-
ceptions are the Palmer drought indices (PDSI and PHDI)
whose time length depends on an empirical estimation of the
start and the end of drought periods (Szép et al., 2005). We
chose an annual time scale because it is often used when pre-475
dicting future droughts (e.g., Kirono et al., 2011; Park et al.,
2015) and because it is the most dominant precipitation cycle
worldwide (Park et al., 2015).
Our definition of a drought is identical for present and fu-
ture climate. Practically, we standardize the drought indices480
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in the present climate and keep the same standardization (ex-
plained below) in the future climate. From a conceptual point
of view, this is unexpected as meteorological droughts can be
defined as a period of exceptionally dry conditions. If the av-
erage precipitation changes, the definition of a meteorologi-485
cal drought should also be changed. However, from a prac-
tical point of view, drought severity depends on the water
needs and on the vulnerabilities of the social and agricul-
tural structures. Hence, the definition of future droughts is
linked to current conditions. From this perspective, using the490
same standardization in present and future climate is logical.
Moreover, this procedure has been applied in the majority of
studies on future droughts (e.g., Zarch et al., 2015).
2.6.1 Standardized precipitation index (SPI)
SPI (McKee et al., 1993; Svoboda et al., 2012) is a widely-495
used drought index (Zargar et al., 2011). To compute this in-
dex, precipitation data is first fitted to a probability distribu-
tion. We use a gamma distribution with the shape parameter
α and the scale parameter β (Wu et al., 2005). The fitted pa-
rameters αˆ and βˆ are then used to find the cumulative proba-500
bility G(P ) of the precipitation amount P (Edwards, 1997):
G(P ) =
P∫
0
g(x)dx=
1
βˆαˆΓ(αˆ)
P∫
0
xαˆ−1e
−x
βˆ dx (2)
where Γ is the gamma function or Γ(α) =
∫∞
0
xα−1e−xdx.
The probability of null precipitation q is estimated by divid-505
ing the number of dry months by the length of the monthly
time series. It is accounted for by:
H(P ) = q+ (1− q)G(P ) (3)
To compute the value of SPI, an equiprobability transfor-
mation is made from the cumulative probability H(P ), i.e.,510
H(P ) is transferred to a standard normal random variable
with a mean of zero and a variance of unity:
SPI = Φ−1(H(P )) (4)
where Φ is the standard normal cumulative distribution func-
tion. SPI takes monthly precipitation as input and can be515
computed at various time scales, from 1 month to 24 months.
In this study, we use a 12-months time scale. An SPI-value
smaller than -1 indicates a dry period, and an SPI-value larger
than +1 a wet period (Svoboda et al., 2012).
2.6.2 Standardized precipitation evapotranspiration520
index (SPEI)
SPEI (Vicente-Serrano et al., 2009) has been developed to
account for the impact of potential evapotranspiration on
droughts, especially in a changing climate. Its computation
is similar to SPI. For SPEI, the difference between precipita-525
tion and potential evapotranspiration, rather than only precip-
itation, is used in the index computation. This time series is
fitted to a probability distribution as described for SPI. A log-
logistic distribution (e.g., Ashkar and Mahdi, 2006) is used
here, following Vicente-Serrano et al. (2009). The sensitivity530
of SPEI to potential evapotranspiration is higher than other
drought indices (Vicente-Serrano et al., 2015), such as PDSI
or RDI (defined in Sect. 2.6.5 and 2.6.6).
2.6.3 Rainfall anomaly index (RAI)
RAI can be used to analyze dry or wet periods. When used535
to study droughts, RAI (e.g., Keyantash and Dracup, 2002)
represents a ranking of yearly precipitation, compared to the
most negative precipitation anomalies recorded. It is defined
as follows:
RAI =−3P − P¯
E¯− P¯ (5)540
where P is the annual precipitation, P¯ the mean annual pre-
cipitation and E¯ is the precipitation average of the ten driest
years. Negative values of RAI indicate dry periods.
2.6.4 Effective drought index (EDI)
In contrast to the other drought indices, EDI (Byun and Wil-545
hite, 1999) is computed using daily precipitation to better
take into account the effect of precipitation variability on
droughts. The effective precipitation EP is calculated first:
EP =
i∑
n=1
∑n
d=1Pd
n
(6)
where i is the summation period and Pd is the precipitation550
of d days before the end of the period i. We choose i = 365
days in our application, i.e., annual averages. EP is then nor-
malized to calculate the EDI:
EDI =
EP −EP
σEP
(7)
where EP is the mean of the effective precipitation (EP )555
and σEP its standard deviation.
2.6.5 Palmer drought severity index (PDSI) and
Palmer hydrological drought index (PHDI)
PDSI was developed by Palmer (1965) to better consider the
role of evapotranspiration on droughts and to "measure the560
cumulative departure of moisture supply" during dry peri-
ods. This index is composed of a simplified water balance
of a basic two-layer soil model which is then compared to
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a reference water balance time series. It is a dimensionless
number, usually ranging between -4 and +4, with negative565
values indicating dry periods (Keyantash and Dracup, 2002).
It is widely used, especially in the United States, but it is rela-
tively involved to calculate (Jacobi et al., 2013). In addition,
it assumes a homogeneous soil type and the time window
considered by the index varies depending on the weather.570
PHDI (Palmer, 1965) is a variation of the previous index
which has been developed to better represent hydrological
droughts. To achieve this, PHDI applies the same simplified
soil model as PDSI, but stricter criteria are used to define the
limits of the wet and dry periods. This results in an index575
which reacts more gradually than the original Palmer index
(Keyantash and Dracup, 2002).
In this study, we use the Matlab tool developed by Jacobi
et al. (2013) to calculate PDSI and PHDI.
2.6.6 Reconnaissance drought index (RDI)580
The RDI (Tsakiris and Vangelis, 2005) is based on the FAO
aridity index αi, defined as:
αi =
∑12
j=1Pji∑12
j=1PETji
(8)
where Pji is the monthly precipitation of the year i and
PETji is the monthly potential evapotranspiration. The stan-585
dardized RDI is computed as followed (Tsakiris and Vange-
lis, 2005):
RDI =
ln(αi)− ln(αi)
σln(αi)
(9)
where σln(αi) is the standard deviation of the natural loga-
rithm of the aridity index and ln(αi) its mean.590
2.7 Computation of potential evapotranspiration
SPEI, PDSI, PHDI, and RDI are calculated using the same
expression for potential evapotranspiration (ET0), sometimes
referred to as reference evapotranspiration. We use the well-
known FAO Penman-Monteith equation (Allen et al., 2000)595
in all our calculations. Some indices, for example PDSI, are
often computed using simpler expressions for potential evap-
otranspiration that are based only on temperature, such as
the Thornthwaite equation (Jacobi et al., 2013). However,
we compute all indices with identical ET0 to avoid an un-600
due influence on the performance of the drought indices by
the choice of ET0.
The hydrological model, described in Sect. 2.3, also uses
daily inputs of reference evapotranspiration as estimated by
the FAO Penman-Monteith equation (Allen et al., 2000). ET0605
is then multiplied by a time-varying crop coefficient to ac-
count for the different crop types and their spatial distribu-
tion in the catchment. Hence, the final model input is the
spatially-explicit daily crop evapotranspiration under stan-
dard conditions (ETc), corresponding to the maximum evap-610
otranspiration of each crop without water limitation. The
crop coefficients are taken from Allen et al. (2000). Although
ETc is used to simulate hydrological impacts, it is not used
in the computation of drought indices. Here, we use ET0 in
all calculations. This is consistent with the approaches used615
in other studies. We want to mimic the typical utilization of
drought indices, which are usually computed directly from
meteorological data (e.g., Zarch et al., 2015). To test the im-
pact of our assumption, we repeated the analysis presented in
this paper using ETc instead of ET0 (results not shown) and620
found very similar correlations and relationships between
drought indices and hydrological variables.
The potential evapotranspiration used by the hydrological
model and in the computation of drought indices is calcu-
lated from the outputs of a weather generator (Sect. 2.4). To625
validate the outputs of the weather generator (Sect. 3.1), time
series of potential evapotranspiration are prepared, based on
measured time series. More precisely, we use 23 years of
precipitation and temperature (1988-2011) measured at the
meteorological station of Ejea de los Caballeros (Sect. 2.2).630
Time series of radiation, wind, and relative humidity are also
needed to calculate ET0. However, these variables are only
measured for the last 9 years. For the 14 years with missing
data, ET0 is calculated using the daily mean radiation, wind,
and relative humidity averaged over the last 9 years and on635
the actual measurement of temperature. Differences between
the usual calculation of ET0 and the calculation based on av-
eraged radiation, relative humidity, and wind are small. The
Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) between
the ET0 using the full data set and the ET0 based on averaged640
data is above 0.85 for the 9 last years.
2.8 Methods of comparing the drought indices to
predict hydrological variables
To compare how well the drought indices can predict the
chosen hydrological variables in present and future climate,645
we use two approaches. First, we compute the Pearson’s lin-
ear correlation coefficient r between the time series of me-
teorological drought indices and the hydrological variables.
Secondly, we compute changes in the coefficients of the (as-
sumed) linear regressions between the time series in present650
and future climate and the drought indices.
2.8.1 Pearson’s correlation coefficient
The Peason’s linear correlation coefficient quantifies how
well the variability in one time series can be explained by
the variability of another time series, assuming a linear re-655
lationship between the two variables. In the context of this
study, it indicates if the drought indices have the capability
of finding periods with a discharge or hydraulic heads lower
than usual and periods with water deficit higher than usual.
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It is defined as follows:660
r =
cov(DI,x)
σDI σx
(10)
in which cov is the covariance, DI is the value of the
drought index and x is the hydrological variable under con-
sideration. The range of r is -1 to +1, where +1 indicates a
perfect positive correlation, -1 is a perfect negative correla-665
tion, and a value of zero signifies no correlation.
2.8.2 Linear regression
The Pearson’s correlation coefficient indicates the degree of
linear dependence between two variables. However, if this
correlation coefficient is calculated under different climatic670
conditions, it does not indicate possible changes in the coef-
ficients of the (assumed) linear dependencies. To investigate
the changes in the linear dependency between the two cli-
mates, we perform a linear regression between a drought in-
dex and a hydrological variable in the present climate. Then,675
we use this linear relationship to predict the hydrological
variables from the same drought indices in future climate.
We conduct this analysis for each combination of drought
index and hydrological impact in all irrigation scenarios. By
this, we aim to investigate if drought indices in future climate680
represent on average a similar drought (i.e., a drought with
similar hydrological impacts) than in present climate. This is
important because many drought studies (e.g., Kirono et al.,
2011) only report changes in drought indices, implicitly as-
suming identical drought impacts for identical drought-index685
values in present and future climate. However, a drought de-
scribed by a SPI-value of -1, for example, may have dif-
ferent consequences on discharge and water deficit in pro-
jected future climate than under current climate conditions
(see Sect. 3.3).690
To quantify the changes in the linear dependencies be-
tween hydrological variables and drought indices, two per-
formance metrics were selected: The model bias B and the
normalized root mean square error (NRMSE). The model
bias is the sum of the differences between the predicted and695
the actual values of the hydrological variable:
B =
n∑
i=1
Vstat,i−Vmod,i (11)
where Vstat,i indicates the predicted value of discharge or
water deficit based on the linear regression, Vmod,i represents
the value of the same variable predicted by the hydrological700
model and n is the length of the time series.
TheNRMSE is the root mean square error divided by the
standard deviation of the least-square regression in present
climate σpres:
NRMSE =
1
σpres
√∑n
i=1(Vstat,i−Vmod,i)2
n
(12)705
In present climate, the variability of the differences be-
tween the outputs from the hydrological model and the linear
regression is smaller than 12% of the average difference be-
tween model outputs and the linear regression. Hence, the
error of the linear model in the present climate can be con-710
sidered homoscedastic, i.e, σpres is considered constant in
the subsequent analysis.
3 Results
3.1 Validation of the weather generator outputs
Because the outputs from the weather generator are used715
to compute the drought indices and to force the hydrolog-
ical model, the weather generator must reproduce the ob-
served characteristics of the meteorological variables. The
calibration and validation of the weather generator for the
statistics of precipitation and potential evapotranspiration has720
been presented by von Gunten et al. (2015). We extend this
work by comparing the frequency distribution of the studied
drought indices in the observed climate record with the corre-
sponding frequency distribution computed from the weather
generator outputs in the current climate.725
All seven drought indices used in our study are normalized
(Sect. 2.6) so that they can be used in different regions. If the
normalization would have been carried out separately in the
observed and simulated data, the frequency distributions of
the drought indices would be similar, regardless of the sim-730
ilarity of the time series. To provide a meaningful compar-
ison, we compute the normalization on the simulated data
(weather generator) and we use the same normalization for
the observed data (current climate record).
To compute each drought index, we use the measured time735
series, which has a length of 23 years (1988-2011). In ad-
dition, we compute the drought indices using the simulated
data. To get a comparable length between measured and
modeled data, the time series of drought indices based on the
weather generator are separated into 15 periods with a dura-740
tion of 23 years each (totaling 354 years). The final length of
this time series is chosen such that it is about twice the length
of the hydrological simulations (180 years). We then prepare
15 empirical cumulative distribution functions (ecdf ) based
on the outputs of the weather generator and compare them745
with the ecdf based on the current observed climate record
(Fig. 4).
The ecdf of all drought indices based on measurements fall
into the region defined by the 15 modeled ecdf. Hence, differ-
ences between the observed and simulated data were small,750
compared to the difference between the 15 modeled ecdf.
In addition, we used a 2-sided Kolmogorov-Smirnov test to
compare the time series based on modeled and measured
data. This test (e.g., Hazewinkel, 2001) is a non-parametric
statistical test which quantifies the maximum distance in cu-755
mulative probability between two distributions and tests how
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likely it is that the two samples are drawn from the same dis-
tribution. All drought indices pass this test, i.e., the null hy-
pothesis of identical ecdf between measured and simulated
data is not rejected at a 5% significance level. Therefore, the760
drought indices based on the time series of the weather gen-
erator outputs are showing a reasonable agreement with the
observed time series to be used in present climate. Weather
generators are commonly operated to produce time series
of future hydro-meteorological variables (e.g., Burton et al.,765
2010) and we are also confident to use the weather generator
to produce future time series of drought indices.
3.2 Correlation coefficients between drought indices
and hydrological variables
In this section, we analyze the correlation between the dif-770
ferent drought indices for the 180 years of each scenario and
the corresponding simulated mean annual discharge, water
deficit, and hydraulic heads. For this purpose, we use the
Pearson’s linear correlation coefficient r between the drought
indices and the hydrological variables (Sect 2.8.1). We con-775
duct the same analysis for present and future climate, and for
the different irrigation scenarios. Here, we present only the
main results of this comparison (details are available in the
supplementary material).
In summary, the correlation coefficients between the hy-780
drological variables and the drought indices are similar for
all irrigation scenarios in present and future climate. For ex-
ample, let us consider the correlation coefficients between
drought indices and discharge (Fig. 5). In present climate,
SPEI, RDI, and RAI have the highest correlation with dis-785
charge in the PIRR scenario (0.77< r < 0.80) as well as
in the NOIRR scenario (0.81< r < 0.83). These indices
also have similar correlation coefficients in future climate
(0.79< r < 0.84). If we consider the correlation of a partic-
ular drought index with discharge over all climate/irrigation790
scenarios, the differences in r is < 0.1.
Water deficit exhibits a similar behavior as discharge when
correlation coefficients are examined. When the absolute val-
ues of correlation coefficients are large in present climate,
they will be similarly large in future climate or in another795
irrigation scenario. SPEI, RDI, and RAI have the largest
correlation coefficients with water deficit in all scenarios
(0.78< |r|< 0.81).
Correlation coefficients between drought indices and
groundwater heads in a particular observation well are sim-800
ilar for all drought indices considered. However, the corre-
lation coefficients are very different from one observation
well to another (see supplementary material for more infor-
mation).
3.3 Linear regressions between hydrological variables805
and drought indices
The previous section has shown that the linear correlation
between drought indices and hydrological variables is rel-
atively similar under all climatic and irrigation conditions.
Hence, a particular drought index is able to identify the dry810
periods in present and future climate. However, this does not
indicate whether the droughts in future climate have similar
hydrological impacts than those in present climate. Corre-
lation coefficients quantify how well a relationship between
two variables can be expressed by an (assumed) linear equa-815
tion, without considering the actual coefficients of the linear
equation. The latter are commonly evaluated by linear regres-
sion.
Identifying changes in the regression coefficients of the
relationships between drought-indices and hydrological vari-820
ables is important when making hydrological predictions
based on meteorological drought indices in a changing cli-
mate. Only when the regression coefficients do not change,
the same value of a drought index has the same hydrological
impact. Towards this end, we compare changes in the (as-825
sumed) linear regressions between drought indices, and dis-
charge or water deficit (Sect. 2.8.2). In the subsequent analy-
sis, we do not consider hydraulic heads because the results al-
most entirely depend on the position of the observation well.
The stability of the relationship between drought indices830
and hydrological variables strongly depends on the chosen
drought index and the irrigation scenario. In Fig. 6, we ex-
emplify the relationship between SPEI and discharge for two
irrigation scenarios in present and future climate. On the right
panel of Fig. 6 (scenario FUTIRR), the relationship between835
SPEI and discharge is relatively stable in different climates.
A drought with a similar intensity (as defined by SPEI) has
similar impacts on discharge in present and future climate.
On the left panel, the bias is larger. In this case, a drought
with a particular SPEI-value results in a different annual840
mean discharge in present and future climate.
As outlined above, we use two different performance met-
rics to quantify this bias, the model biasB and theNRMSE
(Sect 2.8.2). Fig. 7 shows these two metrics for all indices
and the two hydrological variables (discharge and water845
deficit) as bar plots. Overall, our results suggest that the rela-
tionships between the chosen meteorological drought indices
and hydrological variables are not stable under a changing
climate. The computed model biases between drought in-
dices in present and future climate appear important. In the850
scenario without irrigation, the largest observed model bias
is 0.012 m3/s for discharge and 3.1% for the water deficit
(mean discharge in present climate: 0.015 m3/s, mean an-
nual water deficit: 80%). With irrigation, the largest bias for
discharge is 0.006 m3/s for the RAI drought index and 9%855
for water deficit (mean discharge: 0.03 m3/s, mean annual
water deficit for irrigated and non-irrigated zones: 52%). In
the worst case described above (discharge without irrigation),
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the model bias can reach 80% of the value of the hydrological
variable, which is a significant difference. For certain condi-860
tions, however, the bias is low. For example, water deficit in
the scenario without irrigation is predicted well by the lin-
ear model (the largest bias is equivalent to only 3.9% of the
present water deficit).
For discharge, model bias depends strongly on the irriga-865
tion scenario (Fig. 7, top panels). With irrigation, the drought
indices often underestimate the changes in discharge, espe-
cially if the indices are based on precipitation only. For exam-
ple, in the case of SPI, the model bias for discharge is−0.006
m3/s with irrigation (and 0.001 m3/s without irrigation). On870
the contrary, drought indices which are based on ET0 and
precipitation have a lower bias in the scenario with irrigation
than in the scenario without irrigation. For example, SPEI
has a model bias of 0.001 m3/s with irrigation and of 0.012
m3/s without irrigation. In the Lerma catchment, discharge is875
more sensitive to climate change when irrigation is present
(von Gunten et al., 2015). Hence, drought indices which are
more sensitive to climate change, notably to changes in ET0,
predict changes in discharge better in irrigated cases. The
discharge in the scenario without irrigation does not change880
significantly and drought indices with a smaller reaction to
climate change are better predictors for hydrological impacts
than those with a stronger reaction (Fig. 7, top panels).
For the water deficit (Fig. 7, bottom panels), drought in-
dices which include ET0 have a lower model bias than in-885
dices which only include precipitation. In the case of SPI
with irrigation, the model bias is 8.5%. In the case of RDI,
which includes ET0, the model bias is 3.3%. The lower bias
for drought indices containing ET0 can be explained because
ET0 is directly influencing the water-deficit calculation.890
The drought indices with the lowest model bias and a cor-
relation coefficient r > 0.6 are: RAI for discharge in NOIRR
scenario, RDI for the water deficit in FUTIRR/PIRR sce-
nario, and SPEI for the water deficit in the NOIRR scenario
and discharge in FUTIRR/PIRR scenario.895
3.4 Future droughts
In Sect. 3.2 and Sect. 3.3, we explored the relationships
between the different drought indices and the selected hy-
drological variables in present and future climate. In the
present section, we compare the drought indices in present900
climate to those in future climate. This is a step forward
compared to previous studies because we use the informa-
tion of Sect. 3.2 and Sect. 3.3 to improve the predictions of
future droughts, notably to interpret differences between the
predictions based on different drought indices. Fig. 8 shows905
the changes between present and future climate in the seven
drought indices based on the outputs of the four regional
climate models. Note that a decrease in the values of the
drought indices indicates an increase in drought intensity.
When we compare the changes in drought indices between910
present and future climate, significant differences can be ob-
served between the different climate scenarios (based on the
4 regional climate models). Indices which only contain pre-
cipitation (RAI, SPI, and EDI) predict a small increase in
droughts or a small decrease depending on the climate sce-915
nario (Fig. 8, top panels). For example, the average SPI de-
creases by -0.4 when using the ETHZ climate scenario and
increases by 0.2 when using the MPI scenario (for compar-
ison, an SPI of -3 would be an extreme drought). The MPI
and UCLM regional climate models predict an increase in920
annual precipitation for the Lerma catchment (von Gunten
et al., 2015). Hence, the climate scenarios based on these re-
gional climate models result in a decrease in drought events
(i.e., an increase in the drought index value) when indices are
only based on precipitation. Indices which also consider ET0925
(Fig. 8, bottom panels) indicate an increase in droughts in all
analyzed future climates. However, this increase is smaller
when MPI and UCLM are used to construct the climate sce-
nario. In the MPI case, a decrease of 1.1 in the mean value of
SPEI is computed. When the ETHZ climate model is used, a930
decrease of 2.95 is computed (Fig. 8, bottom panel).
In addition to the differences related to the chosen climate
scenario, the choice of the drought index has a large influ-
ence on the prediction of future droughts. These differences
in drought prediction are largely the reflection of the differ-935
ences in the linear relationships between drought indices and
hydrological variables discussed in Sect. 3.3. If a drought in-
dex has a negative bias for discharge (as it is the case for in-
dices which are based on precipitation only), small changes
in future droughts are predicted. For example, when we aver-940
age the four different climate scenarios, mean RAI in future
climate shows a decrease of 0.02 when compared to RAI in
present climate (Fig. 8, top panel, left column). Based on the
linear model under present irrigation conditions, this can be
translated to an increase in water deficit of 0.21 mm/year and945
a decrease in discharge of 8.7×10−5 m3/s. These changes
are unlikely to have consequential impacts on irrigation or
on the hydraulic regime of the catchment. For the indices
that depend on ET0, the predicted increase in droughts be-
comes larger. For example, mean SPEI shows a decrease of950
-2.43 (average of four regional climate models). If we would
use the linear model developed in present climate, the de-
crease in discharge in the scenario with irrigation would be of
0.01 m3/s, which is one third of the annual mean discharge.
Based on the hydrological model, the change in discharge955
in the FUTIRR scenario is 0.006 m3/s (average of the four
climate models). Large uncertainties linked with climate pre-
diction and hydrological modeling still prevail in this estima-
tion. However, the hydrological model generally reproduces
discharge and hydraulic head measurements. Moreover, it960
simulates many relevant processes leading to discharge gen-
eration. Hence, we assess this model to be more reliable in
predicting hydrological effects of climate change than a mere
comparison of meteorological drought-index values.
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4 Discussion965
Outputs from global or regional climate models are often
used to predict changes of droughts in future climates be-
cause these outputs are easy to obtain and relatively simple
to analyze. In most cases, the analysis is based on the com-
putation of meteorological drought indices. To use drought970
indices in climate-impact studies, it is necessary to choose a
particular set of indices. Based on the assessment of corre-
lation coefficients and stability of the relationships between
hydrological variables and drought indices, the drought in-
dices RDI, RAI, and SPEI are the most suitable indices in975
our case study. However, their performance strongly depends
on the assumed irrigation scenarios and may thus be different
in other climates and land-uses. Other drought indices might
perform better in more humid or colder climates. However,
based on this study, these three indices are the most suitable980
for climate-impact studies in Mediterranean climate.
On a broader level, we propose to use drought indices with
a certain caution in climate-impact studies and advise against
using a single drought index. A hydrological model is a more
direct way to analyze hydrological drought impacts in future985
climate and it should be used whenever possible in such stud-
ies. Unfortunately, the development and the parameter cali-
bration of hydrological models is a complicated task and de-
pends on the availability of hydrological measurements such
as discharge and hydraulic heads.990
If the development of a hydrological model is not an op-
tion, our results suggest that outputs from drought indices
should be analyzed in detail with respect to three issues, re-
gardless of the set of the chosen drought indices:
1. The importance of potential evapotranspiration: Many995
meteorological drought indices only consider precipi-
tation. Because these indices neglect the predicted in-
crease in potential evapotranspiration, their uses could
lead to an underestimation of future drought risks.
This has been reported in previous studies, notably by1000
Dubrovsky et al. (2009) and Zarch et al. (2015). Our
study confirms that drought indices which neglect po-
tential evapotranspiration predict smaller changes in
droughts than those which include ET0 (Sect. 3.4).
However, we found that some indices that include ET0,1005
such as SPEI, predict larger changes in drought sever-
ity compared to the simulations with the hydrological
model (Sect 3.3), especially in scenarios with low soil
moisture (scenario NOIRR). This was not previously
considered and it indicates that, under some circum-1010
stances, the influence of ET0 can be overestimated.
2. Correlation coefficients are not always sufficient to
compare drought indices: Our comparison of the cor-
relation coefficients between hydrological variables and
drought indices (Sect 3.2) leads to similar results than1015
previous studies. For example, Vicente-Serrano et al.
(2012a) compared the correlation between standardized
stream flow (SSI) at monthly time scale and 6 drought
indices, including SPI, SPEI, PDSI, and PHDI. SPEI
showed the best correlation with discharge - results that1020
we could reproduce (Fig. 5). SPI has a lower correlation
than SPEI, but the difference is relatively small in both
studies. However, more detailed investigations of the re-
lationships between the drought indices and hydrologi-
cal variables provide new insights which are not possi-1025
ble to obtain by using correlation coefficients alone. For
instance, the correlation coefficients between drought
indices and annual mean discharge are similar in all sce-
narios and all climates within our study, while the re-
gression coefficients change in future climate, and they1030
do so differently in different irrigation scenarios. Hence,
impacts of irrigation and climate on drought indices are
better understood if we use analysis tools beyond corre-
lation coefficients.
3. The hydrological impacts of drought depend on cli-1035
mate change: This has been previously explored in other
studies, notably in studies focusing on hydrological
droughts. For instance, Wanders et al. (2015) proposed
a method to adapt the low-flow threshold defining the
start of a hydrological drought as a function of the ad-1040
vance of climate change. The goal was to account for
changes in the responses of low flows to droughts in a
changing climate. However, these changes are also im-
portant when studying meteorological droughts. In this
field, it is often assumed that the same lack of precip-1045
itation would have the same (hydrological) effects in
present and future climate. However, this is not always
the case (Sect 3.3). Investigating changes in frequency
and intensity of meteorological droughts results in bi-
ased predictions of climate change impacts if changes1050
in the hydrological processes are not considered.
5 Conclusions
The interpretation of changes in meteorological drought in-
dices between future and present climates can be consider-
ably compromised by the assumption that the relationship1055
between the drought indices and the hydrological variables
(which represent the effects of drought) is identical in present
and future climate. The same drought-index value might lead
to different drought consequences in present and future cli-
mate. Results can be further compromised by neglecting the1060
increase in ET0. In our case study, drought indices that take
into account precipitation only (SPI, RAI, and EDI) under-
estimate the impact of droughts on water deficit and dis-
charge often. By contrast, indices which give a high weight to
ET0 (as SPEI) sometimes overestimate the impact of future1065
droughts on discharge, especially in the absence of irrigation.
As a summary, in the Lerma catchment, drought indices
are useful indicators of dry periods in all tested climates
and land-uses. However, a change in a particular drought
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index in future climate cannot easily be transferred to hy-1070
drological effects of droughts. In a stationary climate, the
relationships between drought impacts and drought indices
are usually reliable and so the hydrological consequences of
droughts can be assessed from the drought indices. However,
these relationships may change in a non-stationary climate1075
and their evolution strongly depends on the particular com-
bination of drought index and land-use. Hence, projections
of future droughts using only one drought index may results
in misleading estimation of the possible drought impacts.
Because drought indices can be estimated directly from1080
the outputs of climate models, they are popular metrics of
droughts even though they cannot be related uniquely to hy-
drological or even ecological impacts of droughts. Rather
than relying on these indices, we recommend using a hydro-
logical model to study hydrological effects of future droughts1085
whenever possible. If setting up a hydrological model is not
feasible, we advise to consider more than a single drought
index and choose drought indices that take both precipita-
tion and ET0 into account. We also advise to test the chosen
drought indices against measured or modeled results.1090
Regardless of the chosen drought index or of the climate
scenarios, this study, and many previous studies (e.g., Blenk-
insop and Fowler, 2007), predict an increase in the severity
of droughts in the next fifty years in northern Spain. Adap-
tation to the new climatic conditions will therefore be neces-1095
sary. The complexity of hydrological predictions should not
prevent a timely adjustment of the urban water and irrigation
networks.
6 Data availability
Hydrological data from the Lerma catchment have been1100
collected and is owned by the Spanish Geological Sur-
vey (e.g., Merchán et al., 2013). Meteorological data
have been collected by the Spanish meteorological na-
tional agency (AEMET) and is currently proprietary.
Data from the ENSEMBLES project is available at:1105
http://ensemblesrt3.dmi.dk/.
Acknowledgements. We show our appreciation to H. Fowler and
S. Blenkinsop for providing the weather generators and for their
support. Moreover, we thank the Spanish meteorological national
agency (AEMET) to provide us the meteorological data. In addi-1110
tion, we acknowledge the ENSEMBLES project, funded by the Eu-
ropean Commission’s 6th Framework Programme (contract num-
ber: GOCE-CT-2003-505539), to provide us the outputs from the
regional climate models. Research in the Lerma catchment is sup-
ported by the European Union (FEDER funds, grant CGL-2012-1115
32395) of the Spanish Ministry of Economy and Competitive-
ness. The publication of this article is supported by the Deutsche
Forschungsgemeinschaft and the" open access publishing fund" of
the University of Tübingen. This study was performed within the
International Research Training Group "Integrated Hydrosystem1120
Modeling" (grant GRK 1829/1 of the Deutsche Forschungsgemein-
schaft).
References
Abrahao, R., Causapé, J., García-Garizábal, I., and Merchán, D.:
Implementing irrigation: Water balances and irrigation quality in1125
the Lerma basin (Spain), Agricult. Water Manag., 102, 97–104,
2011.
Agwata, J.: A review of some indices used for drought studies, Civil
and Environmental research, 6, 14–21, 2014.
Allen, R., Pereira, L., Raes, D., and Smith, M.: Crop evapotranspi-1130
ration (guidelines for computing crop water requirements), FAO
irrigation and drainage paper, 56, 2000.
Ashkar, F. and Mahdi, S.: Fitting the log-logistic distribution by
generalized moments, J. Hydrol., 328, 694 – 703, 2006.
Bachmair, S., Kohn, I., and Stahl, K.: Exploring the link between1135
drought indicators and impacts, Nat. Hazard and Earth Sys., 15,
1381–1397, 2015.
Beltrán, A.: Estudio de los suelos de la zona regable de Bardenas
II. Sectores VIII, IX, X, XII y XIII., Instituto Nacional de Re-
forma y Desarrollo Agrario, Ministerio de Agricultura, Pesca y1140
Alimentación, 1986.
Blenkinsop, S. and Fowler, H.: Changes in European drought char-
acteristics projected by the PRUDENCE regional climate mod-
els, Int. J. Climatol., 27, 1595 – 1610, 2007.
Bloomfield, J. and Marchant, B.: Analysis of groundwater drought1145
building on the standardised precipitation index approach, Hy-
drol. Earth Syst. Sci., 17, 4769–4787, 2013.
Bovolo, C., Blenkinsop, S., Majone, B., Zambrano-Bigiarini, M.,
Fowler, H., Bellin, A., Burton, A., Barceló, D., Grathwohl, P.,
and Barth, J.: Climate change, water resources and pollution in1150
the Ebro basin: towards an integrated approach, in: The Ebro
River Basin, edited by Barceló, D. and Petrovic, M., Springer-
Verlag, 2010.
Burke, E. J., Brown, S. J., and Christidis, N.: Modeling the recent
evolution of global drought and projections for the twenty-first1155
century with the Hadley Centre climate model, J. Hydrometeor.,
7, 1113–1125, 2006.
Burton, A., Kilsby, C., Fowler, H., Cowpertwait, P. S. P., and
O’Conell, P.: RainSim: A spatial-temporal stochastic rainfall
modelling system, Environ. Mod. Software, 23, 1356–1369,1160
2008.
Burton, A., Fowler, H., Blenkinsop, S., and Kilsby, C.: Downscal-
ing transient climate change using a Neyman-Scott Rectangular
Pulses stochastic rainfall model, J. Hydrol., 381, 18–32, 2010.
Byun, H.-R. and Wilhite, D.: Objective quantification of drought1165
severity and duration, J. Climate, 12, 2747–2756, 1999.
Collins, M., Booth, B., Harris, G., Murphy, J., Sexton, D., and
Webb, M.: Towards quantifying uncertainty in transient climate
change, Clim. Dyn., 27, 127–147, 2006.
Dai, A.: Drought under global warming: a review, Wiley Interdisci-1170
plinary Reviews: Climate Change, 2, 45–65, 2011.
Dubrovsky, M., Svoboda, M., Trnka, M., Hayes, M., Wilhite, D.,
Zalud, Z., and Hlavinka, P.: Application of relative drought in-
dices in assessing climate-change impacts on drought conditions
in Czechia, Theor. Appl. Climatology, 96, 155–171, 2009.1175
von Gunten et al.: Estimation of the usefulness of drought indices in a changing climate 13
Edwards, D.: Characteristics of 20th century drought in the United
States at multiple time scales, Ph.D. thesis, Colorado State Uni-
versity, 1997.
Gil, M., Garrido, A., and Gómez-Ramos, A.: Economic analysis of
drought risk: An application for irrigated agriculture in Spain,1180
Agr. Water Manage., 98, 823–833, 2011.
Hayes, M. and Lowrey, J.: Drought indices, Intermountain West Cli-
mate Summary, pp. 1–6, 2007.
Hazewinkel, M.: Encyclopedia of mathematics, Springer (Kluwer
Academic Publishers), 2001.1185
Heim, R.: A review of the twentieth-century drought indices used in
the United States, B. Am. Meteorol. Soc., 83, 1149–1165, 2002.
Herrera, S., Fita, L., Fernández, J., and Gutiérrez, J. M.: Evalua-
tion of the mean and extreme precipitation regimes from the EN-
SEMBLES regional climate multimodel simulations over Spain,1190
J. Geophys. Res., 115, D21 117, 2010.
Hisdal, H., Stahl, K., Tallaksen, L., and Demuth, S.: Have stream-
flow droughts in Europe become more severe or frequent?, Int. J.
Climatol., 21, 317–333, 2001.
Holman, I., Tascone, D., and Hess, T.: A comparison of stochastic1195
and deterministic downscaling methods for modelling potential
groundwater recharge under climate change in East Anglia, UK:
implications for groundwater resource management, Hydrogeol.
J., 17, 1629–1641, 2009.
Jacob, D., Van den Hurk, B., Andrae, U., Elgered, G., Fortelius,1200
C., Graham, L. P., Jackson, S. D., Karstens, U., Köpken, C.,
Lindau, R., Podzun, R., Rockel, B., Rubel, F., Sass, B. H.,
Smith, R. N. B., and Yang, X.: A comprehensive model inter-
comparison study investigating the water budget during the
BALTEX-PIDCAP period, Meteorol. Atmos. Phys., 77, 19–43,1205
2001.
Jacobi, J., Perrone, D., Duncan, L. L., and Hornberger, G.: A tool
for calculating the Palmer drought indices, Water Resour. Res.,
49, 6086–6089, 2013.
Jaeger, E., Anders, I., Lüthi, D., Rockel, B., Schär, C., and Senevi-1210
ratne, S.: Analysis of ERA40-driven CLM simulations for Eu-
rope, Meteorol. Zeitung, 17, 349–367, 2008.
Keyantash, J. and Dracup, J. A.: The quantification of drought: An
evaluation of drought indices, B. Am. Meteorol. Soc., 83, 1167–
1180, 2002.1215
Kilsby, C., Jones, P., Burton, A., Ford, A., Fowler, H., Harpham, C.,
James, P., Smith, A., and Wilby, R.: A daily weather generator
for use in climate change studies, Environ. Mod. Software, 22,
1705 – 1719, 2007.
Kim, B. S., Park, I. H., and Ha, S. R.: Future projection of droughts1220
over South Korea using representative concentration pathways
(RCPs), Terr. Atmos. Ocean Sci., 25, 673–688, 2014.
Kirono, D., Kent, D., Hennessy, K., and Mpelasoka, F.: Character-
istics of Australian droughts under enhanced greenhouse condi-
tions: Results from 14 global climate models, J. Arid Environ.,1225
75, 566–575, 2011.
Kumar, R., Musuuza, J. L., van Loon, A. F., Teuling, A. J., Barthel,
R., Broek, J., Mai, J., Samaniego, L., and Attinger, S.: Multiscale
evaluation of the standardized precipitation index as a groundwa-
ter drought indicator, Hydrol. Earth Syst. Sci. Discuss, 12, 7405–1230
7436, 2015.
Leng, G., Tang, Q., and Rayburg, S.: Climate change impacts on
meteorological, agricultural and hydrological droughts in China,
Global Planet. Change, 126, 23–34, 2015.
Li, H., Sheffield, J., and Wood, E.: Bias correction of monthly pre-1235
cipitation and temperature fields from Intergovernmental Panel
on Climate Change AR4 models using equidistant quantile
matching, J. Geophys. Res., 115, D10 101, 2009.
Masud, M., Khaliq, M., and Wheater, H.: Analysis of meteorolog-
ical droughts for the Saskatchewan River Basin using univariate1240
and bivariate approaches, J. Hydrol., 522, 452 – 466, 2015.
Mavromatis, T.: Drought index evaluation for assessing future
wheat production in Greece, Int. J. Climatol., 27, 911–924, 2007.
McKee, T. B., Doesken, N. J., and Kleist, J.: The relationship of
drought frequency and duration to time scales, Eighth Confer-1245
ence on Applied Climatology, Anaheim, California„ 1, 179–184,
1993.
Meehl, G., Stocker, T., Collins, W., Friedlingstein, P., Gaye, A.,
Gregory, J., Kitoh, A., Knutti, R., Murphy, J., Noda, A., Raper,
S., Watterson, I., Weaver, A., and Zhao, Z.: Global climate pro-1250
jections, in: The physical science basis. Contribution of working
group I to the fourth assessment report of the Intergovernmen-
tal Panel on Climate Change, edited by Solomon, S., Qin, D.,
Manning, M., Chen, Z., Marquis, M., Averyt, K., Tignor, M.,
and Miller, H., Cambridge University Press, Cambridge, United1255
Kingdom and New York, NY, USA, 2007.
Merchán, D., Causapé, J., and Abrahao, R.: Impact of irrigation im-
plementation on hydrology and water quality in a small agricul-
tural bassin in Spain, Hydrolog. Sci. J., 58, 1400–1413, 2013.
Mishra, A. and Singh, V.: A review of drought concepts, J.Hydrol.,1260
391, 202–216, 2010.
Nakic´enovic´, N., Davidson, O., Davis, G., Grübler, A., Kram, T.,
Rovere, E. L. L., Metz, B., Morita, T., Pepper, W., Pitcher, H.,
Sankovski, A., Shukla, P., Swart, R., Watson, R., and Dadi, Z.:
Emission scenarios - Summary for policymakers, Intergoverne-1265
mental Panel on Climate Change - Special Report, 2000.
Nash, J. and Sutcliffe, V.: River flow forecasting through conceptual
models, part I- A discussion of principles, J. Hydrol., 10, 282–
290, 1970.
Niemeyer, S.: New drought indices, Options Méditerranéenes,1270
Séries A:, 80, 267–274, 2008.
Palmer, W.: Meteorological drought, Office of Climatology, U.S.
Departement of commerce, 45, 1–58, 1965.
Park, C.-K., Byun, H.-R., Deo, R., and Lee, B.-R.: Drought predic-
tion till 2100 under RCP 8.5 climate change scenarios for Korea,1275
J. Hydrol., 526, 221–230, 2015.
Plata-Torres, J.: Informe sobre la campaña de sondeos eléctrico ver-
ticales efectuados en el barranco de Lerma (Zaragoza), Grupo de
Geofísica del Instituto Geológico y Minero de España, 2012.
Prudhomme, C., Reynard, N., and Crooks, S.: Downscaling of1280
global climate models for flood frequency analysis: Where are
we now?, Hydrol. Processes, 16, 1137–1150, 2002.
Quiring, S. and Papakryiakou, T. N.: An evaluation of agricultural
drought indices for the Canadian prairies, Agr. Forest Meteorol.,
118, 49–62, 2003.1285
Samaniego, L., Kumar, R., and Zink, M.: Implications of parame-
ter uncertainty on soil moisture drought analysis in Germany, J.
Hydrometeorol., 14, 47–68, 2013.
Sánchez, E., Gallardo, C., Gaertner, M., Arribas, A., and Castro, M.:
Future climate extreme events in the Mediterranean simulated1290
by a regional climate model: A first approach, Global Planet.
Change, 44, 163–180, 2004.
14 von Gunten et al.: Estimation of the usefulness of drought indices in a changing climate
Srikanthan, R. and McMahon, T.: Stochastic generation of annual,
monthly and daily climate data: A review, Hydrol. Earth Sys.
Sci., 5, 653–670, 2001.1295
Stahl, K., Kohn, I., Blauhut, V., Urquijo, J., de Stefano, L., Aca-
cio, V., Dias, S., Stagge, J., Tallaksen, L. M., Kampragou, E.,
van Loon, A., Barker, L., Melsen, L., Bifulco, C., Musolino, D.,
de Carli, A., Massarutto, A., Assimacopoulos, D., and van La-
nen, H.: Impacts of European drought events: insights from an1300
international database of text-based reports, Nat. Hazards Earth
Syst. Sci. Discuss., 3, 5453–5492, 2015.
Svoboda, M., Hayes, M., and Wood, D.: Standardized precipitation
index user guide, World Meteorological Organization, 1090, 1–
24, 2012.1305
Szép, I., Mika, J., and Dunkel, Z.: Palmer drought severity index
as soil moisture indicator: physical interpretation, statistical be-
haviour and relation to global climate, Phys. Chem. Earth, 30,
231–245, 2005.
Therrien, R.: HydroGeoSphere - A three-dimensional numerical1310
model describing fully-integrated subsurface and surface flow
and solute transport., Ph.D. thesis, Université Laval and Univer-
sity of Waterloo, 2006.
Therrien, R., McLaren, R., Sudicky, E., and Panday, S.: HydroGeo-
Sphere: A three-dimensional numerical model describing fully-1315
integrated subsurface and surface flow and solute transport - user
manual, University of Waterloo, 2010.
Toews, M. and Allen, D.: Evaluating different GCMs for predicting
spatial recharge in an irrigated arid region, J. Hydrol., 374, 265–
281, 2009.1320
Tsakiris, G. and Vangelis, H.: Establishing a drought index incor-
porating evapotranspiration, European Water, 9, 3–11, 2005.
Tue, V. M., Raghavan, S. V., Minh, P., and Shie-Yui, L.: Investigat-
ing drought over the Central Highland, Vietnam, using regional
climate models, J. Hydrol., 526, 265–273, 2015.1325
van der Linden, P. and Mitchell, J.: ENSEMBLES: Climate change
and its impact: Summary of research and results from the EN-
SEMBLES project, Met Office Hadley Centre, UK, 1, 1–160,
2009.
van Genuchten, M.: A closed-form equation for predicting the hy-1330
draulic conductivity of unsaturated soils, Soil. Sci. Soc. Am. J.,
44, 892–898, 1980.
Vicente-Serrano, S., Beguería, S., and López-Moreno, J. I.: A Mul-
tiscalar drought index sensitive to global warming: The standard-
ized precipitation evapotranspiration index, J. Climate, 23, 1696–1335
1718, 2009.
Vicente-Serrano, S. M., Beguería, S., Lorenzo-Lacruz, J., Ca-
marero, J., López-Moreno, J., Azorin-Molina, C., Revuelto, J.,
Morán-Tejeda, E., and Sanchez-Lorenzo, A.: Performance of
drought indices for ecological, agricultural, and hydrological ap-1340
plications, Earth Interact., 16, 1–27, 2012a.
Vicente-Serrano, S. M., López-Moreno, J. I., Beguería, S., Lorenzo-
Lacruz, J., Azorin-Molina, C., and Morán-Tejeda, E.: Accurate
computation of a streamflow drought index, J. Hydrol. Eng., 17,
318–332, 2012b.1345
Vicente-Serrano, S. M., van der Schrier, G., Beguería, S., Azorin-
Molina, C., and López-Moreno, J. I.: Contribution of precipita-
tion and reference evapotranspiration to drought indices under
different climates, J. Hydrol., 526, 42–54, 2015.
von Gunten, D., Wöhling, T., Haslauer, C., Merchán, D., Causapé,1350
J., and Cirpka, O.: Efficient calibration of a distributed pde-based
hydrological model using grid coarsening, J. Hydrol., 519, 3290–
3304, 2014.
von Gunten, D., Wöhling, T., Haslauer, C., Merchán, D., Causapé,
J., and Cirpka, O.: Estimating climate-change effects on a1355
Mediterranean catchment under various irrigation conditions, J.
Hydrol. Reg. Stud., in press, 2015.
Wanders, N., Wada, Y., and van Lanen, H.: Global hydrologi-
cal droughts in the 21st century under a changing hydrological
regime, Earth Syst. Dynam., 6, 1–15, 2015.1360
Wilhite, D. A. and Glantz, M. H.: Understanding the drought phe-
nomenon: The role of definitions, in: Planning for drought: To-
ward a reduction of societal vulnerability, edited by Wilhite,
D. A., Easterling, W. E., and Wood, D. A., pp. 11–27, Westview
Press, 1985.1365
Wu, H., Hayes, M. J., Wilhite, D. A., and Svoboda, M. D.: The
effect of the length of record on the standardized precipitation
index calculation, Int. J. Climatol., 25, 505–520, 2005.
Zarch, M. A. A., Sivakumar, B., and Sharma, A.: Droughts in a
warming climate: A global assessment of standardized precip-1370
itation index (SPI) and reconnaissance drought index (RDI), J.
Hydrol., 526, 183 –195, 2015.
Zargar, A., Sadiq, R., Naser, B., and Khan, F. I.: A review of drought
indices, Environ. Rev., 19, 333–349, 2011.
von Gunten et al.: Estimation of the usefulness of drought indices in a changing climate 15
Table 1. A summary of the drought indices used in this study.
Indices Acro- Input Chosen Reference
nym time scale
Standardized precipitation index SPI P 12 months Svoboda et al. (2012)
Standardized precip. evapo. index SPEI P, PET 12 months Vicente-Serrano et al. (2009)
Rainfall anomaly index RAI P 12 months Keyantash and Dracup (2002)
Effective drought index EDI P 12 months Byun and Wilhite (1999)
Palmer drought severity index PDSI P, PET ∼ 9 months Palmer (1965)
Palmer hydrological drought index PHDI P, PET ∼ 9 months Palmer (1965)
Reconnaissance drought index RDI P, PET 12 months Tsakiris and Vangelis (2005)
Table 2. Name and acronym of the regional climate models used in this study. - Adapted from Herrera et al. (2010) and von Gunten et al.
(2015).
Acronym RCM GCM Reference
ETHZ CLM HadCM3 Jaeger et al. (2008)
METO HadRM3 HadCM3 Collins et al. (2006)
MPI M- REMO ECHAM5 Jacob et al. (2001)
UCLM PROMES HadCM3 Sánchez et al. (2004)
Figure 1. Surface elevation of the Lerma catchment (masl.). The observation wells drilled in 2010 are indicated by blue circles and the ones
drilled in 2008 are indicated by white circles. The gray line represents the limits of the surface flow domain. Vertical exaggeration: 5:1.
Modified from von Gunten et al. (2014, 2015).
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Figure 2. Soil and hydrogeological zones for the year 2009. Vertical exaggeration: 5:1. Modified from von Gunten et al. (2014, 2015).
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Figure 3. Empirical cumulative distribution function of daily pre-
cipitation for present and future climate scenarios.
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Figure 4. Empirical cumulative distribution function (ecdf ) of drought indices based on measurement time series (in blue) and based on the
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Figure 6. Performance of SPEI in future climate for annual discharge. The black line is the linear regression between SPEI and discharge in
present climate. Left panel: NOIRR scenario, large model bias. Right panel: FUTIRR scenario, no significant model bias.
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Figure 7. Model bias and NRMSE in the NOIRR and PIRR/FUTIRR irrigation scenarios.
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Figure 8. Present and future (2040-2050) droughts predicted by the seven drought indices, using the outputs from the weather generator. See
Table 2 for information about the four regional climate models.
7 Discussion and Conclusion
7.1 Integrated hydrological models in climate-impact studies
The main goal of this thesis has been to estimate the usefulness of integrated hydrological
models in climate-impact studies. My conclusion is that integrated hydrological models
have three main advantages over other types of models, when studying the hydrological
effects of climate change:
 Firstly, integrated hydrological models allow a joint study of the different
components of the water balance. In the majority of previous studies, impacts of
climate change on surface and subsurface flow are studied separately (Goderniaux,
2011), neglecting important feed-backs between surface and subsurface. I have
estimated climate-change impacts on the hydrology coherently over all component of
the water balance. For example, the dependence of the relationship between actual
evapotranspiration and hydraulic heads on the water-table depth can be understood
more precisely using an integrated hydrological model than a simpler conceptual
model (Section 5).
 Secondly, integrated hydrological models are useful tools to study catchments forced
by different types of anthropogenic pressures. It would have been difficult (if
not impossible) to reproduce the transition toward irrigated agriculture of the
Lerma catchment using other types of hydrological models. These environmental
or management changes interact with climate change (Section 5) and might have
more impacts on the catchment hydrology than climate change alone. In the Lerma
catchment, a better understanding of irrigation and climate change lead to a more
detailed prediction of future discharge changes. In this study, the irrigation onset
increases total discharge, increases the sensitivity to base flow to climate change,
and decreases the sensitivity of peak flow to climate change. A study using a model
calibrated only on a single irrigation scenario could not have studied the different
discharge responses between the irrigation scenarios. However, these differences are
important to understand of the implications of the increase in irrigated areas planned
in the Ebro region.
 Finally, integrated hydrological models can be useful to improve our understanding
of the evolution of extreme events, such as droughts, in a changing climate. For
instance, changes in drought indices are often used to study future droughts.
However, this approach neglects changes in potential evapotranspiration in many
cases and it does not include any variations in the hydrological processes. These
simplifications might result in large biases in the estimation of hydrological impacts
of future droughts (Section 6). Integrated hydrological models can help to identify
these biases and their causes more efficiently than other hydrological models. Indeed,
using simple methods, such as the comparison of drought indices, can be attractive
because it saves time. However, it is difficult to test these methods and the effects of
the various simplifications. Because integrated hydrological models simulate many
of the hydrological processes, a comparison between their outputs and the outputs
from simpler methods can lead to a deeper understanding of the consequences of
particular simplifications, even if the comparison is limited by the quality of the
(inexact) hydrological simulation.
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The major practical disadvantage of integrated hydrological models is that they have
long simulation times, which complicates their parameter calibration. In this thesis, this
problem is overcome by using a set of grids of increasing resolution during the calibration.
It decreases the duration of the calibration by a factor of eight in the chosen case study
(Section 4). Hence, this procedure significantly simplifies the model calibration. However,
it is still a relatively long procedure (about one month) and no detailed estimation of
parameter uncertainties is included. Therefore, further improvements of the calibration
procedure should be developed before integrated hydrological model can be used as easily
as conceptual hydrological models. However, this study shows that parameter calibration
of integrated hydrological models is manageable. Hence, integrated hydrological models
can be applied and calibrated under realistic conditions on the catchment scale. Because
they bring practical advantages for the predictions of hydrological impacts of climate
change, I conclude that integrated hydrological models are useful to study climate-change
impacts.
7.2 Climate change impacts for the Lerma catchment (2040-2050)
Even if large uncertainties are still present in the climate predictions, climate change will
have important hydrological impacts on the Lerma catchment. All considered climate
scenarios, based on the A1B emission scenario (Nakic´enovic´ et al., 2000), point towards
drier summers, wetter winters, and higher temperature, resulting in higher potential
evapotranspiration. For 2040-2050, the decrease in summer and spring precipitation is
between 3% and 39% of the current (summer and spring) precipitation, depending on
the regional climate model. The increase in winter and autumn precipitation is between
1% and 55% of the current (winter and autumn) precipitation. The increase in annual
potential evapotranspiration is predicted to be between 9% and 22% of annual current
potential evapotranspiration.
The increase in potential evapotranspiration will likely result in a small increase in
actual evapotranspiration in the irrigated zones of the catchment. This augmentation of
evapotranspiration and the decrease in summer precipitation will likely result in increased
irrigation needs. Based on precipitation and potential evapotranspiration changes, I
estimate this increase to amount about 9% of the current irrigation volumes, even though
this estimate is very uncertain. Indeed, possible future changes in irrigation techniques,
crop types, or in the timing of the growing season were not considered. Regardless of
the uncertainties, the probable increase in irrigation needs will complicate the allocation
of water resource, because of the limited volume of available water and competing water
uses such as urban water needs.
Discharge during low-flow periods2 will probably decrease (between 21% and 33%
of current annual low flows). Because water in the Lerma stream is not directly used
for agriculture or drinking water purpose, this decrease might not have direct social
or economic impacts. However, a decrease in streamflow will indirectly result in an
increase in nitrate concentration, because of the lower dilution effect. Current nitrate
concentration in the streamflow at the Lerma outlet is about 80mg/l (Mercha´n et al.,
2013) and an increase in concentration might increase eutrophication risks. A decrease
2Low-flow periods are defined here as days with no precipitation on this day and the previous day.
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in annual mean hydraulic heads is also predicted, especially in the lower part of the
catchment. No noticeable change in flood risk has been found under irrigated conditions.
Droughts are a serious natural threat for the Lerma catchment and their frequency and
intensity will likely increase in the next thirty years. In addition, droughts will probably
have different impacts in present and future climates. In other words, the same lack of
precipitation could have different hydrological impacts in future climate than currently.
For example, discharge could decrease more during future droughts than during present
ones, because of the higher mean evapotranspiration. These changes also mean that
the meteorological drought indices currently used to diagnose drought conditions could
become less efficient in the future, and that the threshold for drought alert might have
to be adapted.
7.3 Outlook
This thesis could be expanded in various directions. The major research questions arising
from this work are as follows:
1. Most results presented depend on the outputs of large regional or global climate
models. Using newer climate scenarios and other GCMs/RCMs might bring new
insights in the prediction of hydrological effects of climate change, if the outputs
from the newer climate models in present climate are closer to the measurements
than the current ones. For example, this study could be updated using predictions
of future climate based on the new RCP emission scenarios (Section 2.1). Moreover,
it could be extended to later periods, such as 2080-2100. Indeed, intensity of climate
change will probably increase toward the end of the century (Collins et al., 2013).
2. I only used a single hydrological model. However, it is often advantageous to compare
the outputs from various models (Vela´zquez et al., 2011) to obtain an estimation of
between-model uncertainty. It would be relatively simple to calibrate a conceptual
model on discharge or a MODFLOW model (Harbaugh et al., 2000) on the hydraulic
heads, at least during periods where irrigation is similar. It is possible that other
hydrological models would have difficulties to simulate the transition to irrigated
agriculture. However, comparing the outputs from these models during periods with
”stable” conditions with the outputs from the current hydrological model would
bring more confidence into the current predictions if these models can reproduce the
observations adequately.
3. The calibration method that I proposed in Section 4 heavily relies on manual
calibration, where parameter sets are selected manually. However, various automatic
calibration methods exist, e.g., PEST (Doherty et al., 2010). These methods obtain
reproducible parameter estimates and often provide estimates of the parameter
uncertainty (Doherty et al., 2003). However, simulation time of the model using
a coarse computational grid (about 40 minutes per simulated year for the current
Lerma hydrological model) is still too long to consider automatic calibration on
a desktop computer. On a medium-size cluster, automatic calibration would be
feasible. A more practical option could be to further simplify the hydrological model,
at least during the preliminary steps of the model calibration.
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4. Plants are not explicitly considered in the hydrological model. The modeled
transpiration depends on the chosen leaf area index and root depth, but the
relationship between these parameters and transpiration is based on simple empirical
expressions (Therrien et al., 2010). Soil-plant interactions are very much simplified
in the current model even if these interactions can have a large impact on the
water balance. For example, the root depth is considered constant during the
year. Hence, a more accurate vegetation model, which would take into account
changes in the growing season length, CO2 influence on stomata, and root depth,
would represent the hydrological processes more realistically. Moreover, the future
irrigation demand could be modeled in more details, resulting in new insights for
agricultural management in the study area.
5. No concern was given to water quality. I focused on water flow. Nevertheless, water
quality highly depends on the climate and irrigation conditions. For example, the
irrigation onset in the Lerma catchment was accompanied with increased fertilization
and strongly influenced the nitrate concentration in the streams (Mercha´n et al.,
2013). Climate change will probably also influence water quality in semi-arid regions
(e.g., Bovolo et al., 2010). It would be interesting to investigate the possible impacts
of climate change on water quality, notably on nutriment concentrations.
6. In the Lerma catchment, no groundwater is used for irrigation. However, this is
common practice in other Mediterranean regions, such as Majorca, a Spanish island
on the east of Iberian Peninsula (Candela et al., 2009). If groundwater was used as
source for irrigation water, the impact of the irrigation onset on the hydrology of
the Lerma catchment would likely be vastly different. Hence, the differences in the
hydrological responses of the irrigated/non-irrigated catchment to climate change
would also be different (Section 5). Investigating these differences would improve
our understanding of the interactions between climate and irrigation changes even
if it is not planned to use groundwater for irrigation in the Lerma catchment in the
near future.
7. Another possible direction for future studies would to analyze water resources on the
regional scale. Various studies have focused on the future of the Pyrenees, notably
on the hydrological impacts of climate changes and reforestation (e.g., Lo´pez-Moreno
et al., 2014). As the water used for irrigation in the Lerma catchment originates from
this mountain range, it would be interesting to connect this study with hydrological
models of the Pyrenean Mountains. In addition, as the irrigation water is stored in
the Yesa reservoir, at the foot of the Pyrenees, a further connection with a model
of this reservoir could also lead to a better understanding of the possible water
management options at regional scale.
8. In general, similar studies could be conducted in other climates or in larger
catchments. In this case, an additional challenge would be to estimate subsurface
parameters efficiently. Indeed, the computational grids representing larger
catchments would impose stronger simplifications on the topography and on the
soil parameters than the one used in the Lerma catchment. On the continental
scale, coupling between climatological models and integrated hydrological models
could also be envisaged (Davison et al., 2015) to study the feed-backs between
atmosphere and irrigation. For instance, irrigation leads to higher relative humidity.
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The influence on summer storms of the more humid atmosphere could be interesting
to analyze.
8 Annexes
8.1 Previous investigations in the Lerma catchment
This thesis is centered on the Lerma catchment, situated in north-east Spain. The main
characteristics of this catchment are presented in Section 4, 5 and 6. In addition, I present
here a short review of previous studies conducted in the catchment complementing this
thesis.
The Lerma catchment underwent a transition from rainfed to irrigated agriculture from
2006 to 2008 and various studies have been conducted to document the consequences of
this evolution. Abrahao et al. (2011a) and Garc´ıa-Gariza´bal et al. (2012) compared
the water balance of two un-irrigated year (2004 and 2005) with the water balance of
the transitional years (2006-2008). An increase in streamflow, evapotranspiration and
a decrease in water table depth were observed. Mercha´n et al. (2013) confirmed these
findings for the years 2009-2010 and then for the years 2011-2013 (Mercha´n et al., 2015a).
The efficiency of water use and the irrigation needs were also analyzed. The irrigation
volume was about 10% higher than the hydric needs.
The influence of irrigation on water quality and on soil contamination was also
investigated. Soil samples were collected in 2008 in irrigated and non-irrigated fields by
Abrahao et al. (2011b). Water samples were also collected in different parts of the streams,
which are variably influenced by irrigation. The concentration of 11 organochlorinated
compounds, 17 polycyclic aromatic hydrocarbons (PAHs), 13 polychlorinated biphenyls
(PCBs), 44 pesticides and metabolites, and several metals and metalloids (Cd, Cr, Cu, Ni,
Pb, Zn, As, Se and Hg) were measured in soil and water samples. Traces of insecticides
(notably pp’-DDT in the water and endrin in the soil) were found as well as elevated
value of nickel and zinc. However, these values were low, compared to regulatory limits,
and no difference could be observed between the irrigated and non-irrigated zones. Skhiri
et al. (2011) measured phosphorus concentration in the Lerma catchment in 2007. They
found that monthly phosphorus concentration is linked with irrigation volume and with
the timing of fertilizer application on corn. Urdanoz et al. (2011) compared soil and water
salinity before and after the onset of irrigation. Drainage water salinity increased of about
10% between 2006 (pre-irrigation) and 2008 (post-irrigation). Irrigation induced salt
leaching from the soils and therefore soil salinity decreased (of about 15%). Mercha´n et
al. (2015a) investigated the sources of soil salinity, notably the dissolution of the material
forming the local aquitard (buro). The same author (Mercha´n et al., 2013) confirmed the
existence of a significant relationship between salinity and irrigation for the years 2004-
2011 and also found a significant relationship between irrigation and nitrate. Moreover,
Mercha´n et al. (2014) analyzed processes affecting dissolved nitrate and sulfate on the
catchment scale, notably denitrification. Stable isotope analysis suggested a low degree of
denitrification in water transported from the fields to the main stream in the subsurface.
A summary study looking at the 10-years of measured nitrate and salt was conducted in
addition (Mercha´n et al., 2015b).
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Pe´rez et al. (2011) developed an early model of the Lerma catchment using
HydroGeoSphere and could reproduce the impact of irrigation on discharge and hydraulic
heads. However, the modeling of evapotranspiration, notably the feedbacks with
soil moisture, was problematic in the original model. Moreover, new geophysical
investigations were conducted by Plata-Torres (2012) in the Lerma catchment and the
estimated depth of the aquifer was consequentially reduced. Therefore, the development
of a new model was subsequently necessary.
8.2 The RainSim and the EARWIG weather generators
To downscale future precipitation, the RainSim weather generator (Burton et al., 2008)
is used in this thesis. RainSim is based on a spatial temporal Neyman-Scott rectangular
pulses process. Neyman-Scott pulse process is a point process model. Specifically, the
start of this process is the occurrence of storms. Storm origins have an uniform Poisson
distribution (Figure 3, top panel). Each storm generates rain cells using β, a parameter
which represents the mean waiting time for a rain cell after the storm origin. Each rain
cell then produces a constant rain intensity and a duration, based on two exponential
distributions. The total rain intensity is the sum of all active rain cells (Figure 3, bottom
panel) (Burton et al., 2008). Neyman-Scott rectangular pulses model is an improvement
over methods used by other weather generators to simulate precipitation because it
provides correlation between the precipitation amounts of each day. In addition, rain
events are clustered which helps to reproduce daily variability (Kilsby et al., 2007).
After the production of precipitation time series, the mean temperature and
the temperature range are generated by the EARWIG model, using a first-order
autoregressive process. To this end, temperature of the last day, precipitation, and a
standard normal (Gaussian) variable are used in a linear relationship. For instance, for
wet days with a precipitation Pi, temperature Ti of a particular day i is :
Ti = a1Ti−1 + a2Pi + a3 + e (3)
where e is a standard normal variable. Parameters of this regression (a1, a2, a3) are
different for each state of the system (wet-wet, wet-dry, dry-wet, and dry-dry transitions).
The other variables needed to simulate potential evapotranspiration (water vapor,
sunshine duration, and wind speed) are generated based on a linear relationship between
the precipitation on this day, temperature on this day, and value of the variable on the
last day (Kilsby et al., 2007).
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Figure 3: Schematic of the Neyman-Scott rectangular pulses model. The top panel represent the storm
origins, the second panel shows the generation of rain cells, the third panel is the duration and intensity
of the rain cells, and the bottom panel presents the final precipitation time series. - Figure from Burton
et al. (2008).
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