INTEX is a text processor; it is usually used to parse corpora of several megabytes. It includes several built-in large coverage dictionaries and grammars represented by graphs; the user inay add his/her own dictionaries and gramnlars. These tools am applied to texts in order to locate lexical and syntactic patterns, remove ambiguities, and tag words. INTEX builds collcordances and indexes of all types of patterns; it is used by linguists to analyse corpora, but can also be viewed as an information feb'lewd system.
bucket);
---locate in texts all occurrences of a given word (even if inflected), a given category (e.g. all feminine plural adjectives) or a morpho-syniactic pat~ tern (a regular expression); --apply grammars represented by recursive graphs to texts; build indexes or concordances for all occurrences of the previous patterns; .... use local grammars to remove word and ullerance ambiguities in texts, or to detect errors or deviant sequences. While INTEX already i,lcludes several built-in dictionaries and granunars, it allows tile user to create, c(lit and add his/her own tools, hi order to increase coverage of texts and to remove additional ambiguilies.
LINGUISTIC TOOI,S
The user th'st loads a text and selects the woi'kiug langl.iage I. INT[~.X counls lhc nulnbor of lokens in the lexl, lhe number of different ones, and sorts lhoni by frequency. Theil Ihe user selects linguis--tic tools to parse the text. Tools aye either diclio.. nnries or tinilO stale transducers (FSTs).
Dictionaries
INTEX is based on lwo large coverage builtqn dictionaries:
-the I)IT:.LAI ~ diclio,mry contains over 700,000 simple words, basically all the simple words of the language 2. Each entry in the I)ELAI: is asso. cialed wilh explicit morphological infornlathm for each word: its canonical form (e.g. the intinilive for verbs), its part of speech (e.g. Noun), aud some inllectional information (e.g. th'st person singular present). I lere are three entries of the t:i'onch I)EI,AI INTEX includes a few other dictionaries for compound proper names. The use," may add his/her own dictionaries for simple words and compounds.
Finite State Transducers
FSTs are represented in INTEX by recursive graphs. Basically, the "input" part of an FST is used to identify patterns in texts; the "output" part of an FST is used to associate each identified occurrence with information. In many cases, FSTs represent words more naturally than dictionaries. For example, numerical determiners, such as trente-cinq mille neuf cents trente-qttatre, forreally are compounds which are naturally represented by graphs (see the graph Dmlm in Appendix 1). FSTs may also be used to bring together graphical variants of a woM in order to check the spelling coherency, to associate all the variants of a term with a unique canonical ent,'y in an index, to represent families of derived words (see the graph France in Appendix 1), to associate synonyms of a term in an information retrieval system, etc. In the graph editor, gray nodes are graph names; tags written in white nodes are the inputs of the FSTs, outputs are written below nodes 4. The user draws graphs directly 3. For a discussion on the completeness of the DELACF, see in [Courtois; Silberztein 1989] . 4. For a description of the graph editor of INTEX, see [Silberztein 1993 ]. 
REMOVING

AMBIGUITIES
In order to disambiguate words in texts, INTEX uses cache dictionaries and local grammars.
Cache dictionaries
Since the DELAF and DELACF dictionaries included in INTEX have a very large coverage, they contain a number of words which only occur in some specific domains; in addition, some fiequent words may be associated with generally inappropriate information. For instance, par is usually a preposition in French, but in some cases it may be a noun (a technical term in gol[). By default, each occurrence of this token will be considered ambiguous (preposition or noun). Cache dictionaries are used as filters: if INTEX finds a word in a cache dictionary, it will not look tip the selected dictionaries and FSTs. If the user knows that in a given corpus, the token par is always a proposition, he/she enters the following entry in a cache dictionary: pat; par. PREP Hence, the user can avoid unnecessary ambiguities by putting frequent words (or conversely, specific terms) in cache dictionarids adapted to each processed text. Most compounds are ambiguous, since they forreally are sequences of simple words; for instance, the sequence pomme de terre is not necessarily a compound noun in the following sentence:
Luc recottvre une pomme de terre tulle (Luc covetw a cooked potato) (Luc covers an apple with scorched earth) However, a number of compounds are not ambiguous, either because they contain a non-autonomous conslituent (e.g. aujourd'hui), or because they are technical terms (e.g. tm lube cathodiqtte, un sous-marin nucldaire). By entering these nonambiguous compounds in a cache dictionary, the user prevents INTEX fi'om looking up dictionaries and FSTs for simple words; hence INTEX does not process these conlpounds as ambiguous.
Local grammars
A local granmaar is a two-part rule: if a given sequence of words is matched, then each word in the sequence is tagged in the proper way. For instance, in the sequence s'en donne, s' is a 1)1"onoun (not a conjunction), en is a pronoun (not a preposition), and donne is a verb (not a noun). The corresponding local grammar would be:
s '/<PRO> en/<PRO> <MOT>/< V> <MOT> stands for any word. Local grammars arc represented by FSTs, heuce their length and their COml)lcxity have no limit. Any number of local giammars may be used at lho sanie (line to disanl~ bigualo Ioxls (FSTs Inorgo easily); hence it is best Io el'tale small ()lieS. Local ~l'aillnlal's use lhc dictionary of the words of the texts, so they correctly haildle sequellCOS with coinpounds. Appendix 2 shows a few local grannllars. IN'rEX inchidos a dozen "pcrfccl" local granllliars, tllat is, gramilqars that will never give hlcorreot lagging sohitioils; the user may add his/her own perfect (or probabilistic) disan~bigualing gralnnlars.
The resiill of lhe parshig
After having selected linguistic tools (either dictionaries or FSTs), the riser cau parse tile text,
