This paper describes some links between the minimization of the Total Variation and the minimization of some binary energies.
The approach
Assume that images are defined on a set of nodes V and let us denote by u p ∈ L the value of the image u at site p ∈ V. Note that L will be defined later. It is assumed that the lattice is endowed with a neighborhood system and we consider the set of pairwise interactions E = {(p, q) ∈ V 2 , p and q are neighbors}. Given an observed image v we wish to minimize the following energy:
where w pq are some non-negative coefficients. Now we consider two different possibilities for
For the L b case, the above optimization becomes a binary one. It has been shown [1, 5] how to reduce this problem to the computation of a maximum flow on an associated graph. For the L r case, we get the classical Total Variation (TV) minimization problem with l 1 fidelity. Now it has been observed in [2, 3] that these two problems are closely related via the Co-area formula. Indeed the above energy rewrites as follows:
Approaches described in [3, 4] to minimize the Total Variation states than one can minimize independently each binary subproblem E(1l u≤λ |v). The latter can be done very efficiently with the maximum flow approach of [1, 5] and thus yields a very efficient algorithm (see [3] for time results). On the contrary one can minimize a binary problem E(1l ·≤λ |v) via solving the TV problem in L r as proposed in [2] . A classical approach to minimize TV is to solve its Euler-Lagrange equation via a partial differential equation (PDE).
The maximum flow approach is extremely fast for solving binary or TV optimization problems [3] . However its main drawback is that it requires to build the graph. And applying this approach might be impossible when one works with large images or volumes. On the contrary note that a PDE approach to solve a TV problems [2] does not require more memory that the image itself. Thus one can solve the PDE to fin d a global minimizer of the binary problem.
Solving such a PDE takes much more time than a maximum flow. However, it is straightforward to implement such a PDE on a Graphic Processor Unit (GPU) that is known for its remarkable performances. Such preliminary results suggest that the loss of speed induced by solving the PDE might by compensated by the use of GPU. The full study of this approach will be described in a forthcoming paper.
