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Abstract
Combining cross-section and time series data is a long and well established practice in
empirical economics. We develop a central limit theory that explicitly accounts for possible
dependence between the two data sets. We focus on common factors as the mechanism
behind this dependence. Using our central limit theorem (CLT) we establish the asymptotic
properties of parameter estimates of a general class of models based on a combination of cross-
sectional and time series data, recognizing the interdependence between the two data sources
in the presence of aggregate shocks. Despite the complicated nature of the analysis required to
formulate the joint CLT, it is straightforward to implement the resulting parameter limiting
distributions due to a formal similarity of our approximations with the standard Murphy and
Topel’s (1985) formula.
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1 Introduction
There is a long tradition in empirical economics of relying on information from a variety of data
sources to estimate model parameters. In this paper we focus on a situation where cross-sectional
and time-series data are combined. This may be done for a variety of reasons. Some parameters
may not be identified in the cross section or time series alone. Alternatively, parameters estimated
from one data source may be used as a first-step inputs in the estimation of a second set of
parameters based on a different data source. This may be done to reduce the dimension of the
parameter space or more generally for computational reasons.
Data combination generates theoretical challenges, even when only cross-sectional data sets
or time-series data sets are combined. See Ridder and Moffitt (2007) for example. We focus on
dependence between cross-sectional and time-series data produced by common aggregate factors.
Andrews (2005) demonstrates that even randomly sampled cross-sections lead to independently
distributed samples only conditionally on common factors, since the factors introduce a possible
correlation. This correlation extends inevitably to a time series sample that depends on the same
underlying factors.
The first contribution of this paper is to develop a central limit theory that explicitly accounts
for the dependence between the cross-sectional and time-series data by using the notion of stable
convergence. The second contribution is to use the corresponding central limit theorem to derive
the asymptotic distribution of parameter estimators obtained from combining the two data sources.
Our analysis is inspired by a number of applied papers and in particular by the discussion in Lee
and Wolpin (2006, 2010). Econometric estimation based on the combination of cross-sectional and
time-series data is an idea that dates back at least to Tobin (1950). More recently, Heckman and
Sedlacek (1985) and Heckman, Lochner, and Taber (1998) proposed to deal with the estimation
of equilibrium models by exploiting such data combination. It is, however, Lee and Wolpin (2006,
2010) who develop the most extensive equilibrium model and estimate it using a similar intuition
and panel data.
To derive the new central limit theorem and the asymptotic distribution of parameter estimates,
we extend the model developed in Lee and Wolpin (2016, 2010) to a general setting that involves
two submodels. The first submodel includes all the cross-sectional features, whereas the second
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submodel is composed of all the time-series aspects. The two submodels are linked by a vector
of aggregate shocks and by the parameters that govern their dynamics. Given the interplay
between the two submodels, the aggregate shocks have complicated effects on the estimation of
the parameters of interest.
With the objective of creating a framework to perform inference in our general model, we
first derive a joint functional stable central limit theorem for cross-sectional and time-series data.
The central limit theorem explicitly accounts for the factor-induced dependence between the two
samples even when the cross-sectional sample is obtained by random sampling, a special case
covered by our theory. We derive the central limit theorem under the condition that the dimension
of the cross-sectional data n as well as the dimension of the time series data τ go to infinity. Using
our central limit theorem we then derive the asymptotic distribution of the parameter estimators
that characterize our general model. To our knowledge, this is the first paper that derives an
asymptotic theory that combines cross sectional and time series data. In order to deal with
parameters estimated using two data sets of completely different nature, we adopt the notion
of stable convergence. Stable convergence dates back to Reyni (1963) and was recently used in
Kuersteiner and Prucha (2013) in a panel data context to establish joint limiting distributions.
Using this concept, we show that the asymptotic distributions of the parameter estimators are a
combination of asymptotic distributions from cross-sectional analysis and time-series analysis.
While the formal derivation of the asymptotic distribution may appear complicated, the asymp-
totic formulae that we produce are straightforward to implement and very similar to the standard
Murphy and Topel’s (1985) formula.
We also derive a novel result related to the unit root literature. We show that, when the
time-series data are characterized by unit roots, the asymptotic distribution is a combination
of a normal distribution and the distribution found in the unit root literature. Therefore, the
asymptotic distribution exhibits mathematical similarities to the inferential problem in predictive
regressions, as discussed by Campbell and Yogo (2006). However, the similarity is superficial in
that Campbell and Yogo’s (2006) result is about an estimator based on a single data source. But,
similarly to Campbell and Yogo’s analysis, we need to address problems of uniform inference.
Phillips (2014) proposes a method of uniform inference for predictive regressions, which we adopt
and modify to our own estimation problem in the unit root case.
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Our results should be of interest to both applied microecomists and macroeconomists. Data
combination is common practice in the macro calibration literature where typically a subset of
parameters is determined based on cross-sectional studies. It is also common in structural microe-
conomics where the focus is more directly on identification issues that cannot be resolved in the
cross-section alone. In a companion paper, Hahn, Kuersteiner, and Mazzocco (2016), we discuss
in detail specific examples from the micro literature. In the companion paper, we also provide a
more intuitive analysis of the joint use in estimation of cross-sectional and time-series data when
aggregate factors are present, whereas in this paper the analysis is more technical and abstract.
The remainder of the paper is organized as follows. In Section 2, we introduce the general
statistical model. In Section 3, we present the intuition underlying our main result, which is
presented in Section 4.
2 Model
We assume that our cross-sectional data consist of {yi,t, i = 1, . . . , n, t = 1, ..., T}, where the start
time of the cross-section or panel, t = 1, is an arbitrary normalization of time. Pure cross-sections
are handled by allowing for T = 1. Note that T is fixed and finite throughout our discussion while
our asymptotic approximations are based on n tending to infinity. Our time series data consist
of {zs, s = τ0 + 1, . . . , τ0 + τ} where the time series sample size τ tends to infinity jointly with n.
The start point of the time series sample is either fixed at an arbitrary time τ0 ∈ (−∞,∞) or
depends on τ such that τ0 = −υτ + τ0,f +T for υ ∈ [0, 1] and τ0,f a fixed constant. We refer to the
case where υ = 1 such that τ0 → −∞ when the time series sample size τ tends to∞ as backwards
asymptotics. In this case the end of the time series sample is fixed at τ0,f + T. A hybrid case
arises when υ ∈ (0, 1) such that the start point τ0 of the time series sample extends back in time
simultaneously with the last observation in the sample τ0+ τ tending to infinity. For simplicity we
refer to both scenarios υ ∈ (0, 1) and υ = 1 as backwards asymptotics. Backwards asymptotics may
be more realistic in cases where recent panel data is augmented with long historical time series
data. We show that under a mild additional regularity condition both forward and backward
asymptotics lead to the same limiting distribution. Conventional asymptotics are covered by
setting υ = 0. The vector yi,t includes all information related to the cross-sectional submodel,
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where i is an index for individuals, households or firms, and t denotes the time period when the
cross-sectional unit is observed. The second vector zs contains aggregate data.
The technical assumptions for our CLT, detailed in Section 4, do not directly restrict the data,
nor do they impose restrictions on how the data were sampled. For example, we do not assume
that the cross-sectional sample was obtained by randomized sampling, although this is a special
case that is covered by our assumptions. Rather than imposing restrictions directly on the data we
postulate that there are two parametrized models that implicitly restrict the data. The function
f (yi,t|β, νt, ρ) is used to model yi,t as a function of cross-sectional parameters β, common shocks
νt and time series parameters ρ. In the same way the function g (zs| β, ρ) restricts the behavior of
some time series variables zs.
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Depending on the exact form of the underlying economic model, the functions f and g may have
different interpretations. They could be the likelihoods of yi,t, conditional on νt, and zs respectively.
In a likelihood setting, f and g impose restrictions on yi,t and zs because of the implied martingale
properties of the score process. More generally, the functions f and g may be the basis for
method of moments (the exactly identified case) or GMM (the overidentified case) estimation.
In these situations parameters are identified from the conditions EC [f (yi,t| β, νt, ρ)] = 0 given
the shock νt and Eτ [g (zs|β, ρ)] = 0. The first expectation, EC , is understood as being over the
cross-section population distribution holding ν = (ν1, ..., νT ) fixed, while the second, Eτ , is over
the stationary distribution of the time-series data generating process. The moment conditions
follow from martingale assumptions we directly impose on f and g. In our companion paper we
discuss examples of economic models that rationalize these assumptions.
Whether we are dealing with likelihoods or moment functions, the central limit theorem is
directly formulated for the estimating functions that define the parameters. We use the nota-
tion Fn (β, νt, ρ) and Gτ (β, ρ) to denote the criterion function based on the cross-section and
time series respectively. When the model specifies a likelihood these functions are defined as
1The function g may naturally arise if the νt is an unobserved component that can be estimated from the
aggregate time series once the parameters β and ρ are known, i.e., if νt ≡ νt (β, ρ) is a function of (zt, β, ρ) and
the behavior of νt is expressed in terms of ρ. Later, we allow for the possibility that g in fact is derived from the
conditional density of νt given νt−1, i.e., the possibility that g may depend on both the current and lagged values
of zt. For notational simplicity, we simply write g (zs|β, ρ) here for now.
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Fn (β, ν, ρ) =
1
n
∑T
t=1
∑n
i=1 f (yi,t|β, νt, ρ) and Gτ (β, ρ) = 1τ
∑τ0+τ
s=τ0+1
g (zs|β, ρ) . When the model
specifies moment conditions we let hn (β, ν, ρ) =
1
n
∑T
t=1
∑n
i=1 f (yi,t|β, νt, ρ) and kτ (β, ρ) =
1
τ
∑τ0+τ
s=τ0+1
g (zs|β, ρ) . The GMM or moment based criterion functions are then given by Fn (β, ν, ρ) =
−hn (β, ν, ρ)′WCn hn (β, ν, ρ) and Gτ (β, ρ) = −kτ (β, ρ)′W ττ kτ (β, ρ) with WCn and W ττ two almost
surely positive definite weight matrices. The use of two separate objective functions is helpful in
our context because it enables us to discuss which issues arise if only cross-sectional variables or
only time-series variables are used in the estimation.2
We formally justify the use of two data sets by imposing restrictions on the identifiability of
parameters through the cross-section and time series criterion functions alone. We denote the
probability limit of the objective functions by F (β, νt, ρ) and G (β, ρ) , in other words,
F (β, ν, ρ) = plim
n→∞
Fn (β, ν, ρ) ,
G (β, ρ) = plim
τ→∞
Gτ (β, ρ) .
The true or pseudo true parameters are defined as the maximizers of these probability limits
(β (ρ) , ν (ρ)) ≡ argmax
β,ν
F (β, ν, ρ) , (1)
ρ (β) ≡ argmax
ρ
G (β, ρ) , (2)
and we denote with β0 and ρ0 the solutions to (1) and (2). The idea that neither F nor G alone
are sufficient to identify both parameters is formalized as follows. If the function F is constant
in ρ at the parameter values β and ν that maximize it then ρ is not identified by the criterion F
alone. Formally we state that
max
β,νt
F (β, ν, ρ) = max
β,νt
F (β, ν, ρ0) for all ρ ∈ Θρ (3)
It is easy to see that (3) is not a sufficient condition to restrict identification in a desirable way.
For example (3) is satisfied in a setting where F does not depend at all on ρ. In that case the
maximizers in (1) also do not depend on ρ and by definition coincide with β0 and ν0. To rule out
this case we require that ρ0 is needed to identify β0 and ν0. Formally, we impose the condition
2Note that our framework covers the case where the joint distribution of (yit, zt) is modelled. Considering the
two components separately adds flexibility in that data is not required for all variables in the same period.
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that
(β (ρ) , ν (ρ)) 6= (β0, ν0) for all ρ 6= ρ0. (4)
Similarly, we impose restrictions on the time series criterion functions that insure that the param-
eters β and ρ cannot be identified solely as the maximizers of G. Formally, we require that
max
ρ
G (β, ρ) = max
ρ
G (β0, ρ) for all β ∈ Θβ, (5)
ρ (β) 6= ρ0 for all β 6= β0.
To insure that the parameters can be identified from a combined cross-sectional and time-series
data set we impose the following condition. Define θ ≡ (β ′, ν ′)′ and assume that (i) there exists a
unique solution to the system of equations:[
∂F (β, ν, ρ)
∂θ′
,
∂G (β, ρ)
∂ρ′
]
= 0, (6)
and (ii) the solution is given by the true value of the parameters. In summary, our model is
characterized by the high level assumptions in (3), (4), (5) and (6).
3 Asymptotic Inference
Our asymptotic framework is such that standard textbook level analysis suffices for the discussion
of consistency of the estimators. In standard analysis with a single data source, one typically
restricts the moment equation to ensure identification, and imposes further restrictions such that
the sample analog of the moment function converges uniformly to the population counterpart.
Because these arguments are well known we simply impose as a high-level assumption that our
estimators are consistent. The purpose of this section is to provide an overview over our results
while a rigorous technical discussion is relegated to Section 4 which may be skipped by a less
technically oriented reader.
3.1 Stationary Models
For expositional purposes, suppose that the time series zt is such that its log of the conditional
probability density function given zt−1 is g (zt| zt−1, ρ). To simplify the exposition in this section
7
we assume that the time series model does not depend on the micro parameter β. Let ρ˜ denote a
consistent estimator.
We assume that the dimension of the time series data is τ , and that the influence function of
ρ˜ is such that
√
τ (ρ˜− ρ) = 1√
τ
τ0+τ∑
s=τ0+1
ϕs (7)
with E [ϕs] = 0. Here, τ0 + 1 denotes the beginning of the time series data, which is allowed
to differ from the beginning of the panel data. Using ρ˜ from the time series data, we can then
consider maximizing the criterion Fn (β, νt, ρ) with respect to θ = (β, ν1, . . . , νT ). Implicit in this
representation is the idea that we are given a short panel for estimation of θ = (β, ν1, . . . , νT ),
where T denotes the time series dimension of the panel data. In order to emphasize that T is
small, we use the term ’cross-section’ for the short panel data set, and adopt asymptotics where
T is fixed. The moment equation then is
∂Fn
(
θ̂, ρ˜
)
∂θ
= 0
and the asymptotic distribution of θ̂ is characterized by
√
n
(
θ̂ − θ
)
≈ −
(
∂2F (θ, ρ˜)
∂θ∂θ′
)−1(√
n
∂Fn (θ, ρ˜)
∂θ
)
.
Because
√
n (∂Fn (θ, ρ˜) /∂θ − ∂Fn (θ, ρ) /∂θ) ≈ (∂2F (θ, ρ) /∂θ∂ρ′)
√
n√
τ
√
τ (ρ˜− ρ) we obtain
√
n
(
θ̂ − θ
)
≈ −A−1√n∂Fn (θ, ρ)
∂θ
− A−1B
√
n√
τ
(
1√
τ
τ0+τ∑
s=τ0+1
ϕs
)
(8)
with
A ≡ ∂
2F (θ, ρ)
∂θ∂θ′
, B ≡ ∂
2F (θ, ρ)
∂θ∂ρ′
We adopt asymptotics where n, τ →∞ at the same rate, but T is fixed. We stress that a tech-
nical difficulty arises because we are conditioning on the factors (ν1, . . . , νT ) . This is accounted for
in the limit theory we develop through a convergence concept by Renyi (1963) called stable con-
vergence, essentially a notion of joint convergence. It can be thought of as convergence conditional
on a specified σ-field, in our case the σ-field C generated by (ν1, . . . , νT ). In simple special cases,
and because T is fixed, the asymptotic distribution of 1√
τ
∑τ0+τ
s=τ0+1
ϕs conditional on (ν1, . . . , νT )
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may be equal to the unconditional asymptotic distribution. However, as we show in Section 4,
this is not always the case, even when the model is stationary.
Renyi (1963) and Aldous and Eagleson (1978) show that the concepts of convergence of the dis-
tribution conditional on any positive probability event in C and the concept of stable convergence
are equivalent. Eagelson (1975) proves a stable CLT by establishing that the conditional character-
istic functions converge almost surely. Hall and Heyde’s (1980) proof of stable convergence on the
other hand is based on demonstrating that the characteristic function converges weakly in L1. As
pointed out in Kuersteiner and Prucha (2013), the Hall and Heyde (1980) approach lends itself to
proving the martingale CLT under slightly weaker conditions than what Eagleson (1975) requires.
While both approaches can be used to demonstrate very similar stable and thus conditional limit
laws, neither simplifies to conventional marginal weak convergence except in trivial cases. For
this reason it is not possible to separate the cross-sectional inference problem from the time series
problem simply by ‘fixing’ the common shocks (ν1, . . . , νT ). Such an approach would only be valid
if the shocks (ν1, . . . , νT ) did not change in any state of the world, in other words if they were
constants in a probabilistic sense. Only in that scenario would stable or conditional convergence be
equivalent to marginal convergence. The inherent randomness of (ν1, . . . , νT ) , taken into account
by the rational agents in the models we discuss in our companion paper (Hahn, Kuersteiner and
Mazzocco, 2016) is at the heart of our examples and is the essence of the inference problems we
discuss in that paper. Thus, treating (ν1, . . . , νT ) as constants is not an option available to us.
This is also the reason why time dummies are no remedy for the problems we analyze. A related
idea might be to derive conditional (on C) limiting results separately for the cross-section and time
series dimension of our estimators. As noted before, such a result in fact amounts to demonstrat-
ing stable convergence, in this case for each dimension separately. Irrespective, this approach is
flawed because it does not deliver joint convergence of the two components. It is evident from (8)
that the continuous mapping theorem needs to be applied to derive the asymptotic distribution
of θ̂. Because both A and B are C-measurable random variables in the limit the continuous map-
ping theorem can only be applied if joint convergence of
√
n∂Fn (θ, ρ) /∂θ, τ
−1/2∑τ0+τ
s=τ0+1
ϕs and
any C-measurable random variable is established. Joint stable convergence of both components
delivers exactly that. Finally, we point out that it is perfectly possible to consistently estimate
parameters, in our case (ν1, . . . , νT ), that remain random in the limit. For related results, see the
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recent work of Kuersteiner and Prucha (2015).
Here, for the purpose of illustration we consider the simple case where the dependence of
the time series component on the factors (ν1, . . . , νT ) vanishes asymptotically. Let’s say that the
unconditional distribution is such that
1√
τ
τ0+τ∑
s=τ0+1
ϕs → N (0,Ων)
where Ων is a fixed constant that does not depend on (ν1, . . . , νT ) . Let’s also assume that
√
n
∂Fn (θ, ρ)
∂θ
→ N (0,Ωy)
conditional on (ν1, . . . , νT ). Unlike in the case of the time series sample, Ωy generally does depend
on (ν1, . . . , νT ) through the parameter θ.
We note that ∂F (θ, ρ) /∂θ is a function of (ν1, . . . , νT ). If there is overlap between (1, . . . , T )
and (τ0 + 1, . . . , τ0 + τ), we need to worry about the asymptotic distribution of
1√
τ
∑τ0+τ
s=τ0+1
ϕs
conditional on (ν1, . . . , νT ). However, because in this example the only connection between y and
ϕ is assumed to be through θ and because T is assumed fixed, the two terms
√
n∂Fn (θ, ρ) /∂θ
and τ−1/2
∑τ0+τ
t=τ0+1
ϕt are expected to be asymptotically independent in the trend stationary case
and when Ων does not depend on (ν1, . . . , νT ). Even in this simple setting, independence between
the two samples does not hold, and asymptotic conditional or unconditional independence as well
as joint convergence with C-measurable random variables needs to be established formally. This
is achieved by establishing C-stable convergence in Section 4.2.
It follows that
√
n
(
θ̂ − θ
)
→ N (0, A−1ΩyA−1 + κA−1BΩνB′A−1) , (9)
where κ ≡ lim n/ τ . This means that a practitioner would use the square root of
1
n
(
A−1ΩyA−1 +
n
τ
A−1BΩνB′A−1
)
=
1
n
A−1ΩyA−1 +
1
τ
A−1BΩνB′A−1
as the standard error. This result looks similar to Murphy and Topel’s (1985) formula, except
that we need to make an adjustment to the second component to address the differences in sample
sizes.
The asymptotic variance formula is such that the noise of the time series estimator ρ˜ can make
quite a difference if κ is large, i.e., if the time series size τ is small relative to the cross section size
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n. Obviously. this calls for long time series for accurate estimation of even the micro parameter
β. We also note that time series estimation has no impact on micro estimation if B = 0. This
confirms the intuition that if ρ does not appear as part of the micro moment f , which is the case in
Heckman and Sedlacek (1985), and Heckman, Lochner, and Taber (1998), cross section estimation
can be considered separate from time series estimation.
In the more general setting of Section 4, Ων may depend on (ν1, . . . , νT ) . In this case the limiting
distribution of the time series component is mixed Gaussian and dependent upon the limiting
distribution of the cross-sectional component. This dependence does not vanish asymptotically
even in stationary settings. As we show in Section 4 standard inference based on asymptotically
pivotal statistics is available even though the limiting distribution of θ̂ is no longer a sum of two
independent components.
3.2 Unit Root Problems
When the simple trend stationary paradigm does not apply, the limiting distribution of our es-
timators may be more complicated. A general treatment is beyond the scope of this paper and
likely requires a case by case analysis. In this subsection we consider a simple unit root model
where initial conditions can be neglected. We use it to exemplify additional inferential difficulties
that arise even in this relatively simple setting. In Section 4.3 we consider a slightly more complex
version of the unit root model where initial conditions cannot be ignored. We show that more
complicated dependencies between the asymptotic distributions of the cross-section and time series
samples manifest. The result is a cautionary tale of the difficulties that may present themselves
when nonstationary time series data are combined with cross-sections. We leave the development
of inferential methods for this case to future work.
We again consider the model in the previous section, except with the twist that (i) ρ is the
AR(1) coefficient in the time series regression of zt on zt−1 with independent error; and (ii) ρ is at
(or near) unity. In the same way that led to (8), we obtain
√
n
(
θ̂ − θ
)
≈ −A−1√n∂Fn (θ, ρ)
∂θ
− A−1B
√
n
τ
τ (ρ˜− ρ)
For simplicity, again assume that the two terms on the right are asymptotically independent. The
first term converges in distribution to a normal distribution N (0, A−1ΩyA−1), but with ρ = 1 and
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i.i.d. AR(1) errors the second term converges to
ξA−1B
W (1)2 − 1
2
∫ 1
0
W (r)2 dr
,
where ξ = lim
√
n/ τ and W (·) is the standard Wiener process, in contrast to the result in (9)
when ρ is away from unity. The result is formalized in Section 4.3.
The fact that the limiting distribution of θˆ is no longer Gaussian complicates inference. This
discontinuity is mathematically similar to Campbell and Yogo’s (2006) observation, which leads
to a question of how uniform inference could be conducted. In principle, the problem here can
be analyzed by modifying the proposal in Phillips (2014, Section 4.3). First, construct the 1− α1
confidence interval for ρ using Mikusheva (2007). Call it [ρL, ρU ]. Second, compute θ̂ (ρ) ≡
argmaxθ Fn (θ, ρ) for ρ ∈ [ρL, ρU ]. Assuming that ρ is fixed, characterize the asymptotic variance
Σ (ρ), say, of
√
n
(
θ̂ (ρ)− θ (ρ)
)
, which is asymptotically normal in general. Third, construct the
1 − α2 confidence region, say CI (α2; ρ), using asymptotic normality and Σ (ρ). Our confidence
interval for θ1 is then given by
⋃
ρ∈[ρL,ρU ]CI (α2; ρ). By Bonferroni, its asymptotic coverage rate
is expected to be at least 1− α1 − α2.
4 Joint Panel-Time Series Limit Theory
In this section we first establish a generic joint limiting result for a combined panel-time series
process and then specialize it to the limiting distributions of parameter estimates under stationarity
and non-stationarity. The process we analyze consists of a triangular array of panel data ψyn,it
observed for i = 1, ..., n and t = 1, . . . , T where n → ∞ while T is fixed and t = 1 is an
arbitrary normalization of time at the beginning of the cross-sectional sample. It also consists of
a separate triangular array of time series ψντ,t for t = τ0 + 1, . . . , τ0 + τ where τ0 is either fixed
with −∞ < −K ≤ τ0 ≤ K < ∞ for some bounded K and τ → ∞, or varies as a function
of the time series sample size τ. In the latter case we write τ0 = τ0 (τ) and use the short hand
notation τ0 when no confusion arises. The fixed τ0 scenario corresponds to a situation where a
(hypothetical) time series sample is observed into the infinite future. For this study we restrict
τ0 (τ) to τ0 (τ) = −υτ+τ0,f+T for some υ ∈ [0, 1] and τ0,f is a fixed constant. This covers the case
where τ0 = −τ + T . The case where τ0 varies with the time series sample size in the prescribed
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way can be used to model situations where the asymptotics are carried out ‘backwards’ in time
(when υ = 1) or where the panel data are located at a fixed fraction of the time series sample as
the time series sample size tends to infinity (0 < υ < 1) .
Typically, ψyn,itand ψ
ν
τ,t are the scores of a cross-section and time series criterion function based
on observed data yit and zt.We assume that T ≤ τ0+τ . ] Throughout we assume that
(
ψyn,it, ψ
ν
τ,t
)
is a type of a mixingale sequence relative to a filtration to be specified below. The concept of
mixingales was introduced by Gordin (1969, 1973) and McLeish (1975). We derive the joint
limiting distribution and a related functional central limit theorem for 1√
n
∑T
t=1
∑n
i=1 ψ
y
n,it and
1√
τ
∑τ0+τ
t=τ0+1
ψντ,t.
We now construct the triangular array of filtrations similarly to Kuersteiner and Prucha (2013).
We use the binary operator ∨ to denote the smallest σ-field that contains the union of two σ-fields.
Setting C = σ (ν1, ..., νT ) we define
Gτn,0 = C (10)
Gτn,i = σ
(
zmin(1,τ0),
{
yj,min(1,τ0)
}i
j=1
)
∨ C
...
Gτn,n+i = σ
({
yj,min(1,τ0)
}n
j=1
,
{
zmin(1,τ0)+1, zmin(1,τ0)
}
,
{
yj,min(1,τ0)+1
}i
j=1
)
∨ C
...
Gτn,(t−min(1,τ0))n+i = σ
({
yj,t−1, yj,t−2, . . . , yj,min(1,τ0)
}n
j=1
,
{
zt, zt−1, . . . , zmin(1,τ0)
}
, {yj,t}ij=1
)
∨ C
The filtration Gτn,tn+i is generated by a set of random variables that contain the observed sample
as a strict subset. More specifically, we note that the cross-section yj,t is only observed in the
sample for a finite number of time periods while the filtrations range over the entire expanding
time series sample period. We use the convention that Gτn,(t−min(1,τ0))n = Gτn,(t−min(1,τ0)−1)n+n.
This implies that zt and y1t are added simultaneously to the filtration Gτn,(t−min(1,τ0))n+1. Also
note that Gτn,i predates the time series sample by at least one period. To simplify notation define
the function qn (t, i) = (t − min(1, τ0))n + i that maps the two-dimensional index (t, i) into the
integers and note that for q = qn (t, i) it follows that q ∈ {0, . . . ,max(T, τ)n}. The filtrations
Gτn,q are increasing in the sense that Gτn,q ⊂ Gτn,q+1 for all q, τ and n. However, they are not
nested in the sense of Hall and Heyde’s (1980) Condition (3.21) for two reasons. One is the fact
13
that we are considering what essentially amounts to a panel structure generating the filtration.
Kuersteiner and Prucha (2013) provide a detailed discussion of this aspect. A second reason has
to do with the possible ’backwards’ asymptotics adopted in this paper. Even in a pure time series
setting, i.e. omitting yi,t from the definitions (10), backwards asymptotics lead to a violation of
Hall and Heyde’s Condition (3.21) because the definition of Gτn,q changes as q is held fixed but
τ increases. The consequence of this is that unlike in Hall and Heyde (1980) stable convergence
cannot be established for the entire probability space, but rather is limited to the invariant σ-field
C. This limitation is the same as in Kuersteiner and Prucha (2013) and also appears in Eagleson
(1975), albeit due to very different technical reasons. The fact that the definition of Gτn,q changes
for fixed q does not pose any problems for the proofs that follow, because the underlying proof
strategy explicitly accounts for triangular arrays and does not use Hall and Heyde’s Condition
(3.21).
We note that E
[
ψντ,t
∣∣Gτn,qn(t−1,i)] = 0 for all i only holds for t > T because we condition not
only on zt−1, zt−2... but also on ν1, ..., νT , where the latter may have non-trivial overlap with the
former. When τ0 is fixed the number of time periods t where E
[
ψντ,t
∣∣Gτn,qn(t−1,i)] 6= 0 is finite
and thus can be neglected asymptotically. On the other hand, when τ0 varies with τ there is
an asymptotically non-negligible number of time periods where the condition may not hold. To
handle this latter case we impose additional mixingale type condition that are satisfied for typical
time series models.
The central limit theorem we develop needs to establish joint convergence for terms involving
both ψyn,it and ψ
ν
τ,t with both the time series and the cross-sectional dimension becoming large
simultaneously. Let [a] be the largest integer less than or equal a. Joint convergence is achieved
by stacking both moment vectors into a single sum that extends over both t and i. Let r ∈ [0, 1]
and define
ψ˜νit (r) =
ψντ,t√
τ
1 {τ0 + 1 ≤ t ≤ τ0 + [τr]} 1 {i = 1} , (11)
which depends on r in a non-trivial way. This dependence will be of particular interest when we
specialize our models to the near unit root case. For cross-sectional data define
ψ˜yit (r) = ψ˜
y
it =
ψyn,it√
n
(12)
where ψ˜yit (r) = ψ˜
y
it is constant as a function of r ∈ [0, 1] . In turn, this implies that functional
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convergence of the component (12) is the same as the finite dimensional limit. It also means that
the limiting process is degenerate (i.e. constant) when viewed as a function of r. However, this
does not matter in our applications as we are only interested in the sum
1√
n
T∑
t=1
n∑
i=1
ψyn,it =
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
ψ˜yit ≡ Xynτ .
Define the stacked vector ψ˜it (r) =
(
ψ˜yit (r)
′ , ψ˜νit (r)
′
)′
∈ Rkφ and consider the stochastic process
Xnτ (r) =
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
ψ˜it (r) , Xnτ (0) = (X
y′
nτ , 0)
′
. (13)
We derive a functional central limit theorem which establishes joint convergence between the
panel and time series portions of the process Xnτ (r). The result is useful in analyzing both trend
stationary and unit root settings. In the latter, we specialize the model to a linear time series
setting. The functional CLT is then used to establish proper joint convergence between stochastic
integrals and the cross-sectional component of our model.
For the stationary case we are mostly interested in Xnτ (1) where in particular
1√
τ
τ0+τ∑
t=τ0+1
ψντ,t =
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
ψ˜νit (1) .
The limiting distribution of Xnτ (1) is a simple corollary of the functional CLT for Xnτ (r) . We
note that our treatment differs from Phillips and Moon (1999), who develop functional CLT’s for
the time series dimension of the panel data set. In our case, since T is fixed and finite, a similar
treatment is not applicable.
We introduce the following general regularity conditions. In later sections these conditions will
be specialized to the particular models considered there.
Condition 1 Assume that
i) ψyn,it is measurable with respect to Gτn,(t−min(1,τ0))n+i.
ii) ψντ,t is measurable with respect to Gτn,(t−min(1,τ0))n+i for all i = 1, ..., n.
iii) for some δ > 0 and C <∞, supitE
[∥∥ψyn,it∥∥2+δ] ≤ C for all n ≥ 1.
iv) for some δ > 0 and C <∞, suptE
[∥∥ψντ,t∥∥2+δ] ≤ C for all τ ≥ 1.
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v) E
[
ψyn,it
∣∣Gτn,(t−min(1,τ0))n+i−1] = 0.
vi) E
[
ψντ,t
∣∣Gτn,(t−min(1,τ0)−1)n+i] = 0 for t > T and all i = 1, ..., n.
vii)
∥∥E [ψντ,t∣∣Gτn,(t−min(1,τ0)−1)n+i]∥∥2 ≤ ϑt for t < 0 and all i = 1, ..., n where
ϑt ≤ C
(
|t|1+δ
)−1/2
for the same δ as in (iv) and some bounded constant C and where for a vector of random variables
x = (x1, .., xd) , ‖x‖2 =
(∑d
j=1E
[|xj |2])1/2 is the L2 norm.
Example 1 Assume us is iid N (0, 1) and zs =
∑∞
j=0 ρ
jus−j with |ρ| < 1 is the stationary solution
to zs+1 = ρzs + us+1. Use the convention that νs = zs. Then the score of the Gaussian likelihood
is ψντ,s = zsus+1. Assuming that τ0 = −τ + 1, T = 1 and that zs is independent of yi,t conditional
on C = σ (ν1), it is sufficient for this example to define Gτn,(t−min(1,τ0))n+i = σ ({zt, zt−1, . . . , zτ0})∨
σ (ν1). It then follows that
E
[
zsus+1|Gτn,(s−min(1,τ0))n+i
]
= zsE [us+1|C] ,
where the equality uses the fact that zs is measurable with respect to Gτn,(s−min(1,τ0))n+i and that
us+1 is independent of σ ({zt, zt−1, . . . , zτ0}) . To evaluate E [us+1|C] consider the joint distribution
of us+1 for s < 0 and ν1 = z1, which is Gaussian,
N
 0
0
 ,
 1 ρ|s|
ρ|s| 1
1−ρ2
 .
This implies that E [us+1|C] = ρ|s| (1− ρ2) z1. Evaluating the L2 norm of Condition 1(vii) leads to∥∥E [ψντ,s∣∣Gτn,(s−min(1,τ0)−1)n+i]∥∥22
≤ |ρ||s| (1− ρ2) (E [(zsz1 − E [zsz1])2]+ (E [zsz1])2)
= |ρ||s| (1− ρ2)E [(zsz1 −E [zsz1])2]+ |ρ||s| (1− ρ2)( ρ1−s
1− ρ2
)2
= |ρ||s| (1− ρ2) ρ2−2s + 1
(1− ρ2)2 + |ρ|
|s| ρ2−2s
1− ρ2
= |ρ||s| ρ
2+2|s| + 1
1− ρ2 + |ρ|
|s| ρ2+2|s|
1− ρ2
= O
(
|ρ||s|
)
= o
(
|s|−(1+δ)
)
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such that ∥∥E [ψντ,s∣∣Gτn,(s−min(1,τ0)−1)n+i]∥∥2 = O (|ρ||s|/2) = o(|s|−(1+δ)/2) .
Remark 1 Conditions 1(i), (iii) and (v) can be justified in a variety of ways. One is the sub-
ordinated process theory employed in Andrews (2005) which arises when yit are random draws
from a population of outcomes y. A sufficient condition for Conditions 1(v) to hold is that
E [ψ (y|θ, ρ, νt)| C] = 0 holds in the population. This would be the case, for example, if ψ were the
correctly specified score for the population distribution distribution of yi,t given νt . See Andrews
(2005, pp. 1573-1574).
Condition 2 Assume that:
i) for any s, r ∈ [0, 1] with r > s,
1
τ
τ0+[τr]∑
t=τ0+[τs]+1
ψντ,tψ
ν′
τ,t
p→ Ων (r)− Ων (s) as τ →∞
where Ων (r) − Ων (s) is positive definite a.s. and measurable with respect to σ (ν1, ..., νT ) for all
r ∈ (s, 1]. Normalize Ων (0) = 0.
ii) The elements of Ων (r) are bounded continuously differentiable functions of r > s ∈ [0, 1]. The
derivatives Ω˙ν (r) = ∂Ων (r) /∂r are positive definite almost surely.
iii) There is a fixed constant M <∞ such that sup‖λν‖=1,λν∈Rkρ supt λ′ν∂Ων (t) /∂tλν ≤M a.s.
Condition 2 is weaker than the conditions of Billingsley’s (1968) functional CLT for strictly
stationary martingale difference sequences (mds). We do not assume that E
[
ψντ,tψ
ν′
t
]
is constant.
Brown (1971) allows for time varying variances, but uses stopping times to achieve a standard
Brownian limit. Even more general treatments with random stopping times are possible - see
Gaenssler and Haeussler (1979). On the other hand, here convergence to a Gaussian process (not
a standard Wiener process) with the same methodology (i.e. establishing convergence of finite di-
mensional distributions and tightness) as in Billingsley, but without assuming homoskedasticity is
pursued. Heteroskedastic errors are explicitly used in Section 4.3 where ψντ,t = exp ((t− s) γ/τ) ηs.
Even if ηs is iid(0, σ
2) it follows that ψντ,t is a heteroskedastic triangular array that depends on τ .
It can be shown that the variance kernel Ων (r) is Ων (r) = σ
2 (1− exp (−2rγ))/ 2γ in this case.
See equation (59).
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Condition 3 Assume that
1
n
n∑
i=1
ψyn,itψ
y′
n,it
p→ Ωty
where Ωty is positive definite a.s. and measurable with respect to σ (ν1, ..., νT ) .
Condition 2 holds under a variety of conditions that imply some form of weak dependence of
the process ψντ,t. These include, in addition to Condition 1(ii) and (iv), mixing or near epoch
dependence assumptions on the temporal dependence properties of the process ψντ,t. Assumption
3 holds under appropriate moment bounds and random sampling in the cross-section even if
the underlying population distribution is not independent (see Andrews, 2005, for a detailed
treatment).
4.1 Stable Functional CLT
This section details the probabilistic setting we use to accommodate the results that Jacod and
Shiryaev (2002) (shorthand notation JS) develop for general Polish spaces. Let (Ω′,F ′, P ′) be
a probability space with increasing filtrations Fnt ⊂ F and Fnt ⊂ Fnt+1 for any t = 1, ..., kn
and an increasing sequence kn → ∞ as n → ∞. Let DRkθ×Rkρ [0, 1] be the space of functions
[0, 1] → Rkθ × Rkρ that are right continuous and have left limits (see Billingsley (1968, p.109)).
Let C be a sub-sigma field of F ′. Let (ζ, Zn (ω, t)) : Ω′×[0, 1]→ R× Rkθ×Rkρ be random variables
or random elements in R and D
R
kθ×Rkρ [0, 1], respectively defined on the common probability space
(Ω′,F ′, P ′) and assume that ζ is bounded and measurable with respect to C. Equip D
R
kθ×Rkρ [0, 1]
with the Skorohod topology, see JS (p.328, Theorem 1.14). By Billingsley (1968), Theorem 15.5
the uniform metric can be used to establish tightness for certain processes that are continuous in
the limit.
We use the results of JS to define a precise notion of stable convergence on D
R
kθ×Rkρ [0, 1].
JS (p.512, Definition 5.28) define stable convergence for sequences Zn defined on a Polish space.
We adopt their definition to our setting, noting that by JS (p.328, Theorem 1.14), D
R
kθ×Rkρ [0, 1]
equipped with the Skorohod topology is a Polish space. Also following their Definition VI1.1 and
Theorem VI1.14 we define the σ-field generated by all coordinate projections as D
R
kθ×Rkρ .
Definition 1 The sequence Zn converges C-stably if for all bounded ζ measurable with respect to
C and for all bounded continuous functions f defined on D
R
kθ×Rkρ [0, 1] there exists a probability
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measure µ on (Ω′ ×D
R
kθ×Rkρ [0, 1] , C × DRkθ×Rkρ ) such that
E [ζf (Zn)]→
∫
Ω′×D
R
kθ×Rkρ
[0,1]
ζ (ω′) f (x)µ (dω′, dx) .
As in JS, letQ (ω′, dx) be a distribution conditional on C such that µ (dω′, dx) = P ′ (dω′)Q (ω′, dx)
and let Qn (ω
′, dx) be a version of the conditional (on C) distribution of Zn. Then we can de-
fine the joint probability space (Ω,F , P ) with Ω = Ω′ × D
R
kθ×Rkρ [0, 1] , F = F ′ × DRkθ×Rkρ and
P = P (dω, dx) = P ′ (dω′)Q (ω′, dx) . Let Z (ω′, x) = x be the canonical element onD
R
kθ×Rkρ [0, 1] .
It follows that
∫
ζ (ω′) f (x)µ (dω′, dx) = E [ζQf ] .We say that Zn converges C-stably to Z if for
all bounded, C-measurable ζ,
E [ζf (Zn)]→ E [ζQf ] . (14)
More specifically, if W (r) is standard Brownian motion, we say that Zn ⇒W (r) C-stably where
the notation means that (14) holds when Q is Wiener measure (for a definition and existence proof
see Billingsley (1968, ch.9)). By JS Proposition VIII5.33 it follows that Zn converges C-stably iff
Zn is tight and for all A ∈ C, E [1Af (Zn)] converges.
The concept of stable convergence was introduced by Renyi (1963) and has found wide appli-
cation in probability and statistics. Most relevant to the discussion here are the stable central
limit theorem of Hall and Heyde (1980) and Kuersteiner and Prucha (2013) who extend the result
in Hall and Heyde (1980) to panel data with fixed T . Dedecker and Merlevede (2002) established
a related stable functional CLT for strictly stationary martingale differences.
Following Billingsley (1968, p. 120) let pir1,...,rkZ
n =
(
Znr1, ..., Z
n
rk
)
be the coordinate projections
of Zn. By JS VIII5.36 and by the proof of Theorems 5.7 and 5.14 on p. 509 of JS (see also, Rootzen
(1983), Feigin (1985), Dedecker and Merlevede (2002, p. 1057)), C-stable convergence for Zn to
Z follows if E
[
ζf
(
Znr1, ..., Z
n
rk
)] → E [ζf (Zr1, ..., Zrn)] and Zn is tight under the measure P. We
note that the first condition is equivalent to stable convergence of the finite dimensional vector of
random variables Znr1, ..., Z
n
rk
defined on Rk and is established with a multivariate stable central
limit theorem.
Theorem 1 Assume that Conditions 1, 2 and 3 hold. Then it follows that for ψ˜it defined in (13),
and as τ, n→∞, and T fixed,
Xnτ (r)⇒
 By (1)
Bν (r)
 (C-stably)
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where By (r) = Ωy
1/2Wy(r), Bν (r) =
∫ r
0
Ω˙ν (s)
1/2 dWν(s) and Ω (r) = diag (Ωy,Ων (r)) is C-
measurable, Ω˙ν (s) = ∂Ων (s) /∂s and (Wy (r) ,Wν (r)) is a vector of standard kφ-dimensional
Brownian processes independent of Ω.
Proof. In Appendix A.
Remark 2 Note that the component Wy (1) of W (r) does not depend on r. Thus, Wy (1) is simply
a vector of standard Gaussian random variables, independent both of Wν (r) and any random
variable measurable w.r.t C.
The limiting random variables By (r) and Bν (r) both depend on C and are thus mutually
dependent. The representation By (1) = Ωy
1/2Wy(1), where a stable limit is represented as the
product of an independent Gaussian random variable and a scale factor that depends on C, is com-
mon in the literature on stable convergence. Results similar to the one for Bν (r) were obtained by
Phillips (1987, 1988) for cases where Ω˙ν (s) is non-stochastic and has an explicitly functional form,
notably for near unit root processes and when convergence is marginal rather than stable. Rootzen
(1983) establishes stable convergence but gives a representation of the limiting process in terms
of standard Brownian motion obtained by a stopping time transformation. The representation of
Bν (r) in terms of a stochastic integral over the random scale process Ω˙ν (s) seems to be new. It
is obtained by utilizing a technique mentioned in Rootzen (1983, p. 10) but not utilized there,
namely establishing finite dimensional convergence using a stable martingale CLT. This technique
combined with a tightness argument establishes the characteristic function of the limiting process.
The representation for Bν (r) is then obtained by utilizing results for characteristic functions of
affine diffusions in Duffie, Pan and Singletion (2000). Rootzen (1983, p.13) similarly utilizes char-
acteristic functions to identify the limiting distribution in the case of standard Brownian motion, a
much simpler scenario than ours. Finally, the results of Dedecker and Merlevede (2002) differ from
ours in that they only consider asymptotically homoskedastic and strictly stationary processes. In
our case, heteroskedasticity is explicitly allowed because of Ω˙ν (s) . An important special case of
Theorem 1 is the near unit root model discussed in more detail in Section 4.3.
More importantly, our results innovate over the literature by establishing joint convergence
between cross-sectional and time series averages that are generally not independent and whose
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limiting distributions are not independent. This result is obtained by a novel construction that
embeds both data sets in a random field. A careful construction of information filtrations Gτn,n+i
allows to map the field into a martingale array. Similar techniques were used in Kuersteiner
and Prucha (2013) for panels with fixed T. In this paper we extend their approach to handle an
additional and distinct time series data-set and by allowing for both n and τ to tend to infinity
jointly. In addition to the more complicated data-structure we extend Kuersteiner and Prucha
(2013) by considering functional central limit theorems.
The following corollary is useful for possibly non-linear but trend stationary models.
Corollary 1 Assume that Conditions 1, 2 and 3 hold. Then it follows that for ψ˜it defined in (13),
and as τ, n→∞ and T fixed,
Xnτ (1)
d→ B := Ω1/2W (C-stably)
where Ω = diag (Ωy,Ων (1)) is C-measurable and W = (Wy (1) ,Wν (1)) is a vector of standard
d-dimensional Gaussian random variables independent of Ω. The variables Ωy,Ων (.) ,Wy (.) and
Wν (.) are as defined in Theorem 1.
Proof. In Appendix A.
The result of Corollary 1 is equivalent to the statement that Xnτ (1)
d→ N (0,Ω) conditional
on positive probability events in C. As noted earlier, no simplification of the technical arguments
are possible by conditioning on C except in the trivial case where Ω is a fixed constant. Eagleson
(1975, Corollary 3), see also Hall and Heyde (1980, p. 59), establishes a simpler result where
Xnτ (1)
d→ B weakly but not (C-stably). Such results could in principle be obtained here as
well, but they would not be useful for the analysis in Sections 4.2 and 4.3 because the limiting
distributions of our estimators not only depend on B but also on other C-measurable scaling
matrices. Since the continuous mapping theorem requires joint convergence, a weak limit for B
alone is not sufficient to establish the results we obtain below.
Theorem 1 establishes what Phillips and Moon (1999) call diagonal convergence, a special
form of joint convergence. To see that sequential convergence where first n or τ go to infinity,
followed by the other index, is generally not useful in our set up, consider the following example.
Assume that d = kφ is the dimension of the vector ψ˜it. This would hold for just identified moment
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estimators and likelihood based procedures. Consider the double indexed process
Xnτ (1) =
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
ψ˜it (1) . (15)
For each τ fixed, convergence in distribution of Xnτ as n → ∞ follows from the central limit
theorem in Kuersteiner and Prucha (2013). Let Xτ denote the “large n, fixed τ” limit. For each n
fixed, convergence in distribution ofXnτ as τ →∞ follows from a standard martingale central limit
theorem for Markov processes. Let Xn be the “large τ , fixed n” limit. It is worth pointing out that
the distributions of both Xn and Xτ are unknown because the limits are trivial in one direction.
For example, when τ is fixed and n tends to infinity, the component τ−1/2
∑τ0+τ
t=τ0+1
ψντ,t trivially
converges in distribution (it does not change with n) but the distribution of τ−1/2
∑τ0+τ
t=τ0+1
ψντ,t
is generally unknown. More importantly, application of a conventional CLT for the cross-section
alone will fail to account for the dependence between the time series and cross-sectional compo-
nents. Sequential convergence arguments thus are not recommended even as heuristic justifications
of limiting distributions in our setting.
4.2 Trend Stationary Models
Let θ = (β, ν1, ..., νT ) and define the shorthand notation fit (θ, ρ) = f (yit|θ, ρ), gt (β, ρ) = g (νt|νt−1, β, ρ) ,
fθ,it (θ, ρ) = ∂fit (θ, ρ) /∂θ and gρ,t (β, ρ) = ∂gt (β, ρ) /∂ρ. Also let fit = fit (θ0, ρ0) , fθ,it =
fθ,it (θ0, ρ0) , gt = gt (β0, ρ0) and gρ,t = gρ,t (β0, ρ0) . Depending on whether the estimator under
consideration is maximum likelihood or moment based we assume that either (fθ,it, gρ,t) or (fit, gt)
satisfy the same Assumptions as
(
ψyit, ψ
ν
τ,t
)
in Condition 1. We recall that νt (β, ρ) is a function
of (zt, β, ρ), where zt are observable macro variables. For the CLT, the process νt = νt (ρ0, β0)
is evaluated at the true parameter values and treated as observed. In applications, νt will be
replaced by an estimate which potentially affects the limiting distribution of ρ. This dependence
is analyzed in a step separate from the CLT.
The next step is to use Corollary 1 to derive the joint limiting distribution of estimators for
φ = (θ′, ρ′)′. Define sνML (β, ρ) = τ
−1/2∑τ0+τ
t=τ0+1
∂g (νt (β, ρ) |νt−1 (β, ρ) , β, ρ) /∂ρ and syML (θ, ρ) =
n−1/2
∑T
t=1
∑n
i=1 ∂f (yit|θ, ρ) /∂θ for maximum likelihood, and
sνM (β, ρ) = − (∂kτ (β, ρ) /∂ρ)′W ττ τ−1/2
τ0+τ∑
t=τ0+1
g (νt (β, ρ) |νt−1 (β, ρ) , β, ρ)
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and syM (θ, ρ) = − (∂hn (θ, ρ) /∂θ)′WCn n−1/2
∑T
t=1
∑n
i=1 f (yit|θ, ρ) for moment based estimators.
We use sν (β, ρ) and sy (θ, ρ) generically for arguments that apply to both maximum likelihood
and moment based estimators. The estimator φˆ jointly satisfies the moment restrictions using
time series data
sν
(
βˆ, ρˆ
)
= 0. (16)
and cross-sectional data
sy
(
θˆ, ρˆ
)
= 0. (17)
Defining s (φ) =
(
sy (φ)′ , sν (φ)′
)′
the estimator φˆ satisfies s
(
φˆ
)
= 0. A first order Taylor series
expansion around φ0 is used to obtain the limiting distribution for φˆ. We impose the following
additional assumption.
Condition 4 Let φ = (θ′, ρ′)′ ∈ Rkφ, θ ∈ Rkθ , and ρ ∈ Rkρ . DefineDnτ = diag
(
n−1/2Iy, τ−1/2Iν
)
,where
Iy is an identity matrix of dimension kθ and Iν is an identity matrix of dimension kρ. Let
WC = plimnW
C
n and W
τ = plimτ W
τ
τ and assume the limits to be positive definite and C-
measurable. Define h (θ, ρ) = plimn hn (β, νt, ρ) and k (β, ρ) = plimτ kτ (β, ρ) . Assume that for
some ε > 0,
i) supφ:‖φ−φ0‖≤ε
∥∥(∂kτ (β, ρ) /∂ρ)′W ττ − ∂k (β, ρ)′ /∂ρW τ∥∥ = op (1) ,
ii) supφ:‖φ−φ0‖≤ε
∥∥(∂hn (θ, ρ) /∂θ)′WCn − (∂h (θ, ρ) /∂θ)′WC∥∥ = op (1) ,
iii) supφ:‖φ−φ0‖≤ε
∥∥∥∂s(φ)∂φ′ Dnτ −A (φ)∥∥∥ = op (1) where A (φ) is C-measurable and A = A (φ0) is full
rank almost surely. Let κ = limn/τ,
A =
 Ay,θ √κAy,ρ
1√
κ
Aν,θ Aν,ρ

with Ay,θ = plim n
−1∂sy (φ0) /∂θ′, Ay,ρ = plim n−1∂sy (φ0) /∂ρ′, Aν,θ = plim τ−1∂sν (φ0) /∂θ′ and
Aν,ρ = plim τ
−1∂sν (φ0) /∂ρ′.
Condition 5 For maximum likelihood criteria the following holds:
i) for any s, r ∈ [0, 1] with r > s, 1
τ
∑τ0+[τr]
t=τ0+[τs]+1
gρ,tg
′
ρ,t
p→ Ων (r) − Ων (s) as τ → ∞ and where
Ων (r) satisfies the same regularity conditions as in Condition 2(ii).
ii) 1
n
∑n
i=1 fθ,itf
′
θ,it
p→ Ωty for all t ∈ [1, ..., T ] and where Ωty is positive definite a.s. and measurable
with respect to σ (ν1, ..., νT ) . Let Ωy =
∑T
t=1 Ωty.
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Condition 6 For moment based criteria the following holds:
i) 1
τ
∑τ0+[τr]
t=τ0+[τs]+1
gtg
′
t
p→ Ωg (r) − Ωg (s) as τ → ∞ and where Ωg (r) satisfies the same regularity
conditions as in Condition 2(ii).
ii) 1
n
∑n
i=1 fitf
′
it
p→ Ωt,rf for all t, s ∈ [1, ..., T ] . Let Ωf =
∑T
t=1Ωt,f . Assume that Ωf is positive
definite a.s. and measurable with respect to σ (ν1, ..., νT ).
The following result establishes the joint limiting distribution of φˆ.
Theorem 2 Assume that Conditions 1, 4, and either 5 with
(
ψyit, ψ
ν
τ,t
)
= (fθ,it, gρ,t) in the case of
likelihood based estimators or 6 with
(
ψyit, ψ
ν
τ,t
)
= (fit, gt) in the case of moment based estimators
hold. Assume that φˆ− φ0 = op (1) and that (16) and (17) hold. Then,
D−1nτ
(
φˆ− φ0
)
d→ −A−1Ω1/2W (C-stably)
where A is full rank almost surely, C-measurable and is defined in Condition 4. The distribution
of Ω1/2W is given in Corollary 1. In particular, Ω = diag (Ωy,Ων (1)). Then the criterion is
maximum likelihood Ωy and Ων (1) are given in Condition 5. When the criterion is moment based,
Ωy =
∂h(θ0,ρ0)
′
∂θ
WCΩfW
C′ ∂h(θ0,ρ0)
∂θ
and Ων (1) =
∂k(β0,ρ0)
′
∂ρ
W τΩg (1)W
τ ′ ∂k(β0,ρ0)
∂ρ
with Ωf and Ωg (1)
defined in Condition 6.
Proof. In Appendix A.
Corollary 2 Under the same conditions as in Theorem 2 it follows that
√
n
(
θˆ − θ0
)
d→ −Ay,θΩ1/2y Wy (1)−
√
κAy,ρΩ1/2ν (1)Wν (1) (C-stably). (18)
where
Ay,θ = A−1y,θ + A
−1
y,θAy,ρ
(
Aν,ρ − Aν,θA−1y,θAy,ρ
)−1
Aν,θA
−1
y,θ
Ay,ρ = −A−1y,θAy,ρ
(
Aν,ρ − Aν,θA−1y,θAy,ρ
)−1
.
For
Ωθ = A
y,θΩyA
y,θ′ + κAy,ρΩν (1)Ay,ρ′
it follows that
√
nΩ
−1/2
θ
(
θˆ − θ0
)
d→ N (0, I) (C-stably). (19)
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Note that Ωθ, the asymptotic variance of
√
n
(
θˆ − θ0
)
conditional on C, in general is a random
variable, and the asymptotic distribution of θˆ is mixed normal. However, as in Andrews (2005), the
result in (19) can be used to construct an asymptotically pivotal test statistic. For a consistent
estimator Ωˆθ the statistic
√
nΩˆ
−1/2
θ
(
Rθˆ − r
)
is asymptotically distribution free under the null
hypothesis Rθ − r = 0 where R is a conforming matrix of dimension q × kθ and and r a q × 1
vector.
4.3 Unit Root Time Series Models
In this section we consider the special case where νt follows an autoregressive process of the form
νt+1 = ρνt + ηt. As in Hansen (1992), Phillips (1987, 1988, 2014) we allow for nearly integrated
processes where ρ = exp (γ/ τ) is a scalar parameter localized to unity such that
ντ,t+1 = exp (γ/ τ) ντ,t + ηt+1 (20)
and the notation ντ,t emphasizes that ντ,t is a sequence of processes indexed by τ . We assume that
τ0 = 0 is fixed and
τ−1/2ντ,min(1,τ0) = ν0 = V (0) a.s.
where ν0 is a potentially nondegenerate random variable. In other words, the initial condition for
(20) is ντ,min(1,τ0) = τ
1/2ν0. We explicitly allow for the case where ν0 = 0, to model a situation
where the initial condition can be ignored. This assumption is similar, although more parametric
than, the specification considered in Kurtz and Protter (1991). We limit our analysis to the case
of maximum likelihood criterion functions. Results for moment based estimators can be developed
along the same lines as in Section 4.2 but for ease of exposition we omit the details. For the unit
root version of our model we assume that νt is observed in the data and that the only parameter to
be estimated from the time series data is ρ. Further assuming a Gaussian quasi-likelihood function
we note that the score function now is
gρ,t (β, ρ) = ντ,t−1 (ντ,t − ντ,t−1ρ) . (21)
The estimator ρˆ solving sample moment conditions based on (21) is the conventional OLS estimator
given by
ρˆ =
∑τ
t=τ0+1
ντ,t−1ντ,t∑τ
t=τ0+1
ν2τ,t−1
.
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We continue to use the definition for fθ,it (θ, ρ) in Section 4.2 but now consider the simplified case
where θ0 = (β, ν0). We note that in this section, ν0 rather than ντ,min(1,τ0) is the common shock
used in the cross-sectional model. The implicit scaling of ντ,min(1,τ0) by τ
−1/2 is necessary in the
cross-sectional specification to maintain a well defined model even as τ →∞.
Consider the joint process (Vτn (r) , Yτn) where Vτn (r) = τ
−1/2ντ [τr], and
Yτn =
T∑
t=1
n∑
i=1
fθ,it√
n
.
Note that ∫ r
0
VτndWτn = τ
−1
τ0+[τr]∑
t=τ0+1
ντ,t−1ηt
with Wτn (r) = τ
−1/2∑τ0+[τr]
t=τ0+1
ηt. We define the limiting process for Vτn (r) as
Vγ,V (0) (r) = e
γrV (0) +
∫ r
0
σeγ(r−s)dWν (s) (22)
whereWν is defined in Theorem 1. When ν0 = 0, Theorem 1 directly implies that e
−γ[rτ ]/τVτn (r)⇒∫ r
0
σe−sγdWν (s) C-stably noting that in this case Ων (s) = σ2 (1− exp (−2sγ)) 2γ and Ω˙ν (s)1/2 =
σe−sγ. The familiar result (cf. Phillips 1987) that Vτn (r) ⇒
∫ r
0
σeγ(r−s)dWν (s) then is a conse-
quence of the continuous mapping theorem. The case in (22) where ν0 is a C-measurable random
variable now follows from C-stable convergence of Vτn (r) . In this section we establish joint C-stable
convergence of the triple
(
Vτn (r) , Yτn,
∫ r
0
VτndWτn
)
.
Let φ = (θ′, ρ)′ ∈ Rkφ, θ ∈ Rkθ , and ρ ∈ R. The true parameters are denoted by θ0 and
ρτ0 = exp (γ0/τ) with γ0 ∈ R and both θ0 and γ0 bounded. We impose the following modified
assumptions to account for the the specific features of the unit root model.
Condition 7 Define C = σ (ν0). Define the σ-fields Gn,|min(1,τ0)|n+i in the same way as in (10)
except that here τ = κn such that dependence on τ is suppressed and that νt is replaced with ηt as
in
Gτn,(t−min(1,τ0))n+i = σ
({
yjt−1, yjt−2, . . . , yjmin(1,τ0)
}n
j=1
,
{
ηt, ηt−1, . . . , ηmin(1,τ0)
}
, (yj,t)
i
j=1
)
∨ C
Assume that
i) fθ,it is measurable with respect to Gτn,(t−min(1,τ0))n+i.
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ii) ηt is measurable with respect to Gτn,(t−min(1,τ0))n+i for all i = 1, ..., n
iii) for some δ > 0 and C <∞, supitE
[
‖fθ,it‖2+δ
]
≤ C
iv) for some δ > 0 and C <∞, suptE
[
‖ηt‖2+δ
]
≤ C
v) E
[
fθ,it|Gτn,(t−min(1,τ0))n+i−1
]
= 0
vi) E
[
ηt|Gτn,(t−min(1,τ0)−1)n+i
]
= 0 for t > T and all i = {1, ..., n}.
vii) For any 1 > r > s ≥ 0 fixed let Ωr,sτ,η = τ−1
∑τ0+[τr]
t=min(1,τ0)+[τs]+1
E
[
η2t |Gτn,(t−min(1,τ0)−1)n+n
]
.
Then, Ωr,sτ,η →p (r − s) σ2.
viii) Assume that 1
n
∑n
i=1 fθ,itf
′
θ,it
p→ Ωty where Ωty is positive definite a.s. and measurable with
respect to C. Let Ωy =
∑T
t=1Ωty.
Conditions 7(i)-(vi) are the same as Conditions 1 (i)-(vi) adapted to the unit root model. Con-
dition 7(vii) replaces Condition 2. It is slightly more primitive in the sense that if η2t is homoskedas-
tic, Condition 7(vii) holds automatically and convergence of τ−1
∑τ0+[τr]
t=min(1,τ0)+[τs]+1
η2t → (r − s) σ2
follows from an argument given in the proofs rather than being assumed. On the other hand,
Condition 7(vii) is somewhat more restrictive than Condition 2 in the sense that it limits het-
eroskedasticity to be of a form that does not affect the limiting distribution. In other words,
we essentially assume τ−1
∑τ0+[τr]
t=min(1,τ0)+[τs]+1
η2t to be proportional to r − s asymptotically. This
assumption is stronger than needed but helps to compare the results with the existing unit root
literature.
For Condition 7(viii) we note that typically Ωty (φ) = E
[
fθ,itf
′
θ,it
]
and Ωty = Ωty (φ0) where
φ0 = (β
′
0, ν
′
0, ρτ0). Thus, even if Ωty (.) is non-stochastic, it follows that Ωty is random and mea-
surable with respect to C because it depends on ν0 which is a random variable measurable w.r.t
C.
The following results are established by modifying arguments in Phillips (1987) and Chan and
Wei (1987) to account for C-stable convergence and by applying Theorem 1.
Theorem 3 Assume that Conditions 7 hold. With τ0 = 0 and as τ, n → ∞ and T fixed with
τ = κn for some κ ∈ (0,∞) it follows that(
Vτn (r) , Yτn,
∫ s
0
VτndWτn
)
⇒
(
Vγ,V (0) (r) ,Ω
1/2
y Wy (1) ,
∫ s
0
σVγ,V (0)dWν
)
(C-stably)
in the Skorohod topology on DRd [0, 1] .
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Proof. In Appendix A.
We now employ Theorem 3 to analyze the limiting behavior of θˆ when the common factors are
generated from a linear unit root process. To derive a limiting distribution for φˆ we impose the
following additional assumption.
Condition 8 Let θˆ = argmax
∑T
t=1
∑n
i=1 f (yit|θ, ρˆ). Assume that
(
θˆ − θ0
)
= Op
(
n−1/2
)
.
Condition 9 Let s˜yit (φ) = fθ,it (φ) /
√
n and s˜νit (φ) = 1 {i = 1} gρ,t (φ) /τ . Assume that s˜yit (φ) :
R
kθ→ Rkθ , s˜νit (φ) : R→ R and define Dnτ = diag
(
n−1/2Iy, τ−1
)
, where Iy is an identity matrix of
dimension kθ. Let κ = limn/τ
2. Let Ay,θ (φ) =
∑T
t=1E [∂s
y
it (φ) /∂θ
′] ,
Ay,ρ (φ) =
T∑
t=1
E [∂syit (φ) /∂ρ]
and define Ay (φ) =
[
Ay,θ (φ)
√
κAy,ρ (φ)
]
where A (φ) is a kθ× kφ dimensional matrix of non-
random functions φ→ R. Assume that Ay,θ (φ0) is full rank almost surely. Assume that for some
ε > 0,
sup
φ:‖φ−φ0‖≤ε
∥∥∥∥∥∥
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
∂s˜yit (φ)
∂φ′
Dnτ − Ay (φ)
∥∥∥∥∥∥ = op (1)
We make the possibly simplifying assumption that A (φ) only depends on the factors through
the parameter θ.
Theorem 4 Assume that Conditions 7, 8 and 9 hold. It follows that
√
n
(
θˆ − θ0
)
d→ −A−1y,θΩ1/2y Wy (1)−
√
κA−1y,θAy,ρ
(∫ 1
0
V 2γ,V (0)dr
)−1(∫ 1
0
σVγ,V (0)dWν
)
(C-stably).
Proof. In Appendix A.
The result in Theorem 4 is an example that shows how common factors affecting both time
series and cross-section data can lead to non-standard limiting distributions. In this case, the
initial condition of the unit root process in the time series dimension causes dependence between
the components of the asymptotic distribution of θˆ because both Ωy and Vγ,V (0) in general depend
on ν0. Thus, the situation encountered here is generally more difficult than the one considered
in Stock and Yogo (2006) and Phillips (2014). In addition, because the limiting distribution of
θˆ is not mixed asymptotically normal, simple pivotal test statistics as in Andrews (2005) are not
readily available contrary to the stationary case.
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5 Summary
We develop a new limit theory for combined cross-sectional and time-series data sets. We focus
on situations where the two data sets are interdependent because of common factors that affect
both. The concept of stable convergence is used to handle this dependence when proving a joint
Central Limit Theorem. Our analysis is cast in a generic framework of cross-section and time-
series based criterion functions that jointly, but not individually, identify the parameters. Within
this framework, we show how our limit theory can be used to derive asymptotic approximations to
the sampling distribution of estimators that are based on data from both samples. We explicitly
consider the unit root case as an example where particularly difficult to handle limiting expressions
arise. Our results are expected to be helpful for the econometric analysis of rational expectation
models involving individual decision making as well as general equilibrium settings. We investigate
these topics, and related implementation issues, in a companion paper.
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Appendix
A Proofs for Section 4
A.1 Proof of Theorem 1
To prove the functional central limit theorem we follow Billingsley (1968) and Dedecker and
Merlevede (2002). The proof involves establishing finite dimensional convergence and a tightness
argument. For finite dimensional convergence fix r1 < r2 < · · · < rk ∈ [0, 1]. We use the notational
convention r0 = 0 below. Define the increment
∆Xnτ (ri) = Xnτ (ri)−Xnτ (ri−1) . (23)
Since there is a one to one mapping betweenXnτ (r1) , ..., Xnτ (rk) andXnτ (r1) ,∆Xnτ (r2) , ...,∆Xnτ (rk)
we establish joint convergence of the latter. The proof proceeds by checking that the conditions
of Theorem 1 in Kuersteiner and Prucha (2013) hold. Let kn = max(T, τ)n where both n → ∞
and τ →∞ such that clearly kn →∞ (this is a diagonal limit in the terminology of Phillips and
Moon, 1999). Let d = kθ + kρ. To handle the fact that Xnτ ∈ Rd we use Lemmas A.1 - A.3 in
Phillips and Durlauf (1986). Define λj =
(
λ′j,y, λ
′
j,ν
)′
and let λ = (λ1, . . . , λk) ∈ Rdk with ‖λ‖ = 1.
Define t∗ = t−min (1, τ0).
For each n and τ0 define the mapping q (t, i) : N
2
+ → N+ as q (i, t) := t∗n+i and note that q (i, t)
is invertible, in particular for each q ∈ {1, ..., kn} there is a unique pair t, i such that q (i, t) = q.
We often use shorthand notation q for q (i, t). Let
ψ¨q(i,t) ≡
k∑
j=1
λ′j
(
∆ψ˜it (rj)− E
[
∆ψ˜it (rj) |Gτn,t∗n+i−1
])
(24)
where
∆ψ˜it (rj) = ψ˜it (rj)− ψ˜it (rj−1) ; ∆ψ˜it (r1) = ψ˜it (r1) . (25)
Note that ∆ψ˜it (rj) =
(
∆ψ˜yit (rj) ,∆ψ˜
ν
t (rj)
)′
with
∆ψ˜yit (rj) =
 ψ˜
y
it for j = 1
0 otherwise
(26)
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and
∆ψ˜νit (rj) =
 ψ˜ντ,t (rj) if [τrj−1] < t ≤ [τrj ] and i = 10 otherwise . (27)
Using this notation and noting that
∑max(T,τ0+τ)
t=min(1,τ0+1)
∑n
i=1 ψ¨q(i,t) =
∑kn
q=1 ψ¨q, we write
λ′1Xnτ (r1) +
k∑
j=2
λ′j∆Xnτ (rj)
=
kn∑
q=1
ψ¨q +
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
k∑
j=1
λ′jE
[
∆ψ˜it (rj)
∣∣∣Gτn,t∗n+i−1] (28)
First analyze the term
∑kn
q=1 ψ¨q. Note that ψ
y
n,it is measurable with respect to Gτn,t∗n+i by con-
struction. Note that by (24), (26) and (27) the individual components of ψ¨q are either 0 or equal
to ψ˜it (rj)−E
[
ψ˜it (rj) |Gτn,t∗n+i−1
]
respectively. This implies that ψ¨q is measurable with respect to
Gτn,q, noting in particular that E
[
ψ˜it (rj) |Gτn,t∗n+i−1
]
is measurable w.r.t Gτn,t∗n+i−1 by the prop-
erties of conditional expectations and Gτn,t∗n+i−1 ⊂ Gτn,q. By construction, E
[
ψ¨q|Gτn,q−1
]
= 0.
This establishes that for Snq =
∑q
s=1 ψ¨s,
{Snq,Gτn,q, 1 ≤ q ≤ kn, n ≥ 1}
is a mean zero martingale array with differences ψ¨q.
To establish finite dimensional convergence we follow Kuersteiner and Prucha (2013) in the
proof of their Theorem 2. Note that, for any fixed n and given q, and thus for a corresponding
unique vector (t, i), there exists a unique j ∈ {1, . . . , k} such that τ0 + [τrj−1] < t ≤ τ0 + [τrj ] .
Then,
ψ¨q(i,t) =
k∑
l=1
λ′l
(
∆ψ˜it (rl)−E
[
∆ψ˜it (rl)
∣∣∣Gτn,t∗n+i−1])
= λ′1,y
(
ψ˜yit −E
[
ψ˜yit
∣∣∣Gτn,t∗n+i−1]) 1 {j = 1}
+ λ′j,ν
(
ψ˜ντ,t (rj)− E
[
ψ˜ντ,t (rj)
∣∣∣Gτn,t∗n+i−1]) 1 {[τrj−1] < t− τ0 ≤ [τrj ]} 1 { i = 1} ,
where all remaining terms in the sum are zero because of by (24), (26) and (27). For the subsequent
inequalities, fix q ∈ {1, ..., kn} (and the corresponding (t, i) and j) arbitrarily. Introduce the
shorthand notation 1j = 1 {j = 1} and 1ij= 1 {[τrj−1] < t− τ0 ≤ [τrj ]}1 { i = 1} .
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First, note that for δ ≥ 0, and by Jensen’s inequality applied to the empirical measure 1
4
∑4
i=1 xi
we have that∣∣∣ψ¨q∣∣∣2+δ
= 42+δ
∣∣∣∣14λ′1,y (ψ˜yit − E [ψ˜yit|Gτn,t∗n+i−1]) 1j + 14λ′j,ν (ψ˜ντ,t (rj)−E [ψ˜ντ,t (rj) |Gτn,t∗n+i−1]) 1ij
∣∣∣∣2+δ
≤ 42+δ
(
1
4
‖λ1,y‖2+δ
∥∥∥ψ˜yit∥∥∥2+δ + 14 ‖λ1,y‖2+δ ∥∥∥E [ψ˜yit|Gτn,t∗n+i−1]∥∥∥2+δ
)
1j
+ 42+δ
(
1
4
‖λj,ν‖2+δ
∥∥∥ψ˜ντ,t (rj)∥∥∥2+δ + 14 ‖λj,ν‖2+δ ∥∥∥E [ψ˜ντ,t (rj) |Gτn,t∗n+i−1]∥∥∥2+δ
)
1ij
= 22+2δ
(
‖λ1,y‖2+δ
∥∥∥ψ˜yit∥∥∥2+δ + ‖λ1,y‖2+δ ∥∥∥E [ψ˜yit|Gτn,t∗n+i−1]∥∥∥2+δ) 1j
+ 22+2δ
(
‖λj,ν‖2+δ
∥∥∥ψ˜ντ,t (rj)∥∥∥2+δ + ‖λj,ν‖2+δ ∥∥∥E [ψ˜ντ,t (rj) |Gτn,t∗n+i−1]∥∥∥2+δ) 1ij .
We further use the definitions in (11) such that by Jensen’s inequality and for i = 1 and t ∈
[τ0 + 1, τ0 + τ ] ∥∥∥ψ˜ντ,t (rj)∥∥∥2+δ + ∥∥∥E [ψ˜ντ,t (rj) |Gτn,t∗n+i−1]∥∥∥2+δ
≤ 1
τ 1+δ/2
(∥∥ψντ,t∥∥2+δ + (E [∥∥ψντ,t∥∥ |Gτn,t∗n+i−1])2+δ)
≤ 1
τ 1+δ/2
(∥∥ψντ,t∥∥2+δ + E [∥∥ψντ,t∥∥2+δ |Gτn,t∗n+i−1])
while for i > 1 or t /∈ [τ0 + 1, τ0 + τ ] , ∥∥∥ψ˜νit∥∥∥ = 0.
Similarly, for t ∈ [1, ..., T ]∥∥∥ψ˜yit∥∥∥2+δ + ∥∥∥E [ψ˜yit|Gτn,t∗n+i−1]∥∥∥2+δ
≤ 1
n1+δ/2
(
‖ψyit‖2+δ + E
[
‖ψyit‖2+δ |Gτn,t∗n+i−1
])
while for t /∈ [1, ..., T ] ∥∥∥ψ˜yit∥∥∥ = 0.
Noting that ‖λj,y‖ ≤ 1 and ‖λj,ν‖ < 1,
E
[∣∣∣ψ¨q∣∣∣2+δ∣∣∣∣Gτn,q−1] ≤ 23+2δ1 {i = 1, t ∈ [τ0 + 1, τ0 + τ ]}τ 1+δ/2 E [∥∥ψντ,t∥∥2+δ∣∣∣Gτn,t∗n+i−1]
+
23+2δ1 {t ∈ [1, ..., T ]}
n1+δ/2
E
[
‖ψyit‖2+δ
∣∣∣Gτn,t∗n+i−1] , (29)
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where the inequality in (29) holds for δ ≥ 0. To establish the limiting distribution of ∑knq=1 ψ¨q we
check that
kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2+δ]→ 0, (30)
kn∑
q=1
ψ¨2q
p→
∑
t∈{1,..,T}
λ′1,yΩytλ1,y +
k∑
j=1
λ′j,νΩν (rj − rj−1) λj,ν, (31)
and
sup
n
E
( kn∑
q=1
E
[
ψ¨2q
∣∣∣Gτn,q−1]
)1+δ/2 <∞, (32)
which are adapted to the current setting from Conditions (A.26), (A.27) and (A.28) in Kuersteiner
and Prucha (2013). These conditions in turn are related to conditions of Hall and Heyde (1980)
and are shown by Kuersteiner and Prucha (2013) to be sufficient for their Theorem 1.
To show that (30) holds note that from (29) and Condition 1 it follows that for some constant
C <∞,
kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2+δ] ≤ 23+2δ
τ 1+δ/2
τ0+τ∑
t=τ0+1
E
[∥∥ψντ,t∥∥2+δ∣∣∣Gτn,t∗n]
+
23+2δ
n1+δ/2
T∑
t=1
n∑
i=1
E
[
‖ψyit‖2+δ
∣∣∣Gτn,t∗n]
≤ 2
3+2δτC
τ 1+δ/2
+
23+2δnTC
n1+δ/2
=
23+2δC
τ δ/2
+
23+2δTC
nδ/2
→ 0
because 23+2δC and T are fixed as τ, n→∞.
Next, consider the probability limit of
∑kn
q=1 ψ¨
2
q . We have
kn∑
q=1
ψ¨2q
=
1
τ
k∑
j=1
τ0+τ∑
t=τ0+1
(
λ′j,ν
(
ψντ,t − E
[
ψντ,t|Gτn,t∗n
]))2
1ij (33)
+
2√
τn
∑
t∈(τ0,...,τ0+τ)
∩{1,..,T}
k∑
j=1
λ′j,ν
(
ψντ,t − E
[
ψντ,t|Gτn,s∗n
])
(ψy1t − E [ψy1t|Gτn,t∗n])′ λj,y11j1j (34)
+
1
n
 ∑
t∈{1,..,T}
n∑
i=1
(
λ′1,y
(
ψyn,it − E
[
ψyn,it|Gτn,t∗n+i−1
]))2 . (35)
37
Using
(
λ′j,ν
(
ψντ,t − E
[
ψντ,t|Gτn,t∗n
]))2 ≤ (λ′j,νψντ,t)2 + 2 ∥∥ψντ,t∥∥ ‖λj,ν‖2 ∥∥E [ψντ,t|Gτn,t∗n]∥∥
+ ‖λj,ν‖2
∥∥E [ψντ,t|Gτn,t∗n]∥∥
and that the fact that E
[
ψντ,t|Gτn,t∗n
]
= 0 when t > T implies that
1
τ
k∑
j=1
τ0+τ∑
t=τ0+1
∣∣∣((λ′j,ν (ψντ,t −E [ψντ,t|Gτn,t∗n]))2 − (λ′j,νψντ,t)2) 1ij∣∣∣ (36)
≤ 1
τ
k∑
j=1
∑
t∈{τ0,...,τ0+τ}∩{min(1,τ0),..,T}
(
2
∥∥ψντ,t∥∥ ‖λj,ν‖2 ∥∥E [ψντ,t|Gτn,t∗n]∥∥+ ‖λj,ν‖2 ∥∥E [ψντ,t|Gτn,t∗n]∥∥2)
where by Condition 2
1
τ
k∑
j=1
τ0+τ∑
t=t=τ0+1
(
λ′j,νψ
ν
τ,t
)2
1 {τ0 + [τrj−1] < t ≤ τ0 + [τrj]} p→
k∑
j=1
λ′j,ν (Ων (rj)− Ων (rj−1))λj,ν.
To show that the RHS of (36) is op (1) note that by the Markov inequality and the Cauchy-Schwarz
inequality it is enough to show that
1
τ
k∑
j=1
∑
t∈{τ0,...,τ0+τ}
∩{min(1,τ0+1),..,T}
‖λj,ν‖2
(
2
√
E
[∥∥ψντ,t∥∥2]E [∥∥E [ψντ,t|Gτn,t∗n]∥∥2]+ E [∥∥E [ψντ,t|Gτn,t∗n]∥∥2]
)
(37)
≤1
τ
k∑
j=1
‖λj,ν‖2
(
T∑
t=0
3E
[∥∥ψντ,t∥∥2] + −1∑
t=τ0
(
2
√
E
[∥∥ψντ,t∥∥2]ϑt + ϑ2t
))
≤O (τ−1)+ C
τ
−1∑
t=τ0
(
2
√
E
[∥∥ψντ,t∥∥2] (|t|1+δ)−1/2 + C (|t|1+δ)−1
)
≤
2C supt
√
E
[∥∥ψντ,t∥∥2]
τ
−1∑
t=τ0
(
|t|1+δ
)−1/2
+ o
(
τ−1
−1∑
t=τ0
(
|t|1+δ
)−1/2)
+O
(
τ−1
)→ 0,
where the first inequality follows from Condition 1(vii). The second inequality follows from the fact
that T is fixed and bounded and Condition 1(vii). The final result uses that suptE
[∥∥ψντ,t∥∥2+δ] ≤
38
C <∞ by Condition 1(iv) and the fact that |τ0| ≤ τ, t/τ ≤ 1 for t ∈ [1, ..., τ ], such that
τ−1
−1∑
t=τ0
(
|t|1+δ
)−1/2
= τ−1
|τ0|∑
t=1
(
t1+δ
)−1/2
≤ τ−1
|τ0|∑
t=1
(
t
τ
)−1/2
t−(1/2+δ/2)
≤ τ−1/2
∞∑
t=1
t−(1+δ/2) = O
(
τ−1/2
)
.
Note that
∑∞
t=1 t
−(1+δ/2) <∞ for any δ > 0. Next consider (34) where
E

∣∣∣∣∣∣∣∣
2√
τn
∑
t∈(τ0,...,τ0+τ)
∩{1,..,T}
k∑
j=1
λ′j,ν
(
ψντ,t −E
[
ψντ,t|Gτn,s∗n
])
(ψy1t − E [ψy1t|Gτn,t∗n])′ λ1,y11j11
∣∣∣∣∣∣∣∣

≤ 2√
τn
∑
t∈{τ0,...,τ0+τ}
∩{1,..,T}

E
∣∣∣∣∣
k∑
j=1
λ′jν
(
ψντ,t − E
[
ψντ,t|Gτn,t∗n
])∣∣∣∣∣
2
1/2
×
(
E
[∣∣(ψy1t − E [ψy1t|Gτn,t∗n])′ λ1y∣∣2])1/2} (38)
≤ 2
2
√
k√
τn
sup
t
(
E
[∥∥ψντ,t∥∥])1/2 ∑
t∈{τ0,...,τ0+τ}
∩{1,..,T}
(
E
[∣∣(ψy1t − E [ψy1t|Gτn,t∗n])′ λ1,y∣∣2])1/2 (39)
≤ 2
3
√
kT√
τn
sup
t
(
E
[∥∥ψντ,t∥∥])1/2(sup
i,t
E
[∥∥ψyn,it∥∥2])1/2 → 0 (40)
where the first inequality in (38) follows from the Cauchy-Schwartz inequalities. Then we have in
(39), by Condition 1(iii) and the Ho¨lder inequality that
E
[∣∣(ψy1t − E [ψy1t|Gτn,t∗n])′ λy∣∣2] ≤ 2E [‖ψy1t‖2]
such that (40) follows. We note that (40) goes to zero because of Condition 1(iv) as long as
T/
√
τn → 0. Clearly, this condition holds as long as T is held fixed, but holds under weaker
conditions as well.
Next the limit of (35) is, by Condition 1(v) and Condition 3,
1
n
∑
t∈{1,..,T}
n∑
i=1
(
λ′1,y
(
ψyn,it − E
[
ψyn,it|Gτn,t∗n+i−1
]))2 p→ ∑
t∈{1,..,T}
λ′1,yΩytλ1,y.
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This verifies (31). Finally, for (32) we check that
sup
n
E
( kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2∣∣∣∣Gτn,q−1]
)1+δ/2 <∞. (41)
First, use (29) with δ = 0 to obtain
kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2∣∣∣∣Gτn,q−1] ≤ 23τ
τ0+τ∑
t=τ0
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n]
+
23
n
∑
t∈{1,..,T}
n∑
i=1
E
[∥∥ψyn,it∥∥2∣∣∣Gτn,t∗n+i−1] . (42)
Applying (42) to (41) and using the Ho¨lder inequality implies
E
( kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2∣∣∣∣Gτn,q−1]
)1+δ/2
≤ 2δ/2E
(23
τ
τ0+τ∑
t=τ0+1
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n+i−1]
)1+δ/2
+ 2δ/2E

23
n
∑
t∈{τ0,...,τ0+τ}∩{1,..,T}
n∑
i=1
E
[∥∥ψyn,it∥∥2∣∣∣Gτn,t∗n+i−1]
1+δ/2
 .
By Jensen’s inequality, we have(
1
τ
τ0+τ∑
t=τ0+1
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n+i−1]
)1+δ/2
≤ 1
τ
τ0+τ∑
t=τ0+1
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n+i−1]1+δ/2
and
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n+i−1]1+δ/2 ≤ E [∥∥ψντ,t∥∥2+δ∣∣∣Gτn,t∗n+i−1]
so that
E
(23
τ
τ0+τ∑
t=τ0+1
E
[∥∥ψντ,t∥∥2∣∣∣Gτn,t∗n+i−1]
)1+δ/2 ≤ 23+3δ/2
τ
τ0+τ∑
t=τ0+1
E
[
E
[∥∥ψντ,t∥∥2+δ∣∣∣Gτn,t∗n+i−1]]
≤ 23+3δ/2 sup
t
E
[∥∥ψντ,t∥∥2+δ] <∞. (43)
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and similarly,
E

23
n
∑
t∈{1,..,T}
n∑
i=1
E
[∥∥ψyn,it∥∥2 |Gτn,t∗n+i−1]
1+δ/2
 (44)
≤ 2
3+3δ/2 (Tn)δ/2
n1+δ/2
T∑
t=1
n∑
i=1
E
[∥∥ψyn,it∥∥2+δ]
≤ 23+3δ/2T 1+δ/2 sup
i,t
E
[∥∥ψyn,it∥∥2+δ] <∞
By combining (43) and (44) we obtain the following bound for (41),
E
( kn∑
q=1
E
[∣∣∣ψ¨q∣∣∣2+δ |Gτn,q−1]
)1+δ/2
≤ 23+3δ/2 sup
t
E
[∥∥ψντ,t∥∥2+δ]+ 23+3δ/2T 1+δ/2 sup
i,t
E
[∥∥ψyn,it∥∥2+δ] <∞.
This establishes that (30), (31) and (32) hold and thus establishes the CLT for
∑kn
q=1 ψ¨q.
It remains to be shown that the second term in (28) can be neglected. Consider
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
k∑
j=1
λ′jE
[
∆ψ˜it (rj) |Gτn,t∗n+i−1
]
= τ−1/2
τ0+τ∑
t=τ0+1
k∑
j=1
λ′j,νE
[
ψντ,t|Gτn,t∗n+i−1
]
1 {τ0 + [τrj−1] < t ≤ τ0 + [τrj ]}
+ n−1/2
T∑
t=1
n∑
i=1
λ′1,yE
[
ψyn,it|Gτn,t∗n+i−1
]
,
where we defined r0 = 0. Note that
E
[
ψντ,t|Gτn,t∗n+i−1
]
= 0 for t > T
and
E
[
ψyn,it|Gτn,t∗n+i−1
]
= 0.
This implies, using the convention that a term is zero if it is a sum over indices from a to b with
a > b, as well as the fact that T ≤ τ0 + τ, that
τ−1/2
τ0+τ∑
t=τ0+1
λ′νE
[
ψντ,t|Gτn,t∗n+i−1
]
= τ−1/2
T∑
t=τ0+1
k∑
j=1
λ′j,νE
[
ψντ,t|Gτn,t∗n+i−1
]
1 {τ0 + [τrj−1] < t ≤ τ0 + [τrj ]} .
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By a similar argument used to show that (37) vanishes, and noting that T is fixed while τ →∞,
it follows that, as long as τ0 ≤ T,
E
∣∣∣∣∣τ−1/2
T∑
t=τ0+1
λ′j,νE
[
ψντ,t|Gτn,t∗n
]∣∣∣∣∣
1+δ/2

≤
(
1
τ
)1/2+δ/4
(T − τ0)δ/2 E
[
T∑
t=τ0+1
∣∣λ′j,νE [ψντ,t|Gτn,t∗n]∣∣1+δ/2
]
≤
(
1
τ
)1/2+δ/4
(T − τ0)δ/2
T∑
t=τ0+1
E
[∥∥E [ψντ,t|Gτn,t∗n]∥∥1+δ/2]
≤
(
1
τ
)1/2+δ/4
(T − τ0)δ/2
T∑
t=τ0+1
(
E
[∥∥E [ψντ,t|Gτn,t∗n]∥∥2])1/2+δ/4 ,
where the first inequality uses the triangular inequality and the second and third inequalities are
based on versions of Jensen’s inequality. We continue to use the convention that a term is zero
if it is a sum over indices from a to b with a > b. Now consider two cases. When τ0 → −∞ use
Condition 1(vii) and the fact that (T − τ0) /τ ≤ 1 as well as (T − τ0)−δ/2 ≤ |τ0|−δ/2(
1
τ
)1/2+δ/4
(T − τ0)δ/2
T∑
t=τ0
(
E
[∥∥E [ψντ,t|Gτn,t∗n]∥∥2])1/2+δ/4
≤ τ−(1/2+δ/4)
T∑
t=0
(
E
[∥∥ψντ,t∥∥2])1/2+δ/4 + τ−(1/2+δ/4)C −1∑
t=τ0
|t|−
(
1
2
+ 3δ+δ
2
4
)
≤ O (τ−(1/2+δ/4))+ τ−(1/2+δ/4) |τ0|1/2−(δ+δ2)/4C −1∑
t=τ0
|t|−(1+δ/2)
≤ O (τ−(1/2+δ/4))+ τ−δ/2 ( |τ0|
τ
)1/2−δ/4
C
∞∑
t=1
t−(1+δ/2)
= O
(
τ−δ/2
)→ 0
since |τ0|
τ
→ υ as τ →∞ and ∑∞t=1 t−1(log (t+ 1))−(1+δ) < ∞. The second case arises when τ0 is
fixed. Then, (
1
τ
)1/2+δ/4
(T − τ0)δ/2
T∑
t=τ0+1
(
E
[∥∥E [ψντ,t|Gτn,t∗n]∥∥2])1/2+δ/4
≤ τ−1/2−δ/4 sup
t
(
E
[∥∥ψντ,t∥∥2])1/2+δ/4 (T + |τ0|)1+δ/2 → 0
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as τ →∞. In both cases the Markov inequality then implies that
τ−1/2
τ0+τ∑
t=τ0+1
n∑
i=1
k∑
j=1
λ′jE
[
∆ψ˜it (rj) |Gτn,t∗n+i−1
]
= op (1) .
and consequently that
λ′1Xnτ (r1) +
k∑
j=2
λ′j∆Xnτ (rj) =
kn∑
q=1
ψ¨q + op (1) . (45)
We have shown that the conditions of Theorem 1 of Kuersteiner and Prucha (2013) hold by
establishing (30), (31), (32) and (45). Applying the Cramer-Wold theorem to the vector
Ynt =
(
Xnτ (r1)
′ ,∆Xnτ (r2)
′ ...,∆Xnτ (rk)
′)′
it follows from Theorem 1 in Kuersteiner and Prucha (2013) that for all fixed r1, .., rk and using
the convention that r0 = 0,
E [exp (iλ′Ynt)]→ E
exp
−1
2
 ∑
t∈{1,..,T}
λ′1,yΩytλ1,y +
k∑
j=1
λ′j,ν (Ων (rj)− Ων (rj−1))λj,ν
 .
(46)
When Ων (r) = rΩν for all r ∈ [0, 1] and some Ων positive definite and measurable w.r.t C this
result simplifies to
k∑
j=1
λ′j,ν (Ων (rj)− Ων (rj−1)) λj,ν =
k∑
j=1
λ′j,νΩνλj,ν (rj − rj−1) .
The second step in establishing the functional CLT involves proving tightness of the sequence
λ′Xnτ (r) . By Lemma A.3 of Phillips and Durlauf (1986) and Proposition 4.1 of Wooldridge and
White (1988), see also Billingsley (1968, p.41), it is enough to establish tightness componentwise.
This is implied by establishing tightness for λ′Xnτ (r) for all λ ∈ Rd such that λ′λ = 1. In the
following we make use of Theorems 8.3 and 15.5 in Billingsley (1968).
Recall the definition
Xnτ,y (r) =
1√
n
T∑
t=1
n∑
i=1
ψyn,it, Xnτ,ν (r) =
1√
τ
τ0+[τr]∑
t=τ0+1
ψντ,t.
and note that
|λ′ (Xnτ (s)−Xnτ (t))| ≤
∣∣λ′y (Xnτ,y (s)−Xnτ,y (t))∣∣+ |λ′ν (Xnτ,ν (s)−Xnτ,ν (t))|
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where
∣∣λ′y (Xnτ,y (s)−Xnτ,y (t))∣∣ = 0 uniformly in t, s ∈ [0, 1] because of the initial condition
Xnτ (0) given in (13) and the fact that Xnτ,y (t) is constant as a function of t. Thus, to show
tightness, we only need to consider λ′νXnτ,ν (t).
Billingsley (1968, p. 58-59) constructs a continuous approximation to λ′Xnτ (r) . We denote it
as λ′νX
c
nτ,ν (r) and define it analogously to Billingsley (1968, eq 8.15) as
λ′νX
c
nτ,ν (r) =
1√
τ
τ0+[τr]∑
t=τ0+1
λ′νψ
ν
τ,t +
(τr − [τr])√
τ
λ′νψ
ν
τ,[τr]+1.
First, note that for ε > 0, supτ,r |τr − [τr]| ≤ 1 such that
P
(
max
r∈[0,1]
∣∣∣∣(τr − [τr])√τ λ′νψντ,[τr]+1
∣∣∣∣ > ε) ≤ suptE
[∥∥ψντ,t∥∥]
ε
√
τ
→ 0
and consequently, Xcnτ,ν (r) = Xnτ,ν (r) + op (1) uniformly in r ∈ [0, 1]. To establish tightness we
need to establish that the ‘modulus of continuity’
ω (Xcnτ , δ) = sup
|t−s|<δ
|λ′ (Xcnτ (s)−Xcnτ (t))| (47)
where t, s ∈ [0, 1] satisfies
lim
δ→0
lim sup
n,τ
P (ω (Xcnτ , δ) ≥ ε) = 0.
Let Sτ,k =
1√
τ
∑τ0+k
t=τ0+1
λ′νψ
ν
τ,t. By the inequalities in Billingsley (1968, p.59) it follows that for k
such that k/τ < t < (k + 1) /τ
sup
t≤s≤t+δ/2
|λ′ (Xcnτ (s)−Xcnτ (t))| ≤ 2 max
0≤i≤τ
|Sτ,k+i − Sτ,k| .
By Billingsley (1968, Theorem 8.4) and in particular Billingsley (1990, p.88) and the comments
in Billingsley (1968, p. 59) to establish tightness it is enough to show that
lim
c→∞
lim sup
τ→∞
c2P
(
max
s≤τ
|Sτ,k+s − Sτ,k| > c
)
= 0 (48)
holds for all k ∈ N. As for finite dimensional convergence define
ψ¨ντ,t =
1√
τ
(
ψντ,t − E
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
])
and
X¨nτ,ν (r) =
τ0+[τr]∑
t=τ0+1
ψ¨ντ,t
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such that
Xnτ,ν (r) = X¨nτ,ν (r) +
1√
τ
τ0+[τr]∑
t=τ0+1
E
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
]
.
Let S¨τ,s =
∑τ0+s
t=τ0+1
λ′νψ¨
ν
τ,t and
Sτ,s =
∑τ0+s
t=τ0+1
λ′ν
(
ψ¨ντ,t + E
[
ψντ,t
∣∣Gτn,(t−min(1,τ0)n+1)])
as before. Since
P
(
max
s≤τ
|Sτ,k+s − Sτ,k| > c
)
≤ P
(
max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣ +max
s≤τ
∣∣∣∣ 1√τ∑τ0+st=τ0+k+1λ′νE [ψντ,t|Gτn,(t−min(1,τ0)n+1)]
∣∣∣∣ > c)
≤ P
(
max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣ > c
2
)
(49)
+ P
(
max
s≤τ
∣∣∣∣ 1√τ∑τ0+st=τ0+k+1λ′νE [ψντ,t|Gτn,(t−min(1,τ0)n+1)]
∣∣∣∣ > c2
)
(50)
Note that for each k and τ fixed, Ms = S¨τ,s+k − S¨τ,k and Fτ,s = σ (zτ0 , ..., zτ0+s+k) , {Mτ,s,Fτ,s} is
a martingale. Note that the filtration Fτ,s does not depend on τ when τ0 is held fixed. We proof
an extension of Hall and Heyde (1980, Corollary 2.1) to triangular martingale arrays.3
We first consider the term (50) and show that
lim
c→∞
lim sup
τ→∞
c2P
(
max
s≤τ
∣∣∣∣ 1√τ∑τ0+st=τ0+k+1λ′νE [ψντ,t|Gτn,(t−min(1,τ0)n+1)]
∣∣∣∣ > c2
)
= 0. (51)
Using the convention that a term is zero if it is a sum over indices from a to b with a > b, note
that (50) is bounded by Markov inequality by
P
(
max
s≤τ
∣∣∑τ0+s
t=τ0+k+1
λ′νE
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
]∣∣ > c
2
√
τ
)
≤ 4
c2τ
E
[
max
s≤τ
∣∣∑τ0+s
t=τ0+k+1
λ′νE
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
]∣∣2]
≤ 4
c2τ
∑τ0+τ
t=τ0+k+1
E
[∥∥E [ψντ,t|Gτn,(t−min(1,τ0)n+1)]∥∥2] ,
3There is only a limited literature on laws of large numbers for triangular arrays of martingales. Andrews (1988)
or Kanaya (2017) prove weak laws, de Jong (1995) proves a strong law but without proving a maximal inequality.
Atchade (2009) and Hill (2010) allow for trinagular arrays but only with respect to a fixed filteration that does not
depend on samples size.
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so
c2P
(
max
s≤τ
∣∣∑τ0+s
t=τ0+k+1
λ′νE
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
]∣∣ > c
2
√
τ
)
≤ 4
τ
∑τ0+τ
t=T+1E
[∥∥E [ψντ,t|Gτn,(t−min(1,τ0)n+1)]∥∥2] (52)
+
4
τ
∑T
t=0E
[∥∥ψντ,t∥∥2]+ 4τ∑−1t=τ0+k+1ϑt,
For the first term in (52), we have
4
τ
∑τ0+τ
t=T+1E
[∥∥E [ψντ,t|Gτn,(t−min(1,τ0)n+1)]∥∥2] = 0
because E
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
]
= 0 for t > T . The second term 4
ετ
∑T
t=0E
[∥∥ψντ,t∥∥2] → 0 as
τ →∞ bcause T is finite. For the third term in (52) note that
4√
τ
∑−1
t=τ0+k+1
ϑt ≤ 4K√
τ
∑−1
t=τ0+k+1
(
|t|1+δ
)−1/2
≤ 4Kτ
1/2−δ/4
√
τ
∑∞
t=1t
−(1+δ/4) = O
(
τ−δ/4
)→ 0.
These considerations imply the desired result (51).
With (51), in order to establish (48), it suffices to consider (49) and show that
lim
c→∞
lim sup
τ→∞
c2P
(
max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣ > c
2
)
= 0
Because
P
(
max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣ > c
2
)
≤ 4
c2ε
E
[
max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣2 · 1(max
s≤τ
∣∣∣S¨τ,k+s − S¨τ,k∣∣∣ ≥ c
2
)]
=
4
c2ε
E
[
max
s≤τ
∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣2 · 1(maxs≤τ ∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣ ≥ c2
)]
it suffices to prove that
lim
c→∞
lim sup
τ→∞
E
[
max
s≤τ
∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣2 · 1(maxs≤τ ∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣ ≥ c
)]
= 0. (53)
We show in Appendix A.7 that (53) holds as long as suptE
[∣∣∣√τλ′νψ¨ντ,t∣∣∣2+δ] <∞.
We now identify the limiting distribution using the technique of Rootzen (1983). Tightness
together with finite dimensional convergence in distribution in (46), Condition 2 and the fact that
the partition r1, ..., rk is arbitrary implies that for λ ∈ Rd with λ =
(
λ′y, λ
′
ν
)′
E [exp (iλ′Xnτ (r))]→ E
[
exp
(
−1
2
(
λ′yΩyλy + λ
′
νΩν (r)λν
))]
(54)
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with Ωy =
∑
t∈{1,..,T}Ωyt. Let W (r) = (Wy (r) ,Wν (r)) be a vector of mutually independent
standard Brownian motion processes in Rd, independent of any C-measurable random variable.
We note that the RHS of (54) is the same as
E
[
exp
(
−1
2
(
λ′yΩyλy + λ
′
νΩν (r)λν
))]
= E
[
exp
(
iλ′yΩ
1/2
y Wy (1) + i
∫ r
0
λ′ν
(
Ω˙ν (t)
)1/2
dWν (t)
)]
.
(55)
The result in (55) can be deduced in the same way as in Duffie, Pan and Singleton (2000), in
particular p.1371 and their Proposition 1. Conjecture that Xt =
∫ t
0
(∂Ων (t) /∂t)
1/2 dWν (t). By
Condition 2(iii) and the fact that ∂Ων (t) /∂t does not depend onXt it follows that the conditions of
Durrett (1996, Theorem 2.8, Chapter 5) are satisfied. This means that the stochastic differential
equation Xt =
∫ t
0
(∂Ων (t) /∂t)
1/2 dWν (s) with initial condition X0 = 0 has a strong solution(
X,Wt,FWt ∨ C
)
where FWt is the filtration generated by Wν (t) . Then, Xt is a martingale (and
thus a local martingale) w.r.t the filtration FWt . For C-measurable functions α (t) : [0, 1]→ R and
β (t) : [0, 1]→ Rkρ define the transformation
Ψr = exp
(
α (r) + β (r)′Xr
)
.
The terminal conditions α (r) = 0 and β (r) = iλν are imposed such that
Ψr = exp
(
α (r) + β (r)′Xr
)
= exp (iλ′νXr) .
The goal is now to show that
E [Ψr|C] = Ψ0 = exp
(
a (0) + β (0)′X0
)
= exp (a (0))
where the initial condition X0 = 0 was used. In other words, we need to find α (t) and β (t)
such that Ψr is a martingale. Following the proof of Proposition 1 in Duffie, Pan and Singleton
(2000) and letting ηt = Ψtβ (t)
′ σ (Xt), µψ (t) = 12β (t)
′ σ (Xt)σ (Xt)β (t)+ α˙ (t)+ β˙ (t)Xt use Ito’s
Lemma to obtain
Ψr = Ψ0 +
∫ r
0
Ψsµψ (s) ds+
∫ r
0
ηsdWs.
It follows that for Ψr to be a martingale we need µψ (t) = 0 which implies the differential equations
β˙ (t) = 0 and α˙ (t) = 1/2λ′ν (∂Ων (t) /∂t) λν . Using the terminal condition α (r) = 0 it follows that
α (r)− α (0) =
∫ r
0
α˙ (t) dt =
∫ r
0
1
2
λ′ν∂Ων (t) /∂tλνdt = λ
′
ν (Ων (r)− Ων (0)) λν =
1
2
λ′νΩν (r) λν
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or α (0) = −1
2
λ′νΩν (r) λν and
E
[
exp
(
i
∫ r
0
λ′ν
(
Ω˙ν (t)
)1/2
dWν (t)
)∣∣∣∣ C] = exp(−12λ′νΩν (r) λν
)
a.s. (56)
which implies (55) after taking expectations on both sides of (56). To check the regularity con-
ditions in Duffie et al (2000, Definition A) note that γt = 0 because λ (x) = 0. Thus, (i) holds
automatically. For (ii) we have ηt = Ψtβ (t)
′ σ (Xt) such that
ηtη
′
t = −Ψ2tλ′ν∂Ων (t) /∂tλν = exp
(
2α (t) + 2β (t)′Xt
)
λ′ν∂Ων (t) /∂tλν
and, noting that β (t) = iλν and therefore
∣∣exp (2β (t)′Xt)∣∣ ≤ 1 it follows that
|ηtη′t| ≤ sup
‖λν‖=1,λν∈Rkρ
sup
t
λ′ν∂Ων (t) /∂tλν |exp (2α (t))|
∣∣exp (2β (t)′Xt)∣∣
≤ sup
‖λν‖=1,λν∈Rkρ
sup
t
λ′ν∂Ων (t) /∂tλν |exp (2α (t))|
≤ sup
‖λν‖=1,λν∈Rkρ
sup
t
λ′ν∂Ων (t) /∂tλν
∣∣∣∣∣exp
(
2 sup
‖λν‖=1,λν∈Rkρ
sup
t
λ′ν∂Ων (t) /∂tλν
)∣∣∣∣∣
such that condition (ii) holds by Condition 2(iii) where sup‖λν‖=1,λν∈Rkρ supt λ
′
ν∂Ων (t) /∂tλν ≤M
a.s. Finally, for (iii) one obtains similarly that
|Ψt| ≤ |exp (α (t))|
∣∣exp (β (t)′Xt)∣∣ ≤ |exp (α (t))| ≤ exp (M) a.s.
such that the inequality follows.
A.2 Proof of Corollary 1
We note that finite dimensional convergence established in the proof of Theorem 1 implies that
E [exp (iλ′Xnτ (1))]→ E
[
exp
(
−1
2
(
λ′yΩyλy + λ
′
νΩν (1)λν
))]
.
We also note that because of (56) it follows that
E
[
exp
(
i
∫ 1
0
λ′ν
(
Ω˙ν (t)
)1/2
dWν (t)
)]
= E
[
exp
(
−1
2
λ′νΩν (1)λν
)]
which shows that
∫ 1
0
(
Ω˙ν (t)
)1/2
dWν (t) has the same distribution as Ων (1)
1/2Wν (1).
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A.3 Proof of Theorem 2
Let syit (θ, ρ) = fθ,it (θ, ρ) and s
ν
t (ρ, β) = gρ,t (ρ, β) in the case of maximum likelihood estimation
and syit (θ, ρ) = fit (θ, ρ) and s
ν
t (ρ, β) = gt (ρ, β) in the case of moment based estimation. Using
the notation developed before we define
s˜yit (θ, ρ) =

syit(θ,ρ)√
n
if t ∈ {1, ..., T}
0 otherwise
analogously to (12) and
s˜νit (β, ρ) =

sνt (β,ρ)√
τ
if t ∈ {τ0 + 1, ..., τ0 + τ} and i = 1
0 otherwise
analogously to (11). Stack the moment vectors in
s˜it (φ) := s˜it (θ, ρ) =
(
s˜yit (θ, ρ)
′ , s˜νit (β, ρ)
′)′ (57)
and define the scaling matrix Dnτ = diag
(
n−1/2Iy, τ−1/2Iν
)
where Iy is an identity matrix of
dimension kθ and Iν is an identity matrix of dimension kρ. For the maximum likelihood estimator,
the moment conditions (16) and (17) can be directly written as
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it
(
θˆ, ρˆ
)
= 0.
For moment based estimators we have by Conditions 4(i) and (ii) that
sup
‖φ−φ0‖≤ε
∥∥∥∥∥∥(syM (θ, ρ)′ , sνM (β, ρ)′)′ −
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it (θ, ρ)
∥∥∥∥∥∥ = op (1) .
It then follows that for the moment based estimators
0 = s
(
φˆ
)
=
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it
(
θˆ, ρˆ
)
+ op (1) .
A first order mean value expansion around φ0 where φ = (θ
′, ρ′)′ and φˆ =
(
θˆ′, ρˆ′
)′
leads to
op (1) =
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it (φ0) +
 max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
∂s˜it
(
φ¯
)
∂φ′
Dnτ
D−1nτ (φˆ− φ0)
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or
D−1nτ
(
φˆ− φ0
)
= −
 max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
∂s˜it
(
φ¯
)
∂φ′
Dnτ
−1 max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it (φ0) + op (1)
where φ¯ satisfies
∥∥φ¯− φ0∥∥ ≤ ∥∥∥φˆ− φ0∥∥∥ and we note that with some abuse of notation we implicitly
allow for φ¯ to differ across rows of ∂s˜it
(
φ¯
)
/∂φ′. Note that
∂s˜it
(
φ¯
)
∂φ′
=
 ∂s˜yit (θ, ρ) /∂θ′ ∂s˜yit (θ, ρ) /∂ρ′
∂s˜νit,ρ (β, ρ) /∂θ
′ ∂s˜νit,ρ (β, ρ) /∂ρ
′

where s˜νit,ρ denotes moment conditions associated with ρ. From Condition 4(iii) and Theorem 1
it follows that (note that we make use of the continuous mapping theorem which is applicable
because Theorem 1 establishes stable and thus joint convergence)
D−1nτ
(
φˆ− φ0
)
= −A (φ0)−1
max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it (φ0) + op (1)
It now follows from the continuous mapping theorem and joint convergence in Corollary 1 that
D−1nτ
(
φˆ− φ0
)
d→ −A (φ0)−1Ω1/2W (C-stably)
A.4 Proof of Corollary 2
Partition
A (φ0) =
 Ay,θ √κAy,ρ
1√
κ
Aν,θ Aν,ρ

with inverse
A (φ0)
−1 =
 A−1y,θ + A−1y,θAy,ρ (Aν,ρ − Aν,θA−1y,θAy,ρ)−1Aν,θA−1y,θ −√κA−1y,θAy,ρ (Aν,ρ − Aν,θA−1y,θAy,ρ)−1
− 1√
κ
(
Aν,ρ − Aν,θA−1y,θAy,ρ
)−1
Aν,θA
−1
y,θ
(
Aν,ρ −Aν,θA−1y,θAy,ρ
)−1

=
 Ay,θ √κAy,ρ
1√
κ
Aν,θ Aν,ρ
 .
It now follows from the continuous mapping theorem and joint convergence in Corollary 1 that
D−1nτ
(
φˆ− φ0
)
d→ −A (φ0)−1Ω1/2W (C-stably)
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where the right hand side has a mixed normal distribution,
A (φ0)
−1Ω1/2W ∼MN (0, A (φ0)−1ΩA (φ0)′−1)
and
A (φ0)
−1ΩA (φ0)
′−1 =
 Ay,θΩyAy,θ′ + κAy,ρΩν (1)Ay,ρ′ 1√κAy,θΩyAν,θ′ +√κAy,ρΩν (1)Aν,ρ′
1√
κ
Aν,θΩyA
y,θ′ +
√
κAν,ρΩν (1)A
y,ρ′ 1
κ
Aν,θΩyA
ν,θ′ + Aν,ρΩν (1)Aν,ρ′

The form of the matrices Ωy and Ων follow from Condition 5 in the case of the maximum likelihood
estimator. For the moment based estimator, Ωy and Ων follow from Condition 6, the definition of
syM (θ, ρ) and s
ν
M (β, ρ) and Conditions 4(i) and (ii).
A.5 Proof of Theorem 3
We first establish the joint stable convergence of (Vτn (r) , Yτn) . Recall that
τ−1/2ντ,t = exp ((t−min (1, τ0)) γ/τ) ν0 + 1 {t > min (1, τ0)} τ−1/2
t∑
s=min(1,τ0)
exp ((t− s) γ/τ) ηs
and Vτn (r) = τ
−1/2ντ [τ0+τr]. Define V˜τn (r) = τ
−1/2∑[τr]
s=min(1,τ0)
exp (−sγ/τ) ηs. It follows that
τ−1/2ντ [τr] = exp ((t−min (1, τ0)) γ/τ) ν0 + 1 {t > min (1, τ0)} exp ([τr] γ/τ) V˜τn (r) .
We establish joint stable convergence of
(
V˜τn (r) , Yτn
)
and use the continuous mapping theorem
to deal with the first term in τ−1/2ντ [τr]. By the continuous mapping theorem (see Billingsley
(1968, p.30)), the characterization of stable convergence on D [0, 1] (as given in JS, Theorem VIII
5.33(ii)) and an argument used in Kuersteiner and Prucha (2013, p.119), stable convergence of(
V˜τn (r) , Yτn
)
implies that (
exp ([τr] γ/τ) V˜τn (r) , Yτn
)
also converges jointly and C-stably. Subsequently, this argument will simply be referred to as
the ‘continuous mapping theorem’. In addition exp (([τr]−min (1, τ0)) γ/τ) ν0 →p exp (rγ) ν0
which is measurable with respect to C. Together these results imply joint stable convergence
of (Vτn (r) , Yτn). We thus turn to
(
V˜τn (r) , Yτn
)
. To apply Theorem 1 we need to show that
ψτ,s = exp (−sγ/τ) ηs satisfies Conditions 1 iv) and 2. Since
|exp (−sγ/τ) ηs|2+δ = |exp (−s/τ)|γ(2+δ) |ηs|2+δ ≤ e|γ|(2+δ) |ηs|2+δ (58)
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such that
E
[
|exp (−sγ/τ) ηs|2+δ
]
≤ C
and Condition 1 iv) holds. Note that E
[
|ηt|2+δ
]
≤ C holds since we impose Condition 7. Next,
note that E [exp (−2sγ/τ) η2s ] = σ2 exp (−2sγ/τ). Then, it follows from the proof of Chan and
Wei (1987, Equation 2.3)4 that
τ−1
τ0+[τr]∑
t=τ0+[τs]+1
(ψτ,s)
2 = τ−1
τ0+[τr]∑
t=τ0+[τs]+1
exp (−2γt/τ) η2t →p σ2
∫ r
s
exp (−2γs) dt. (59)
In this case, Ων (r) = σ
2 (1− exp (−2rγ)) /2γ and
(
Ω˙ν (r)
)1/2
= σ exp (−γr). By the relationship
in (55) and Theorem 1 we have that(
V˜τn (r) , Yτn
)
⇒
(
σ
∫ r
0
e−sγdWν (s) ,ΩyWy (1)
)
C-stably
which implies, by the continuous mapping theorem and C-stable convergence that
(Vτn (r) , Yτn)⇒
(
exp (rγ) ν0 + σ
∫ r
0
e(r−s)γdWν (s) ,ΩyWy (1)
)
C-stably. (60)
Note that σ
∫ r
0
e(r−s)γdWν (s) is the same term as in Phillips (1987) while the limit given in (60)
is the same as in Kurtz and Protter (1991,p.1043).
We now square (20) and sum both sides as in Chan and Wei (1987, Equation (2.8) or Phillips,
(1987) to write
τ−1
τ+τ0∑
s=τ0+1
ντs−1ηs =
e−γ/τ
2
τ−1
(
ν2τ,τ+τ0 − ν2τ,τ0
)
+
τe−γ/τ
2
(
1− e2γ/τ) τ−2 τ+τ0∑
s=τ0+1
ν2τs−1−
e−γ/τ
2
τ−1
τ+τ0∑
s=τ0+1
η2s .
(61)
We note that e−γ/τ → 1, τe−γ/τ (1− e2γ/τ) → −2γ. Furthermore, note that for all α, ε > 0 it
follows by the Markov and triangular inequalities and Condition 7iv) that
P
(∣∣∣∣∣τ−1
τ+τ0∑
t=τ0+1
E
[
η2s1
{|ηt| > τ 1/2α} |Gτn,t∗n]
∣∣∣∣∣ > ε
)
≤ 1
τε
τ+τ0∑
t=τ0+1
E
[
η2s1
{|ηt| > τ 1/2α}] ≤ suptE
[
|ηt|2+δ
]
αδτ δ/2
→ 0 as τ →∞.
4See Appendix C for details.
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such that Condition 1.3 of Chan and Wei (1987) holds. Let U2τ,k = τ
−1∑k+τ0
t=τ0+1
E [η2s |Gτn,t∗n] .
Then, by Holder’s and Jensen’s inequality
E
[
|Uτ,τ |2+δ
]
≤ τ−1
τ+τ0∑
t=τ0+1
E
[∣∣E [η2s |Gτn,t∗n]∣∣1+δ/2] ≤ sup
t
E
[
|ηt|2+δ
]
<∞ (62)
such that U2τ,τ is uniformly integrable. The bound in (62) also means that by Theorem 2.23 of
Hall and Heyde it follows that E
[∣∣U2τ,τ − τ−1∑τ+τ0s=τ0+1 η2t ∣∣]→ 0 and thus by Condition 7 vii) and
by Markov’s inequality
τ−1
τ+τ0∑
s=τ0+1
η2t
p→ σ2.
We also have
τ−1ν2τ,τ+τ0 = Vτn (1)
2 , (63)
τ−1ν2τ,τ0
p→ V (0)2
and
τ−2
τ+τ0∑
s=τ0+1
ν2τs−1 = τ
−1
τ∑
s=1
V 2τn
(s
τ
)
=
∫ 1
0
V 2τn (r) dr
such that by the continuous mapping theorem and (60) it follows that
τ−1
τ+τ0∑
s=τ0+1
ντs−1ηs ⇒ 1
2
(
Vγ,V (0) (1)
2 − V (0)2)− γ ∫ 1
0
Vγ,V (0) (r)
2 dr − σ
2
2
. (64)
An application of Ito’s calculus to Vγ,V (0) (r)
2 /2 shows that the RHS of (64) is equal to σ
∫ 1
0
Vγ,V (0)dWν
which also appears in Kurtz and Protter (1991, Equation 3.10). However, note that the results in
Kurtz and Protter (1991) do not establish stable convergence and thus don’t directly apply here.
When V (0) = 0 these expressions are the same as in Phillips (1987, Equation 8). It then is a
further consequence of the continuous mapping theorem that(
Vτn (r) , Yτn (r) , τ
−1
τ+τ0∑
s=τ0+1
ντs−1ηs
)
⇒
(
Vγ,V (0) (r) , Y (r) , σ
∫ 1
0
Vγ,V (0)dWν
)
(C-stably).
A.6 Proof of Theorem 4
For s˜it (φ) =
(
s˜yit (θ, ρ)
′ , s˜νit,ρ (ρ)
)′
we note that in the case of the unit root model
∂s˜it (φ)
∂φ′
=
 ∂s˜yit (θ, ρ) /∂θ′ ∂s˜yit (θ, ρ) /∂ρ′
0 ∂s˜νit,ρ (ρ) /∂ρ
′
 .
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Defining
Ayτn (φ) =
 max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
∂s˜yit (φ)
∂φ′
Dnτ

we have as before for some
∥∥∥φ˜− φ∥∥∥ ≤ ∥∥∥φˆ− φ∥∥∥ that for
Aτn (φ) =
 Ayτn (φ)
0 −τ−2∑τ0+τt=τ0 ν2τ,t
 ,
we have
D−1nτ
(
φˆ− φ0
)
= −Aτn
(
φ˜
)−1 max(T,τ0+τ)∑
t=min(1,τ0+1)
n∑
i=1
s˜it (φ0)
Using the representation
τ−2
τ0+τ∑
t=τ0
ν2τ,t =
∫ 1
0
Vτn (r)
2 dr,
it follows from the continuous mapping theorem and Theorem 3 that(
Vτn (r) , Yτn, A
y
τn (φ0) ,
∫ 1
0
Vτn (r)
2 dr, τ−1
τ+τ0∑
s=τ0+1
ντs−1η
)
(65)
⇒
(
V (r) ,Ω1/2y Wy (1) , A
y (φ0) ,
∫ 1
0
Vγ,V (0) (r)
2 dr,
∫ s
0
σVγ,V (0)dWν
)
(C-stably).
The partitioned inverse formula implies that
A (φ0)
−1 =
 A−1y,θ A−1y,θAy,ρ (∫ 10 Vγ,V (0) (r)2 dr)−1
0 −
(∫ 1
0
Vγ,V (0) (r)
2 dr
)−1
 (66)
By Condition 9, (65) and the continuous mapping theorem it follows that
D−1nτ
(
φˆ− φ0
)
⇒ −A (φ0)−1
 Ω1/2y Wy (1)∫ s
0
σVγ,V (0)dWν
 . (67)
The result now follows immediately from (66) and (67).
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A.7 Proof of (53)
We will follow Billingsley (1968, p.208). Let
ξτ,t = λ
′
ν
(
ψντ,t − E
[
ψντ,t|Gτn,(t−min(1,τ0)n+1)
])
=
√
τλ′νψ¨
ν
τ,t,
ξuτ,t = ξτ,t1 (|ξτ,t| ≤ u) ,
ηuτ,t = ξ
u
τ,t − E
[
ξuτ,t
∣∣Gτn,(t−min(1,τ0)n+1)] ,
δuτ,t = ξτ,t − ηuτ,t = ξτ,t − ξuτ,t − E
[
ξτ,t − ξuτ,t
∣∣Gτn,(t−min(1,τ0)n+1)]
and note that the expectation in (53) can be written as
E
[
max
s≤τ
∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣2 · 1(maxs≤τ ∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣ ≥ c
)]
= E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ξτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ξτ,t
∣∣∣∣ ≥ c)
]
. (68)
We will use the fact that
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ξτ,t
∣∣∣∣2 ≤ 2maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 + 2maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 , (69)
which also implies that
1
(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ξτ,t
∣∣∣∣ ≥ c)
= 1
(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ξτ,t
∣∣∣∣2 ≥ c2
)
≤ 1
(
2max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 ≥ c22
)
+ 1
(
2max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 ≥ c22
)
= 1
(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣ ≥ c2
)
+ 1
(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)
. (70)
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Combining (68), (69) and (70), we obtain
E
[
max
s≤τ
∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣2 · 1(maxs≤τ ∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣ ≥ c
)]
≤ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣ ≥ c2
)]
(71)
+ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)]
(72)
+ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)]
(73)
+ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣ ≥ c2
)]
. (74)
We will bound each term (71) - (74). First, we have
(71) = 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣ ≥ c2
)]
≤ 2 · 4
c2
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣4
]
.
≤ 2 · 4
c2
(
4
3
)4
1
τ 2
E
[∣∣∣∑k+st=k+1ηuτ,t∣∣∣4] . (75)
We can note that
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣4
]
≤
(
4
3
)4
1
τ 2
E
[∣∣∣∑k+τt=k+1ηuτ,t∣∣∣4]
by using Corollary 1. We can then note the fact that by construction, (i) ηuτ,t is a martingale
difference; and (ii) it is bounded by 2u, which allows us to follow Billingsley’s (1968, p.207)
argument, leading to 1
τ2
E
[∣∣∣∑k+st=k+1ηuτ,t∣∣∣4] ≤ 6 (2u)4. Therefore, we have
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣4
]
≤
(
4
3
)4
· 6 (2u)4 . (76)
Combining (75) and (76), we obtain
(71) ≤ 2 4
c2
(
4
3
)4
6 (2u)4 =
Cu4
c2
, (77)
where C denotes a generic finite constant.
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Second, we have
(72) = 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)]
≤ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2
]
. (78)
Using Corollary 1, and the fact that by construction, δuτ,t is a martingale difference, we can conclude
that
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2
]
=
1
τ
E
[
max
s≤τ
∣∣∣∑k+st=k+1δuτ,t∣∣∣2]
≤ 1
τ
· 4E
[(∑k+τ
t=k+1δ
u
τ,t
)2]
=
4
τ
∑k+τ
t=k+1E
[(
δuτ,t
)2]
.
Now, note that
E
[(
δuτ,t
)2]
= E
[(
ξτ,t − ξuτ,t − E
[
ξτ,t − ξuτ,t
∣∣Gτn,(t−min(1,τ0)n+1)])2]
≤ E
[(
ξτ,t − ξuτ,t −E
[
ξτ,t − ξuτ,t
])2]
≤ E
[(
ξτ,t − ξuτ,t
)2]
= E
[
(ξτ,t − ξτ,t1 (|ξτ,t| ≤ u))2
]
= E
[
(ξτ,t1 (|ξτ,t| > u))2
]
= E
[
ξ2τ,t1 (|ξτ,t| > u)
]
≤ 1
uδ
E
[
ξ2+δτ,t
] ≤ 1
uδ
sup
t
E
[
ξ2+δτ,t
]
,
where the first inequality is by Billigsley’s (1968, p. 184) Lemma 1. It follows that
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2
]
≤ C
uδ
sup
t
E
[
ξ2+δτ,t
]
. (79)
Combining (78) and (79), we obtain
(72) ≤ C
uδ
. sup
t
E
[
ξ2+δτ,t
]
(80)
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Third, we have
(73) = 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)]
≤ 2
(
E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣4
]) 1
2
(
E
[
1
(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
)2]) 12
= 2 ·
((
4
3
)4
· 6 (2u)4
) 1
2
· P
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
]
, (81)
where the first inequality is by Cauchy-Schwartz and the last equality is by (76). We further have
P
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣ ≥ c2
]
≤ 4
c2
E
[(
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣)2
]
≤ 4
c2
C
uδ
sup
t
E
[
ξ2+δτ,t
]
=
C
c2uδ
sup
t
E
[
ξ2+δτ,t
]
, (82)
where the first inequality is by Markov, and the second inequality is bu (79). Combining (81) and
(82), we obtain
(73) ≤ Cu
2−δ
c2
sup
t
E
[
ξ2+δτ,t
]
. (83)
Fourth, we have
(74) = 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2 · 1(maxs≤τ
∣∣∣∣ 1√τ∑k+st=k+1ηuτ,t
∣∣∣∣ ≥ c2
)]
≤ 2E
[
max
s≤τ
∣∣∣∣ 1√τ∑k+st=k+1δuτ,t
∣∣∣∣2
]
≤ C
uδ
sup
t
E
[
ξ2+δτ,t
]
, (84)
where the second inequality is by (79).
Combining (77), (80), (83), (74), we obtain that
E
[
max
s≤τ
∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣2 · 1(maxs≤τ ∣∣∣∑k+st=k+1λ′νψ¨ντ,t∣∣∣ ≥ c
)]
≤ Cu
4
c2
+
C
uδ
. sup
t
E
[
ξ2+δτ,t
]
+
Cu2−δ
c2
sup
t
E
[
ξ2+δτ,t
]
+
C
uδ
sup
t
E
[
ξ2+δτ,t
]
.
In view of (53), it suffices to prove that we can choose u → ∞ as a function of c such that the
terms above all converge to zero as c→∞. This we can do by choosing u = c1/3, for example.
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B A Maximal Inequality for Triangular Arrays
In this section we extend Hall and Heyde (1980) Theorem 2.1 and Corollary 2.1 to the case
of triangular arrays of martingales. Let Fτ,s be a increasing filtration such that for each τ,
Fτ,s ⊂ Fτ,s+1. Let Sτ,s be adapted to Fτ,s and assume that for all τ and k > 0, E [Sτ,s+k|Fτ,s] = Sτ,s.
Since for p ≥ 1, |.|p is convex, it follows by Jensen’s inequality for conditional expectations that
E [|Sτ,s+k|p |Fτ,s] ≥ |E [Sτ,s+k|Fτ,s]|p = |Sτ,s|p . Thus, for each τ, {|Sτ,s|p ,Fτ,s} is a submartingale.
We say that {|Sτ,s|p ,Fτ,s} is a triangular array of submartingales. If {Sτ,s,Fτ,s} is a triangular ar-
ray submartingales then the same holds for {|Sτ,s|p ,Fτ,s} . The following Lemma extends Theorem
2.1 of Hall and Heyde (1980) to triangular arrays of submartingales.
Lemma 1 For each τ, let {Sτ,s,Fτ,s} be a submartingale Sτ,s with respect to an increasing filtration
Fτ,s. Then for each real λ, and each τ it follows that
λP
(
max
s≤τ
Sτ,s > λ
)
≤ E
[
Sτ,τ1
{
max
s≤τ
Sτ,s > λ
}]
.
Proof. The proof closely follows Hall and Heyde, with the necessary modifications. Define
the event
Eτ =
{
max
s≤τ
Sτ,s > λ
}
= ∪τi=1
{
Sτ,i > λ; max
1≤j<i
Sτ,j ≤ λ
}
= ∪τi=1Eτ,i.
These events are Fτ,i measurable and disjoint. Then,
λP (Eτ ) ≤
τ∑
i=1
E [Sτ,i1 {Eτ,i}]
≤
τ∑
i=1
E [E [Sτ,τ |Fτ,i] 1 {Eτ,i}]
=
τ∑
i=1
E [E [Sτ,τ1 {Eτ,i} |Fτ,i]]
=
τ∑
i=1
E [Sτ,τ1 {Eτ,i}] = E [Sτ,τ1 {Eτ}] .
Corollary 2.1 in Hall and Heyde (1980) now follows in the same way. If {Sτ,s,Fτ,s} is a
martingale triangular array then {|Sτ,s|p ,Fτ,s} is submartingale for p ≥ 1.
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Corollary 3 For each τ, let {Sτ,s,Fτ,s} be a triangular array of a martingale Sτ,s with respect to
an increasing filtration Fτ,s. Then for each real λ and for each p ≥ 1 and each τ it follows that
λpP
(
max
s≤τ
|Sτ,s| > λ
)
≤ E [|Sτ,τ |p] .
Proof. Note that P (maxs≤τ |Sτ,s| > λ) = P (maxs≤τ |Sτ,s|p > λp) . Then, using the fact that
{|Sτ,s|p ,Fτ,s} is submartingale for p ≥ 1, apply Lemma 1.
Below is a triangular array counterpart of Hall and Heyde’s Theorem 2.2
Corollary 4 For each τ, let {Sτ,s,Fτ,s} be a triangular array of a martingale Sτ,s with respect to
an increasing filtration Fτ,s. Then for each real λ and for each p > 1 and each τ it follows that
E
[
max
s≤τ
|Sτ,s|p
]
≤
(
p
p− 1
)p
E [|Sτ,τ |p]
Proof. This proof is based on Hall and Heyde (1980, proof of Theorem 2.2). Note that by the
layer-cake representation of an integral, we have
E
[
max
s≤τ
|Sτ,s|p
]
=
∫ ∞
0
P
(
max
s≤τ
|Sτ,s|p > t
)
dt =
∫ ∞
0
P
(
max
s≤τ
|Sτ,s| > t
1
p
)
dt
With the change of variable x = t
1
p , we get
E
[
max
s≤τ
|Sτ,s|p
]
= p
∫ ∞
0
xp−1P
(
max
s≤τ
|Sτ,s| > x
)
dt
Because |Sτ,s| is a submartingale, we can apply Lemma 1 and obtain
E
[
max
s≤τ
|Sτ,s|p
]
≤ p
∫ ∞
0
xp−2E
[
|Sτ,τ | 1
{
max
s≤τ
|Sτ,s| > x
}]
= pE
[
|Sτ,τ |
∫ ∞
0
xp−21
{
max
s≤τ
|Sτ,s| > x
}
dx
]
= pE
[
|Sτ,τ |
∫ maxs≤τ |Sτ,s|
0
xp−2dx
]
=
p
p− 1E
[
|Sτ,τ |max
s≤τ
|Sτ,s|p−1
]
≤ p
p− 1 (E [|Sτ,τ |
p])
1
p
(
E
[(
max
s≤τ
|Sτ,s|p−1
)q]) 1q
,
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where the last inequality is an application of Ho¨lder’s inequality for q = 1
1− 1
p
= p
p−1 . Dividing both
sides by
(
E
[(
maxs≤τ |Sτ,s|p−1
)q]) 1q
= (E [maxs≤τ |Sτ,s|p])
1
q , we get(
E
[
max
s≤τ
|Sτ,s|p
])1− 1
q
≤ p
p− 1 (E [|Sτ,τ |
p])
1
p
or
E
[
max
s≤τ
|Sτ,s|p
]
≤
(
p
p− 1
)p
E [|Sτ,τ |p]
C Proof of (59)
Lemma 2 Assume that Conditions 7, 8 and 9 hold. For r, s ∈ [0, 1] fixed and as τ →∞ it follows
that ∣∣∣∣∣∣τ−1
τ0+[τr]∑
t=τ0+[τs]+1
(
(ψτ,s)
2 − e(−2γt/τ)E [η2t |Gτn,(t−min(1,τ0)−1)n])
∣∣∣∣∣∣ p→ 0
Proof. By Hall and Heyde (1980, Theorem 2.23) we need to show that for all ε > 0
τ−1
τ0+[τr]∑
t=τ0+[τs]+1
e−2γt/τE
[
η2t 1
{∣∣τ−1/2e−γt/τηt∣∣ > ε}∣∣Gτn,(t−min(1,τ0)−1)n] p→ 0. (85)
By Condition 7iv) it follows that for some δ > 0
E
τ−1 τ0+[τr]∑
t=τ0+[τs]+1
e−2γt/τE
[
η2t 1
{∣∣τ−1/2e−γt/τηt∣∣ > ε} |Gτn,(t−min(1,τ0)−1)n]

≤ τ−(1+δ/2)
τ0+[τr]∑
t=τ0+[τs]+1
(
e−γt/τ
)2+δ
εδ
E
[
|ηt|2+δ
]
≤ sup
t
E
[
|ηt|2+δ
] [τr]− [τs]
τ 1+δ/2εδ
e(2+δ)|γ| → 0.
This establishes (85) by the Markov inequality. Since τ−1
∑τ0+[τr]
t=τ0+[τs]+1
e(−2γt/τ)E
[
η2t |Gτn,(t−min(1,τ0)−1)n
]
is uniformly integrable by (58) and (62) it follows from Hall and Heyde (1980, Theorem 2.23, Eq
2.28) that
E
∣∣∣∣∣∣τ−1
τ0+[τr]∑
t=τ0+[τs]+1
(
(ψτ,s)
2 − e(−2γt/τ)E [η2t |Gτn,(t−min(1,τ0)−1)n])
∣∣∣∣∣∣
→ 0.
The result now follows from the Markov inequality.
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Lemma 3 Assume that Conditions 7, 8 and 9 hold. For r, s ∈ [0, 1] fixed and as τ →∞ it follows
that
τ−1
τ0+[τr]∑
t=τ0+[τs]+1
e(−2γt/τ)E
[
η2t |Gτn,(t−min(1,τ0)−1)n
]→p σ2 ∫ r
s
exp (−2γt) dt.
Proof. The proof closely follows Chan and Wei (1987, p. 1060-1062) with a few necessary
adjustments. Fix δ > 0 and choose s = t0 ≤ t1 ≤ ... ≤ tk = r such that
max
i≤k
∣∣e−2γti − e−2γti−1∣∣ < δ.
This implies ∣∣∣∣∣
∫ r
s
e−2γtdt−
k∑
i=1
e−2γti (ti − ti−1)
∣∣∣∣∣ ≤
k∑
i=1
∫ ti
ti−1
∣∣e−2γt − e−2γti∣∣ dt ≤ δ. (86)
Let Ii = {l : [τti−1] < l ≤ [τti]} . Then,
τ−1
τ0+[τr]∑
t=τ0+[τs]+1
e−2γt/τE
[
η2t |Gτn,(t−min(1,τ0)−1)n
]− σ2 ∫ r
s
e−2γtdt
= τ−1
k∑
i=1
∑
l∈Ii
e−2γl/τE
[
η2l |Gτn,(l−min(1,τ0)−1)n
]− σ2 ∫ r
s
e−2γtdt
= τ−1
k∑
i=1
∑
l∈Ii
(
e−2γl/τ − e−2γ[τti−1]/τ)E [η2l |Gτn,(l−min(1,τ0)−1)n]
+
k∑
i=1
e−2γ[τti−1]/τ
(
τ−1
∑
l∈Ii
E
[
η2l |Gτn,(l−min(1,τ0)−1)n
]− σ2 (ti − ti−1)
)
+
k∑
i=1
e−2γ[τti−1]/τσ2 (ti − ti−1)− σ2
∫ r
s
e−2γtdt
= In + IIn + IIIn.
For IIIn we have that e
−2γ[τti−1]/τ → e−2γti−1 as τ → ∞. In other words, there exists a τ ′ such
that for all τ ≥ τ ′, ∣∣e−2γ[τti−1]/τ − e−2γti−1∣∣ ≤ δ and by (86)
|IIIn| ≤ 2δ.
We also have by Condition 7vii) that
τ−1
∑
l∈Ii
E
[
η2l |Gτn,(l−min(1,τ0)−1)n
]→ σ2 (ti − ti−1)
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as τ →∞ such that by maxi≤k
∣∣e2γ[τti−1]/τ ∣∣ ≤ e2|γ|
|IIn| ≤ e2|γ|
∣∣∣∣∣τ−1∑
l∈Ii
E
[
η2l |Gτn,(l−min(1,τ0)−1)n
]− σ2 (ti − ti−1)
∣∣∣∣∣ = op (1) .
Finally, there exists a τ ′ such that for all τ ≥ τ ′ it follows that
max
i≤k
max
l∈Ii
∣∣e−2γl/τ − e−2γ[τti−1]/τ ∣∣ ≤ max
i≤k
∣∣e−2γ[τti]/τ − e−2γ[τti−1]/τ ∣∣
≤ 2max
i≤k
∣∣e−2γ[τti]/τ − e−2γti∣∣
+max
i≤k
∣∣e−2γti − e−2γti−1 ∣∣
≤ 2δ + δ = 3δ.
We conclude that
|In| ≤ 3δ
∣∣∣∣∣τ−1
k∑
i=1
∑
l∈Ii
E
[
η2l |Gτn,(l−min(1,τ0)−1)n
]∣∣∣∣∣ = 3δσ2 (1 + op (1)) .
The remainder of the proof is identical to Chan and Wei (1987, p. 1062).
63
