PC MS OLV ER is an open-source library for con nuum electrosta c solva on. It can be combined with any quantum chemistry code and requires a minimal interface with the host program, greatly reducing programming effort. As input, P CMS O LV ER needs only the molecular geometry to generate the cavity and the expecta on value of the molecular electrosta c poten al on the cavity surface. It then returns the solvent polariza on back to the host program. The design is powerful and versa le: minimal loss of performance is expected, and a standard single point self-consistent field implementa on requires no more than 2 days of work. We provide a brief theore cal overview, followed by two tutorials: one aimed at quantum chemistry program developers wan ng to interface their code with PC MS O LV ER, the other aimed at contributors to the library. We finally illustrate past and ongoing work, showing the library's features, combined with several quantum chemistry programs.
| IN TROD UCT IO N
The past ten years have seen theore cal and computa onal methods become an invaluable complement to experiment in the prac ce of chemistry. Understanding experimental observa ons of chemical phenomena, ranging from reac on barriers to spectroscopies, requires proper in silico simula ons to achieve insight into the fundamental processes at work. Quantum chemistry program packages have evolved to tackle this ever-increasing range of possible applica ons, with a par cular focus on computa onal performance and scalability. These la er concerns have driven a large body of recent developments, but it has become apparent that similar efforts have to be devoted into the soware development infrastructure and prac ces. Code bases in quantum chemistry have grown over a number of years, in most cases without an overarching vision on the architecture and design of the code. As more features con nue to be added, the fric on with legacy code bases makes itself felt: either the code undergoes a me-consuming rewrite or it becomes the domain of few experts. Both approaches are wasteful of resources and can seriously hinder the reproducibility of computa onal results. It is essen al to find more effec ve ways of organizing scien fic code and programming efforts in quantum chemistry. To be able to manage the growing complexity of quantum chemical program packages, the keywords efficiency and scalability have to be compounded with maintainability and extensibility.
The sustainability of so ware development in the computa onal sciences has become a reason for growing concern, especially because reproducibility of results could suffer [60, 59, 61, 71, 92, 110, 70, 144, 62, 136, 145, 11, 9, 10, 7, 14] .
The paradigm of modular programming has been one of the emerging mo fs in modern scien fic so ware development. In computer science, the idea is not new. Dijkstra and Parnas advocated it as early as 1968 in the development of opera ng systems [40, 99] . Dividing a complex system into smaller, more manageable por ons is a very effec ve strategy. It reduces the overall complexity, cogni ve load and ul mately the likelihood of introducing faults into soware. Sets of func onali es are isolated into libraries, with well-defined applica on programmers interfaces (APIs).
The implementa on of clearly defined computa onal tasks into separate, independent pieces of so ware guarantees that the development of conceptually different func onali es does not get inextricably and unnecessarily entangled.
Each library becomes a computa onal black box that is developed, tested, packaged and distributed independently from any of the programs that might poten ally use it. The BLAS and LAPACK sets of subrou nes for linear algebra are certainly success stories for the modular approach to so ware development. Well-cra ed APIs are key to delimi ng the problem domain. Eventually, as happened for BLAS and LAPACK, they enforce a standardiza on of the func onality offered [116] , such that one implementa on can be interchanged for another without the need to rewrite any code.
The polarizable con nuum model (PCM) is a con nuum solva on model introduced in quantum chemistry (QC) in the 80s [94] and ac vely developed ever since [140, 91] . Its simple formula on and ease of implementa on have made it the go-to method when a quick es mate of solva on effects is desired. The clear separa on between the solva on and the quantum chemical layers of a calcula on, make it an ideal candidate for the design and implementa on of an API for classical polarizable solva on models. The input to and output from such a library are clear and well-defined affording a natural API design that can straigh orwardly be compared with the working equa ons of the method.
We here present the open-source PC MSOLV ER library, which we have developed over the past few years conforming to the principles just outlined. With PCMS OLVER, we aim at providing the QC development community with a reliable and easy-to-use implementa on of the PCM. The library is released under the terms of the version 3 of the GNU Lesser General Public Licence (LGPL) [137] , to guarantee a lower threshold to adop on and to encourage thirdparty contribu ons. Our design choices allow for the fast development of interfaces with any exis ng QC code with negligible coding effort and run-me performance penalty. In order to describe the implementa on of PCM SOLVER, we will recap its theore cal founda ons in sec on 2. We are not aiming at a detailed exposi on, but we will rather emphasize the aspects which are important in connec on with the development of an independent library for solvaon. We will show how the PCM provides a unified blueprint for all classical polarizable models by making use of the varia onal formula on introduced by Lipparini et al. [86] . Sec on 3 will offer an high-level overview of the library and a step-by-step tutorial for QC program developers on how to interface with PCM S O LVER. Sec on 4 will dive deeper into the internal structure of the library, discuss the various components and their interac on. This detailed tutorial is aimed at poten al contributors to the library and is complemented by sec on 5, discussing the licensing model and the contribu on workflow. In sec on 6, we will present a few applica ons of PC MS O LVER, drawing on past and ongoing work in our group using different QC program packages. Sec on 7 will present a summary and an overview of the work ahead.
| THEORY
The original idea of the PCM is to describe solute-solvent interac ons only by means of electrosta cs and polariza on between the solute molecule and the solvent. The solvent is modeled as a dielectric con nuum with a given permi vity ε. A cavity Ω i , with closed boundary Γ ≡ ∂Ω i , is built inside this medium and the solute is placed in it (see figure 1).
Quantum mechanics is used to describe the solute. Within the Born-Oppenheimer approxima on, the nuclei are kept fixed, whereas the electrons are described by either density-func onal theory (DFT) or wave func on theory (WFT).
For a given electronic density and fixed nuclear posi ons, the vacuum molecular electrosta c poten al (MEP) φ(r) is fully determined for all points r in space. The interac on between the molecule and the solute becomes a problem of classical electrosta cs: the source density ρ(r) and the dielectric con nuum mutually polarize. The generalized Pois-F I G U R E 1 The physical se ng of the PCM. The molecular solute is represented by its charge density ρ i assumed to be fully enclosed in a cavity Ω i with boundary Γ ≡ ∂Ω i . The permi vity inside the cavity is that of vacuum, ε = 1, and hence has Green's func on G i = where u(r) is now the electrosta c poten al in space including the polariza on of the con nuum. The informa on about the medium and the cavity is all encoded in the dielectric permi vity func on ε(r), which is equal to 1 inside the cavity and depends on the medium outside. The generalized Poisson equa on admits a unique solu on, once the boundary condi ons at the cavity and at infinity are fixed [32] . In the simplest case of a uniform, isotropic and homogeneous dielectric outside the cavity with permi vity ε (scalar and posi on-independent), the problem simplifies to the solu on of the following set of equa ons: 
The first two equa ons are a simple rewrite of the original Poisson equa on inside and outside the cavity, respecvely. Equa ons (2c) and (2d) are the boundary condi ons for the electrosta c poten al and its normal deriva ve (electrosta c field) at the cavity boundary. The last equa on is the radia on condi on at infinity. It is beyond the scope of this contribu on to discuss the general solu on strategy of such a problem in depth and we refer the reader to the abundant literature on the subject [32, 69, 123] . In the integral equa on formalism (IEF), we express the mutual solute-solvent polariza on in terms of an apparent surface charge (ASC) σ(s) for all points s on the cavity surface Γ ≡ ∂Ω i , that is, the ASC is en rely supported on the cavity boundary Γ achieving a reduc on in the dimensionality of the electrosta c problem to be solved. The set of equa ons (2) is then reformulated as an integral equa on on the cavity boundary:̂σ
For a uniform, isotropic and homogeneous dielectric, thêandR boundary integral (BI) operators are defined as:
whereÎ is the iden ty operator and,̂are components of the Calderón projector. Such operators are completely defined once the cavity geometry and the dielectric proper es of the medium are known and form the cornerstone of any implementa on of IEF-PCM. Three of the four components of the projector are needed for the IEF-PCM [25, 69, 123] :
the deriva ves are taken in the direc on of the outgoing normal vector to the point. The ⋆ index exemplifies that the internal or external Green's func on can be used. The form of such operators is only dependent on the geometry of the molecular cavity and on the Green's func on of the problem. Thanks to the IEF, the approach is not limited to uniform, isotropic and homogeneous dielectrics; any solvent for which it is possible to obtain a Green's func on for the electrosta c problem is amenable to this treatment. Several media in addi on to uniform dielectrics admit a Green's func on in closed form: anisotropic dielectric (tensorial permi vity), ionic solu ons (constant permi vity and ionic strength) [25] , sharp planar [49] and spherical interfaces [31] (two permi vi es). The Green's func on for diffuse interfaces, where a smooth posi on-dependent permi vity func on is used, can be built numerically [48, 37] .
Most of these environments are provided by PC MS OLV ER and the missing ones are under development. Table 1 gives a compact overview. The Green's func on component of PC MS O LVER is designed to handle func ons that can be expressed as the sum of a singular and a nonsingular component:
The first ℱ ε (r, r ) presents a Coulomb singularity, possibly modulated by an effec ve permi vity -β(r, r ) -which depends on the posi ons of the source r and the probe r :
The second, nonsingular component, when present, is generically referred to as the image. In some cases it can be wri en in a closed form (e. g. sharp interfaces), whereas in others (e. g. diffuse interfaces) a numerical integra on of an ordinary differen al equa on (ODE) is required.
ROBE RTO DI R EMIG IO E T AL .
TA B L E 1 Green's func ons for different dielectric media and their availability within PCM SOLV ER.
Medium Parameters Differen al equa on Green's func on Notes
valid in the regime of small ionic strenghts.
Anisotropic dielec-
A tensorial permi vity is a model applicable to liquid crystals Sharp planar interface ε 1 (z < 0) and
The reported expression is valid for source and probe located in medium 1. See for instance Ref. [72] for the other cases.
Sharp spherical interface [93, 31] ε 1 (r < r 0 ) and Diffuse planar inter-
Effec ve dielectric constant C(z, z ) and image poten al obtained by numerical integra on (cylindrical coordinates), followed by convolu on with Bessel func on J 0 [48] .
Diffuse spherical in-
Effec ve dielectric constant C(r, r ) and image poten al obtained by numerical integraon in spherical coordinates, followed by a summa on in spherical harmonics [37] .
| The boundary element method
The prac cal solu on of Eq. (3) is achieved by means of the boundary element method (BEM). The cavity boundary is discre zed into N mesh finite elements -T i -by a meshing algorithm that generates polygonal finite elements. Triangles or quadrangles are the most usual choices and the finite elements can be either planar or curved. The mathema cal framework for the BEM is provided by Galerkin approxima on theory [56, 43, 123] . The applica on of any integral operator̂with kernel k A (s, s ) on a func on f(s) supported on the boundary:
can be discre zed as:
The choice of the basis func ons on the mesh and of the integra on procedure will determine the proper es of the BEM adopted, including its accuracy. Note that if singular kernels arise in the theory, proper care will have to be taken in calcula ng matrix elements for close or iden cal pairs of finite elements T i , T j . Thus, discre za on of the surface induces a discre za on of the operators involved in the IEF equa on (3). The integral operators are represented as matrices, whereas the func ons supported on the cavity boundary become vectors: the problem is recast as a system of linear equa ons.
The current version of PC MSO LVE R implements a straigh orward centroid colloca on method: for each finite element i, the charge density σ is condensed in a point charge q i . The off-diagonal matrix elements of the Calderón projector components are then simply obtained as the value of the Green's func on and its deriva ves at those points.
For instancê⋆ ,ij = G ⋆ (s i , s j ). Because of the divergence in the kernels, it is clear that such a discre za on will break down if naïvely applied in the calcula on of the diagonal elements. These singulari es are however integrable and thus methods have been formulated to overcome this difficulty. In the tradi onal PCM implementa on, the analy c form available for a polar cap is fi ed and parametrized to a polygonal patch [94, 140] . For thêoperator, sum rules, rela ng the diagonal elements to their respec ve row or column, have been derived by Purisima and Nilar [112, 111] . For Green's func ons not available in closed-form, such as the diffuse interfaces, par cular care needs to be taken to isolate the singularity. The par on in equa on (6) proves par cularly convenient. The singularity, known in closed-form, is then taken care of by one of the methods above, whereas the nonsingular remainder is integrated by standard quadrature methods. Gaussian quadrature for the centroid colloca on of the diagonal elements has also been discussed in the literature [25] . The more sophis cated wavelet Galerkin method uses numerical quadrature for the calcula on of all matrix elements [143, 23] . The singulari es are treated using the Duffy trick [123, 117] instead of parametrized approximate formulas.
| Varia onal formula on of the PCM
The introduc on of the varia onal formula on is also an important recent development for the PCM formalism. Lipparini et al. have shown that it is possible to express the polariza on problem of the IEF as the minimiza on of the appropriate func onal [86] . This reformula on is possible for any ellip c par al differen al equa on [43] . For exam-ple, the minimum of the func onal: (10) corresponds to the unique solu on of the generalized Poisson equa on (1). For a general, posi on-dependent permi vity func on the solu on can be obtained as described by Fosso-Tande and Harrison [47] . It is also possible to recast the corresponding boundary integral equa on into a varia onal problem, given the appropriate func onal and func onal spaces. Lipparini et al. [86] proposed the func onal:
and proved that its minimum corresponds to the solu on of the IEF-PCM equa on (3). Here (⋅, ⋅) Γ is the inner product in the suitable Sobolev space with support on the cavity boundary Γ [69] . A varia onal formula on has several formal and prac cal advantages [20, 75, 132, 74, 85] :
1. It removes the non-linear coupling with the quantum mechanics (QM) problem, since the polariza on charge density is op mized on the same foo ng as the QM parameters, e. g. orbitals in self-consistent field (SCF) theories.
2.
It provides a unified framework to include con nuum solva on regardless of the method used (molecular mechanics (MM), QM or both) simplifying the descrip on of the coupling.
3.
It simplifies the framework for the calcula on of molecular proper es.
4.
It is convenient to include solva on in an extended Lagrangian formula on for molecular dynamics (MD) simulaons.
5.
It can be employed for other kinds of solva on methods (e. g. polarizable MM) with minimal modifica ons.
Both response theory for molecular proper es and coupled cluster (CC) for correlated calcula ons, can be formulated using a Lagrangian formalism [129, 65] . In response theory, the quasienergy formalism [98, 27, 64 ] is employed to obtain linear and nonlinear molecular proper es as high-order deriva ves of a quasienergy Lagrangian. Such a Lagrangian can be formulated in the molecular orbital (MO) or atomic orbital (AO) basis, the la er allowing for an openended, recursive formula on and implementa on of SCF-level molecular proper es [139, 120] . In the varia onal formula on, the PCM ASC are just an addi onal varia onal parameter, on the same foo ng as the AO density matrix and the deriva on of the response equa ons and proper es expression to any order becomes a straigh orward extension of the vacuum case [35] . As an example, the quadra c response func on can be wri en as:
where is the solva on free energy func onal, D is the density matrix, S is the overlap matrix, W is the energyweighted density matrix, σ is the ASC. In our nota on, the indices a, b, c represent deriva ves with respect to the external perturba ons, whereas the numerical indices 0, 1, 2 are deriva ves with respect to the density matrix (first index) and the ASC (second index). For details about the deriva on of the expression above we refer to the original manuscript [35] . We highlight here the symmetry in D and σ in the expression for the property, which greatly simplifies the deriva on of the response equa ons and their subsequent implementa on.
In combina on with a CC wave func on, the varia onal formalism is a powerful tool to derive the working equaons of the method and iden fy more efficient approxima ons. More in detail, the formula on of a consistent manybody perturba on theory (MBPT) including solvent effects from a classical polarizable medium is simplified. Since the polariza on does no longer depend nonlinearly on the CC density, it is much easier to iden fy at which perturba ve order in the fluctua on poten al the different PCM contribu ons play a role [33, 36] . The effec ve PCM-CC Lagrangian is the sum of the regular CC Lagrangian and the polariza on energy func onal [24, 26] :
where ℳ is the CC trunca on level, T the cluster operator andt the Lagrangian mul pliers. Normal ordering [129] , induces a natural separa on between reference and correla on components of the MEP and ASC. The CC equa ons can then be obtained by differen a ng the Lagrangian with respect to the varia onal parameters: t,t and σ. Note that the amplitudes and mul pliers are now coupled through the MEP φ N (t,t ) ℳ . Equa on (13) is also the star ng point for the formula on of CC perturba on theory (PT). Indeed we have shown that perturba ve correc ons for triple excita ons for the PCM-CCSD can be easily derived in this framework [33, 36] .
Several classical polarizable models besides the PCM introduce mutual solute-solvent polariza on by means of a linear reac on field, leading to an energy func onal of the form of Eq. (10). In par cular, polarizable MM models are amenable to such a treatment [89] . The easiest alterna ve is cons tuted by the fluctua ng charge (FQ) model which employs the same ingredients as PCM: the MEP and a set of fluctua ng charges [119] . The expression for the energy func onal is [82, 83] :
where the pairwise Coulomb repulsion matrix J and the electronega vity vector χ were introduced. Minimiza on of ℰ FQ yields the fluctua ng charges q. Compared to the PCM func onal in Eq. (11), ℰ FQ also contains the electronega vity parameters χ, describing the interac on of the charges with the other MM fragments and the Lagrange mul pliers λ to ensure the electroneutrality of each separate fragment. The dependence on the external QM poten al φ is otherwise iden cal, opening the way for an easy implementa on of the model in PC MS OLVER with no modifica ons foreseen for the host program. As pointed out by Lipparini et al. [84] , in a varia onal formalism layering different models becomes also straigh orward: it will suffice to add the respec ve func onals and the interac on terms between each of them. For an FQ/PCM model this term is the electrosta c energy between the charges q and the surface polariza on σ. The other widespread polarizable MM model makes use of fixed point mul poles and fluctua ng dipoles at atomic sites [128] . The induced dipoles responding to the surrounding electrosta c field are the varia onal parameters. Muta s mutandis it is possible to obtain a corresponding energy func onal, although its implementa on in PC MSO LV E R and coupling with con nuum solva on would require addi onal effort, in par cular regarding the handling of the force field parameters and the polariza on, since both are matrix, rather than vector, quan es.
| Coupling the classical and quantum problems
The coupling of the PCM with a SCF procedure can be achieved with the following step-by-step control flow for the final program:
1. The MEP φ at the cavity points is computed by the host code:
where D λκ and Ω κλ (r) = χ * κ (r)χ λ (r) are, respec vely, the AO density and overlap distribu on matrices. The MEP is passed to the PCM library.
2. The PCM library computes the ASC σ represen ng the solvent polariza on. This is passed back to the host QC program.
The polariza on energy
This term is the correc on to the total energy due to the mutual polariza on.
4.
The PCM Fock matrix contribu on is assembled by contrac on of the poten al integrals with the solvent polariza on:
5.
A new SCF step is performed, a new MEP is obtained and the cycle con nues un l convergence. In the design we have chosen, all opera ons happening on the PC MS O LV ER side only involve func ons defined at the cavity boundary, which include, but are not limited to, expecta on values of QM quan es, such as the MEP.
Even for large systems, such opera ons are rela vely lightweight compared to the integral evalua on and Fock matrix construc on.
Although not yet implemented in PC MS O LVER, standard techniques in high-performance compu ng, such as the fast mul pole method (FMM) or paralleliza on, can be employed for very large systems, to reduce the scaling and minimize the computa onal overhead [124] . The most me-consuming steps for medium to large systems are the calcula on of the MEP and assembling the Fock matrix contribu on. Their implementa on has been le on the host side. There are two clear advantages in using this strategy: on the one hand PC MS O LVER is completely independent of the technology employed on the QM side, keeping the cost of developing the interface minimal;
on the other hand it allows the host program to op mize the me-consuming steps without any interference from P C M S O LV E R, resul ng in op mal performance and minimal computa onal overhead compared to vacuum calcula ons.
| USIN G THE P C M SO LV ER L I B RA RY
Avoiding code duplica on and encouraging code reuse for common tasks are the main driving forces mo va ng library writers. Inevitably, libraries evolve over me through trial-and-error. It is expensive and inconvenient to write a so ware library from a set of wri en specifica ons. This is especially true in the computa onal sciences community, where a consensus on the proper way to acknowledge so ware output has not yet been reached [6] . Hence one
Molecular electrosta c poten al φ(s)
Apparent surface chargê
Polariza on energy
Finalize SCF yes no F I G U R E 2 Outline of the SCF algorithm including solvent contribu ons from the PCM. Blue, do ed outline boxes highlight the opera ons that are to be implemented in a PCM API. The host QC code will implement the opera ons and data structures highlighted in the dashed outline green boxes.
starts from a problem domain and gradually, through refactoring and rewrites, achieves a presumably be er API.
P CM S O LV ER is wri en in C++. The object-oriented paradigm provides the necessary flexibility to neatly organize the conceptually different tasks the library has to perform. C++ benefits from a tooling (sta c and dynamic analysis, lin ng and style checks) and library ecosystem (chiefly, the standard template library (STL) [76] ) that languages such as
Fortran have yet to accrue, despite their rela vely longer existence. The library also contains Fortran, C and Python components, which we will discuss shortly. CMake is the build system of choice.
1 We adhere to the C++03 ISO standard, which is fully implemented in almost all exis ng compilers. The GNU, Clang and Intel families of compilers are rou nely used with the library for tes ng and produc on calcula ons and are known to work properly. Note that it is s ll possible to build PCM SOLV ER with one of the above men oned compilers and link it against an executable built with a compiler from another vendor. Dependencies are kept to a minimum and are shipped with the library itself, to minimize the inconvenience for the final users. The C++11 ISO standard introduced new data structures (such as tuples, to model mul ple return values from a func on), algorithms and tools for func onal programming (such as lambdas and argument binding for currying and par al func on applica on) in the core language [88] . 2 Our build system is designed to take advantage of these whenever possible and fallback to an alterna ve implementa on in the Boost libraries when an old compiler is used [13] . The library also needs to manipulate vectors and matrices. In the same philosophy of code reuse, we rely on the Eigen C++ template library for linear algebra [55] . Eigen implements containers for vectors and matrices of arbitrary size, both sparse and dense. Opera ons on these Eigen::Vector and Eigen::Matrix types are also provided, including a wide array of decomposi ons and itera ve linear solvers. All standard numerical types -integers, single and double precision floa ng point and their complex counterparts -are supported, with the possibility of extending to custom numerical types. Tradi onally, the C and C++ languages have been looked down by the computa onal science community as offering subop mal performance in linear algebra opera ons when compared to Fortran. This can be true with a naïve implementa on. Eigen uses expression templates and vectoriza on to overcome this difficulty [142] .
Wri ng an interface to PCM SOLV E R for your favorite QM code is straigh orward. First of all, you will have to download the library. All released versions are available on GitHub, we will refer to the 1.2.1 release (v1.2.1) which is the latest version as of this wri ng. Dependencies and prerequisites are listed on the documenta on website and
we will assume that all are properly sa sfied. Downloading, compiling, tes ng and installing an op mized version of the library requires few commands:
$ curl -L https://github.com/PCMSolver/pcmsolver/archive/v1.2.1.tar.gz | tar -xz $ cd pcmsolver-1.2.1
# PCMSolver will be built using the Clang C/C++ and GNU Fortran compilers # with code optimization enabled and installation prefix $HOME/Software
$ ./setup.py --type=release --prefix=$HOME/Software/pcmsolver --cc=clang --cxx=clang++ --fc=gfortran
# Now build with verbose output from compilers and using 2 processes
$ cmake --build build --VERBOSE=1 -j 2
# Run the full test suite using 2 processes
$ cmake --build build --target test ---j 2
# We can now install $ cmake --build build --target install
The following installa on directory tree will have been generated: # Dynamic linking $ gcc C_host.c -I. -I$HOME/Software/pcmsolver/include/PCMSolver -o C_host \ -Wl,-rpath,$HOME/Software/pcmsolver/lib64 $HOME/Software/pcmsolver/lib64/libpcm.so.1
# Static linking
$ gcc C_host.c -I. -I$HOME/Software/pcmsolver/include/PCMSolver -o C_host \ $HOME/Software/pcmsolver/lib64/libpcm.a -lz -lgfortran -lquadmath -lstdc++ -lm
Fortran QM host The program will need to compile the pcmsolver.f90 Fortran 90 module source file, link against the pcm library (dynamic or sta c), link against Zlib and the C++ run me:
# Dynamic linking
$ gfortran $HOME/Software/pcmsolver/include/PCMSolver/pcmsolver.f90 \ Fortran_host.f90 -o Fortran_host -Wl,-rpath,$HOME/Software/pcmsolver/build/lib64 \ $HOME/Software/pcmsolver/lib64/libpcm.so.1
# Static linking
$ gfortran $HOME/Software/pcmsolver/include/PCMSolver/pcmsolver.f90 \ Fortran_host.f90 -o Fortran_host $HOME/Software/pcmsolver/lib64/libpcm.a -lstdc++ -lz
These build requirements for the QM host program can be managed within a Makefile. For host programs using CMake, a configura on file is also provided such that a find_package(PCMSolver) direc ve will search for the library and import all that is necessary to link.
Once the linking issues are sorted out, the QM code will need a func on 5 to compute the MEP on a grid of points.
The signature for such a func on might look as follows: A func on to compute the PCM contribu on to the Fock matrix (or to the σ-vector in response theory) is also needed.
This is a modified one-electron nuclear a rac on poten al and a possible signature is as follows:
! Calculate contraction of apparent surface charge with charge-attraction integrals These func ons are not provided by PC MSOLVER. Indeed, the library has been designed based on the realiza on that the PCM layer is completely independent of the AO or MO spaces defined in the quantum chemical layer. As discussed in sec on 2.3 and schema cally shown in figure 3, there is no need for the PCM library to handle integrals, density and Fock matrices. This architecture avoids handling large data structures, such as the density and Fock matrices, and code duplica on at the integral computa on level. In addi on, it makes PC MS OLV ER fully agnos c of the QM host program:
no assump ons are made on the storage format for matrices or the way AO basis integrals are computed. This is the main strength of P C MS OLVE R and has led to its inclusion into many different QM host programs with negligible computa onal overhead.
Ini aliza on of the library happens with a call to the pcmsolver_new func on. This func on returns a context, which will be the handle to any PCM-related opera ons in the rest of the calcula on. The pcmsolver_new func on requires the number of atomic centers nr_nuclei, their charges and coordinates coordinates, the symmetry generators symmetry_info (Abelian groups only are supported) and a func on pointer writer to output facili es within the host program. The addi onal parameters to the func on are needed to handle PCM-specific input. Currently, the module can either read its own input file from disk or from the host_input data structure as PCM codê F I G U R E 3 High-level view of the rela onship between a host quantum chemistry program and the PC MS OLVER library. The ini aliza on phase, represented by the input parsing por ons, will generate the molecular cavity and the PCM matrix for the chosen environment. During the itera ve solu on of the Schrödinger equa on, by any method, the MEP, φ(s), and ASC, σ(s), are the only data to be passed back and forth between library and host code. This affords a significant streamlining of the interfaces to be wri en.
filled by the host program. This design choice was made to allow for a fast ini al implementa on of PCM within a host program, one that would not require extensive reorganiza on of the host program's own input parsing func ons.
The trade-off is that the user now has to make sure that the PCMS OLVER input is parsed and the resul ng intermediate, machine-readable file is available at run-me in the appropriate directory. We provide the go_pcm.py Python script for this purpose, which parses and validates the input file by means of the GetKw library [77] . A PC MS OLVER input file is organized into keywords and sec ons, which are collec ons of keywords. Each sec on roughly maps to a computa onal task in the library: how to build the cavity, what Green's func on to use and how to set up the solver.
The following sample input asks for a conductor-like polarizable con nuum model (CPCM) calcula on with methanol as a solvent: The average area of the generated finite elements will be 0.6 Å 2 (or less), spheres will be put on all atoms, with the radii for the first and fourth in the list passed from the host program will have a custom-set radius. The CPCM solver will be set up with a dielectric scaling of f(ε) = ε−1 ε+0.5 , the diagonal elements of the boundary integral operatorŝand will be scaled by the given factor of 1.0694. At ini aliza on, the library will generate the cavity, set up the Green's func ons, compute the boundary integrals operators and assemble the solver. All further interac ons between the host program and PC M SO LVE R happen through the context pointer returned by the pcmsovler_new func on, that is, the first argument in all API func on is the PCM context. This allows for more than one PCM object exis ng at once during a calcula on, each with its separate set up, an idea akin to the execu on plans in the FFTW3 library [51] . The next step is the calcula on of the MEP at the cavity grid points. The QM host fetches the size of the grid with the pcmsolver_get_cavity_size func on: The QM host code can decide whether to save the PCM grid in memory (globally or in a data structure localized to the SCF por on of the code), on disk or repeatedly calling the pcmsolver_get_centers func on when needed. A er calling the relevant integral evalua on func ons, the MEP will be available as a vector of size equal to that of the cavity mesh. When uniquely labeled, say TotMEP for the MEP, we refer to such quan es as surface func ons. The PCM context holds a collec on of (label, data) pairs of such func ons, what is called an associa ve array, dic onary or map. The host program can set and get surface func ons with the appropriate func ons. The func onality has been programmed to avoid unnecessary copies of the data and to allow for arbitrary labels for the func ons. During an SCF itera on we add, or modify the contents of, the MEP surface func on by calling pcmsolver_set_surface_function with our label of choice: i=1 and is implemented without storing any quan ty to disk, avoiding any overhead I/O opera ons might incur. The correc on, U pol , to the total energy due to the polariza on of the con nuum can be calculated as the dot product of the MEP and ASC arrays. PC MSO LVE R also provides a func on, pcmsolver_compute_polarization_energy, with a signature similar to that of pcmsolver_compute_asc The PCM contribu on to the Fock matrix can now be computed by calling the appropriate func on in the QM host program. Lis ng 1 summarizes the steps necessary to get SCF up and running including the PCM solvent contribu ons. 
L I S T I N G 1
Pseudocode summary of the calls to achieve SCF itera ons including PCM contribu ons in a Fortran code.
| DE VELOP ING TH E P C MS O LV E R L I B R ARY
Grasping the inner workings of an unfamiliar piece of so ware is always difficult and the aim of this sec on is to minimize this effort for poten al new contributors to the PCMS OLVER library. It will not be possible to give an explana on in full detail of all of our design choices and mo va ons, but this will cons tute a good primer. Whereas sec on 3 provided a top-down descrip on of the library, this sec on will offer the complementary bo om-up view. Solving the boundary integral equa on (BIE) (3) by means of the BEM requires a number of ingredients: a boundary mesh generator, computa onal kernels for the Green's func ons, backends for the computa on of the discre zed boundary integral operators and finally a linear system solver. 6 The geography of these ingredients in PC MS OLVER is as follows: Green's func ons: folder green Depending on the nature of the BIE, up to second order deriva ves of the Green's func on might be needed to set up the boundary integral operators. The IEF-PCM equa on (3) only requires the conormal deriva ves, however the breadth of Green's func ons currently implemented in PCM S OLVER (see Table 1 ) poses a challenge for the implementa on of this component. We shall show that automa c differena on (AD) [21] in combina on with sta c (template-based) and dynamic (class-based) polymorphism [116, 142] provides a robust, clean and extensible framework for implemen ng Green's func ons and their deriva ves.
P C M S O LV
Computa on of the BI operators on the mesh: folder bi_operators As discussed in sec on 2.1, the integrals needed are mul dimensional and on possibly arbitrary domain shapes. On top of these difficul es, the operators are also singular. Techniques and algorithms have been developed and the interested reader can refer to the monograph by Sauter and Schwab [123] . The library implements a straigh orward colloca on scheme which we will not discuss in further detail.
PCM equa on solver: folder solver The solver can be direct or itera ve, the la er even in a matrix-free flavor. PCM-S O LVE R uses the stock implementa on in Eigen of standard algorithms [55, 54] . For CPCM thêmatrix is stored and a Cholesky decomposi on is used:
llt().solve(MEP);
For IEF-PCM thêandR matrices are stored and a par ally pivoted LU decomposi on is used. By default, we compute polariza on weights, requiring the solu on of two linear systems of equa ons per call [30] : The user can turn off the computa on of the polariza on weights by se ng hermitivitize=false in the input, though this is not recommended. 7 Finally, the interface folder contains the Meddle class which orchestrates the ini aliza on/finaliza on of the library and the computa on of the ASC. This is the backend for the API func ons defined in the pcmsolver.h header file and exported to Fortran in the pcmsolver.f90 module source file. These la er files are contained in the api folder.
The internal structure of the library is shown in figure 5 in rela on with the API func ons discussed in sec on 3.
The green layer at the bo om of the figure shows the dependencies of PC MS OLVER: 6 Many of the same ingredients are shared with Finite Element Method (FEM) codes. 7 In our experience the use of polariza on weights helps SCF convergence and is essen al for a stable itera ve solu on of the linear equa ons arising in response theory.
• Eigen: a C++ template library for linear algebra [55] .
• libtaylor: a C++ template library [42] for AD [21] .
• libgetkw: a library for input parsing [77] .
• Boost: a general purpose C++ library [13] . In PC MS OLV ER it provides the ODE integrator [15] and the C++11 compa bility layer for older compilers.
These dependencies are included with the source code repository, but are only used in the building process if proper versions are not found preinstalled on the system. Users need not worry about sa sfying dependencies beforehand.
This makes PC MSO LVE R a self-contained, but somewhat heavy library. The yellow layer contains the heavy-li ing F I G U R E 5 Internal structure of the PC MSOLVER library in rela on to the API and the host program. The green boxes at the bo om show the external dependencies. The internal implementa on of the API is contained in the src folder and is shown in the yellow layer. The blue arrows exemplify the composi on rela ons between the data structures defined in each folder. The upper, blue layer is the exposed API of the PC MS OLV ER library. The ini aliza on (pcmsolver_new), finaliza on (pcmsolver_delete) and surface func on manipula on func ons (pcmsolver_get_surface_function, pcmsolver_set_surface_function, pcmsolver_compute_asc) and their rela on with the host program and the API internals, defined in the interface folder, are shown. Orange lines show the flow of data between these components, whereas the purple lines show the control flow.
por ons of the library, which maps to the contents of the src folder.
Cavity genera on
Building the molecular cavity is the star ng point, a task accomplished by sources in the cavity and pedra folders.
In con nuum solva on models (CSMs) it is almost always the union of a set of spheres centered on the atoms. 8 The atomic radii used vary wildly among different implementa ons. Possible choices implemented in PC MS OLVER are: van der Waals radii as tabulated by Bondi [22] (and later extended by Man na et al. [90] ), the UFF radii [115] or the set of Allinger et al. [18] . Once sphere centers and radii are se led upon, one has the van der Waals surface, S vdW . This might be too ght, what is usually done is a rescaling of the radii by a factor α = 1.2. We also want the defini on of molecular surface to capture the fact that solvent molecules cannot penetrate within the molecule of interest. The solvent-accessible surface -S SAS -is defined as the locus of points described by the center of a spherical probe, modeling a solvent molecule, rolling on S vdW . The solvent-excluded surface -S SES -instead is the locus of points described by the contact point of a spherical probe rolling on the S vdW . Whereas S vdW and S SAS only consist of convex spherical patches, S SES consists of convex and concave spherical and toroidal patches [28, 57, 113, 114] .
To ensure con nuity of energy gradients, this union of spheres can be smoothed [146, 107, 134, 125, 80, 81, 138] .
The implementa on of efficient meshing algorithms for the boundary surfaces defined above is s ll a very ac ve area of research. P C MS OLV ER offers the venerated GEPOL (GEnera ng POLyhedra) algorithm, first devised in the 80s [101] and gradually improved [130, 103, 131, 102, 106, 108] . GEPOL approximates S SES by adding spheres not centered on atoms to fill up the por ons of space where the solvent cannot penetrate, the mesh genera on starts from a set of equilateral triangles defined by the ver ces of a regular polyhedron inscribed in the spheres. The spherical triangles are then cut at the spheres intersec on. An itera ve refinement, by successively cu ng into smaller triangles, is performed un l the average area of the finite elements reaches a predefined user threshold. The Fortran implementa on of GEPOL (folder pedra) is wrapped into a C++ container class GePolCavity. The container class holds all the data produced by the meshing algorithm: colloca on points (centroids of the finite elements), weights (areas of the finite elements), outward poin ng normal vectors, curvature, arcs and ver ces. These data are saved to a compressed NumPy array (.npz format) for postprocessing in Python, see figure 6 . The GEPOL algorithm has some well-known shortcomings [104] and an implementa on of the TsLess algorithm of Pomelli [107] is currently underway.
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Green's func ons Green's func ons are the next basic building block in our hierarchy. Given Eq. (6) The pure virtual methods (virtual ... = 0;) mean that this type is abstract, providing the defini on of an interface.
It carries no informa on whatsoever regarding how to compute the value of a Green's func on, it only prescribes what kind of opera ons a concrete Green's func on type has to explicitly implement to be valid [52, 88] . These are:
• The kernelS func on for the calcula on of its value, given a pair of points in space.
• The kernelD func on for the calcula on of its direc onal deriva ve, given a pair of points in space and a direc on.
• The singleLayer func on, for the calcula on of the diagonal elements of thêoperator given a finite element.
• The doubleLayer func on, for the calcula on of the diagonal elements of thêoperator given a finite element.
Concrete types for Green's func ons, for example a type for the uniform dielectric or the spherical sharp, will have to conform to this interface so that we will be able to produce a valid boundary integral operator with the same set of commands. For example, thêoperator for the anisotropic IEF-PCM equa on is assembled from the cavity boundary, 10 To combine the benefits of forward-mode AD with our code, the concrete Green's func ons types have to be parametrized over the taylor<T, V, D> type of choice, for direc onal deriva ves of Green's func on the type taylor<double, 1, 1> is sufficient. Lis ng 2 shows a skeleton implementa on of the Green's func on for the uniform dielectric. 11 The concrete class UniformDielectric is parametrized over a taylor type (template-based sta c polymorphism) and inherits from the abstract base class (class-based dynamic polymorpshim) to implement the opera ons outlined by the base class using AD [52, 17, 135] . The func on call operator, operator(), is where the Green's func on is defined, thanks to AD the return value will also contain its direc onal deriva ve. We can thus outline an implementa on checklist for Green's func ons, valid also for more complicated environments:
1. Define the input parameters for the Green's func on (e. g. permi vity ε) and write a constructor func on to ini alize the data from a passed value. The construc on phase can be arbitrarily complex. For example, the diffuse interface in spherical symmetry requires the solu on of sets of radial ODEs.
2.
Provide an implementa on for the func on call operator operator(), returning the value of the Green's func on.
operator() can be arbitrarily complex: the sharp interface in spherical symmetry has to implement the separa on of the Coulomb and image components and calculate the la er as a truncated sum over Legendre polynomials. 10 For further details consult the source code available on GitHub: https://github.com/uekstrom/libtaylor 11 The actual implementa on in PCMSOLVER is slightly more involved. The permi vity of the environment is modeled as a profile func on (sharp, diffuse, anisotropic and so forth) which becomes a template parameter of the concrete class implemen ng the Green's func on of choice.
L I S T I N G 2 Skeleton of the implementa on of the uniform dielectric Green's func on. 3. Implement the kernelS and kernelD methods, in terms of operator().
12 4. Implement the singleLayer and doubleLayer methods.
The interface
The API of P C MSO LVE R is implemented in ISO C99. The func ons we described in sec on 3 call a corresponding method in the Meddle class, defined in the interface folder. The API is context-aware [121] . Ini aliza on of the library via the pcmsolver_new func on creates all objects relevant to the calcula on and return a handle to the library in the form of a context object. 13 The context object is an opaque C struct: a pointer to some other object, in our case an instance of the Meddle class owning the current calcula on set up.
When using dynamic polymorphism, instances of concrete classes are used through pointers to their corresponding abstract base classes (Liskov subs tu on principle [52] ). For example, the following declares a vacuum and a uniform dielectric (water) Green's func ons, with deriva ves calculated using AD.
IGreensFunction * gf_o = new UniformDielectric<>(78.39);
P C M S O LV E R offers quite a number of knobs to tune the set up of a calcula on. Naïve approaches to the ini aliza on might lead to poor design choices, like a nested, factorial branching logic or the use of type cas ng. 14 We have adopted the Factory method pa ern, a standard solu on that avoids both pi alls [52, 17] : 15 IGreensFunction * gf_i = green::bootstrapFactory().create(
input_.insideGreenParams().greensFunctionType, input_.insideGreenParams());
IGreensFunction * gf_o = green::bootstrapFactory().create(
input_.outsideStaticGreenParams().greensFunctionType, input_.outsideStaticGreenParams());
The usage of a context-aware API hides many implementa on details of the PCM from the host QM code. For example, this is the body of the pcmsolver_compute_asc func on and its counterpart in the Meddle object: 12 We note that deferring the implementa on of the kernelS and kernelD methods to the concrete classes leads to a lot of boilerplate, error-prone code.
In our current implementa on, this is avoided by providing these methods in an intermediate template class template <typename DerivativeTraits, ProfilePolicy> class GreensFunction. This approach is admi edly more involved, but reduces code duplica on and allows us to neatly include the corner case where numerical differen a on of the Green's func on is desired or necessary. 13 https://github.com/bast/context-api-example 14 The use of dynamic_cast allows cas ng up and down an inheritance hierarchy, thus deferring the crea on of the concrete type un l it's properly localized.
C++ however does not have introspec on and using the dynamic_cast construct introduces a run-me performance penalty. Apart from this, it also completely bypasses the type system, thus nullifying the benefits of inheritance hierarchies and strong typing. 15 We have a template implementa on that follows the one presented by Alexandrescu [17] . The factory stores an associa ve container (std::map) of object tags and callback crea on func ons. When calling the create method, the container is traversed to find the tag and the corresponding callback is invoked. The arguments and return type of the callback are deduced by the compiler. Traversal of a std::map to obtain the correct callback func on can be more efficient than branching, even when only few condi onal branches would be needed [17, 76] . 16 The LGPL is a weak-copyle license [122, 133] . It is well-suited for the open-source distribu on of libraries, since it strikes a balance between openness and protec on of the ideas implemented in the distributed code. The
LGPLv3 allows commercial use, distribu on and modifica on of the sources. The license protects the copyright of the original authors by manda ng that any deriva ve work, be it a modifica on or a different distribu on, s ll be licensed under the terms of the LGPLv3. This point is very important for PCM S OLVER: anyone can use the library without aler ng or asking permission from the original authors. However, if modifica ons, trivial or not, are made, they have to be licensed under the same terms. This makes more likely that such modifica ons will be submi ed back to the main development line for general improvement of the library [66] . Open-source and open data prac ces are a heated topic of debate in the computa onal sciences community [70, 62] and quantum chemistry has had its fair share of lively discussions [53, 79, 73] . There is no private PC MS O LVER development repository. We decided to have the library fully in the open early on in its development. We believe that an open code review process is essen al to guarantee scien fic reproducibility and this offsets concerns of being scooped by compe tors. Krylov et al. [79] noted that open-source at all costs can come with the steep cost of lowered code quality and sloppy maintenance, possibly exacerba ng reproducibility issues. However, industry-strength so ware has and con nues to be built by the opensource community. We argue that more openness in the computa onal sciences can have the same transforma ve effect that it has had in building successful compilers (the GNU compiler collec on), opera ng system kernels (BSD and Linux) and visualiza on so ware (ParaView), to just name a few examples. It is our convic on that the gatekeeping model is more detrimental than helpful [73] , especially for the modular programming paradigm we advocate. Opensource development has accrued a host of cloud-based services that make advanced maintenance opera ons trivial to set up and leverage. These include, but are not limited to, con nuous integra on, 17 We use Git as DVCS 22 for PC MSOLVE R and we decided to host the code publicly on GitHub: https://github. com/pcmsolver/pcmsolver. Through Github:
• Users and developers can open issues to report bugs, request new features, propose improvements.
23
• Developers can contribute to the code through pull requests (PRs).
24
• All code changes are automa cally tested using the con nuous integra on (CI) service Travis. 25 CI guarantees that code changes do not break exis ng func onality.
GitHub lets developers comment on both issues and PRs so that their relevance can be triaged. The best course of ac on emerges as a consensus decision. The discussions are complementary to the documenta on as a learning resource for experienced and novice developers alike. Figure 7 shows the GitHub user interface for issues and PRs.
We have adopted a fully public fork-and-pull-request (F&PR) workflow, where every proposed changeset has to go through a code review and approval process. A fork is a full copy of the canonical repository (https://github.
com/PCMSolver/pcmsolver) under a different namespace (https://github.com/Acellera/pcmsolver, for example). The fork is completely independent from the canonical repository and can even diverge from it. The code changes are developed on a branch of the fork. When completed, the developer submits the changes for review through the web interface: a PR is opened, reques ng that the changes from the source branch on the fork be merged into a target branch in the canonical repository. The PR will include a full diff and a brief descrip on and mo va on of the proposed changes. Once the PR is open, the new code is automa cally tested on Travis. A bot will pre-review the changes based on a set of simple rules. Core developers of PCMSO LVER will then review the contribu on and discuss addi onal changes to be made. Eventually, if all the tests are passing and a developer approves the suggested contribu on, the changes are merged into the target branch. The target branch is usually the master branch, that is, the main development branch.
A sane versioning scheme is of paramount importance for successful API development [116] . PC MS O LVER uses seman c versioning. 26 Every new release gets a version number of the form vX.Y.Z-d:
• X is the major version. It is only incremented (bumped) when backwards-incompa ble changes are introduced. For 21 https://github.com/, https://gitlab.com/ 22 Official documenta on for Git can be found here https://git-scm.com/. Git is the de facto standard for DVCS, but it can be a daun ng task to learn to use it properly. Fortunately, many tutorials are available online. See for example https://coderefinery.github.io/git-intro/ and http://gitimmersion. com/ 23 P CMSOLV E R issue tracker: https://github.com/PCMSolver/pcmsolver/issues 24 P CMSOLV E R past and current PRs: https://github.com/PCMSolver/pcmsolver/pulls F I G U R E 7 The GitHub user interface for issues and PRs. Both can be extensively discussed and updated un l a consensus decision is reached on the best solu on for the given problem.
example, developers decided to rename one or more API func ons or the parameter packs were changed. These types of changes are rare and are announced mely with depreca on no ces.
• Y is the minor version. It is bumped when new func onali es or non-breaking API changes are introduced.
• Z is the patch version. Bumping happens whenever a bug is fixed, without adding func onality, nor breaking the API.
• d is the descriptor. This is an op onal component in the version number. It is used to mark unstable (alpha or beta) or stable but not yet final (release candidates: rc) releases.
When enough non-API breaking new func onality accumulates, we prepare a new minor release. This is done by crea ng a release branch from the master branch for a new release, with the format release/vX.Y. Such a branch will never be merged back to the master branch. It will never receive new features, only bug fixes cherry-picked from the master branch. New versions are assigned as Git tags and can be browsed through the GitHub web interface. 27 We keep a detailed change log that serves as a digest of noteworthy changes between versions. We use the GitHubZenodo integra on to make the project citable and keep track of the cita ons. 28 Each new release automa cally gets a digital object iden fier (DOI) from Zenodo. The project can be cited by its global DOI (10.5281/zenodo.1156166) that always resolves to the latest released version.
Finally, documenta on is wri en in reStructuredText (.rst) format 29 and a webpage can be generated using the collabora on workflow. 30 In all but one of the above men oned cases, the implementa on of the interface resulted in a collabora on between the authors and the host code developers. This further proves our point that the availability of open modules with well-defined interfaces is one of the keys to enhancing collabora on and dissemina on of ideas in quantum chemistry.
We described the theory for and the implementa on of the interface with the DIR AC program in 2015 [34] . This work proved the principle that a well-defined API for the PCM could be formulated abstractly from the details of the quantum chemical method of choice. Our implementa on in DIRAC also showed the importance of op mizing the calcula on of the MEP one-electron integrals for large grids of points. Being agnos c of its use for PCM calcula ons, our efficient implementa on of such integrals for 4-component wave func ons in DI R AC is currently also used to export the MEP on the grid used in frozen-density embedding (FDE) calcula ons [68, 97] . Our work paved the way for the recent implementa on of a rela vis c SCF method including polarizable embedding (PE) terms, published by Hedegård et al. [63] .
Building on our experience with DIR AC, we introduced the PC MS OLV ER library into the structurally similar DALTON and LS DA LTON codes. In contrast to DALTON, which already had a PCM implementa on available, the interface in L S DA LTO N provided new func onality to the users. The LSDALTON interface was then used to assess the accuracy a ainable in quantum chemical calcula ons with PCM in conjunc on with a wavelet Galerkin solver. This work was a collabora on with mathema cians and LSDALTON developers and was described by Bugeanu et al. [23] . Figures 8a and 8b summarize our findings: the wavelet Galerkin solver can a ain much higher accuracy, at the expense of introducing a much larger grid of points on the cavity surface. Approxima ons in the integral evalua on subrou nes will have to 30 The DALTON and LSDALTON public Git repositories are hosted on GitLab: https://gitlab.com/dalton be introduced, an area that we are currently inves ga ng. Our work in DA LTON concentrated on the calcula on of high-order molecular proper es, mo vated by the openended implementa on of response theory that has been ongoing in our group [139, 120, 50] . As briefly discussed in sec on 2.2, the varia onal formalism greatly simplifies formal deriva ons, a fact that we found especially true for response theory. The extended quantum/classical polarizable quasienergy Lagrangian formalism, allows us to leverage the recursive implementa on of Ringholm et al. [120] . The formalism and its implementa on were applied to the calcula on of one-to five-photon absorp on strengths of small chromophores in different solvents [35] . Figure 9 shows our result for para-dinitrobenzene, a centrosymmetric molecule. Using a nonequilibrium response formula on for the solvent results in discon nui es in the enhancement as a func on of solvent polarity.
Two new extensions to the PCM SO LV E R library will be released to the public soon. One such extension is a realme propaga on scheme for the solvent effect both with the equilibrium abd the delayed schemes described by Corni et al. [29] and Ding et al. [41] . In the former, the polariza on immediately responds to changes in the solute density;
in the la er, a retarda on effect is introduced due to the solvent permi vity being nonlocal in me. To illustrate this development, Figure 10 shows preliminary results for the one-photon absorp on spectra of the uranyl ion UO 2+ 2 with a 4-component rela vis c Hamiltonian.. This is part of an ongoing collabora on with the RESPEC T developers. We coupled the efficient and parallelized real-me propaga on algorithm with the PCM [38] . Our implementa on can tackle the rather large systems arising when heavy-element containing systems are of interest. Coupling with the PCM introduces a negligible overhead in the real-me propaga on and this method will surely help shed light into the interplay of rela vis c and solvent effects. This new func onality has not yet been released, but a version of RESPECT including the interface with P CMSOLV ER is already available for the calcula on of SCF energies and first-order electric and magne c proper es of closed-and open-shell systems [39] .
The other extension is the implementa on of the FQ classical polarizable model within PC MS OLVER. Sec on 2 showed the striking similari es of con nuum and explicit classical polarizable models for the environment. The FQ F I G U R E 9 One-to five-photon absorp on strengths (⟨δ MPA ⟩) in atomic units for the centrosymmetric molecule para-dinitrobenzene. The data is plo ed for two selected electronic excita ons and as a func on of increasing solvent polarity model is straigh orward to implement on top of the PCM infrastructure we have put together, since its input and output with the QC host program are iden cal to those for the PCM. Hence, any code currently interfaced with P C M S O LV E R can have access to our FQ implementa on by simply upgrading their version of the library and preparing appropriate input files. There is no addi onal coding involved. Figure 11 shows our preliminary results for the onephoton absorp on spectrum of the rhodamine 6G chromophore, a promising dye for nonlinear photonic applica ons [96, 95] . The calcula ons were performed using a development version of LS DALTO N. When released it will further enrich the set of methods available to users of this code.
| THE F UTUR E: L ES S ONS L E AR NT, THE ROAD AHE A D AND SO ME Q UE S-TI ON S
From day one, the informal mo o of PC MSOLVER has been Plug the solvent in your favorite QM code. We have built the library striving for:
• QM host program agnos cism.
• Intui ve API for QM host program developers.
• Open and inclusive code development workflow.
• Extensible internal code structure. Calcula ons were ran using a development version of RES PECT [118, 78, 4, 38] .
We have achieved the former two points. The reader does not have to take our word for it, though. PC MS OLVER is interfaced with many QM host programs, enlarging the breadth of applica ons these programs can tackle. The development of the library is not, however, just a success story. Achieving the la er two points has proved much more challenging.
To move forward on the road ahead we will have to a ract contribu ons from more developers, improve our API, introduce new features and interface with more QC codes. Some new features, such as an implementa on of the FQ polarizable force field and of the real-me evolu on proposed by Corni et al. [29] are almost ready for release.
The varia onal formula on of the PCM [86] is a convenient tool for deriving the quantum/classical coupling terms in theories as diverse as SCF [87] , CC [36, 33] and arbitrary-order response theory [35] . From a theore cal perspec ve, it provides a much cleaner route to the deriva on of the working equa ons. Recas ng the coupled problem as a varia onal minimiza on also gives insight into alterna ve algorithmic realiza ons. But the advantages of the approach are greater s ll. As shown by Lipparini, explicit classical polarizable models admit a varia onal formula on [82, 83, 89, 85] . Three-layer coupling, as realized, for example, in QM/MM/Con nuum protocols, are then trivial to derive.
The fundamental similarity between classical polarizable models has been recognized long before the advent of the, clearly superior, varia onal formula on. However, a similarly unified implementa on of these models has yet to appear. As the formula on of such diverse models can be put on an equal foo ng, the same must also be true for their computa onal implementa on. The ques on is how can such a task be accomplished. PC MS OLVER offers a star ng point. There is a discussion issue open on GitHub: we hope many in the community will join us in this effort. F I G U R E 1 1 CAM-B3LYP/6-31+G* one-photon absorp on spectra of rhodamine 6G in vacuum and water (PCM and FQ). Calcula ons were ran using density fi ng (fi ng basis: df-def2) with a development version of LS DALTON [16, 3] . A solva on shell of 20 Å was used in the FQ calcula ons. The spectra are convoluted with Gaussian lineshapes. Figures reproduced courtesy of Tommaso Giovannini (Scuola Normale Superiore, Pisa).
