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Abstract: Emergent Phonology seeks to minimize the role of Universal Grammar in linguistics by inves-
tigating how units such as distinctive features, segments, words, morphemes, and syllables, and other
aspects of grammar, such as phonological, morphological or syntactic rules and conditions, emerge
in the course of acquisition and language use, rather than as part of an innate language capacity. An
obvious candidate for being acquired rather than being innate are the phonological constraints that take
a central place in Optimality Theory. In this paper I discuss whether, and if so how, a constraint like
*COMPLEX ‘No complex onsets’, which is assumed to be active in the acquisition of English and many
other languages, could be acquired on the basis of the data to which the English language-learning
child is exposed. If this constraint is acquired, it lessens the burden on any innate capacity, which is
hypothesized to contain more general, cognitive strategies–perhaps not exclusive to linguistics.
Keywords: Emergent Phonology; acquisition; English; consonant clusters; Optimality Theory; innate-
ness; constraints; Universal Grammar
1. Introduction
Emergent Phonology is a relatively recent paradigm in phonological theory,
which proposes that units such as distinctive features, segments, words
and elements of the prosodic hierarchy such as syllabic constituents and
feet, emerge in the course of the acquisition process rather than being
stipulated as part of Universal Grammar (UG), here understood as an
innate capacity speciﬁcally for language (e.g., Bates et al. 1998; Beckman
& Edwards 2000; Mielke 2008; Archangeli & Pulleyblank 2015; 2017; see
also van de Weijer 2009; 2012; 2014; 2017; van de Weijer & Sloos 2013; van
de Weijer & Tzakosta 2017, and many others). The question of whether
Universal Grammar exists and, if so what it consists of, has had a long and
controversial history in modern linguistics, starting with Chomsky (1965).
I will not review this long history here (see, recently, Everett 2016, for
instance, who takes a similar stance as that put forward below). In my
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view, we should take an open, empirically-based approach to this issue,
much like that advocated by Culicover (2016, ix):
“[W]e must try to show that there is an alternate explanation to any and all
proposed speciﬁc aspects of ‘innate structure’, […]. If [such attempts] are on
the right track […], they will have shed light on some mysteries about why lan-
guages have certain properties and how language gets into our heads. If they
turn out in the end to be wrong about something (an unfortunate inevitability
in our line of work, if we are willing to take risks), they may have lent addi-
tional credence to our understanding of what is likely to be part of the “innate
structure.” (emphasis in the original)
That is, can elements of linguistic structure be explained as the result of
the way language is acquired and used, rather than being stipulated as
part of “innate structure” (i.e., UG)? The biggest advantage of this ap-
proach, in my view, is that it oﬀers new, obvious possibilities of bridging
the divides between “theoretical” phonology and “usage-based” linguistics
(e.g., the very inspiring work by Bybee (2001; 2010), and so-called “cog-
nitive” or “functional” approaches). That is, the framework oﬀers a chance
to unify various strands in linguistic research that were so far deemed dia-
metrically opposed. In such a uniﬁed approach, linguistic units are shown
to exist, i.e., to play a systemic role in language use, but not as a result of
stipulation, but as a result of the way language functions.
This discussion is relevant to all sectors of linguistics, but here I will
apply it to only a small, speciﬁc part of one particular phonological theory:
the phonological constraints of Optimality Theory (Prince & Smolensky
1993). It is usually assumed that these constraints are part of Universal
Grammar, so that the question how they might be acquired is not even
raised, or receives only passing comment. There is some discussion in the
literature that attempts to shows why such constraints might be innate,
and could not be acquired (Gnanadesikan 2004). In my view, however,
the constraints can quite easily be shown to be acquirable on the basis of
language data alone, obviating the need to postulate their presence in UG.
This will be ﬂeshed out below.
Concretely, this paper focuses on the acquisition of English by native
speakers. Infants acquiring their ﬁrst language go through a long period
of acquisition on their way to full competence, a path that is riddled with
errors and involves a lot of variation. During the last ﬁfty-odd years, it has
become possible to record, process and analyse data concerning language
acquisition in ever greater detail and in systematic ways, leading to much
greater understanding of the facts, the diﬀerences and similarities between
acquisition in diﬀerent languages and the formation of a number of theories
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regarding these processes. We can therefore now begin to focus on the ques-
tion why children make the errors that they do. Two approaches emerge
that seek to answer this question: one can be dubbed the “maturational”
approach, which holds that children are simply not ready – anatomically,
cognitively and/or neurologically – to process or produce the sounds and
patterns that exist in adult language (cf. Hale & Reiss 2008, §2.7 for dis-
cussion). Since children develop in the same way around the globe, their
patterns of development will also be roughly similar, modulo the precise
language they are acquiring. The second “linguistic” or “grammatical” ap-
proach regards the errors that language acquirers make in the light of their
developing grammatical system. Such approaches typically assume an “ini-
tial state”, given by Universal Grammar (UG), which forms the basis for the
development of diﬀerent L1 languages. An example of the latter approach
is Optimality Theory (OT), which has been very successfully applied in
analyses of acquisition and other data in many diﬀerent languages during
the last twenty years (see e.g., Johnson & Reimers 2010 and references
cited there for speciﬁc applications to acquisition). The second approach
also predicts that language acquisition is comparable across diﬀerent lan-
guages, by virtue of the shared initial state and its shared pool of universal
constraints.
In this paper I will not attempt to choose between the maturational
approach and the linguistic approach, mainly because I think the choice
here represents a false dichotomy, and should be rephrased in terms of the
division of labour between maturation and the emerging grammar (see e.g.,
Wexler 1990). My main topic is the idea that the linguistic concepts that
play a role in the acquisition process are not necessarily universal (part of
“innate structure”). One key assumption in a UG-based theory like OT is
that constraints, which form a key part of the theory, are universal and
therefore do not need to be acquired. Constraints and constraint ranking
give the theory a powerful typological outlook which has been veriﬁed for
a considerable number of linguistic areas, also outside phonology. OT has
therefore been much more successful than its rule-based predecessors. The
assumption of universality is not a necessary one, however. It is not nec-
essary to burden the child with an innate stockpile of sometimes highly
speciﬁc constraints. Simpler cognitive strategies are available that enable
us to derive constraints in a natural fashion, as I will show on the ba-
sis of data from English. For these strategies to work, it is necessary to
assume that children are sensitive to statistical patterns in the linguistic
data they are exposed to. Natural though this assumption may sound, this
has not been common practice in generative frameworks at all, which have
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relayed frequency considerations and other such notions to the realm of
performance. To the extent that it is possible and even mandatory to take
into account performance-related factors for a full understanding of devel-
oping competence, this study represents a step on the way towards the
construction of a comprehensive theory of language, incorporating aspects
of both competence and performance and assigning due value to both (as
advocated explicitly by Jackendoﬀ 2007).
This paper is organised as follows: in the next section I will present
typical facts of English acquisition and raise the question how these should
be analysed. After a brief discussion of the two main approaches to this
problem (maturation vs. universalism), I will outline the OT approach.
In section 3 I discuss the question of universality of OT constraints and
argue in favour of an approach in which constraints are acquired, and not
innate. In section 4 I discuss a number of implications of this approach
and conclude.
2. Acquisition of English consonant clusters
It is well known that children acquiring English (or any other language)
(re)produce forms they are exposed to in novel, sometimes charming ways.
Not all such changes should be characterised as simpliﬁcations, because
in fact there are many strategies for the child to produce target (adult)
outputs. In this paper I focus on the realisation of consonant clusters in
such English child language, but the argument could be made for a number
of other phenomena as well (both in the segmental realm, e.g., the reali-
sation of speciﬁc vowels or consonants, and in the suprasegmental realm,
e.g., the realisation of particular stress patterns or words with a speciﬁc
number of syllables) and for any other language (see Johnson & Reimers
2010 for a cross-linguistic exploration). Consider the examples in (1) be-
low, taken from Johnson & Reimers (2010, 20), whose data are based on
previous studies by Smith (1973) and Gnanadesikan (2004). In these data
the child’s phonetic realisation is given ﬁrst, followed by the adult forms
in spelling:
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(1) Amahl (Smith 1973) Gitanjali (Gnanadesikan 2004)
[b

ei] play [kin] clean
[b

u] blue [piz] please
[g̊in] clean [fen] friend
[g̊ai] sky [dO] straw
[b

Ot] sport [gin] skin
[b

un] spoon [bun] spoon
Both children are around two and a half years old at the time of these
utterances, and their pattern is typical for children acquiring English as
their ﬁrst language: the consonant clusters in the adult data are simpliﬁed
by “leaving out” one or more of the consonants in the consonant cluster. In
the case of obstruent–sonorant clusters (bl-, fr-, kl-, etc.) the sonorant is
omitted; in the case of s plus stop clusters (sp-, sk-, etc.) the s is omitted.
These data, which could easily be multiplied for any child acquiring English
or other languages with consonant clusters, are the focus of this paper.
There are two ways of approaching the data in (1). Why do children
make “mistakes” like these? In the ﬁrst approach, referred to as “matura-
tion”, it is simply held that the child at 2.5 years old is not yet ready to
produce clusters like these. The reasons for this could be in the develop-
ment and training of its vocal organs – obviously, producing a consonant
cluster requires more highly skilled control of the vocal apparatus than
the production of a single consonant – or in a combination of control with
neurological/cognitive factors: the child is not yet equipped to produce the
clusters that will eventually be needed to be a fully competent speaker of
the native language. Note that, as is also well known, the problem is not
in perception, because children will not accept deliberately mispronounced
words of the type [b

ei] for ‘play’. Since clusters are found in the adult stage
of the language, the child will eventually have to acquire them and all
normally-developing children eventually will. This approach predicts that
child language development will (at least initially) proceed along stages
that are comparable across diﬀerent languages, since maturation will be
similar across children, and only be inﬂuenced by diﬀerences in the ambient
languages as language acquisition proceeds.
A second approach is to relate the acquisition of phonological pat-
terns, and the diﬀerent stages therein, to the developing grammatical sys-
tem of a language acquirer. Above, this was referred to as the “universalist”
or “grammatical” approach. Since adult speakers have a grammar, which
leads them to understand, produce, accept or reject utterances in their lan-
guage, the question of language acquisition becomes equivalent to that of
grammar acquisition, besides acquisition of the lexicon. Since adult speak-
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ers of English produce consonant clusters and child speakers do not, these
two “groups” of speakers must have diﬀerent grammars. The question what
the child grammar looks like and how it develops into the adult grammar
becomes an obvious object of research. This is particularly apparent in
Optimality Theory (Prince & Smolensky 1993), where grammars are char-
acterised in terms of constraints (not transformations, or rules, as in earlier
generative approaches).
The OT approach to language acquisition has been extremely inﬂu-
ential in recent years (see e.g., contributions to Dekkers et al. 2000; Kager
et al. 2004; Johnson & Reimers 2010, and many others). Its basic premise
is that children start out with an inventory of universal constraints, which
are basically of two types: markedness constraints and faithfulness con-
straints. Markedness constraints favour simple structures, e.g., basic vow-
els or simple prosodic structure. Faithfulness constraints inhibit modifying
underlying forms, e.g., by deletion, insertion or segmental changes. The
grammar of a language is characterised as a language-particular ranking
(or hierarchy) of the language-independent constraints. For language ac-
quisition, this means that the language variety of the child (e.g., Amahl in
(1)) can be characterised as a particular constraint hierarchy C1 and that
the language variety of an adult speaker can be characterised as a partic-
ular constraint hierarchy C2. Language acquisition consists of the path (or
rather paths, see Tzakosta 2004) between C1 and C2. Apart from these
hierarchies, OT also hypothesises an “initial state”, C0, which reﬂects the
initial setting of the constraint hierarchy, present at or before birth, which
children start out with at the onset of language acquisition. In the OT
perspective, both the content of the constraint set, as well as the initial
ranking (or non-ranking) between the constraints is provided by Universal
Grammar and therefore do not need to be acquired or learned (see e.g.,
Kager 1999; Tesar & Smolensky 2000).
Let us brieﬂy review how such an account would work for the case at
hand. The child English forms in (1) diﬀer from the adult forms in that
the child forms do not permit consonant clusters while the adult forms do.
That is, the child forms are less ‘marked’ than the adult forms. In other
words, the child forms satisfy a markedness constraint that the adult forms
violate. The constraint in question, *COMPLEX, can be formalised as in (2)
below. This is a widely recognised markedness constraint, which has also
been applied to a wide variety of other languages (see e.g., Kager 1999, 97,
among many others).
(2) *COMPLEX
*CC (‘No word-initial consonant clusters’)
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The children satisfy the markedness constraint *COMPLEX at the expense
of violating a faithfulness constraint against the deletion of consonants.
This constraint, which is usually referred to as the correspondence con-
straint MAX (McCarthy & Prince 1995), is informally characterised in (3):
(3) MAX
‘No deletion’
We can now see that in the child grammar the ranking is markedness
 faithfulness, and in the adult grammar the ranking is the other way
around (at least for the speciﬁc constraints given in (2) and (3)). That is,
in child language relatively unmarked forms are favoured as a result of the
grammar that applies at that stage, whereas the adults have a diﬀerent
grammar. In fact, Optimality Theory claims that children start out with
all markedness constraints being ranked high in the initial state, so that
children’s ﬁrst productions will always be relatively unmarked compared to
the adult forms (Tesar & Smolensky 2000). In response to the adult forms
they perceive, children will change their constraint hierarchy, promoting
faithfulness constraints (or rather: demoting markedness constraints), in
order to conform more and more to the adult grammar. A number of
algorithms are available that describe the development of the hierarchy
(or hierarchies); these will not concern us here (see Tesar & Smolensky
2000 for discussion and illustration of the so-called Constraint Demotion
Algorithm, and Boersma & Hayes 2001 and Goldwater & Johnson 2003 for
alternative algorithms, the Gradual Learning Algorithm and the Maximum
Entropy Model, respectively). Note for now that the OT approach, too,
predicts that children will go through comparable developmental stages on
their way to full acquisition, since they start with identical initial states
and the limits of variation are determined by the (universal) constraint set.
To sum up so far, we have considered two approaches to the prob-
lem of language acquisition and to the kinds of errors made by children
on their way to full competence: the maturational approach and the lin-
guistic approach. It should be noted that these two approaches are not
necessarily incompatible with each other: rather, they should be regarded
as two aspects of one and the same developmental process. As children
mature, gain more control over their vocal organs and develop their gen-
eral cognitive skills and memory capacity, their grammar will be formed.
The exact contribution of maturational factors vis-à-vis the development
of grammar needs further exploration. In the next section, I will discuss
the burden that OT places on Universal Grammar.
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3. OT constraints: innate or acquired?
The Optimality approach to language acquisition has been very successful
because it outlines a very clear research programme and because it makes
clear predictions which are, at least in principle, testable. For instance, it
predicts that diﬀerent constraint rankings correspond to diﬀerent gram-
mars. Diﬀerent grammars should be potential grammars, so they should
either be found in the languages of the world or qualify as learnable (see
e.g., Levelt & van de Vijver 2004). Such typological predictions are at the
heart of Optimality Theory (McCarthy 2002), and research in this area
has enjoyed resounding success.
One aspect that could be questioned, however, concerns the status
of constraints in this approach. In the standard OT approach, constraints
are universal: all languages make the same generalisations – they just rank
them diﬀerently (Ellison 2000). All constraints are present at birth and lan-
guage acquisition can be basically characterised as a constraint (re)ranking
process. The idea that such explicit linguistic-speciﬁc constraints as in (2)
and (3) are present in our genetic make-up could be questioned, however.
In recent years, it has become increasingly recognised that innate cogni-
tive abilities should be as general as possible, applicable in a wide range of
ﬁelds (e.g., Croft & Cruse 2004, 2). This is also underscored in the Emer-
gent Phonology paradigm. The question of the innateness of constraints
therefore deserves serious consideration. The OT viewpoint is that a con-
straint such as *COMPLEX could not be acquired, because the speech data
to which children are exposed (the adult forms) contain many violations of
this constraint (e.g., words like play, friend, spoon: see (1)). Hence, since
the constraint could not be acquired on the basis of the data, and since
the child’s grammar conforms to a grammar in which this constraint plays
a decisive role, the constraint *COMPLEX must, according to mainstream
OT, be innate (Gnanadesikan 2004).
If this argument worked, it would be strong evidence for the innateness
of constraints, and hence in favour of a UG approach. However, it is a little
too early for such a conclusion. In my view, the constraint *COMPLEX
could quite easily be acquired on the basis of the data to which the child
is exposed. One crucial assumption is necessary, though: it is vital to take
lexical frequency into consideration. Let us consider the words to which
children who are acquiring English as their ﬁrst language are exposed.
The 150 most frequent words in child-directed English, taken from the
CHILDES corpus (MacWhinney 2000), are given in (4):
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(4) you, the, it, a, and, to, I, that, oh, on, what, in, we, is, do, are, no, there, that’s,
your, it’s, don’t, of, one, going, have, this, well, can, not, right, he, yes, like, now,
got, think, go, with, look, put, then, for, you’re, they, just, was, all, want, up, some,
she, see, Thomas, at, get, be, me, them, because, what’s, isn’t, did, know, out, but,
come, here, little, so, her, if, very, when, you’ve, there’s, I’m, down, didn’t, shall,
yeah, okay, Mummy, big, nice, good, back, bit, he’s, can’t, about, where, oﬀ, would,
say, had, my, were, or, his, two, does, they’re, more, him, doing, please, I’ll, doesn’t,
we’ve, these, haven’t, aren’t, has, as, dear, why, let’s, again, have to, over, we’ll, those,
make, she’s, from, gone, will, play, need, take, really, an, how, I’ve, mhm, car, other,
another, Daddy, round, been, who, sit, eat, where’s, time, something, alright, too
The data show that there are no words with onset clusters among the 100
most frequent words in child-directed speech, and only three among the
150 most frequent ones. So, surprisingly perhaps, words with onset clusters
are very uncommon in everyday English speech. We know that children
are sensitive to statistical skewing in the distribution of words (and any
other phenomena) to which they are exposed (e.g., Saﬀran 2001; Daw-
son & Gerken 2011, etc.). In view of the overwhelming presence of words
without initial consonant clusters, it is not surprising at all that children
would generalise across data such as that in (4), i.e., assume that no words
have initial clusters, and structure their own production accordingly (re-
inforced by the obvious phonetic fact that consonant clusters are simply
harder to produce than singleton consonants). In this way we are led to
the conclusion that a constraint like *COMPLEX can be learned on the ba-
sis of the available data, if we take into account the (token) frequency of
diﬀerent words in English. It is not necessary to assume that constraints
like *COMPLEX are innate; rather, such constraints may be acquired as ini-
tial hypotheses about the language, made by the child purely on the basis
of the data it is exposed to. The same argument can be made for many
other markedness constraints, e.g., against nasal vowels, coda consonants,
“marked” vowels and other structures in English and other languages (e.g.,
van de Weijer & Sloos 2013, who demonstrate similar facts for several
markedness constraints in French).
In the light of the evidence in favour of the idea that grammars are best
described as constraint hierarchies, I assume that these “initial hypotheses”,
or generalizations across (frequent) data, become grammaticalised, in the
sense that they will form the content of the grammar. At a later stage,
the child will learn that there are, in fact, initial consonant clusters in the
language it is acquiring, and thus be led to revise its initial hypothesis.
This could be reﬂected in the grammar as a shift in the constraint ranking
between the markedness constraint and the faithfulness constraint MAX.
In the next section I will discuss the implications of this approach.
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4. Implications and conclusion
In the previous section I showed that a constraint like *COMPLEX can be
learned by L1 speakers of English if the frequency of words in English
is taken into consideration. This shifts a lot of the burden of Universal
Grammar: instead of containing formally explicit constraints speciﬁc for
linguistics or phonology, the only ability that is needed is to make general-
izations across a pool of data – a general cognitive strategy that is operative
in any ﬁeld of human experience. It relates a usage-based, performance fac-
tor such as frequency of occurrence to grammatical competence, and thus
represents a step on the way to a comprehensive theory of language use
and linguistic competence. In yet other words, it provides an approach to
see how exactly competence (the child’s knowledge of grammar) is based
on performance (the language input to which the language-learning child
is exposed).
Of course, it remains to be seen whether this approach is on the right
track. More so than the universalist Optimality approach, the usage-based
approach is empirical, because it predicts that statistical patterns in the
adult data will be reﬂected in the child’s productions. Consider the words
in (4) once again. Many words have coda consonants, although these are
also marked from a cross-linguistic view: Optimality Theory proposes a
constraint NOCODA which explicitly penalises coda consonants (Prince &
Smolensky 1993). OT is agnostic about whether children will ﬁrst learn
to produce initial consonant clusters or coda consonants. The usage-based
approach is more explicit in this respect: in view of the higher frequency
of coda consonants in frequent words, coda consonants are predicted, all
things being equal, to be acquired earlier (which may turn out to be correct,
as, for instance, the data in (1) suggest). Note, of course, that all things are
often not equal, so these predictions need to be carefully checked. Research
on order of acquisition in French (van de Weijer & Sloos 2013) suggests
that this approach is at least on the right track.
Another implication of this approach is that some constraints will
not be learned. Consider a language like Mandarin Chinese which has no
consonant clusters at all. Will children acquiring Chinese learn a constraint
against consonant clusters? This is not a necessary assumption: faithfulness
to the adult forms is all that is required. In this sense, constraints are not
universal, as in mainstream OT; rather, they are acquired on an as-needed
basis. (Note that Chinese children will have diﬃculties with consonant
clusters when they start learning English as a foreign language; this means
that the patterns in their own language interfere with those in the L2.)
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To conclude, I have discussed a very small sample of acquisition data
with the aim of showing how current linguistic theory seeks to explain the
kinds of errors language acquirers make. From a linguistic viewpoint, these
are not “errors” but reﬂect the grammar-in-progress that the child has built
up on the basis of the data that are available to them. Since grammars are
considered to consist of a set of ranked constraints in Optimality Theory,
the question is how these grammars start out and how they develop. As
Everett (2016) puts it, “The question needing to be answered is ‘Where
did the phonological knowledge come from?’”. OT answers this question
relying on a rather large dose of innateness in its standard account: both
the content (i.e., the constraints) and the organisation (i.e., the initial state
and the algorithm for reranking) are assumed to be universal. I showed,
however, that this is not a necessary assumption. If frequency of use is
taken into account, constraints come from the only source that should be
available in an empirical approach to language: from the language the chil-
dren are exposed to. On this view, the constraints can be considered as
“working hypotheses” that the child construes on the basis of the major-
ity data and reranking reﬂects the adjustments to these hypotheses. In
this way, usage of language forms the basis of grammatical principles and
paves the way for a further integration of performance and competence
in language. Obviously, this paper has only explored this idea for only a
tiny portion of acquisition-related data, and the strong position taken here
remains to be veriﬁed for other patterns of acquisition data in English and
other languages.
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