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THE LOGARITHMIC FUNCTION SYSTEM 
§ l. Throughout this part we only consider points e = (e1, e2, ... , em) 
whose coordinates are positive integers satisfying the condition 
el';;;; e2 < · · · <em· 
Our starting point for the investigation of polynomial systems of type I 
for the logarithmic function system 
(logm-1(1-x), logm-2(1-x), ... , 1) 
is the following integral 
1 I (1-x)z (5.1.1) r(x/ei. e2, ... ,em) = -2 . Q 1 dz 
n~ m ,. 
a IT IT (z-r) 
where 0 is a contour with positive orientation, enclosing all the poles 
z = 0, 1, ... , em- 1 of the integrand, !xi < l. In this connection the reader 
may consult MAHLER's paper [1], where he will find these formulae for 
the case in which e1 = e2 = . . . =em· The orders of the poles of the integrand 
do not exceed m. 
Expanding ~ in the neighbourhoods of these poles in Laurent 
m e,. 
IT IT (z-r) 
series, we obtain 
00 
(5.1.2) 1 L cj;> (z-v)k, v=O, 1, ... , em-1, 0< !z-v! < l, 
k--m 
with, in view of e1 < e2 < . . . <em, 
) 
c~m # 0 for O<v<et-1, c~m = 0 
(5.1.3) ~~m~1#.0 f~r ~1-.1<~<:2-.1, C~m+l=O 
c~l #0 for em-1-l<v<em-l. 
for v>e1-l, 
for v>e2-1, 
The expansions of f(z) = (1-x}Z in the neighbourhoods of these points read 
, 
00 logk ( 1 - x) (5.1.4) (1-x)z=(l-xt k~ kt (z-v)k, v=O, l, ... , em-l. 
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From (5.1.2) and (5.1.4) it follows that 
(1-x)z - 1 c'•l Res 1 = (1-x)• ! "' log-~-'- 1(1-x). z~v Tim Qrr"' t-t--m(-,u-1)! (z-r) 
t-t=1 r~o 
Hence, by the residue theorem, 
Let us write for abbreviation 
Then 
( 5.1.5) 
( I ) Qm~1 C~m+t-t-1 (1 )• a"'xe1,e2, ... ,em = £.. ( _ )I -x, ,u=1,2, ... ,m. 
•=o m ,u . 
m 
r(x/e1, e2, ... ,em)= I a"'(x/e1, e2, ... ,em) logm-"'(1-x); 
t-t~1 
the a"'(x/e1, e2, ... , em) are polynomials and from (5.1.3) it follows that 
(5.1.6) { = e"'-1 for ,u=1 d(aft(x/e1, e2, ... , em)) 1 .£" -2 3 10) 
. <;eft- .tOr ,U- , , ... , m . 
To obtain the power series expansion in x of r(x(e1, e2, ... ,em), we 
expand (1-x)z 
(1-x)z = 1- G)x + (;)x2- ... , 
substitute this in (5.1.1), and integrate term by term. All these integrals 
can be regarded as residues in z=oo. We get: 
(:) 
with an=( -1)n-1 Res--...:..,-.:'----
m Qt-t 1 
z=oo IT IT (z-r) 
t-t=1 r~o 
m Qi-'-1 m 
The degree of IT IT (z-r) 1s L e"'=a, which shows that 
t-t=1 r~o t-t=1 
(5.1. 7) 
1°) Note that if (!"'_ 1<e"' we get d(a"'(x/(!I, (!z, ... , (!m))=e"'-1, in accordance 
with theorem 1.2.4. 
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Actually, 
Hence by ( 5.1.5), ( 5.1.6) and ( 5.1. 7), the polynomials a1(xfe1, e2, ... , em), 
a2(x/e1, (!2, ... , (!m), ... , am(X/(!1, (!2, ... ,em) form a polynomial system of 
type I for the logarithmic function system. 
The polynomial a1(xje~, (!2, ... ,em) was given by 
(5.1.8) 
where the c~lm are defined by (5.1.2). From this definition it is easily 
seen that 
m 1 
c''lm =II I( ) ) ( )' r=O, 1, ... ,(!1-l. 
- p,~l r. -1 (-2 ... -e"'+r+1 (5.1.9) 
From (5.1.8) and (5.1.9), it follows that the polynomial a1(xfe~, e2, ... ,em) 
can be put into the form of a generalized hypergeometric polynomial 
with argument 1 - x, viz. 
(5.1.10) ( - 1 )"+m F ( - (!1 + 1, - (!2 + 1, ... , - (!m + 1 1 ) m m m-1 , -X . 
T(m) II T(e"') 1, ... , 1 
p,~l 
The remainder function r(x/(!1, (!2, ... ,em) can be put into the form of a 
G-function. Substitution of n = 0, p = m, q = m, a"'= ew b"' = 0 and z = 1- x 
in (3.1.12) yields: 
G:;::!(1-xle1,e2,···,em) = 2~i J iT(-s)}m (1-x)sds, 
0, 0, ... , 0 c* II T(e"-s) 
1'=1 
(5.1.11) 
where 0* is a complex contour running from =-ir to =+ir (r>O) and 
enclosing all the poles of the integrand. But in this special case there 
are only a finite number of poles, viz. z=O, 1, ... , em-l. Therefore, we 
may take for 0* a circle with negative orientation enclosing these em 
poles, and then comparison of (5.1.1) and (5.1.11) yields 
(5.1.12) (I ) - ( 1)"+1 am.o (1 1(!1,e2,•••,em) r X (!1, e2, ... , (!m - - m.m -X . 
0, 0, ... , 0 
From theorem 1.2.3, (5.1.10) and (5.1.12) the following theorem is obtained. 
Theorem 5.1.1. Let e=(e1,(!2, ... ,(!m) be a point whose coordinates 
are positive integers such that e1<e2< ... <em, a= 2:(;= 1 (!"' and let (al(xfe), 
a2(xje), ... , am(xfe)) be a polynomial system of type I for the point e and 
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the logarithmic function system 
(logm-1(1-x), logm-2(1-x), ... , 1), m> 2. 
Let r(xfe) denote the corresponding remainder function. Then 
a1(xje) = c (-~m+l mFm-1(-e1+ 1' -e2+ 1, ... , -em+ 1 , 1-x) 
T(m) IT T(ep) 1, ... , 1 
and 
r(xfe) = c a;;::;!. ( 1- X I (!1' (!2, ••• , (!m) 
0, 0, ... , 0 
where c is a real number, c+O. 
§ 2. We cannot assert that if we take m = 2 in the previous section we are 
led to the Pade table of log (1-x) since in this theory the starting point 
is always a power series with a non-zero constant term. But x-1log (1-x) 
is such a series, in fact x-llog (1-x)= -2F1(1, 1; 2; x). Thus m=2 
leads us to the table of 2F 1(1, 1; 2; x) and our result will be a special case 
of the classical theorem of Pade on the table of 
2F1(a, 1; c; x), c, a, c-a+O, -1, -2, ... , 
see PADE [2], p. 389, VANRossuM [4], p. 35 or VANRossuM [5], p. 534. 
If m= 2, then the polynomial a1(xfe) from theorem 5.1.1 takes the form 
(5.2.1) 
Substituting a= -e1 + 1, b= -e2+ 1 +e, c= -ei-(!2+2+e in (3.2.3) and 
letting e ~ 0 we get 
(5.2_2) ~2F1(-e1+I, -e2+1; -e1-e2+2;x) = 
? = R2F1(-e1+I,-e2+1; I; I-x). 
The constant R can be found by putting x = 0 and applying Gauss' lemma 
(3.2.5): 
(5.2.3) -1- . . _ T(e1 +e2-I) R -2F1( -e1 + 1, -e2+ 1, 1, I) - T(e1) T(e2) . 
Hence, by (5.2.1), (5.2.2) and (5.2.3), 
(5.2.4) 
Now take m=2 in (5.1.11). A standard estimation shows that if O<x< 1 
we may equally well integrate from a- ioo to a+ ioo, a< 0. The sub-
249 
stitutions s= -z and 1-x=e-t give 
b+ioo 
0 2.o ( 1 -x1e1.ez) = _1_ J F(z+1) F(z) etz dz 
2
•
2 o, o 2ni F(z+e1) F(z+ez) z 
b-ioo 
with b > 0, t > 0. Consulting a table of Laplace transforms, e.g. VANDER PoL 
en BREMMER (3), p. 398, we find 
(5.2.5) ( I el, e2) xe.+e.-1 G~:~ 1- X 0, 0 = F(el + e2) zFI(el, e2; el + e2; x). 
Take m=2 in theorem 5.1.1; substitute (5.2.4) and (5.2.5), write 
2F1(1, 1; 2; x) for -x-llog (1-x) and replace e2-1 by ez. This gives the 
following theorem 5.2.1, a special case of Fade's result for 2F 1(a, 1; c; x), 
c, a, c-a#O, -1, -2, .... 
Theorem 5.2.1. Let e=(e1,e2) be a point such that 1<e1<e2+l. 
Let (ai(xfe), a2(xje)) be a polynomial system of type I for the point e and 
the function system (2F1(1, 1; 2; x), 1). Let r(xfe) denote the corresponding 
remainder function. Then 
a1(xje)=c zF1( -e1 + 1, -ez; -e1-e2+ 1; x) 
and 
where c is a real number, c#O. 
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