Abstract. We investigate the "partition function" integrals 1/2 −1/2 |ζ(1/2+it+ih)| 2 dh for the critical exponent 2, and the local maxima max |h|≤1/2 |ζ(1/2 + it + ih)|, as T ≤ t ≤ 2T varies. In particular, we prove that for (1+o (1))T values of T ≤ t ≤ 2T we have max |h|≤1/2 log |ζ(1/2+it+ih)| ≤ log log T −(3/4+o (1)) log log log T , matching for the first time with both the leading and second order terms predicted by a conjecture of Fyodorov, Hiary and Keating. The proofs work by approximating the zeta function in mean square by the product of a Dirichlet polynomial over smooth numbers and one over rough numbers. They then apply ideas and results from corresponding random model problems to compute averages of this product, under size restrictions on the smooth part that hold for most T ≤ t ≤ 2T (but reduce the size of the averages). There are connections with the study of critical multiplicative chaos. Unlike in some previous work, our arguments never shift away from the critical line by more than a tiny amount 1/ log T , and they don't require explicit calculations of Fourier transforms of Dirichlet polynomials.
Introduction
In this paper, our goal is to give upper bounds for different quantities involving the Riemann zeta function in short intervals on the critical line, that are sharp or close to sharp. As we shall explain, the original motivation for studying some of these quantities comes from probability or statistical mechanics, as do many of the proof ideas, but they all admit straightforward number theoretic definitions.
The first object we shall examine is the family of short integrals where T ≤ t ≤ 2T , say. In the language of statistical mechanics, we can regard such an integral as something like a partition function corresponding to the Hamiltonian log |ζ(1/2 + it + ih)| (where t is given and h varies). These integrals provide a certain measure of the average size of the zeta function in a short interval around the imaginary part t.
The classical second moment estimate for the zeta function (see e.g. Chapter 15 of Ivić [12] ) immediately implies that if we average the partition function by integrating over t, we have
|ζ(1/2 + it + ih)| 2 dh dt ∼ log T as T → ∞.
It is then natural to wonder whether, for most T ≤ t ≤ 2T , the partition function
|ζ(1/2 + it + ih)| 2 dh will have size around log T . Our first theorem and corollary show this is not quite the case.
Theorem 1.
Uniformly for all large T and all 0 ≤ q ≤ 1, we have
Corollary 1. For all large T and all λ ≥ 2, we have 1 T meas{T ≤ t ≤ 2T :
Proof of Corollary 1. If λ ≥ e . The shape of the bound in Theorem 1 may look rather contrived. However, as we shall indicate when we discuss the proof, there is a good and interesting reason for the bound to take this form and it is likely to be best possible.
Fyodorov and Keating [8] and Fyodorov, Hiary and Keating [7] considered the partition function integrals 1/2 −1/2 |ζ(1/2 + it + ih)| 2 dh, and the more general version
|ζ(1/2 + it + ih)| 2β dh, as part of their investigations into the local maximum max |h|≤1/2 |ζ(1/2 + it + ih)| that we shall discuss below. Their idea was that if one could compute all the "moments of moments"
for varying q then one would obtain strong distributional information about
|ζ(1/2+ it + ih)| 2β dh, and if one could do this for varying β one would obtain information about the local maximum. They calculated the analogous "moments of moments" for characteristic polynomials of random unitary matrices, for q ∈ N (so they could expand out the bracket) and β < 1/ √ q, using results on Toeplitz determinants. More recently, Bailey and Keating [5] extended the random matrix calculations for q ∈ N and β ∈ N. However, this amount of information is not sufficient to rigorously draw conclusions about the local maximum (but very strong results about this in the random matrix setting are now known, see the papers of Arguin, Belius and Bourgade [1] , of Paquette and Zeitouni [15] , and of Chhaibi, Madaule and Najnudel [6] for increasingly precise theorems).
For the zeta function itself, Arguin, Ouimet and Radziwi l l [4] considered the integrals
|ζ(1/2 + it + ih)| 2β dh, and in fact more general integrals over different interval lengths, for all fixed β > 0. They didn't quite consider the "moments of moments", but determined the size of these integrals up to factors of size log ǫ T for all T ≤ t ≤ 2T
apart from a set of size o(T ) (assuming the Riemann Hypothesis in some cases). These proofs exploit various interesting ideas, notably about the "global" moments of zeta and about the branching structure in its local maxima. But in the case of upper bounds when β = 1, they don't imply more about
|ζ(1/2 + it + ih)| 2 dh than one gets by applying Markov's inequality to the classical second moment estimate. This case where the exponent is 2 has a particular significance (when the integral is over an interval of fixed non-zero length) for the following reason: the dominant contribution to the 2β-th moment of zeta comes from those t with |ζ(1/2 + it)| ≈ log β T (see e.g. the introduction to Soundararajan's paper [18] ). And for fixed β < 1 one expects to find many t with zeta this large in each bounded interval, whilst for fixed β > 1 one expects to find no such t in most intervals of bounded length. This explains the so-called freezing transition in the integrals
by Fyodorov-Keating [8] and Fyodorov-Hiary-Keating [7] , and proved up to factors log ǫ T by Arguin, Ouimet and Radziwi l l [4] . The transitional case where β = 1 is thus rather delicate, and the one which really captures information about the typical behaviour of the local maximum max |h|≤1/2 |ζ(1/2 + it + ih)|. Theorem 1 supplies us with some (probably) best possible information about this case.
Our second object of study will be the short interval maximum max |h|≤1/2 |ζ(1/2 + it + ih)| that we already mentioned. This is the subject of a very precise conjecture by Fyodorov and Keating [8] and Fyodorov, Hiary and Keating [7] , namely that for any real function g(T ) that tends to infinity with T , we should have
log |ζ(1/2+it+ih)|−(log log T −(3/4) log log log T ) ≤ g(T )} → 1
as T → ∞. In fact, their conjecture is an even more precise statement about the distribution of the difference max |h|≤1/2 log |ζ(1/2 + it + ih)| − (log log T − (3/4) log log log T ).
In the direction of this conjecture, using the second moment estimate for the Riemann zeta function and a Sobolev-Gallagher type argument (implying roughly that a large value of the zeta function should usually persist over an interval of length ≍ 1/ log T ), it isn't too hard to show that for any g(T ) tending to infinity we have 1 T meas{T ≤ t ≤ 2T : max |h|≤1/2 log |ζ(1/2 + it + ih)| ≤ log log T + g(T )} → 1 as T → ∞.
See the papers of Arguin-Belius-Bourgade-Radziwi l l-Soundararajan [2] and of Najnudel [14] , as well as the end of the introduction to the preprint [9] . Here again we see the significance of the second moment of the zeta function when studying the local maximum. It is also known, but much harder (see later for some discussion of the proofs), that for any fixed ǫ > 0 we have
log |ζ(1/2 + it + ih)| ≥ (1 − ǫ) log log T } → 1 as T → ∞.
This was proved by Najnudel [14] assuming the truth of the Riemann Hypothesis, and by Arguin-Belius-Bourgade-Radziwi l l-Soundararajan [2] unconditionally.
Here we look to improve the upper bound. In particular, as described by FyodorovKeating [8] and Fyodorov-Hiary-Keating [7] (see also the author's Bourbaki survey [11] for a gentle discussion), the second order term −(3/4) log log log T in the conjecture would be a manifestation of some dependence (or non-trivial correlations) between the values of ζ(1/2+it+ih) at nearby h. If these values behaved independently at spacings of about 1/ log T , one would instead expect the maximum to usually be around log log T − (1/4) log log log T .
Theorem 2.
Uniformly for all large T and 0 ≤ U ≤ log log T , we have
−2U (log log log T + U)(log log log T ) 2 .
Corollary 2. For any real function g(T ) tending to infinity with T , we have max |h|≤1/2 log |ζ(1/2 + it + ih)| ≤ log log T − (3/4) log log log T + (3/2) log log log log T + g(T )
for a set of T ≤ t ≤ 2T with measure (1 + o(1))T .
Corollary 2 matches as an upper bound the first two terms in the Fyodorov-HiaryKeating conjecture, showing that the alternative "independence conjecture" log log T − (1/4) log log log T for the typical size of the short interval maximum cannot be correct. Unfortunately it still (presumably) isn't quite sharp thanks to the third order term (3/2) log log log log T , needed to overcome the powers of log log log T in Theorem 2. The sharpest distributional form of the Fyodorov-Hiary-Keating conjecture [8, 7] suggests that the correct Theorem 2 upper bound is of the shape Ue −2U , at least for large fixed U. The primary source, although not the only source, of the extraneous log log log T powers in Theorem 2 is a crude treatment of large primes contributing to the zeta function, which effectively decreases the threshold e U log T (log log T ) 3/4 in the course of the proof (by forcing a parameter V to be overly large, see below).
Remark. In work in preparation, Arguin, Bourgade, Radziwi l l and Soundararajan have independently obtained a proof of Corollary 2. The methods of their proof are rather different than those developed here.
1.1. Ideas from the proofs. Next we describe our strategy for proving the theorems. Later we shall make some comparisons with the previous work on the Fyodorov-HiaryKeating conjecture. Let (f (p)) p prime be a sequence of independent Steinhaus random variables, i.e. independent random variables distributed uniformly on the complex unit circle. Then define the random Euler product F (s) :
, where x is a large parameter. In the author's work [10] on low moments of random multiplicative functions, a key issue in the proofs was to show that, uniformly for 0 ≤ q ≤ 1, we have
It is a well known principle in analytic number theory, and in particular in work on the value distribution of L-functions and on the Fyodorov-Hiary-Keating conjecture, that as t varies over a long interval the numbers (p −it ) p prime should "behave like" a sequence of independent Steinhaus random variables. It is also a well known principle that, in many respects, the statistical behaviour of ζ(1/2 + it + ih) should resemble that of an Euler product p≤t (1 − 1 p 1/2+it+ih ) −1 . From this perspective, Theorem 1 is simply the derandomised version of the (upper bound) result we already have in the random case.
In order to accomplish this derandomisation rigorously, we proceed in several steps. Firstly, using the approximate functional equation we can upper bound |ζ(1/2 + it)| by something like | n≤ √ t/2π 1 n 1/2+it |, up to very small error terms. In fact, for the proof of Theorem 1 it would suffice to use the simpler Hardy-Littlewood approximation to replace ζ(1/2 + it) by n≤T 1 n 1/2+it , but this would not work for the proof of Theorem 2 and we prefer to give a unified treatment so far as possible.
Next, we want to replace n≤ √ t/2π 1 n 1/2+it by something more like an Euler product, to bring us closer to the random setting. We are helped by the fact that the saving 1+(1−q) √ log log T we are seeking, as compared with a "trivial" bound using the second moment of zeta, is a very slowly growing function of T , so rather than showing that the whole sum n≤ √ t/2π 1 n 1/2+it behaves like a product it will suffice to show that a not too small piece of it does. By a fairly simple argument using the mean value theorem for Dirichlet polynomials (see Lemma 3, below), we will show that up to acceptable error terms we usually have
Recall that a number is said to be P -smooth if all of its prime factors are ≤ P , and to be P -rough if all of its prime factors are > P . For the proof of Theorem 1 there is considerable flexibility in the choice of P, ǫ (there is less for Theorem 2), but we take P = T 1/(log log T ) 8 and ǫ = 1 (log log T ) 2 . Because the density of the P -smooth numbers that are > T ǫ is small, the sum over m will turn out to behave much like the full product
. Some other nice features here (which are probably not essential, but very convenient) are the fact that the ranges of summation over m and n do not interact with one another, and the fact that the maximum size of product mn appearing is T ǫ T 1/2−2ǫ = T 1/2−ǫ , in other words we have reduced the total length of summation from about T 1/2 to T 1/2−ǫ . We can make all these edits to the sum because the upper bound we are trying to prove is fairly large (roughly log T ), so we can tolerate moderately large error terms in our approximations. Now we need to look inside the proofs from the random case. To upper bound E(
q , one considers an event G that neither |F (1/2 + ih)| nor its partial products are too large (depending on q and on the length of the product) for any |h| ≤ 1/2. Roughly speaking, one shows that the event G will occur with very high probability, and also that E1 G
. These two estimates may be combined in a recursive procedure, varying q, to prove the desired upper bound for the q-th moment. The introduction to the author's paper [10] contains much more discussion of the origins and motivation of this argument. Let us note, however, that the key force at work is the close relationship between
2 dh and a probabilistic object called critical multiplicative chaos. It is critical because the exponent 2 of the product is the one at which the integral starts to be dominated by very rare events, as discussed earlier. The denominator √ log log x appearing in our results reflects a non-trivial renormalisation that one can perform when studying critical chaos (but not in the subcritical case of exponent < 2). See also the papers of Saksman and Webb [16, 17] for further work on connections between the Riemann zeta function and multiplicative chaos.
In our deterministic setting, we consider an analogous event G t that neither p≤P (1− 1 p 1/2+it+ih ) −1 nor its partial products are too large, for any |h| ≤ 1/2. The proof that the random event G has high probability was a relatively simple argument using the union bound and exponential moment estimates, so we can duplicate this using the union bound and high moment estimates for Dirichlet polynomials over primes, provided the parameter P isn't too large compared with T . The estimation of E1 G can undo the previous steps and also replace the random sum
, which it very closely approximates in mean square by choice of ǫ. Finally, because the random version of the event G t only depends on the (f (p)) p≤P , by independence we can simply replace
tation, which is ≍ (log T )/ log P . The remaining integral is (more or less) exactly of the form E1 G
, with x replaced by P , and deploying the existing estimate for that completes the proof.
For Theorem 2, much is the same but a few additional ingredients are required. We must pass from looking at max |h|≤1/2 |ζ(1/2 + it + ih)|, which is the value of the zeta function at some unknown point with imaginary part in the interval [t − 1/2, t + 1/2], to a version that is easier to average and connect with the proof of Theorem 1. Many approaches could probably be effective for this, but we take a simple one (apparently not used for these problems before) and use Cauchy's Integral Formula to replace the maximum by an integral around a small rectangle (of side length ≍ 1/ log T ) about the point where the maximum is attained. At this step the position of this point remains unknown, but later in the argument we can deal with this by extending the lengths of the vertical integrals and summing over all possible positions of the horizontal integrals. Although this appears wasteful (it corresponds to applying the union bound on the probabilistic side), in fact it is efficient because large values of the zeta function are rare and these make the dominant contribution to the integrals being summed. 1 A Steinhaus random multiplicative function f (n) is the random totally multiplicative function obtained by extending the sequence (f (p)) p prime of independent Steinhaus random variables. In other words, we define f (n) := p a ||n f (p) a for all natural numbers n, where p a ||n means that p a is the highest power of the prime p that divides n.
Having passed to integrals of zeta, we can replace the zeta function by an integrand roughly of the form m≤T ǫ , m is P smooth 1 m 1/2+it+ih n≤T 1/2−2ǫ , n is P rough 1 n 1/2+it+ih , as in the proof of Theorem 1. Since the event G t occurs for most T ≤ t ≤ 2T , we can also restrict to considering those t for which it holds. In fact we restrict to those t for which a slightly modified eventG t holds, whose definition in particular depends on U, so that we can obtain a measure bound depending on U.
The next issue is that a priori we are looking for values of the zeta function, or equivalently of our small rectangular integral, that are ≥ e U log T (log log T ) 3/4 , but we want to do most of our work with the smooth part m≤T ǫ , m is P smooth 1 m 1/2+it+ih of the integrand (as that is the part which closely resembles an Euler product). So we need to know that if the integral is large, then generally the smooth part must be remarkably large as well. It certainly seems reasonable to expect this, as the mean square average of the smooth part is m≤T ǫ , m is P smooth 1 m ≍ log P , whereas the mean square average of the rough sum is the much smaller quantity
. So if the sum over m were not large it would be very difficult for the sum over n to compensate and produce a very large product. To make this rigorous, we look at the fourth moment of
, see Lemma 5 below. (This is fairly easy, but it is the application of the mean value theorem for Dirichlet polynomials at this point, and only here, where it is important that the maximum size of mn is no more than √ T ). The bound obtained has a quadratic "saving" V −2 , along with a "loss" of the form log T log P = (log log T ) 8 coming from the rough Dirichlet polynomial over n. So if V is a suitable power of log log T (or, when U is large, a power of log log T times e −U ), the overall contribution is sufficiently small, and we can restrict thereafter to points where
. Note that this choice of V is a key reason that our bound in Theorem 2 isn't ultimately sharp. At this point our situation is close to Theorem 1, except that in our integrals
we don't just have theG t restriction that p≤P (1 − , as in Theorem 1, the additional lower bound reduces it overall by a factor around 1 (log log P ) 3/2 , see Probability Result 1 below. Since the integrand roughly corresponds to the square of the zeta function, and we chose parameters such that log log P ≍ log log T , this directly suggests the denominator (log log T ) 3/4 in Theorem 2. To conclude rigorously we argue as in the proof of Theorem 1, using Taylor expansion and the mean value theorem for Dirichlet polynomials to replace the integral by the corresponding average of random multiplicative f (n), and then applying Probability Result 1 and relevant machinery from the author's paper [10] . Conceptually this part is fairly straightforward, although some technical work is required to handle a discretisation, and various size restrictions, in the definition ofG t and in the machinery from [10] .
Comparisons and possible improvements.
A main difference between the proofs of Theorems 1 and 2, and previous work on the Fyodorov-Hiary-Keating conjecture, lies in the way we approximate the zeta function by Dirichlet polynomials.
In our approximations we keep the term
around. This is never shown to behave like an Euler product (indeed it won't really do so), it simply remains until the end where it is estimated in mean square. In the work of Najnudel [14] and of Arguin-Belius-Bourgade-Radziwi l l-Soundararajan [2] , they instead lower bound max |h|≤1/2 |ζ(1/2+it+ih)| solely by the maximum of the exponential of a prime number sum (i.e. an Euler product, essentially), but to do this they shorten the sum/product and throw away the contribution from larger primes. (In Najnudel's work this shortening is explicit, and the Riemann Hypothesis is invoked to make it work for every t. For Arguin-Belius-Bourgade-Radziwi l l-Soundararajan, the shortening arises from shifting to look at ζ(σ + it + ih) with σ slightly away from 1/2, and the Riemann Hypothesis is avoided because one only looks to do so for most t.) These procedures reduce the problem to distributional calculations for Dirichlet polynomials over primes, but the shortening lowers the size of maximum one can detect. In contrast, our arguments entail extra work to relate the desired lower bound condition on zeta to one for the smooth Dirichlet polynomial m≤T ǫ , P smooth 1 m 1/2+it+ih , but lose less because the large primes haven't been discarded. We also gain some simplifications from piggybacking our calculations on those already performed in the random case [10] , rather than computing things again for a particular set of prime number sums. An important caveat is that if one were looking to prove lower bound counterparts of Theorem 2 and Corollary 2, it is not clear whether one could successfully pass between bounds for zeta and bounds for m≤T ǫ , P smooth 1 m 1/2+it+ih in this fashion. See below for some further explanation of this. It would be nice to improve the upper bounds in Theorem 2 and Corollary 2 so that they were really sharp. As already remarked, our biggest inefficiency at the moment comes from Lemma 5, where we use a fourth moment argument to export the lower bound condition on zeta to a lower bound condition on m≤T ǫ , m is P smooth 1 m 1/2+it , incurring some loss ≍ (log T )/ log P from the fourth moment of the rough part n≤T 1/2−2ǫ , n is P rough 1 n 1/2+it . An obvious modification is to approximate zeta by a product of more Dirichlet polynomials, say one over P -smooth numbers, one over numbers with all their prime factors between P and P ′ , and one over P ′ -rough numbers, for suitable P ′ much larger than P . Because P ′ is larger than P , a fourth moment argument could let one impose a condition that the product of the first two Dirichlet polynomials must be large, with less loss (i.e. smaller V ) than currently. And by Lemma 5 we already know that the P -smooth Dirichlet polynomial must be fairly large, so we would have quite good control on the size of the middle Dirichlet polynomial for the rest of the argument. The author finds it quite plausible that such an argument could improve our results (but has checked no details), but getting a bound that is sharp down to order one terms appears very challenging. In the first place one would probably need to approximate zeta by the product of a growing number of Dirichlet polynomials. We also note that if one wants such a sharp result, new difficulties appear on the more probabilistic sides of the argument as well. Note the substantial work [1, 15, 6] that was required to achieve this in the random matrix case, whilst for the Steinhaus random multiplicative model of the zeta function the analogue of Corollary 2 is currently only known up to the second order term [3] . Another goal is to obtain matching lower bounds in the theorems. As we mentioned, the lower bound E(
q is already known for the random analogue of Theorem 1, and it is plausible that by combining the methods of this paper with that probabilistic proof one could obtain lower bounds for
q dt as well. Although the lower bound argument is more involved than the upper bound, it would ultimately reduce to upper bounding averages of |ζ(1/2 + it + ih 1 )| 2 |ζ(1/2 + it + ih 2 )| 2 subject to growth constraints like G t , which seems achievable. But for a lower bound analogue of Theorem 2, one would not only need all this with an additional constraint that
should be large (which again might be achievable), but also to deduce from a lower bound for these restricted integrals that there must be a very large value of zeta on most intervals [t − 1/2, t + 1/2]. It is not so clear how to distinguish this from the case of several moderately large zeta values contributing to the integral, without more information about the rough Dirichlet polynomial n≤T 1/2−2ǫ , n is P rough 1 n 1/2+it+ih which is difficult to control.
Organisational remarks.
In section 2, we collect a few results about Dirichlet polynomials and approximating functions that are needed to prove both Theorems 1 and 2. Section 3 contains the proof of Theorem 1, which is essentially a derandomised version of the upper bound part of Theorem 1 of Harper [10] . In section 4 we present two further tools needed specifically for the proof of Theorem 2, namely a fourth moment estimate and a certain probabilistic estimate concerning Gaussian random walks (a version of the Ballot Theorem). Finally, in section 5 we deploy our tools to prove Theorem 2. Some of the derandomisation steps there are very close to those from the proof of Theorem 1, so not presented in detail.
Tools and preliminary results
A basic tool that we shall require is a standard kind of mean value estimate for Dirichlet polynomials.
Lemma 1. For any T, H > 0, any x ≥ 1, and any complex numbers (a(n)) n≤x , (b(n)) n≤x , we have
In particular, for any 1 ≤ x ≤ H and any complex numbers (a(n)) n≤x , we have
The first statement follows by expanding out the sums and integral and using Hilbert's Inequality to bound the total contribution from all the terms with m = n. See chapter 7.5 of Montgomery [13] , for example. Note that the first term on the right equals
, where f (n) is a Steinhaus random multiplicative function. The second statement is an immediate corollary of the first, on choosing the sequence (b(n)) n≤x to be the same as the sequence (a(n)) n≤x .
Applying this mean value estimate in a fairly routine way (apart from a little fiddling about with divisor functions and squares of primes), we obtain the following upper bound for the even integer moments of various Dirichlet polynomials. We will use this to obtain large deviation estimates for Dirichlet polynomials, and also to control the contribution from remainder terms in Taylor expansions.
Lemma 2. Let x ≥ 1, and let (c(n)) n≤x be any complex numbers. Let P be any finite set of primes, let Q be any (non-empty) set consisting of some elements of P and squares of elements of P, and write U := max{q ∈ Q} . Finally, let Q(t) := q∈Q a(q) q 1/2+it , where the a(q) are any complex numbers.
Then for any natural number k such that xU k < T , we have
whered(n) := d|n 1 p|d⇒p∈P , and v q is 1 if q is a prime and 6 if q is the square of a prime.
Also, for any natural number k such that U k < T , we have the sharper bound
Proof of Lemma 2. For the first part, we rewrite the left hand side as
where a(m) := q 1 ,...,q k ∈Q 1 q i =m i a(q i ). Note in particular that a(m) is supported on numbers m having all their prime factors from P. Applying the second part of Lemma 1, and using our condition that xU k < T , we find this is all
Next, the Cauchy-Schwarz inequality applied to the sum over n and m, and the submultiplicativity of the functiond(n), imply the above is
The Cauchy-Schwarz inequality and the sub-multiplicativity ofd(m) further imply thatd
Now if m has prime factorisation m = w j=1 p l j j , where the p j are distinct primes, then the collection of all possible multisets of k primes and prime squares with product m is parametrised by tuples (r 1 , ..., r w ), where 0 ≤ r j ≤ l j denotes the number of single copies of p j in the multiset. (Thus r j must have the same parity as l j , and there will be (l j − r j )/2 copies of p 2 j in the multiset. In particular, the number of multisets is crudely at most w j=1 l j .) For any such multiset, the number of tuples q 1 , ..., q k ∈ Q whose elements are those of the multiset (in some order) is very crudely at most
And both of the products here depend only on m (not on the particular multiset), in particular Putting everything together, recalling the definition of v q and thatd(q i ) equals 2 if q i ∈ Q is prime and equals 3 if q i ∈ Q is the square of a prime, we conclude that
The first part of Lemma 2 follows on summing over m.
In the special case where x = 1 and c(1) = 1, there is no need to apply the CauchySchwarz inequality to the sum over n and m (it only has 1 term). Thus we don't pick up any factord(m) in the argument, and don't end up with a multiplier 2 at the end. This second part is also Lemma 3 of Soundararajan [18] (under slightly more general conditions).
In order to work with the Riemann zeta function, we shall use the approximate functional equation (more specifically, the symmetric form on the critical line) to replace it by Dirichlet polynomials of suitable length.
Zeta Function Result 1 (Approximate Functional Equation)
. For all large real t, we have
where the function χ(·) satisfies |χ(1/2 + it)| = 1 for all t ∈ R.
See e.g. Chapter 4.1 of Ivić [12] for a proof of this. Using our mean value estimate, we can (in an average sense) replace the Dirichlet polynomials supplied by the approximate functional equation by Dirichlet polynomials having a more convenient, "factored" form, as well as slightly reduced lengths. We give a bit more general result, dealing with Dirichlet polynomials n≤ √ t/2π 1 n σ+it with σ possibly slightly different to 1/2, to assist later with the proof of Theorem 2.
Lemma 3. Let P ≤ √ T be large, and suppose that 1/ log T < ǫ < 1/10, say. Then uniformly for all
Proof of Lemma 3. The first minor issue that we must address is the fact that the range of summation n ≤ t/2π depends mildly on t. To handle this, we just note that if
. So if we break up the integral over T ≤ t ≤ 2T into sub-intervals of length ≍ √ T , on each such interval the range of summation will be essentially constant.
For example, for all
Then by the second part of Lemma 1, noting that numbers of the form mn with P -smooth part m ≤ T ǫ and P -rough part n ≤ T 1/2−2ǫ are a subset of all numbers
In the first difference of sums here, if a number is ≤ T 1/2−2ǫ and its P -smooth part is ≤ T ǫ then its contribution certainly cancels out, so for this first part we have an upper
Here we used the estimate
. And we can upper bound
In the other sums, since |1/2−σ| ≤ 1/ log T we have |m 1/2−σ −1| ≪ |1/2−σ| log m ≤ ǫ, so the contribution from these is ≪ ǫ 2 √ T log T . The lemma follows by summing our bounds over all the subintervals of length √ T that we broke the integral into.
Another important tool for our work will be a construction of smooth functions that approximate the indicator function of an interval fairly well, and can be expanded as a polynomial series with good control on the size of the coefficients (so that we will be able to use Lemmas 1 and 2 to investigate the average behaviour of such a function applied to a Dirichlet polynomial).
Approximation Result
Proof Vaaler's paper [19] for details of the construction and properties of such majorants. Thus we get b(x) ≥ 1 |x|≤1/2 for all x ∈ R; and
for all x ∈ R, where |b(
Now we simply define γ(x) to be a suitable convolution of b, namely
Then it is clear that 0 ≤ γ(x) ≤ 1 + δ for all x, since b(x) is non-negative and its integral over the whole real line is 1 + δ. Furthermore, we can write
When |x| ≤ R, then for all u satisfying |x − u| ≤ 1/2 we have |u| ≤ R + 1/2, so the first integral here is equal to 1. And we always have b(x − u) ≥ 1 |x−u|≤1/2 , so the second integral is non-negative and we get that γ(x) ≥ 1, which proves the first statement in the result. When To prove the final statement, we just note that for all l ∈ N and x ∈ R we have |
, and therefore
3. Proof of Theorem 1
As described in the Introduction, the overall structure of this proof will closely model the proof of the corresponding random result, namely the upper bound part of Theorem 1 of Harper [10] . Nevertheless, for the sake of clarity we will give fairly complete details.
Let P be a large quantity, which we will later fix in terms of T . For each point |h| ≤ 1/2, we will wish to approximate h on various different "scales" (i.e. to various different levels of precision) so that we can discretise the set of h under consideration at certain points in the argument. Thus we set h(−1) = h, and for each 0 ≤ j ≤ log log P − 1 define
for some n ∈ Z}.
Corresponding to these different scales, we define the partial Euler products
where t ∈ R. Towards the end of the proof, we will make a comparison with the analogous random products, namely
where f (p) is a sequence of independent Steinhaus random variables. Next, we let g(j) := C min{ √ log log P ,
log P e j ), and let G = G t denote the "good" event that for all |h| ≤ 1/2 and all 0 ≤ j ≤ log log P − B − 1, we have log P e j e g(j) −1
Here B ∈ N is a certain large constant coming from the probabilistic argument in Proposition 5 of Harper [10] (see the proof of Lemma 4 below), and C is a large constant that we shall fix shortly. The reader who is comparing with [10] should note that all this corresponds to the set-up in section 4 there (in slightly modified notation), with k = 0 and with x replaced by P e .
We then have the following key estimates.
Key Proposition 1. Uniformly for any P ≤ T 1/(log log T ) 6 that are sufficiently large in terms of C, and log P log log log P log T < ǫ < 1/10, and 2/3 ≤ q ≤ 1, we have
where 1 denotes the indicator function.
Key Proposition 2. Uniformly for any P ≤ T 1/(log log T ) 2 that are sufficiently large in terms of C, and any 2/3 ≤ q ≤ 1, we have
These statements are precisely analogous (apart from the conditions on the sizes of P and ǫ, which don't arise there) to the corresponding ones from the random case [10] , although as we shall see some different technical issues arise in the proofs. But using the same recursive procedure as in the random case, we can combine Key Propositions 1 and 2 to prove Theorem 1.
Proof of Theorem 1, assuming Key Propositions 1 and 2. We now fix the choices ǫ = 1 (log log T ) 2 and P = T 1/(log log T ) 8 , which certainly satisfy the conditions of Key Propositions 1 and 2. (Many other choices of P, ǫ would also work for this proof, in addition to satisfying the conditions of the propositions we only require that ǫ ≪ 1 √ log log T and log log P ≫ log log T , so that the bounds from the propositions and from Lemma 3 are ultimately strong enough in terms of T . These particular values of ǫ, P will also work later for the proof of Theorem 2.)
Uniformly for all large T and 0 ≤ q ≤ 1, by the approximate functional equation (Zeta Function Result 1) we have
The second term on the right hand side is certainly acceptable for Theorem 1, whereas the first term is
We can control the first term here by applying Hölder's inequality with exponent 1/q to the integral over t, and then applying Lemma 3, giving an acceptable bound
Next, if 1 − 1 √ log log T ≤ q ≤ 1 then, simply applying Hölder's inequality followed by the second part of Lemma 1, we find the second term in the previous display is
which is the Theorem 1 bound on this range of q. (We have really just applied Hölder's inequality and a second moment estimate for the zeta function, in a complicated way.) To handle smaller q, for each 1/ √ log log T ≤ δ ≤ 1/6 (say) let us define R(δ) = R(δ, T ) to be := sup
We shall prove a uniform upper bound R(δ) ≪ 1, which will imply the Theorem. Indeed, we may split up the integral over t into the parts where G t holds and where it fails. Applying Key Proposition 1 to the first part, we find its contribution to R(δ) is ≪ C 1−δ ≤ C. Note that here we need to use the fact that √ log log P ≍ √ log log T . To handle the contribution from points t for which G t fails, for each 1 − 2δ ≤ q ≤ 1 − δ let us set q ′ = (1 + q)/2, so that 1 − δ ≤ q ′ ≤ 1 − δ/2. Then by Hölder's inequality with exponents q ′ /(q ′ − q) and q ′ /q, we have
The point is that we have (q ′ − q)/q ′ = (1 − q)/(2q ′ ) ≥ δ/2, whilst by Key Proposition 2 we have
−C/δ . Meanwhile, in the second bracket we have 1 − q = 2(1 − q ′ ), and we always have q/q ′ ≤ 1, so the contribution from this bracket is ≪ R(δ/2) q/q ′ ≤ (1 + R(δ/2)). Putting everything together, we have
Iterating this recursive bound (with C fixed sufficiently large to compensate for the implicit constant), replacing δ by δ/2, δ/4, δ/8, etc., we see that uniformly for 1/ √ log log T ≤ δ ≤ 1/6 we have R(δ) ≪ 1 + R(1/ log log T ).
Our earlier calculations for the range 1− 1 √ log log T ≤ q ≤ 1 imply that R(1/ √ log log T ) ≪ 1, so we have our uniform upper bound R(δ) ≪ 1, as required.
It remains to prove our Key Propositions. We begin with the easier of the two, namely Key Proposition 2. The proof is ultimately just an application of the union bound (exploiting the discrete nature of the set of approximating points h(l)), as in the random case [10] . However, whereas in the random case one obtains the tail estimates in the argument by computing the second moment of random Euler products, here this would be more difficult to achieve (one would first need to approximate the products by sums of suitable length) and instead we shall apply Lemma 2 directly to prime number sums.
Proof of Key Proposition 2.
Using the definition of G t and the union bound, we can upper bound the left hand side in the proposition by
where the second sum is over all possible values of h(j) as |h| ≤ 1/2 varies. (Note there are ≍ ((log P )/e j ) log((log P )/e j ) such values, and once we know h(j) this uniquely determines the values h(l) for all l ≥ j.) And by definition of I l,t (h), the sum over l is = −ℜ ⌊log log P ⌋−B−1
So in order for this to have absolute value > log log P − j + g(j), we must have ⌊log log P ⌋−B−1
Now for any k ∈ N such that P 2ke −j < T (so the second part of Lemma 2 is applicable), the measure of the set of T ≤ t ≤ 2T for which this inequality holds may be bounded by
Using Stirling's formula together with the Mertens estimate for 1/p, this is all
A quick calculation shows that choosing k = ⌊(log log P − j + g(j) + O(1)) 2 /(log log P − j + O(1))⌋ is roughly optimal here, and yields an overall bound
log log P −j+O (1) .
Recalling the definition of g(j) = C min{ √ log log P , 1 1−q } + 2 log log( log P e j ), when we have C min{ √ log log P , 1 1−q } ≤ (log log P − j) then we have k ≍ (log log P − j), so our bound is ≪ T e j log P 1 log 7/2 ((log P )/e j ) e −2C min{ √ log log P , } > (log log P − j), we have at least as good a bound thanks to the additional term − (g(j)+O(1)) 2 log log P −j+O (1) in the exponential. Notice also that the condition P 2ke −j < T will always be satisfied because of our assumption that P ≤ T 1/(log log T ) 2 .
Putting everything together, we have shown that
e j log P 1 log 7/2 ((log P )/e j ) e −2C min{ √ log log P ,
For each j, the number of values h(j) that we sum over is ≪ log P e j log((log P )/e j ).
Inserting this bound proves the proposition.
Now we shall prove Key Proposition 1, which is where most of our technical work with approximating functions and polynomial expansions will arise. Towards the end of the proof we will manage to pass to the random case, and will need the following lemma which imports a key probabilistic estimate of Harper [10] . For each |h| ≤ 1/2, let G ′ (h) denote the event that for all 0 ≤ j ≤ log log P − B − 1, we have log P e j e g(j)+19/3 −1
where I l,rand (·) and h(l) are the random Euler products and approximating points that we introduced earlier.
(The insertion of the additional factor 19/3 in the exponents is to absorb some shifts by constants when approximating the Euler products, as will soon become clear in the proof of Key Proposition 1.) Lemma 4. Let f (n) denote a Steinhaus random multiplicative function. Uniformly for all large P ≤ √ T and 0 < ǫ < 1/10 and 2/3 ≤ q ≤ 1 and |h| ≤ 1/2, we have
Proof of Lemma 4. Since the underlying f (p) are independent for distinct primes p, and the event G ′ (h) only depends on the random variables (f (p)) p≤P , our expectation factors
We also have that
m 1/2+ih together with the orthogonality of the random variables f (m). As in the proof of Lemma 3, we have m>T ǫ , m is P smooth 1 m ≪ T −ǫ/ log P log P , which gives an acceptable contribution. And finally applying Proposition 5 from Harper [10] (in the same manner as in the proof of Key Proposition 1 there), we have
Proof of Key Proposition 1. Applying Hölder's Inequality with exponent 1/q to the integral over t, we find it will suffice to prove that uniformly for all |h| ≤ 1/2, we have
We can upper bound 1 Gt here by 1 Gt(h) , where G t (h) denotes the event that for the specific h we are looking at (rather than all |h| ≤ 1/2) we have log P e j e g(j) −1
for all 0 ≤ j ≤ log log P −B −1. Taking logarithms as usual, and recalling the definition of I l (h), we have log ⌊log log P ⌋−B−1
The contribution from all the terms here with v ≥ 3 is trivially at most p v≥3
. So letting γ j (·) denote the function supplied by Approximation Result 1, with the choice R = R j = log log P − j + g(j) + 8/3
(and with the choice of small δ > 0 to be determined at the end of the proof), we can further upper bound 1 Gt(h) by
Note also that by part (iii) of Approximation Result 1, for any k ∈ N (to be fixed later) we can write γ j (·) = γ 
(Here we used the bound (2k!) ≥ (2k/e) 2k .)
Now expanding out the product over j in (3.1), using the fact that |γ j (·)| ≤ 1 + δ and so |γ 
Using our upper bound for |γ error j (·)|, we can further bound the contribution from all these error terms by
Recall here that the range of summation over l depends on j, so the maximum over j cannot (yet) be dispensed with. Provided we have k ≥ 100 log log P δ , say, we can tidy things up a bit and obtain the bound
⌊log log P ⌋ ≤ (log log P )
Inserting all this in the original t-integral, we can use the first part of Lemma 2 (which is applicable provided we ultimately have T 1/2−ǫ P 2k(⌊log log P ⌋+1) < T ) to bound the integrated contribution from all the error terms. Noting that if m is P -smooth and n is P -rough and P is a subset of the primes ≤ P , then the functiond(·) from Lemma 2 satisfiesd(mn) =d(m) ≤ d(m) (the classical divisor function), we obtain overall that uniformly for any |h| ≤ 1/2, we have
To estimate the scary looking second term in (3.2), note that
≪ log P · log T . Combining this with Stirling's formula and the Mertens estimate, and the upper bound (1 + δ) log log P ≤ log δ P , we find these second sums are all ≪ (log log P ) 2 2 log log P log P log T (log δ P ) √ k π e k 2(log log P + O(1)) δ 2k + + k log log P π e k √ 2(log log P + O(1)) δ 2k(⌊log log P ⌋+1)
.
In particular, if we take k = ⌊( 100 log log P δ ) 2 ⌋, say, this is all
which is more than good enough for the proposition. Finally, since γ main j (·) is just a polynomial of degree 2k − 1, whose degree d coefficient has absolute value at most
, we can apply the first part of Lemma 1 to calculate the remaining integral in (3.2). We find this is equal to
where f (n) is a Steinhaus random multiplicative function, up to a remainder term that has order at most
The remainder term may be put into this form using the same calculations as in the proof of Lemma 2 and as above, on also noting that the largest integers appearing when we expand out the Dirichlet polynomials in
. Now the Mertens estimate implies that ( p≤P 2 p +O(1)) d = (2 log log P +O(1)) d , so using the series expansion of the exponential this remainder is
Meanwhile, by reversing the above calculations we find that up to the same acceptable error term (3.3) obtained earlier, the expectation involving f (n) is equal to
in other words we can replace γ main j (·) by γ j (·) again. But by construction of the functions γ j , we always have 0 ≤ γ j (·) ≤ 1 + δ and we have |γ j (·)| ≤ δ when | · | > R j + 1 = log log P − j + g(j) + 11/3. So we have the upper
where G ′ (h) is (as defined previously) the same as the event G t (h), except with g(j)
replaced by g(j) + 19/3 and with p −it replaced by f (p). Here 19/3 = 11/3 + 8/3
takes account of our trivial estimate 8/3 for the contribution of prime cubes and higher powers. If we finally make the choice δ = 1/ log log P , then (1 + δ) log log P ≪ 1 and so our overall expectation is
Using Lemma 4 and the mean square estimate E|
≪ log T , and recalling that ǫ > log P log log log P log T
in Key Proposition 1, we deduce this is all
which is acceptable for the proposition. It only remains to note that our choice k = ⌊( 100 log log P δ ) 2 ⌋ ≍ (log log P ) 4 does satisfy our required bound T 1/2−ǫ P 2k(⌊log log P ⌋+1) < T from earlier, and the outstanding remainder term (3.4) is by far small enough, in view of our assumption that P ≤ T 1/(log log T ) 6 .
Further tools
In addition to the tools we have already introduced, we shall need a couple more to complete the proof of Theorem 2.
Firstly, in Theorem 2 we want to study large values of ζ(1/2 + it), but most of our arguments operate on the level of the Dirichlet polynomial m≤T ǫ , m is P smooth 1 m 1/2+it . So we want to know that if ζ(1/2 + it) is large, then usually m≤T ǫ , m is P smooth 1 m 1/2+it must be remarkably large as well. We will deduce this from the following fourth moment result.
Lemma 5. Uniformly for all large P ≤ √ T and 0 < ǫ < 1/10, and V > 0, and
Proof of Lemma 5. We simply upper bound the left hand side by log P V
2T
T m≤T ǫ , m is P smooth
where we temporarily set b(N) := #{(n 1 , n 2 ) : n i ≤ T 1/2−2ǫ are P rough, n 1 n 2 = N}.
By Lemma 1, this is all
where d(N) is the classical divisor function and we again used the standard estimate
Finally, if we upper bound the sum over N by the infinite series
We shall also require an extra probabilistic estimate reflecting the fact that we are looking for very large values, to feed into the general machinery from the author's paper [10] in place of the upper barrier estimate that was originally used there.
Probability Result 1 (Version of the Ballot Theorem). Let a, b and n ∈ N be large (i.e. larger than certain absolute positive constants), and let G 1 , ..., G n be independent Gaussian random variables, each having mean zero and variance between 1/20 and 20 (say). Then we have the uniform upper bound
Results of approximately this form, under various different assumptions on the G i and on a, b, n, are fairly standard. Since it is very neat and rather short, we shall give a full proof for our situation roughly following an argument from section 6 of Webb [20] .
Proof of Probability Result 1. Note that if the event in the result occurs, then in particular at the end of our random walk we must have
say. We also must have j m=1 G m ≤ a for all j ≤ n/3, and we must have
Now n/3<m≤2n/3 G m is a Gaussian random variable, with mean zero and variance of order n, that is independent of (G m ) m / ∈(n/3,2n/3] . The probability that such a Gaussian takes values in an interval of length b is ≪ min{1, b √ n }, so the probability of the event in the result is
By independence of the G m , this is all equal to
and using standard results on the maximum of random walks (see e.g. estimate (A1) from the appendix of Harper [10] ) we have P(
}, which yields the claimed result.
It isn't too hard to see that provided a ≪ √ n, Probability Result 1 is sharp (because we may assume for a lower bound that b ≤ √ n as well, and roughly speaking then the three bounds used in the above proof are sharp and, with positive conditional probability, if all three events hold then the random walk will behave in the way required by the Ballot Theorem). But we won't need to know this for the proof of the upper bound in Theorem 2.
Proof of Theorem 2
Many of the arguments we used previously can be transferred over to handle Theorem 2, but for one technical reason later in the proof (see Lemma 6 below) we shall slightly change our definition of the approximating points h(j) (forcing them to be closer to h), and related objects. So for P a large parameter and |h| ≤ 1/2, let us defineh(−1) := h, and then for 0 ≤ j ≤ log log P − 1 set h(j) := max{u ≤h(j − 1) : u = n ((log P )/e j )(log log P ) 3 for some n ∈ Z}.
Also leth( * ) denote the point of the form n/ log T that is closest to h. We let I l (h) = I l,t (h) denote the partial Euler products, exactly as in section 3.
Next, for each |h| ≤ 1/2 letG(h) =G t (h) denote the "good" event that for all 0 ≤ j ≤ log log P − B − 1, we have ⌊log log P ⌋−B−1 l=j log I l,t (h(l)) ≤ log log P − j + 3 log log log P + U.
(5.1)
Here B ∈ N will be a certain large constant as before, and U ≥ 0 is a parameter. We also letG =G t denote the event thatG t (h) holds simultaneously for all |h| ≤ 1/2. Note this is all very similar to our set-up with G t from the proof of Theorem 1, except that (5.1) involves I l,t (h(l)) rather than its absolute value |I l,t (h(l))|. This small change will be useful later (see the proof of Key Proposition 4, below) when we come to compare certain sums with (essentially) Euler products, and make no difference to our analysis of how frequentlyG t holds.
Our key estimates now shall be the following.
Key Proposition 3.
Uniformly for all large P ≤ T 1/(log log T ) 2 and 0 ≤ U ≤ 2 log log P , say, we have
It is perhaps worth noting that the range of U allowed in Key Proposition 3 could easily be increased at the cost of a stronger restriction on P , and the bound can also be strengthened when P is large (one gets an additional factor of the shape e −Θ(U 2 / log log P ) multiplying the right hand side). But the stated version will suffice for our purposes.
Key Proposition 4.
Uniformly for all large P ≤ T 1/(log log T ) 8 and 20 log P log log P log T < ǫ < 1/10 and 0 ≤ U ≤ 2 log log P and V ≥ e −U (say); and for all |h| ≤ 1/2 and
≪ log T min{1, log log log P + U √ log log P } min{1, log log log
Proof of Theorem 2, assuming Key Propositions 3 and 4. We again fix the choices ǫ = 1 (log log T ) 2 and P = T 1/(log log T ) 8 , as well as setting V = e −U (log log T ) 6 . Recall that in Theorem 2 we have 0 ≤ U ≤ log log T , so all these values satisfy the conditions of the Key Propositions. For each T ≤ t ≤ 2T , let h t denote a value of |h| ≤ 1/2 at which max |h|≤1/2 |ζ(1/2 + it+ ih)| is attained. (This notation will be temporary, so shouldn't cause confusion with our existing notation for the approximating pointsh(l).) Thus our goal is to show that
−2U (log log log T +U)(log log log T ) 2 .
By Key Proposition 3, the measure of the set of t for whichG t fails is smaller than this bound, so where helpful we may restrict attention to those t for whichG t holds. By the approximate functional equation (Zeta Function Result 1), if |ζ(1/2 + it + ih t )| ≥ 
where A t , B t , C t , D t are the sides (taken with anticlockwise orientation) of the small box whose vertices have real part 1/2 ± 1/ log T and imaginary part t +h t ( * ) ± 1 log T . Note that by definition ofh t ( * ) we have |h t −h t ( * )| ≤ 1/(2 log T ), and therefore not only is the point 1/2+it+ih t certainly inside the small box, but we also have |s−(1/2+it+ih t )| ≍ 1/ log T on all four sides. Note also that we may replace n≤ √ (log log T ) 3/4 for at least one of the four integrals At , Bt , Ct , Dt . First we shall consider what happens for the integrals over the two vertical sides. The treatment of both is exactly the same, so to simplify the writing let σ denote either 1/2 + 1/ log T or 1/2 − 1/ log T . We have
n≤T 1/2−2ǫ , n is P rough 1 n σ+it+ih dh, so if the left hand side is ≫ e U (log log T ) 3/4 then the same must be true for at least one of the three terms on the right. By the Cauchy-Schwarz inequality, if the first term is ≫ e U (log log T ) 3/4 then we must have
Having efficiently applied the Cauchy-Schwarz inequality to this short integral, we can now upper bound the right hand side by increasing the range of integration to all |h| ≤ 1/2 (thereby removing the dependence on t there). Then integrating over T ≤ t ≤ 2T and applying Lemma 3, we deduce that the measure of the set of t for which this inequality holds is
which is more than good enough. Similarly, if the second of our three integrals is ≫ e U (log log T ) 3/4 then, applying Hölder's inequality before again increasing the range of integration to all |h| ≤ 1/2, we must have
Integrating over T ≤ t ≤ 2T and applying Lemma 5, we find the measure of the set of t for which this holds is
which again is more than good enough. Finally we turn to the third integral from (5.2). If this is ≫ e U (log log T ) 3/4 then, applying the Cauchy-Schwarz inequality before increasing the range of integration, we must have
Then the measure of the set of T ≤ t ≤ 2T for which this inequality holds, and for whichG t also holds, is bounded by a constant times (log log T )
In the inner integral we can now upper bound 1G t by 1G t(h) , and then Key Proposition 4 implies this is all
e 2U T min{1, log log log P + U √ log log P } min{1, log log log P + U + log V √ log log P } 2 ≪ e −2U T (log log log T + U)(log log log T ) 2 , as required. It only remains to deal with the integrals over the horizontal sides of our original box, which are of the form
and the same with t +h t ( * ) − 1/ log T replaced by t +h t ( * ) + 1/ log T . We can upper bound this by three integrals in the same way as for (5.2), and now thanks to the definition ofh t ( * ), the valueh t ( * ) ± 1/ log T is always of the form n/ log T for some integer |n| ≤ (log T )/2 + O(1) (i.e. it always belongs to a fixed set of ≍ log T values). So after applying the Cauchy-Schwarz inequality or Hölder's inequality to the integrals as before, we can remove the dependence on t coming fromh t ( * ) by summing over all possible values n/ log T of the shifth t ( * ) ± 1/ log T (rather than by changing the range of integration over σ). The remainder of the argument goes through without change from the case of the vertical sides.
Once again, it remains to prove the Key Propositions.
Proof of Key Proposition 3. The proof proceeds using the union bound, exactly as in the proof of Key Proposition 2. Note that we don't need to make any special changes to account for the fact that we are interested in log I l,t (h(l)) rather than log |I l,t (h(l))| = ℜ log I l,t (h(l)), since in the proof of Key Proposition 2 we already upper bound the real parts of the prime number sums by their absolute values.
We give a few more details. We need to bound the measure of the set of T ≤ t ≤ 2T for which ⌊log log P ⌋−B−1 l=j P e −(l+1) <p≤P e −l , v=1,2
> log log P − j + 3 log log log P + U + O(1).
As in the proof of Key Proposition 2, for any k ∈ N such that P 2ke −j < T we can upper bound this measure by ≪ T √ k k(log log P − j + O(1)) e(log log P − j + 3 log log log P + U + O(1)) 2 k . Again, choosing k = ⌊(log log P − j + 3 log log log P + U + O(1)) 2 /(log log P − j + O(1))⌋ is roughly optimal, and yields an overall bound ≪ T (log log P − j) e j log P e −2(3 log log log P +U ) ≪ T e j log P e −2U 1 (log log P ) 11/2 .
Since we assume that U ≤ 2 log log P we have k ≤ (1/3)(log log P ) 2 here (provided the constant B is fixed sufficiently large so the denominator log log
is always large). Thus the condition P 2ke −j < T will certainly be satisfied, because of our assumption that P ≤ T 1/(log log T ) 2 .
The proof ends in the same way as for Key Proposition 2, by summing up over allh(j) (of which there are now ≪ log P e j (log log P ) 3 values) and over all 0 ≤ j ≤ log log P − B − 1.
The proof of Key Proposition 4 will be more difficult, although several of the technical issues have already been dealt with in the proof of Key Proposition 1. We shall also need a couple of lemmas. The first shows that, in an average sense, we can compare and replace m≤T ǫ , m is P smooth 1 m 1/2+i(t+h) with something more like an Euler product. Using the fact that the approximating pointsh(l) are all now a bit closer to h, we can actually replace m≤T ǫ , m is P smooth 1 m 1/2+i(t+h) by an Euler product-like object with h replaced by thẽ h(l).
Lemma 6. Let P ≤ T 1/(100 log log T ) be large, and let e 2 log P log log P log T < ǫ < 1/10. For each prime p ≤ P , define l(p) ∈ N ∪ {0} to be the value of l for which P e −(l+1) < p ≤ P e −l .
Then uniformly for all |h| ≤ 1/2 and
Proof of Lemma 6. If we expand out
k , we obtain a Dirichlet polynomial of the form m≤T ǫ , m is P smooth c(m) m 1/2+it , for certain coefficients c(m) that we shall investigate below. Noting this, and using the second part of Lemma 1, we deduce
And by definition of l(p) and of the approximating pointsh, we always have |h(l(p)) − h| ≪ e l(p)
log P (log log P ) 3 ≪ 1 log p(log log P ) 3 , and so this sum over p is ≪ p≤P 1 p(log log P ) 3 ≪ 1 (log log P ) 2 by the Mertens estimate. This contribution is acceptable for the lemma. Finally, by definition of c(m) the remaining first sum
is at most
jp j }, and those terms in the exponential with p ≤ P but p j > P contribute at most O( 
And using our assumption that ǫ log T log P ≥ e 2 log log P , we see the sum over k is dominated by the term with k = ⌊ ǫ log T log P ⌋ + 1. Inserting the lower bound k! ≥ (k/e) k , a quick calculation shows that term is ≪ e −ǫ(log T )/ log P , which is more than good enough for the lemma.
Similarly as for Key Proposition 1, in the proof of Key Proposition 4 we will ultimately reduce matters to calculating an average involving random multiplicative functions. The following lemma, which combines Probability Result 1 with some machinery from the author's paper [10] , will provide a suitable estimate for that average. For each |h| ≤ 1/2, letG ′ (h) denote the event that: for all 0 ≤ j ≤ log log P − B − 1, we have log P e j e 3 log log log P +U +19/3 −1 ≤ ⌊log log P ⌋−B−1 l=j |I l,rand (h(l))| ≤ log P e j e 3 log log log P +U +19/3 , and also that for j = 0 we have the (generally more stringent) lower bound
Here I l,rand (·) andh(l) are the random Euler products and approximating points that we introduced earlier, and B 0 denotes a certain large absolute constant coming from the proof of Key Proposition 4 (see below). Lemma 7. Let f (n) denote a Steinhaus random multiplicative function. Uniformly for all large P ≤ √ T and 0 < ǫ < 1/10 and 0 ≤ U ≤ 2 log log P (say) and V ≥ e −U ; and for all |h| ≤ 1/2 and
≪ log T min{1, log log log P + U √ log log P } min{1, log log log P + U + log V √ log log P } 2 + e −ǫ(log T )/ log P .
Once again, the restriction that U ≤ 2 log log P is not very essential here, but will slightly simplify the writing of the proof by allowing us to perform some truncation steps without explicit reference to U, only in terms of P . A condition roughly of the form V ≥ e −U is rather natural, to ensure that log log log P + U + log V is large (and if V were significantly smaller, the eventG ′ (h) could in fact never occur because the lower and upper bounds for j = 0 would be incompatible).
Proof of Lemma 7. Arguing exactly as in the proof of Lemma 4 above, we can reduce the problem to showing that
(1− f (p) p 1/2+ih )| −2 ≪ log P min{1, log log log P + U √ log log P } min{1, log log log P + U + log V √ log log P } 2 .
And we may assume that V ≤ e √ log log P , otherwise we can just discard the extra lower bound condition on ⌊log log P ⌋−B−1 l=0
|I l,rand (h(l))| from the definition ofG ′ (h), and conclude as in the proof of Lemma 4. Now our desired upper bound almost follows just by combining Probability Result 1 with Lemma 4 of Harper [10] , except that very large values of l in the products (corresponding to fairly small primes) create a technical problem with the conditions of that lemma. We will describe how to circumvent this problem. The quantity 13 log log log P + U will occur a few times, so we shall temporarily write E(P, U) := 13 log log log P + U. Indeed, note that ifG ′ (h) holds, and if we temporarily setF = F (h) := ⌊log log P ⌋−B−1 l=⌊log log P −10 log log log P ⌋ |I l,rand (h(l))| −1 , then we must have e E(P,U )+O(1) −1
≤F (h) ≤ e E(P,U )+O (1) .
Furthermore, the value ofF (h) is independent of all the products |I l,rand (h(l))| with 0 ≤ l ≤ log log P − 10 log log log P − 1, and the f (p) appearing in them. So conditioning on the value F ofF (h), we have the upper bound
whereG ′′ F (h) is the event that: for all 0 ≤ j ≤ log log P − 10 log log log P − 1 we have F log P e j e 3 log log log P +U +19/3 −1 ≤ ⌊log log P −10 log log log P ⌋−1 l=j |I l,rand (h(l))| ≤ F log P e j e 3 log log log P +U +19/3 , and also ⌊log log P −10 log log log P ⌋−1
l=0
|I l,rand (h(l))| ≥ F log P V B 0 e 19/3 .
Since all the primes p involved in these I l,rand (h(l)) satisfy the lower bound log p > e −(l+1) log P ≥ e −⌊log log P −10 log log log P ⌋ log P ≥ (log log P ) 10 , and in our barrier conditions in the definition ofG ′′ F (h) we have 3 log log log P + U ≪ log log P and | log F | ≪ log log log P + U ≪ log log P , the size restrictions (relating x j , u j , v j ) in Lemma 4 of Harper [10] are now amply satisfied. It implies that E1G′′
G m ≤ log F + E(P, U) + O(1) ∀ 1 ≤ j ≤ log log P − 10 log log log P, and ⌊log log P −10 log log log P ⌋ m=1 G m ≥ log F − log V + 10 log log log P + O(1) · E|
where the G m are independent Gaussian random variables, each having mean 0 and variance 1/2 + o(1) (as P → ∞). Note that in the application of Lemma 4, all the barriers are shifted by 10 log log log P + O(1) to account for the fact that we now "start" our Euler products at ⌊log log P − 10 log log log P ⌋ − 1 rather than at log log P (so we "start" with (log P )/e j ≍ e 10 log log log P rather than ≍ 1). Note also that Lemma 4 of Harper [10] actually implies a slightly stronger upper bound where the probability involves a (weak) lower bound condition on all the j m=1 G m as well, but we discard that for simplicity.
Finally, we already observed in the proof of Lemma 4 above that E| p≤P (1 − f (p) p 1/2+ih )| −2 ≍ log P . And Probability Result 1, applied with a = log F + E(P, U) + O (1) and b = E(P, U) + log V − 10 log log log P + O(1) and n ≍ log log P , implies that our probability is ≪ min{1, log F + E(P, U) + O(1) √ log log P }(min{1, E(P, U) + log V − 10 log log log P √ log log P })
2
≪ min{1, log log log P + U √ log log P } min{1, log log log P + U + log V √ log log P } 2 ,
as required.
Proof of Key Proposition 4. We may assume without loss of generality that e −U ≤ V ≤ e √ log log P , since if V is larger we just discard the indicator 1 | m≤T ǫ , P smooth 1 m 1/2+i(t+h) |>(log P )/V from the integral in Key Proposition 4 and proceed as in the proof of Key Proposition 1 (or, if the reader prefers, proceed as in the proof below but omitting all the new manipulations related to this indicator function). Now we note that if the eventG t (h) occurs, then in particular (using the series expansion of the logarithm and the condition (5.1) for j = 0) we have This is where we benefit from the fact that (5.1) deals with log I l,t (h(l)) rather than just log |I l,t (h(l))|. Thus for a certain absolute constant B 0 (whose value could be given in terms of the constant B), we can upper bound the integrand in Key Proposition 4: By Lemma 6, the integral of the second term over T ≤ t ≤ 2T is ≪ T log T (log log P ) 2 , which is more than good enough for Key Proposition 4. To bound the integral of the first term, we upper bound 1G t(h) 1 ⌊log log P ⌋−B−1 l=0 |I l,t (h(l))|> log P B 0 V by a product of smooth functions. When doing this, we can afford to first replace (5.1) in the definition ofG t (h) by the weaker condition that log P e j e 3 log log log P +U −1 ≤ ⌊log log P ⌋−B−1 l=j |I l,t (h(l))| ≤ log P e j e 3 log log log P +U , and so the situation is exactly similar as in the proof of Key Proposition 1 except that, when we introduce the smooth approximating function corresponding to j = 0, we need to shift its argument and modify the choice of the parameter R 0 to incorporate the stronger lower bound condition ⌊log log P ⌋−B−1 l=0
|I l,t (h(l))| > log P B 0 V
. Everything proceeds
