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Abstract
We propose a class of $\mathrm{n}\mathrm{o}\mathrm{n}- \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\Gamma \mathrm{i}_{\mathrm{o}\mathrm{r}}-\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}$ algorithms for solving the complementarity
problems(CP): Find a nonncgativc pair $(x.y)\in \mathrm{I}\mathrm{R}^{2n}$ satisfying $y=f(x,)$ and $x,:y_{i}=0$ for
cvery $i\in\{1.2\ldots. : n\}$ . wherc $f$ is a continuous mapping from $1\mathrm{R}^{n}$ to $1\mathrm{R}^{n}$ . The algorithms
arc based on the Chen-Harkcr-Kanzow smooth functions for the $\mathrm{C}\mathrm{P}$. and have the following
features; (a) it traces a trajcctory in $1\mathrm{R}^{3n}$ which consists of solutions of a family of systems
of $\mathrm{e}\mathrm{q}_{11\mathrm{a}\mathrm{t}}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}$ with a paramctcr: (b) it can be started from arbitrary (not ncccssarily positive)
point in $\mathrm{R}^{2n}$ in contrast to most of interior-point mcthods. and (c) its global convcrgence is
cnsurcd for a class of problems including (not strongly) monotone complementarity problems
having a $\mathrm{f}\mathrm{c}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}-\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{c}\mathrm{r}\mathrm{i}_{0\Gamma-}\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}$. To construct the algorithms. wc give a homotopy and show
the existencc of a trajcctory leading to a solution under a relativcly Illild condition: and
propose a class of algorithms involving suitable neighborhoods of the trajcctory. $\backslash \mathrm{b}’\prime \mathrm{C}$ also
give a sufflcient $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{n}.\mathrm{o}\mathrm{n}$ the neighborhoods for global convergence and two examples
satisfying it.
1 Introduction
We consider the (standard) coInpleIneIltarity problem(CP):
Find $(x, y)\in \mathrm{R}^{2n}$
such $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ $y=f(x)$ . $(x, y)\geq 0,$ $x_{i/i}i=0(\dot{i}\in N)$ .
where $N=\{1.2, \ldots , r\iota.\}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}f$ is a Inapping froIrl $\mathrm{R}^{n}$ to $\mathrm{R}^{n}$ . If the mapping $f$ is linear. $\mathrm{i}.\mathrm{e}.$ ,
$f(x)=Mx+( \int$ for some $n\mathrm{x}n$ InatIix $M$ and $q\in \mathrm{R}^{n}$ , then it is called a 1$i_{\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{C}’}\mathrm{o}\iota \mathrm{n}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{a}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{t}\mathrm{y}$
$\mathrm{p}_{\Gamma 0\mathrm{b}1}\mathrm{e}\mathrm{I}\mathrm{r}1$ (LCP), and if.tlle Inapping $f$ is monotone, i.e., $(x^{1}-X‘ 2)^{\mathit{1}’}(f(x^{1})-f(x‘\rangle 2)\geq 0$ for eveIy
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$x^{1},$ $x^{2}\in \mathrm{R}^{n}$ . then a InoIlotoIle $\mathrm{C}0\mathrm{I}\mathrm{n}_{\mathrm{I}\mathrm{y}}$)$1\mathrm{e}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{a}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{P}^{\mathrm{r}}0\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{n}$ (Inonotone $\mathrm{C}\mathrm{P}$). It is well-kxiown that
Inany $\mathrm{o}\mathrm{p}\mathrm{t}\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{i}_{4}$, ation probleIns can be put into $\mathrm{t}1_{1}\mathrm{e}$ class of CPs. For instance, we can Inodel any
convex $]^{)\mathrm{r}0}\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{I}\mathrm{x}\mathrm{q}$ a Inonotone CP and any $1\mathrm{i}_{\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{p}}\mathrm{r}\mathrm{o}\mathrm{g}r_{\mathrm{I}\mathrm{a}}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{n}\mathrm{g}$ ])$\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{n}(\mathrm{L}\mathrm{P})\mathrm{x}\mathrm{s}$ an LCP
with a $\mathrm{s}\mathrm{k}\mathrm{e}\mathrm{W}^{-}\mathrm{s}\mathrm{y}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{I}\mathrm{n}\mathrm{e}\mathrm{t}\Gamma \mathrm{i}\mathrm{c}$ matrix $M$ .
Wluile $\mathrm{t}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}$ have been $\mathrm{I}\mathrm{n}\mathrm{r}\iota \mathrm{y}$ algorithms for $\mathrm{s}\mathrm{o}1_{\mathrm{V}}\dot{\mathrm{u}}$ CP (see $[.33.4.49]$ . etc.), we focus OI1
$\mathrm{t}\iota_{1\mathrm{e}}\mathrm{f}011\mathrm{o}\mathrm{w}\mathrm{i}_{\mathrm{I}}$ two types of tlle $\mathrm{a}\mathrm{l}\mathrm{g}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}1_{1}\mathrm{I}\mathrm{n}\mathrm{S}$ :
Interior-Point Method: It geIlerates a sequence $\{(x^{k}.y^{k})\}$ in $\mathrm{t}1_{1}\mathrm{e}$ positive orthant of $\mathrm{R}^{2n}([1$ ,
12, 13, 14, 15, 9, 10, 23, 22, 21, 20, 25. 28, 31. 30, 29. 32. 37. 41. 38. 39, 40, 43, 44, 45,
46, 48, $50$], $\mathrm{e}\mathrm{t}\mathrm{C}.$ ).
$(\mathrm{E}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{I}}1^{-}\mathrm{b}\mathrm{a}\mathrm{s}\mathrm{e}\mathrm{d})$ NoIl-iIlterior-PoiIlt Continuation Metllod: It does not $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{f}\mathrm{i}_{\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{t}}\iota_{1\mathrm{e}}$ generated
sequence to the positive $0\mathrm{r}\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{t}$ of $\mathrm{R}^{2n}‘([2.3.6,17.19.16,18,26.35.36]$ . etc., also see
[11. 8. 27, 34| for other $\mathrm{n}\mathrm{o}\mathrm{I}1- \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}1^{\cdot}\mathrm{i}_{0}\mathrm{r}$-point methods including Irlerit $\mathrm{f}\mathrm{U}\mathrm{I}\mathrm{l}\mathrm{C}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}\mathrm{a}}1\mathrm{g}\mathrm{o}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{t}\mathrm{h}_{\mathrm{I}}\mathrm{n}\mathrm{s}$).
Our work is $\mathrm{I}\dot{\mathrm{n}}\mathrm{o}\mathrm{t}\mathrm{i}_{\mathrm{V}\mathrm{a}}\mathrm{t}\mathrm{e}\mathrm{d}$ by tlle $\mathrm{f}$
’
$\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{o}\mathrm{w}\mathrm{i}_{\mathrm{I}}$ observations:
Many of $\mathrm{i}_{\mathrm{I}1}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0}\mathrm{r}_{\mathrm{I}}-$) $\mathrm{o}\mathrm{i}_{\mathrm{I}1}\mathrm{t}$ Inethods solve a $\mathrm{c}\mathrm{l}\mathrm{a}4\aleph \mathrm{S}$ of CPs including LPs and QCPs $\mathrm{I}^{\mathrm{J}\mathrm{O}}1\mathrm{y}\mathrm{n}\mathrm{o}\mathrm{I}t1\mathrm{i}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ ,
and can be regarded as $\mathrm{I}$)$\mathrm{a}\mathrm{t}\mathrm{l}\mathrm{l}$-following $\mathrm{a}_{\mathrm{o}\mathrm{r}\mathrm{i}}\mathrm{t}1_{1\mathrm{I}}\mathrm{r}\mathrm{l}\mathrm{s}$ for tracing a trajectory $1\mathrm{e}\mathrm{a}\mathrm{d}\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}$ to a
solution of $\mathrm{t}1_{1}\mathrm{e}$ probleIn (see $\mathrm{K}\mathrm{o}\mathrm{j}\mathrm{i}\mathrm{l}\mathrm{n}\mathrm{a}\mathrm{l}22]$). However, $\mathrm{t}1_{1}\mathrm{e}\mathrm{y}$ lack flexibility in $\mathrm{t}1_{1}\mathrm{e}$ clloice of
$\mathrm{t}1_{1}\mathrm{e}$ trajectory; tlle trajectory must be coIlfiIled in $\mathrm{t}1_{1}\mathrm{e}$ positive orthant.
Tlle $\mathrm{n}\mathrm{o}\mathrm{I}1-\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\Gamma \mathrm{i}_{0}\mathrm{r}$ -point methods can be $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{I}\{\mathrm{e}\mathrm{d}$ froIIl $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{y}$ point in $\mathrm{R}^{2n}‘$ . However. Inost of $\mathrm{t}\mathrm{I}_{1}\mathrm{e}\mathrm{I}\iota 1$
require either of the assuInptions below to $\mathrm{s}\mathrm{l}_{1}\mathrm{o}\mathrm{w}\mathrm{t}1_{1\mathrm{e}}$ global convergence $\mathrm{p}\mathrm{r}\mathrm{o}_{\mathrm{I}^{y\mathrm{e}}}\mathrm{I}\mathrm{t}\mathrm{i}\mathrm{e}\mathrm{s}$ :
Condition 1.1. The mapping $f$ is strongly rnonotone, $i.e.$ , there exists a $\omega\in(0, \infty)sucl\iota$
that
$(x-1X2)^{\mathit{1}’}(f(\prime X)1-f(x)2)\geq\omega||x^{1}-x|2|^{2}$
for every $x^{1}.x^{2}\in \mathrm{R}^{n}$ .
Condition 1.2. The $\tau nappirlgf$ is linear, $\dot{i}.e.,$ $f(x)=Mx+q$ and the matrix $M$ belongs
to the class $P_{0}\cap R_{0}$ . Here $M\in P_{0}$ iff all the $pr^{\nu}incipal$ minors are nonnegative, and $M\in R_{0}$
iff $x^{\mathit{1}}’ Mx=0irrpl\prime ieSx=0$ . It is well-known $tl\iota at$ the class $P_{0}$ can be $cl\iota a7^{\cdot}acte$rized
equivalently as the set of $rnatr^{\sim}i_{C}eS$ satisfy that for any nonzero vector $x\in \mathrm{R}^{n}$ , there exists
an index $i\in N$ such that $x_{i}[M_{X}1i\geq 0$ where $[Mx]_{i}$ denotes $tl\iota \mathrm{e}itl\iota co\prime npo\mathit{7}\iota ent$ of the
vector $Mx$ (see $l\mathit{4}J$).
It should be noted that the Inapping $f$ of the CP arising froltl LP is $\mathrm{a}\mathrm{I}1$ LCP with a skew
$\mathrm{s}\mathrm{y}_{\mathrm{I}}\iota 1\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{I}^{\cdot}\mathrm{i}_{\mathrm{C}}$ matrix M. $\mathrm{w}\mathrm{i}_{\mathrm{l}\mathrm{i}_{\mathrm{C}}1_{1}}$ iIIlplies that $f$ is not strongly Inonotone and that $\mathrm{t}1_{1}\mathrm{e}$ Inatrix $M$
does not belong to $R_{0}$ . $\mathrm{T}1_{1}\mathrm{u}\mathrm{s}$ the global convergence does not Ilecessg$\cdot$ily ensured as long as we
directly apply the continuation IIlethods to such CPs.
hi $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ paper. we will propose a non-interior $1_{1\mathrm{O}}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{o}_{\mathrm{P}\mathrm{y}}$ continuation Irlethod for which we




(i) The mapping $f$ is monotone, $i.e.$ ,
$(x-1X‘ 2)\mathit{1}’(-f1X)1-f(X2))\geq 0$ .
for eve $7^{\sim}yx^{1}\in \mathrm{R}^{n}$ and $x^{2}\in \mathrm{R}^{n}$ .
(ii) The $7^{\cdot}e$ exists a feasible-interior-point $(x.y)$ of the $CP,$ $i.e.$ ,
$(x.y)>0$ and $y=f(x)$ .
This condition has been used in many $\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{o}\mathrm{r}$ -point algorithIns for solving the CP (see
[24, 21. 25, 13. 43], etc.). We should Inention soIne $\mathrm{I}^{\cdot}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{S}1_{1}\mathrm{i}_{\mathrm{P}^{\mathrm{s}}}$ anlong Conditions 1.1. 1.2
and 1.3. Suppose $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ Condition 1.1. It is obvious that the requireIrleIlt (i) of CoIldition 1.3 is
satisfied. Moreover, we $\mathrm{C}\mathrm{A}1$ see that
$\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{x},$$(xi\in \mathrm{A}i1-Xi2)(fi(X1)-f_{i}(\prime x2))\geq(\omega/r\iota)||x^{1}-x‘|2|^{2}$
‘
for eveIy $x1,2x\in \mathrm{R}^{n}$ , which $\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{s}$ that $f$ is a $\mathrm{u}\mathrm{n}\mathrm{i}\mathrm{f}_{\mathrm{o}\mathrm{r}\mathrm{I}\mathrm{I}}1P$-function. The CP with a $\mathrm{u}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{f}_{\mathrm{o}\mathrm{I}}\cdot \mathrm{I}\mathrm{n}$
$P$-function $f1_{1}\mathrm{a}\mathrm{s}$ an $\mathrm{f}\mathrm{e}\mathrm{x}\aleph \mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}$ -interior-point (see Section 3 of [21]). Thus Condition 1.3 holds
whenever Condition 1.1. Also, $\mathrm{s}\mathrm{i}_{\mathrm{I}1}\mathrm{c}\mathrm{e}$ the LCP with a Inatrix $M\in P_{0}\cap R_{0}$ has a feasible-interior-
point (see $\mathrm{R}\mathrm{e}\mathrm{I}\mathrm{r}\mathrm{l}\delta \mathrm{r}\mathrm{k}5.9.6$ of [4]), $\mathrm{t}1_{1\mathrm{e}\Gamma \mathrm{e}\mathrm{u}}\mathrm{q}\mathrm{i}\mathrm{r}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{e}\mathrm{n}\mathrm{t}(\mathrm{i}\mathrm{i})$ of CoIldition 1.3 is satisfied if Condition
1.2 holds. However. the Inonotonicity of the $\mathrm{I}\mathrm{n}\mathrm{a}_{1^{)}1^{\mathrm{i}\mathrm{n}\mathrm{g}}}$) $f$ does not IlecessaIily $\mathrm{g}\mathrm{u}.\mathrm{a}$ranteed. To
see this. let us consider the following $\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{t}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{x}$
$M=$ .
Then $M\in P_{0}$ since all of the principal Ininors are nonnegative. $\mathrm{h}_{1}$ addition, we $1_{1}\mathrm{a}\mathrm{v}\mathrm{e}$
$x^{\mathit{1}^{}}MX=(x_{1}+x_{2})^{2}+x_{1}x_{2}$
for every $x=(x_{1}.x_{2}‘)^{\mathit{1}’}\in \mathrm{R}^{2}‘ \mathrm{w}\mathrm{h}\mathrm{i}_{\mathrm{C}1\iota \mathrm{i}}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{S}\mathrm{t}1_{1\mathrm{a}}\mathrm{t}M\in R_{0}$ , i.e., if $x\geq 0Mx\geq 0_{\mathrm{a}\mathrm{I}1}\mathrm{d}_{X}\mathit{1}’ MX’=0$
then $x=0$ . However. it is obvious that $M$ is.Ilot positive seIIli-definite. We will discuss again
$\mathrm{t}\mathrm{l}\dot{\mathrm{u}}\mathrm{s}$ subject in Remark 2.4.
Our $\mathrm{a}_{\mathrm{I}^{\mathrm{J}}\mathrm{P}^{\mathrm{r}\mathrm{o}\mathrm{a}}}\mathrm{c}1_{1}$ is based on the use of Chen-Harker-KaIl’z$0\mathrm{w}$ sIrlooth function
$\sqrt)\mu(a, b):=a+b-\sqrt{(a-b)^{2}+4\mu}$
$\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$ a positive nulrlber $\mu>0$ . This function w&$ given by Chen $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{H}\mathrm{a}\mathrm{r}\mathrm{k}\mathrm{e}\mathrm{r}\mathrm{l}21$ to construct
tlle $\mathrm{f}\mathrm{i}\mathrm{I}^{\cdot}\mathrm{S}\mathrm{t}$ non-interior path-following Inethod for the LCP and then by $\mathrm{K}\mathrm{a}\mathrm{n}\prime \mathrm{z}\mathrm{o}\mathrm{w}[18]$ . It $\mathrm{C}^{\cdot}\mathrm{A}1$ be




introduced by $\mathrm{F}\mathrm{i}\mathrm{s}\mathrm{c}\mathrm{h}\mathrm{e}\mathrm{r}[51$, which is a so-called $Cornplerne_{\vee}ntar\sim ity$ function $(CP- f\dot{u}ncti\mathit{0}n)\mathrm{S}\mathrm{i}_{\mathrm{I}}1\mathrm{C}\mathrm{e}$ the
equation $\sqrt$) $(a.b)=0$ is equivalent to the systeIn
$(a.b)\geq 0$ , and $ab=0$ .
$\mathrm{M}\mathrm{a}\mathrm{I}\iota \mathrm{y}\mathrm{o}\mathrm{t}1_{1\mathrm{e}}\mathrm{r}\mathrm{c}\mathrm{p}- \mathrm{f}_{\mathrm{U}}\mathrm{I}\iota \mathrm{C}\mathrm{t}\mathrm{i}_{0}\mathrm{I}\mathrm{l}\mathrm{s}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$their applications can be found in [3. 6, 16, 19, 26. 35, 36. 47].
etc.
$\mathrm{K}\mathrm{a}\mathrm{n}^{l}\mathrm{z}\mathrm{o}\mathrm{w}[18]$ shows that for eveIy $\mu\geq 0,$ $\phi_{\mu}(a.b):=a+b-\sqrt{(a-b)^{2}+4\mu}=0$ if and
oIlly if $(a, b)\geq 0\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$ $ab=\mu\geq 0$ . It follows $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ if $(x, y)\in \mathrm{R}^{2n}$‘ satisfies $\phi_{\mu}(x_{i}, y_{i})=0(\dot{i}\in$
$N)\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}y=f(x)$ for SOIIle $\mu>0$ then the point $(x.y)$ is an $\mathrm{a}\mathrm{n}\mathrm{d}_{}1\mathrm{y}\mathrm{t}\mathrm{i}\mathrm{c}\mathrm{a}1$ center of $\mathrm{t}1_{1}\mathrm{e}\mathrm{C}\mathrm{P}$ .
$\mathrm{i}\mathrm{e},(x, y)>0,$ $x_{i^{l}/i}=\mu(i\in N)$ . $y=f(x)$ . Moreover. we can $\mathrm{e}\mathrm{a}_{\llcorner}‘mathrm{i}\mathrm{l}\mathrm{y}$ obtain the following
leInIrla:
Lemma 1.4. For every $nonr\iota egat\dot{i}ven\tau\iota rnber\mu\geq 0$ , a $tr^{\vee}iplet(a.b.c)\in \mathrm{R}^{\delta}$ satisfies $\phi_{\mu}(a.b)$ $:=$
$a+b-\sqrt{(a-b)^{2}+4\mu}=c$ if and only if $((a-c/2), (b-c/2))\geq 0$ and $(a-c/2)(b-c/2)=\mu\geq 0$ .
Therefore, if $(\overline{\prime x},\overline{/\mathrm{c}})\in \mathrm{R}^{2n}$
‘
satisfies
$\phi_{\mu}(\overline{x}_{i},\overline{/}l_{i})=\overline{v}_{i}(i\in N)$ and $\overline{/\mathrm{c}}-f(\overline{x})=\overline{r}$
for some $\mu>0,\overline{v}\in \mathrm{R}^{n}$ and $\overline{r}\in \mathrm{R}^{n},$ $\mathrm{t}\iota_{1\mathrm{e}}\mathrm{I}1$
$((\overline{x}_{i}-\overline{v}_{i}/2), (_{\overline{l}}/i-\overline{v}_{i}/.2)\iota)>0$ . $(\overline{x}_{i}-\overline{v}i/2)(\overline{y}_{i}-\overline{v}i/2)=.\mu>$. $\mathrm{o}.\overline{/\mathrm{z}}=f(_{\overline{X})+}r$ .
$\mathrm{w}11\mathrm{i}_{\mathrm{C}}\mathrm{h}$ iIrlplies that $\mathrm{t}\iota_{1\mathrm{e}_{\mathrm{I}^{)}}}\mathrm{o}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}(\overline{x}-\overline{v}/2,\overline{y}-\overline{v}/2)\in \mathrm{R}^{2n}$ is an analytical center of the $\mathrm{I}$) $\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{u}\Gamma \mathrm{b}\mathrm{e}\mathrm{d}$
probleIn $\mathrm{C}\mathrm{p}(\overline{v},\overline{r})$ given by
Find $(x’.y’)\in \mathrm{R}^{\underline{J}n}$
such $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ $y’=f(x’),$ $(x”.y)\geq 0$ . $x_{iy_{i}’}’=0(i\in N)$
where $f’(\prime x);=f(x’+\overline{v}/2)+\overline{r}-\overline{v}/2$ . Figure 1 illustrates a perturbed problem for the CP $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$
$r\mathrm{t},$ $=1$ and $f(x)=1$ .
$\mathrm{B}*$se on $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ idea, we will develop a new $1\iota \mathrm{o}\mathrm{r}\mathrm{r}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{o}\mathrm{p}\mathrm{y}$ continuation Inetllod for solving CPs.
$\mathrm{T}1_{1}\mathrm{e}$ rest of this paper is organized as follows. In Section 2, a new $11\mathrm{o}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{o}\mathrm{t}_{0}\mathrm{p}\mathrm{y}$ map will be
preseIlted and several properties of this map will be stated. In Section 3, we will prove the
existeIlce of $\mathrm{t}1_{1}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}_{0}\mathrm{I}\mathrm{y}\mathrm{l}\mathrm{e}\mathrm{a}\mathrm{d}_{\dot{\mathrm{N}}\mathrm{l}}\mathrm{g}$ to a solution of the CP under a relatively $\mathrm{I}\mathrm{r}\dot{\mathrm{u}}\mathrm{l}\mathrm{d}$ condition,
Condition 2.2. We will also $\mathrm{s}.1\iota \mathrm{o}\mathrm{W}$ that $\mathrm{t}1_{1}\mathrm{e}$ trajectory $\mathrm{c}\mathrm{a}\mathrm{I}\mathrm{l}$ be $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{I}k\mathrm{e}\mathrm{d}\mathrm{f}\mathrm{i}_{0\mathrm{I}\mathrm{n}\dot{\kappa}\mathrm{t}\mathrm{I}}.1\mathrm{y}\mathrm{P}\mathrm{o}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}(x.y)\mathrm{i}_{\mathrm{I}1}$
$\mathrm{R}^{2n}$ as long as Condition 1.3 $1_{1}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$ . In Section 4. a class of $1$) $\mathrm{a}\mathrm{t}\mathrm{l}\mathrm{l}$-following $\mathrm{a}\mathrm{l}\mathrm{b}^{r}0\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{h}\mathrm{I}\mathrm{t}\mathrm{l}\mathrm{S}$ will be
described to trace the trajectoIy involving its suitable $\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{i}\mathrm{g}11\mathrm{b}\mathrm{o}\mathrm{r}\iota_{1}\mathrm{o}\mathrm{o}\mathrm{d}\mathrm{s}.$ Tlle requireIrleIlts for $\mathrm{t}1_{1}\mathrm{e}$
$\mathrm{I}\iota \mathrm{e}\mathrm{i}\mathrm{g}\prime \mathrm{h}\mathrm{b}_{0\mathrm{r}}1_{1\mathrm{O}\mathrm{o}}\mathrm{d}_{\mathrm{S}}$ will be collected in Condition 4.4. After $\mathrm{e}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{b}\mathrm{l}\mathrm{i}\mathrm{s}\mathrm{l}\dot{\mathrm{u}}\mathrm{n}\mathrm{g}$ the global and monotone
convergence of tlle $\mathrm{a}\mathrm{l}\mathrm{g}\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}\mathrm{l}\mathrm{l}\mathrm{m}$ in Section 5. two $\mathrm{e}\mathrm{x}\mathrm{a}\mathrm{I}\mathrm{n}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{s}$ of $\mathrm{t}1_{1\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{e}}\mathrm{i}\mathrm{g}1_{1}\mathrm{b}\mathrm{o}\mathrm{r}1_{1}\mathrm{o}\mathrm{o}\mathrm{d}\mathrm{S}$having $\mathrm{t}1_{1}\mathrm{e}$ desired
$\mathrm{p}\mathrm{r}01^{)\mathrm{e}}\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{e}\mathrm{s}$ will be presented in Section 6.
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$\mathrm{F}\mathrm{i}\mathrm{g}^{r}\mathrm{u}\mathrm{r}\mathrm{e}1$ : A perturbed problem for tlle CP $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}r\iota=1$ and $f(x)=1$ .
Recently, Xu and $\mathrm{B}\mathrm{u}\mathrm{r}\mathrm{k}\mathrm{e}[4711^{)\mathrm{r}\mathrm{o}}1$ ) $0\mathrm{s}\mathrm{e}\mathrm{d}$ an $\mathrm{i}_{\mathrm{I}1}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0}\mathrm{r}$ -point Inethod $\mathrm{b}\mathrm{a}$sed on Chen-Harker-
Kanzow tecllIliques and sllowed its $\mathrm{I}$) $\mathrm{o}\mathrm{l}\mathrm{y}\mathrm{I}\mathrm{l}\mathrm{O}\mathrm{I}\iota \mathrm{l}\mathrm{i}\mathrm{a}\mathrm{l}$ complexity. Their result suggests a possibility
of deriving a similar result for our non-interior coIltiIluation Inetllod.
$\mathrm{T}\mathrm{h}\mathrm{r}\mathrm{o}\mathrm{u}\mathrm{g}\mathrm{h}0\mathrm{u}\mathrm{t}$ this paper, we use the $\mathrm{s}\mathrm{y}_{\mathrm{I}\dot{\mathrm{t}}1\mathrm{b}\mathrm{o}}1\mathrm{S}\mathrm{R}_{+}^{\tau}l,$ $\mathrm{R}_{++}^{n},$ $\mathrm{R}_{-}^{n}$ and $\mathrm{R}_{--}^{n}$ to $\mathrm{d}\overline{\mathrm{e}}\mathrm{I}\mathrm{l}\mathrm{o}\mathrm{t}\mathrm{e}$ tlle noIl-
negative orthant, the positive orth.rit, the nonpositive ortllant and $\mathrm{t}1_{1}\mathrm{e}$ negative orthant of $\mathrm{R}^{n}$ .
respectively. The $\mathrm{t}\mathrm{I}\mathrm{i}_{\mathrm{P}}1\mathrm{e}\mathrm{t}(u, x, y)$ (the $1$)$\mathrm{a}\mathrm{i}\mathrm{r}(x, y))$ denotes tlle $\mathrm{c}01_{\mathrm{U}}\mathrm{I}\mathrm{n}\mathrm{I}\iota$ vector
$(u, x, y):=(u^{\mathit{1}}’.x,\tau/^{\mathit{1}})^{\mathit{1}’}\mathit{1}’((x.y):=(X\mathit{1}’, y^{\mathit{1}}’)^{\mathit{1}’})$ .
for given coluIrm $\mathrm{v}\mathrm{e}\mathrm{C}\mathrm{t}\mathrm{o}\mathrm{I}_{\mathrm{c}u}\eta,x\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}y$. Also the symbol $e$ denotes the vector with all coIIlpoIleI\iota ts
equa..l to one. For eacll $\mathrm{I}\mathrm{n}\mathrm{a}1$)$\mathrm{P}^{\mathrm{i}}$.ng $h$ with the doInain $x$ and $\mathrm{e}\mathrm{a}\mathrm{c}1_{1}$ subset $D\subset X$ , we define
$h(D):=$ { $\overline{g}$ : $g(x)=\overline{g}$ for $\mathrm{S}\mathrm{o}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}x\in D$}.
For ease of notation. we often use the $\mathrm{s}\mathrm{y}_{\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{b}}\mathrm{o}\mathrm{l}\mathrm{s}z$ and $w$ to denote the triplets $(u, x, y)$ and
$(u.v, r)$ . respectively.
2 A homotopy map for the CP
To con\S tIurt a continuation Inethod, we introduce the $\mathrm{f}\mathrm{o}\mathrm{l}1_{\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{g}}\mathrm{I}\mathrm{l}$ Inappings based on the function
$\phi_{\mu}$ :
$v$ : $\mathrm{R}_{+^{\mathrm{X}}}^{n}\mathrm{R}^{2n}arrow \mathrm{R}^{n}$ .
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$v=(v_{1}, v2, \ldots, vn)^{\mathit{1}’}$
$v_{i}(u, x.y):=(x_{i}+y_{i})-\sqrt{(x_{i^{-\tau}Ji})+4_{l}\iota_{i}}(i\in N)$ .
$r$ : $\mathrm{R}_{+}^{n}\cross \mathrm{R}^{\mathit{2}n}‘rightarrow \mathrm{R}^{n}$ ,
$r(\tau\iota, x, y):=y-f(\prime x)$ .
$V$ : $\mathrm{R}_{+^{\mathrm{X}}}^{n}\mathrm{R}^{2n}arrow \mathrm{R}^{2n}$ ,
$V(\tau\iota.x, y):=(v(u.x, y),$ $r(u, x, y))$ ,
$U$ : $\mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}^{2n}‘arrow \mathrm{R}_{+^{\mathrm{X}}}^{n}\mathrm{R}^{2n}$,
$U(u, \prime x, y):=(u, v(u.\prime x, y).r\cdot(u.\prime x, y))$ .
Our intention is to find a $(\overline{\prime u},\overline{v}.\overline{r})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ for $\mathrm{w}1_{1}\mathrm{i}_{\mathrm{C}}1_{1}$
$\overline{W}:=\{\theta(\overline{u},\overline{v}.\overline{r\cdot})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘ : \theta\in(0.1]\}\subset U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$
and the set
$U^{-1}(\overline{W}):=$ { $(u,$ $x.y)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ : $U(z)=\theta(\overline{\mathrm{e}\iota}.\overline{v}.\overline{r})$ for SOIIle $\theta\in(0,1]$ }
fonns a $0\mathrm{I}\mathrm{l}\mathrm{e}$-diIneIlsioIlal $\mathrm{c}\mathrm{u}\mathrm{I}\mathrm{V}\mathrm{e}$ (subtrajectory) leading to a solution of the $\mathrm{C}\mathrm{P}$ .
$\mathrm{T}1_{1}\mathrm{e}$ following results are useful to find such a point $(\overline{l\ell}.\overline{v}.\overline{r})$ :
Lemma 2.1.
(i) $V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\mathit{2}n}‘)$ is an open subset of $\mathrm{R}^{\underline{y}_{n}}‘$ .
(ii) If $(\overline{v}.\overline{r})\in V(\mathrm{R}_{++^{\mathrm{X}\mathrm{R}^{2}}}^{\gamma}\iota n)tl\iota en$
$(\overline{v}+\mathrm{R}_{-}^{n})\mathrm{x}(\overline{r}+\mathrm{R}_{+}^{n})\subset V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}2n)$
$(\mathrm{i}\ddot{\mathrm{n}})$ Specially, if (0.0) $\in V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{\gamma}_{n}}‘)$ , which is equivalent to that $tl\iota eCPl\iota as$ a feasible-
$\dot{i}nter^{\vee}ior$-point, then
$\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}\subset V(\mathrm{R}^{n}\cross \mathrm{R}^{2}++‘ n)$ .
Proof: $\mathrm{s}_{\mathrm{u}_{\mathrm{P}1}}$) $0\mathrm{s}\mathrm{e}$ that $(\overline{v}.\overline{r\cdot})\in V(\mathrm{R}_{++}^{n}\mathrm{X}\mathrm{R}‘arrow)Jn$ . $\mathrm{T}1\iota \mathrm{e}\mathrm{I}1$, by $\mathrm{t}1_{1}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{i}\mathrm{i}_{\mathrm{I}1}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}1$ of tlle set V $(\mathrm{R}_{++}^{n}\mathrm{x}$
$\mathrm{R}^{2n})$ and by $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}1.4,$ tllere exists a point $(\overline{ll}.\overline{X},\overline{y})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ such tllat
$((\overline{x}-\overline{v}/2). (\overline{\mathrm{c}/}-\overline{v}/2))>0$. $(\overline{x}_{i}-\overline{v}_{i/2)(}\overline{y}_{i^{-\overline{v}_{i/2)}}}=’\overline{u}_{i}>0(\dot{i}\in N)\mathrm{a}\mathrm{I}\mathrm{l}\dot{\mathrm{d}}\overline{\tau/}=f(\overline{\prime x})+\overline{r}$ .
Let us define
$\epsilon:=\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{I}1\{(\overline{X}i^{-}\overline{v}_{i}/2). (\overline{y}_{i}-\overline{v}_{i}/2)(i\in N)\}>0$ .
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Then for eveIy $d=(dv, dr)\in \mathrm{R}^{2\mathfrak{n}}$
‘
such that $||d||<\epsilon/2$ . we obtain that
$((\overline{x}_{i}-(\overline{v}_{i}+dv_{i})/2).((\overline{y}_{i}+dr_{i})-(\overline{v}_{i}+dv_{i})/2))>0(i\in N)$. (1)
$\overline{y}+dr=f(\overline{X})+(\overline{r}+dr)$ .
Thus $(\overline{v}+dv.\overline{r}+dr)\in V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ and tlle $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{e}\mathrm{I}\{\mathrm{i}0\mathrm{n}(\mathrm{i})$ follows. $\mathrm{S}\mathrm{i}_{\mathrm{I}1}\mathrm{C}\mathrm{e}$ the relation (1)
still holds if $dv\leq 0$ and $d\prime r\geq 0$ , we also obtain (ii). The assertion (iii) directly follows from
(ii). I
Here we provide a condition $\mathrm{W}\mathrm{h}\mathrm{i}\mathrm{C}1_{1}$ is relatively Inild $\mathrm{C}0\mathrm{m}_{\mathrm{P}^{\alpha\cdot \mathrm{e}\mathrm{d}}}$. with Condition 1.3.
Condition 2.2.
(i) The rnapping $f$ is a $P_{0}- funct\prime ion,$ $i.e.$ , for every $x^{1},$ $\prime x^{2}\in \mathrm{R}^{n}$ with $x^{1}\neq x^{2}$ there exists an
index $i$ such that
$x_{i}^{1}\neq x_{i}^{2}$ and $(x_{i}^{12}-X_{i})(fi(x^{12})-fi(X‘))\geq 0$ .
(ii) There exists a $feasibte-interior-p_{\mathit{0}}int(x.y)\sim \mathrm{o}f$ the $CP,\dot{i}.\mathrm{e}.$ ,
$(x.y)>0$ and $y=f(x)$ .
$(\mathrm{i}\ddot{\mathrm{n}})$ $U^{-1}(D):=\{(u.x.y)\in \mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}^{2n} : U(u.x, y)\in D\}$
is $bo$unded for eve $7^{\vee}y$ cornpact subset $D$ of $\mathrm{R}\dotplus^{\iota}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{t}2n)$ .
Lemma 2.3. If Condition 1.3 holds so does the $C\mathrm{o}r\iota dition\mathit{2}.\mathit{2}$ .
Proof: It follows $\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{n}\mathrm{e}\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{l}\mathrm{y}$that the requireIIleIlt (i) and (ii) of Condition 2.2 $1_{1\triangleleft}1\mathrm{d}$ . To
show (iii) of Condition 2.2. $\mathrm{a}\mathrm{L}\mathrm{s}\mathrm{s}\mathrm{u}\mathrm{I}\mathrm{n}\mathrm{e}$ on the $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{t}\Gamma \mathrm{a}\mathrm{l}\mathrm{v}\mathrm{t}1_{1\mathrm{a}}\mathrm{t}\mathrm{t}\iota \mathrm{l}\mathrm{e}$ set
$U^{-1}(D):=\{(u.x, y)\in \mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}^{2n} : U(u.x, y)\in D\}$
is uIlbouIlded for some compact subset $D\subset \mathrm{R}_{+}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)$ . Then, since $\{u^{k}\}$ is
bounded by $\mathrm{t}1_{1}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}_{\mathrm{I}1}\mathrm{i}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{I}1}$ of the $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}_{1^{)}}u$ and by the $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{u}\mathrm{I}\mathrm{n}_{1^{)}}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}1$ , we can take a sequence
$\{(u^{k}.x^{k}, y^{k})\in U^{-1}(D)(k=1.2, \ldots)\}$ such that $||(x^{k}, y^{k})||arrow\infty$ and
$1\mathrm{i}_{\mathrm{I}}\mathrm{r}1v(u^{k}.x^{k}, J^{k}l)=\overline{v}$ and $1\mathrm{i}_{\mathrm{I}}\mathrm{n}r(u^{k}.x^{k}, y^{k})=\overline{\gamma\cdot}$
$karrow\infty$ $karrow\infty$
for some $(\overline{v}.\overline{r})\in V(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2}n)$ . Since $V(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2}n)$ is an open subset of $\mathrm{R}^{2n}$
‘
(see $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{n}\mathrm{a}$
$2.1)$ , we can find a $(\tilde{v}.\tilde{r})\in V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})_{\mathrm{S}\mathrm{U}}\mathrm{c}11\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$v(u^{k}.x^{k}, y^{k})\leq\hat{v}$ and $r(u^{k}.x^{k}.y^{k})\geq\tilde{r}$
for eveIy sufficiently large $k$ . $\mathrm{S}\mathrm{i}_{\mathrm{I}1}\mathrm{C}\mathrm{e}(\tilde{v},\overline{r\cdot})\in V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ . by LeIIlIna 1.4, $\mathrm{t}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}$ exists a
point $(^{\sim}’\iota l.\tilde{x},\tilde{i}J)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ such that
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$((\tilde{x}-\tilde{v}/2), (\tilde{y.}-\tilde{v}/2))>0$ . $(\tilde{x}_{i}-\tilde{v}_{i}/2)(\tilde{y}i^{-\tilde{v}_{i/}}2)=\dot{\mathrm{z}}^{\sim}\iota i>0(i\in N)$ and $\tilde{y}=f(\tilde{x})+\tilde{r}$ .
Then, by the monotonicity of the $\mathrm{I}\mathrm{n}\mathrm{a}_{\mathrm{I}^{)}\mathrm{I}}\mathrm{J}\mathrm{i}\mathrm{I}f$, we obtain tllat











Since $(v^{k}.r^{k})$ lies in $\mathrm{t}\mathrm{I}\mathrm{l}\mathrm{e}$ bounded set $D$ for eveIy $k.$ . we
$\mathrm{c}\mathrm{a}\mathrm{I}\mathrm{l}$ find a positive IluInber a $\mathrm{s}\mathrm{u}\mathrm{c}\iota_{1}$
that
$e^{\mathit{1},}’ u+k\{(\tilde{\mathrm{i}}/-\grave{v}/2)+(\tilde{v}-v)/2+(r-\tilde{r})\}^{\mathit{1}’}\prime kk\{(\tilde{x}-\tilde{v}/2)+(\tilde{v}-v^{k})/2\}\leq\alpha$ .
Also. $\mathrm{s}\mathrm{i}_{\mathrm{I}1}\mathrm{c}\mathrm{e}(\tilde{x}-\tilde{v}/2,\tilde{?}/-\tilde{v}/2)>0,$ $(x^{k}-v^{k}/2, y^{k}-v^{k}/2)>0,\tilde{v}-v^{k}\geq 0$ and $r^{k}-\tilde{r}\geq 0$ , we
have
$(\tilde{y}-\tilde{v}/2)^{\mathit{1}’ k}(X-v^{k}/2)$ $\leq$ $\{(\tilde{y}-\tilde{v}/2)+(\tilde{v}-v^{k})/2+(r^{k}-\tilde{r})\}^{\mathit{1}^{}}(x^{k}-v^{k}/2)$.
$(\tilde{x}-\tilde{v}/2)^{\mathit{1}’}(y^{k}’-v^{k}/2)$ $\leq$ $\{(\tilde{x}-\tilde{v}/2)+(\tilde{v}-v^{k\mathit{1}’ k})/2\}(y-v^{k}/2)$
and
$(\tilde{y}-\tilde{v}/2)^{\mathit{1}}(xk-v/k)+(’\tilde{x}-\tilde{v}/2)\mathit{1}2(yk-vk/2)\leq\alpha$.





for every $\dot{i}\in N$ and $k$ . Thus the bounded set
$\{(x, y)\in \mathrm{R}^{2n} : x\geq\gamma e, y\geq\gamma e, (\mathrm{c}\tilde{/}-\grave{v}/2)\mathit{1}’ x+(’\grave{x}-\tilde{v}/2)^{\mathit{1}’}y\leq c\mathrm{f}+\beta’\}$
contains $\{(x^{k}, y^{k})\}$ for eveiy sufficiently large $k$ . $\mathrm{w}1_{1}\mathrm{i}\mathrm{c}\mathrm{h}$ contradicts $||(x^{k}, y^{k})||arrow\infty$ . $\mathrm{I}$
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Remark 2.4. Lemma 2.3 ensures that the CP $\mathrm{f}\mathrm{f}\mathrm{i}\cdot \mathrm{i}\mathrm{s}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{f}\mathrm{r}\mathrm{o}\mathrm{I}\iota 1$ LP satisfies Condition 2.2. Here we
observe sonle conditions which have been $\mathrm{i}_{\mathrm{I}\mathrm{I}1}\mathrm{p}\mathrm{o}\mathrm{s}\mathrm{e}\mathrm{d}$ so far to analyze the interior-point algoritllIns
for the $\mathrm{C}\mathrm{P},$ $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}_{\mathrm{C}\mathrm{O}\mathrm{I}\mathrm{n}}\mathrm{P}\mathrm{a}\mathrm{r}\mathrm{e}$ tlleIn with the condition above. Let us define.
$\mathrm{z}\iota’$ : $\mathrm{R}_{+}^{2n}arrow \mathrm{R}_{+}^{n}$ .
$\tau\iota’(x.y)=(xi\tau Ji\cdot x_{2}\tau J\underline{‘ r}\ldots., Xnl/n)^{\mathit{1}^{l}}$
$U’$ : $\mathrm{R}_{+}^{2n}arrow \mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}^{n}$ ,
$U’(x, y):=(u’(x, y).r(u.x.y))$ .
$\mathrm{h}_{1}$ the $1$) $\mathrm{a}\mathrm{p}\mathrm{e}\mathrm{r}[21],$ tlle authors used the following condition and showed that tlle condition $1_{1}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$
if Condition 1.3 does:
Condition 2.5.
(i) The rnapping $f$ is a $P_{0}- fur\iota Ction$, i.e., for $every_{X^{1}}.x^{2}‘\in \mathrm{R}^{n}$ with $x^{1}\neq x^{2}$ the $7^{\cdot}e$ exists an
index $\dot{i}$ such that
$\prime x_{i}^{1}\neq x_{i}^{\mathit{2}}$
‘
and $(\prime x_{i}^{1}-x_{i}’)2(fi(x)1-fi(X^{\underline{)}}‘))\geq 0$ .
(ii) There exists a feasible-interio$\gamma$.-point $(x.y)$ of the $CP,$ $i.e.$ ,
$(x.y)>0$ and $y=f(x)$ .
(i\"u) $U^{\prime-1}\{D$ ) $:=\{(x.y)\in \mathrm{R}_{+}^{2n}‘.. : U’(x, y)\in D’\}$
is $b_{o’u\prime r}ded$ for eve$r^{\sim}yc\mathrm{o}rr\iota pact$ subset $D’$ of $\mathrm{R}_{+}^{n}\mathrm{x}r(\mathrm{R}_{+^{n}+}^{2}‘)$ .
In view of Leltllna 1.4. we can see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$(\prime x, y)\in \mathrm{R}_{+}^{2n}‘$ , $U’(x, y)=(\overline{u}’’.\overline{r})$
if and only if
$U(\overline{u}^{t}.x.y)=(\overline{ll}’.0.\overline{r})’$ .
By $\mathrm{u}\mathrm{s}\mathrm{i}\mathrm{I}$ this relation. it is easy to see that Condition 2.5 holds whenever Condition 2.2 does.
However, $\mathrm{t}1_{1}\mathrm{e}$ converse is Ilot obvious. hi linear cases, i.e., tlie Inapping $f$ is given by $f(x)=$
$Mx+q$ with an $r\iota \mathrm{x}r\iota$, Inatrix $M$ and an $r\iota.$-diIIleIlsional vector $q$ . $\mathrm{t}1_{1}\mathrm{e}$ next $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ llxq been
proposed in [22]:
Condition 2.6.
(i) Tlte mat$7^{\vee}ixM$ is a $P_{0}$ -matrix, $i.e.$ , for eve$r*yx^{1}.x^{2}\in \mathrm{R}^{n}$ with $x^{1}\neq x^{2}$ there $ex$ists an index
$i$ such that ..
$\prime x_{i}^{1}\neq x_{i}^{2}$ and $(x_{i}^{1}-x^{2}i)M(x_{i}-1x’)i2\geq 0$ .
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. .
Figure 2: Some relationships aIrlong $\mathrm{t}1_{1\mathrm{e}\mathrm{C}}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{S}$.
(ii) $The’\cdot e$ exists a $feas\dot{i}ble$ -inte$7^{u}ior$-point $(\prime x.y)$ of the $CP$, i.e.,
$(\prime x. y)>0a7\iota dy=f(x)$ .
$(\mathrm{i}\ddot{\mathrm{n}})$ $S_{+}(t):=\{(x, y)\in \mathrm{R}_{+}^{2n} : y=M\prime x+q, x^{j^{}}y’\leq t\}$
is bounded $f\dot{o}r$ eve$7^{\vee}yt\geq 0$ .
It is also e$ksy to see that Condition 2.2 holds if $f$ is linear and Condition 2.6 holds. KojiIna et al.
[22] $\mathrm{s}\mathrm{l}_{\mathrm{l}\mathrm{O}\mathrm{W}}\mathrm{e}\mathrm{d}\mathrm{t}1_{1}\delta \mathrm{t}$ the monotone and linear $\mathrm{C}\mathrm{P}$, i.e., $\mathrm{t}1_{1}\mathrm{e}$ Inatrix $M$ of $f$ is positive seIIli-definite,
satisfies $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ condition. In addition. $\mathrm{K}\mathrm{a}\mathrm{n}\mathrm{z}\mathrm{o}\mathrm{w}[18]$ derived an interesting result $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{c}\mathrm{e}\mathrm{r}\mathrm{I}\mathrm{l}\mathrm{i}_{\mathrm{I}}$ tlle
relationship between Condition 1.2 and Condition 2.6: If we enforce a Inore strict requireIneIlt
sucll $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ tlle set $S_{+}(t)$ is bounded for eveIy $q\in \mathrm{R}^{n}$ and for $\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{I}\gamma t\geq 0$ on Condition 2.6.
then the enforced condition is equivalent to Condition 1.2. See Figure 2 in which the discussion
above is suItlIrlg$\cdot$ized.
Note that by (iii) of LeIllma 2.1. we can easily obtain $\mathrm{t}1_{1}\mathrm{e}$ following leInIna which will be
often used in the further discussions:
Lemma 2.7. If Condition 2.2 holds then
$U^{-1}(D):=\{(u, x, y)\in \mathrm{R}_{+^{\mathrm{X}}}^{n}\mathrm{R}^{2n} : U(u, x, y)\in D\}$
is bounded for every $bo$unded subset $D$ of $\mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}$ .
$\mathrm{h}_{1}$ the $\mathrm{r}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{i}_{\mathrm{I}1}\mathrm{d}\mathrm{e}\mathrm{r}$ of $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ section we $\mathrm{s}\mathrm{l}_{1}\mathrm{o}\mathrm{w}$ that $\mathrm{t}1_{1\mathrm{e}\mathrm{I}\mathrm{I}}1\mathrm{a}_{\mathrm{I}^{)}\mathrm{P}\mathrm{g}U}\mathrm{i}\mathrm{n}$ gives a $\mathrm{h}_{0\mathrm{m}\mathrm{e}\mathrm{o}}\mathrm{I}\mathrm{n}\mathrm{o}\mathrm{I}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{S}\mathrm{I}\mathrm{r}1$ .
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Lemma 2.8. Assume that (i) of Condition 2.2 holds. Then the rnapping $U$ is $one- t_{\mathit{0}}$ on
$\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2n}$ .
Proof.$\cdot$ $\mathrm{A}\mathrm{s}\mathrm{s}\mathrm{U}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}$ on the contraIy that
$U(u^{1}.x^{1}.y^{1})=U(u^{22}.x.y^{2}‘)$
for some distinct $(u^{1}.x^{1}, y^{1})$ and $(\prime u^{2}.x^{2}.y^{2})$ . By $\mathrm{t}1_{1}\mathrm{e}$ definition of the mapping $U$ , we can
assuIrle that $u^{1}=u^{2}‘=\overline{u}\alpha\iota \mathrm{d}x^{1}\neq x^{2}$ . Let us define
$(\overline{u},\overline{v},\overline{r}):=U(\overline{l\iota}.\prime x^{11}, y)=U(\overline{u}, x^{22}.y)$.
Then we obtain that
$f(x^{1})-f(X)2-y=y^{12}$ ,
$(x_{i}^{1}-\overline{v}i/2)(y_{i}^{1}-\overline{v}i/2)=(x_{i}^{2}-\overline{v}i/2)(y_{i}^{2}.-\overline{v}_{i}/2)=\overline{u}_{i}>0$ . (2)





Here we IIlay&ssuIrle without loss of generality tllat
$\prime x_{k}^{1}-\overline{v}_{k}/2>\prime x_{k}^{2}‘-\overline{v}_{k}/2>0$ .
and it follows that
$y_{k}^{1}-\overline{v}_{k}\sim./2\geq y_{k^{-}}^{2}\overline{v}k/2>:\mathrm{o}$ .
This contradicts tlle equality (2). I
Lemma 2.9. $Ass$nrne that (i) and (iii) of Condition 2.2.






$(.\hat{u}. \hat{X}_{\backslash }\hat{l}/)\mathrm{L}\mathrm{e}\mathrm{t}(\overline{u}.\overline{v}\overline{\gamma\cdot})\in \mathrm{R}^{\backslash }n++\in \mathrm{R}^{n}‘ \mathrm{x}_{\mathrm{S}}V(\mathrm{R}^{n}\mathrm{x}\mathrm{R}2n)\mathrm{x}\mathrm{R}\mathrm{u}\mathrm{C}\mathrm{h}\iota_{n}+\mathrm{t}11\mathrm{a}+\mathrm{t}$
. Since $(\overline{v},\overline{r})\in V(\mathrm{R}_{++}^{n}-\mathrm{x}\mathrm{R}^{2n}‘).$ tllere exists a
$(\hat{x}_{i}-\overline{v}_{i}/2)(\hat{y}_{i^{-}}\overline{v}_{i}/2)=\mathrm{e}^{\wedge}\iota_{i}(\dot{i}\in N)$.
$\hat{y}=f(_{\hat{X}})+\overline{r}$ .
Consider the $\mathrm{f}\mathrm{a}\mathrm{I}\mathrm{I}\dot{\mathrm{u}}\mathrm{l}\mathrm{y}$ of equatioIls with $\mathrm{t}\mathrm{l}\iota \mathrm{e}$ pararneter $\theta\in[0,1]$
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$U((1-\theta)\hat{u}+\theta_{\overline{ll}},x, y)=((1-\theta)\hat{u}+\theta\overline{u}.\overline{v}.\overline{r})$ and $(x, y)\in \mathrm{R}^{2n}$ . (3)
Let $\overline{\theta}\leq 1$ be the supreIIluIrl of the $\hat{\theta}’ \mathrm{s}$ such that (3) $1_{1}\mathrm{a}\mathrm{s}$ a solution for every $\theta\in 1^{\mathrm{o}.\hat{\theta}}$].
Then there exists a sequence $\{(x^{k}.y^{k,k}\theta)\}$ of the system (3) such tllat $1\mathrm{i}\mathrm{I}\mathrm{n}karrow \mathrm{o}\mathrm{e}\theta^{k}=\overline{\theta}$ . $\mathrm{S}\mathrm{i}_{\mathrm{I}1}\mathrm{C}\mathrm{e}$
$((1-\theta)\hat{u}+\theta\overline{\mathrm{z}\iota},\overline{v},\overline{r})$ lies in tlle $\mathrm{C}\mathrm{O}\mathrm{I}\mathrm{n}_{1^{)\mathrm{a}}}\mathrm{C}\mathrm{t}$ subset
$D=\{(1-\theta)\hat{u}+\theta\overline{u},\overline{v},\overline{r\cdot}) : \theta\in 1^{\mathrm{o}.1}]\}$
of $\mathrm{R}_{+}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ . $(\mathrm{i}\mathrm{i}\mathrm{i})$ of Condition 2.2 ensures $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\{(x^{k}.y^{k})\}$ is bounded. $\mathrm{T}\mathrm{l}\iota \mathrm{u}\mathrm{s}$ we
may $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{U}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}$ that there exists a $\mathrm{p}\mathrm{o}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}(\overline{x}.\overline{y})$ such that $(x^{k}.y^{k})arrow(\overline{x}.\overline{y})$ . Note $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}(\overline{X}.\overline{l/}.\overline{\theta})$
satisfies (3) by $\mathrm{t}\mathrm{l}\iota \mathrm{e}\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{i}_{\mathrm{I}}1\mathrm{u}\mathrm{i}\mathrm{t}\mathrm{y}$ of $\mathrm{t}1_{1}\mathrm{e}$ mapping $U$ . Hence if $\overline{\theta}=1\mathrm{t}1_{1}\mathrm{e}\mathrm{n}\mathrm{t}1_{1}\mathrm{e}$ desired $\mathrm{I}^{\cdot}\mathrm{e}\mathrm{s}\mathrm{u}\mathrm{l}\mathrm{t}$





It follows from LeItlIna 2.8 that $\mathrm{t}1_{1}\mathrm{e}$ Inapping $U$ is local $\mathrm{h}\mathrm{o}\mathrm{I}\mathrm{t}\mathrm{l}\mathrm{e}\mathrm{o}\mathrm{I}\iota 1\mathrm{o}\mathrm{r}1$)$11\mathrm{i}_{\mathrm{S}\mathrm{m}}$ at $((1-\overline{\theta})’\hat{u}+\overline{\theta}\overline{u},\overline{x}.\overline{y})$
(See the doIrlain invariance theoreIn [42]). This iIIlplies that the systeIIl (3) has a solution for
eveIy $\theta$ sufficiently close to $\overline{\theta}$ , which contradicts the definition of $\overline{\theta}$ . Thus $\mathrm{t}1_{1}\mathrm{e}$ assertion (i) is
obtaiIled. Note that $\mathrm{t}\iota_{1\mathrm{e}\ \mathrm{S}\mathrm{e}}\eta \mathrm{I}\mathrm{t}\mathrm{i}0\mathrm{n}(\mathrm{i})\mathrm{i}\mathrm{I}\mathrm{t}11^{)}1\mathrm{i}\mathrm{e}\mathrm{S}\mathrm{t}1_{1\mathrm{e}}$ relation of inclusion
$U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{J}n}‘)\subset \mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++^{\mathrm{x}}}^{n}\mathrm{R}^{2}‘ n)$ .
$\mathrm{s}\mathrm{i}_{\mathrm{I}\iota}\mathrm{C}\mathrm{e}$ we $\mathrm{i}_{\mathrm{I}\mathrm{r}1}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{l}\mathrm{y}$ see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$U(\mathrm{R}_{++}^{n}.\mathrm{x}\mathrm{R}^{\mathit{2}n}‘)\supset \mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++^{\mathrm{x}}}^{n}\mathrm{R}^{\mathit{2}}‘ n\rangle$ .
tlle assertion (\"u) is also obtained. 1
$\mathrm{T}1\iota \mathrm{U}\mathrm{s},$ $\mathrm{t}1_{1}\mathrm{e}$ Inapping $U$ is $\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{e}- \mathrm{t}_{0- \mathrm{O}}$ ne on the $0_{1^{)\mathrm{e}\mathrm{n}}}$ subset $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ of $R^{Sn}(\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{a}2.8)$
and the $\mathrm{i}_{\mathrm{I}}\mathrm{n}\mathrm{a}\mathrm{g}\mathrm{e}U(\mathrm{R}_{++^{\mathrm{X}}}n\mathrm{R}‘)\underline{\lambda}n$ is given by $\mathrm{R}_{++^{\mathrm{X}}}^{n}V(\mathrm{R}^{n}++\mathrm{x}\mathrm{R}^{2n}‘)$ ( $(\mathrm{i}\mathrm{i})$ of LeItlIIla 2.9) if (i) and
(\"ui) of Condition 2.2 hold. The following theorem follows $\mathrm{f}\mathrm{i}\cdot \mathrm{o}\mathrm{m}\mathrm{t}1_{1}\mathrm{e}$ doniain inv$\cdot$a$\mathrm{I}\mathrm{i}_{\mathrm{A}1}\mathrm{C}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{o}\Gamma \mathrm{e}\mathrm{I}\mathrm{r}\mathrm{l}$
[42] $)$ . $l$ .
Theorem 2.10. Assurne that (i) and (iii) of Condition 2.2 hold. Then the rnapping $U$ maps
$\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$
‘
onto $\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{J}n}‘)l_{lorneorn}o\gamma\sim phically$ .
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3 The existence of the trajectory
Let $(\overline{u}.\overline{v}.’\overline{r})\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})=\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)$ And define
$\overline{W}:=\{\theta(\overline{l\iota},\overline{v},\overline{r})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘ : \theta\in(0.1]\}$ .
We have already seen that $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{n}-^{\mathrm{x}\mathrm{R}_{+}}n\subset U(\mathrm{R}_{++^{\mathrm{x}\mathrm{R})}}^{1l}2?1=\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}\mathcal{R}\mathrm{x}\mathrm{R}^{2}n)$ if (i) of
Condition 2.2 holds ( $\mathrm{L}\mathrm{e}\mathrm{I}\iota \mathrm{l}\mathrm{I}\mathrm{t}\mathrm{l}\mathrm{a}\mathrm{s}2.1$ and 2.9) and $U$ IIlaps $\mathrm{R}_{++^{\mathrm{x}\mathrm{R}^{2n}}}n$ onto $\mathrm{R}_{++}^{n}\mathrm{X}V(\mathrm{R}^{n}\mathrm{R}^{2}++^{\mathrm{x}}n)$
$\mathrm{h}_{\mathrm{o}\mathrm{n}1}\mathrm{e}o\mathrm{I}\mathrm{n}\mathrm{o}\mathrm{I}\mathrm{p}\mathrm{h}\mathrm{i}\mathrm{c}\mathrm{a}$lly (Theorem 2.10). Thus. if Condition 2.2 holds then for $\mathrm{e}\mathrm{v}\mathrm{e}\mathrm{I}\gamma(\overline{\mathrm{c}\iota},\overline{v},\overline{r})\in$
$\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}$ , tlle subtrajectory :.
$U^{-1}(\overline{W})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$
exists.
Moreover. if the niore strict condition, Condition 1.3 ( $\mathrm{t}1_{1}\mathrm{e}$ monotone CP $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$ a feasible-
$\mathrm{i}_{\mathrm{I}1}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0}\mathrm{r}$ -point). holds then we can see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ the trajectoIy exists for evelY $\{\overline{u},\overline{v}.\overline{r})\in U(\mathrm{R}_{++}^{n}\mathrm{x}$
$\mathrm{R}^{2n}‘)=\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)$ . We first $\mathrm{s}\mathrm{l}_{\mathrm{l}\mathrm{O}\mathrm{W}}$ the following leItlIIla.
Lemma 3.1. Assurne that (i) of Condition 1.3 holds, $\dot{i}.e.$ , the problern is a rnonotone $CP$. Let
$(’\overline{u}^{11},\overline{v},\overline{r}^{1}),$ $(\overline{u}^{\underline{y}}‘,\overline{v}^{2}‘.\overline{r}‘)2\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)--\mathrm{R}\dotplus^{l}+\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ and defin $\mathrm{e}$
$(u(\theta). v(\theta). r(\theta)):=(1-\theta)(_{\overline{‘}}’\iota^{1},\overline{v}^{1}.\overline{r}^{1})+\theta(’\overline{u}^{2}‘,\overline{v},\overline{r}2‘ 2)$
$f\mathrm{o}r$ every $\theta\in 1^{\mathrm{o}.1}$ ] . $ConSider$. the set
$\mathcal{P}((\overline{\prime\iota\iota}^{1}.\overline{v}1.\overline{r}^{1}), (\overline{\tau l},\overline{v}2‘arrow J.\overline{r}^{2}))$
$:=$ { $(u,$ $x.y)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ : $U(?l.X,$ $y)=(u(\theta),$ $v(\theta).r(\theta))fo7^{\cdot}$ sorne $\theta\in[0.1]$ }
Then there exists a bounded set $\Lambda((’\overline{u}^{1},\overline{v}^{11}.\overline{r})$ . $(\overline{u}^{2}‘,\overline{v}^{2},\overline{\prime r})2)$ such that
A $((\overline{\prime\iota\iota}^{1}.\overline{v}^{1}.\overline{r}^{12}), (\overline{\prime u},\overline{v},\overline{r}22))\subset \mathcal{P}((\overline{l\iota}1,\overline{v}^{1},\overline{r}^{1}). (\overline{\tau\iota}^{2}.\overline{v},\overline{r}^{2})2)$
.
for eve $7^{\sim}y(’\overline{u}^{1},\overline{v}^{1},\overline{r}^{1}),$ $(’\overline{u}^{2}.\overline{v}^{\dot{\mathit{2}}}‘,\overline{r}^{2})\in U(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2}n)=\mathrm{R}_{++^{\mathrm{X}}}^{n}V(\mathrm{R}^{n}++\mathrm{x}\mathrm{R}^{2n}‘)$.
Proof: Let $(\overline{\mathrm{z}\iota}^{111}.\overline{v}.\overline{r}),$ $(\overline{u}^{2}‘. \overline{v}^{2}.\overline{r^{2}})\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ and consider the line segment
$\tilde{W}:=$ $\{(u(\theta).v(\theta). r(\theta)) : (u(\theta), v(\theta).r(\theta))=(1-\theta)(\overline{u}^{1}.\overline{v}.\overline{r}^{1}1)+\theta(\overline{\tau\iota}^{2}‘. \overline{v}^{2},\overline{r}^{2}), \theta\in[0.1]\}$ .
Suppose that $(?\iota(\theta).v(\theta), r\mathrm{t}\theta))\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ for soIne $\theta\in[0.1]$ . $\mathrm{T}\iota_{1\mathrm{e}\mathrm{I}}1$ . by tlle definition





We cfeilote $\mathrm{t}1_{1}\mathrm{e}$ point $(u(\theta\rangle.’\dot{x}(\theta), l/1\theta))$ with $\theta=0$ by $(\overline{\mathrm{t}l}^{1}.\overline{x}^{1}.\overline{\mathrm{q}^{1}J})$ and the one with $\theta=1$ by
$(’\overline{u}^{2}‘.\overline{X}^{2},\overline{1}/^{\mathit{2}}‘)$ , respectively. .
Let us $\mathrm{a}\mathrm{s}\mathrm{s}\mathrm{U}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{e}$ that we llave two points $(u(\theta^{1}), v(\theta^{1}),$ $r(\theta^{1})),$ $(u(\theta^{2}), v(\theta 2),$ $r(\theta’2))$ for SOIIle
$\theta^{1},$ $\theta^{2}\in[0,1]$ both ofwhich belong to the set $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2}n)$ . Define $(u^{1}.\prime x^{1}.y^{1}):=(u(\theta^{1}), x(\theta 1).y(\theta^{1}))$
and $(\prime u^{2}.x^{2}.y^{2}):=(u(\theta^{2}), x(\theta^{2}).y(\theta^{2}))$. $\mathrm{T}1_{1}\mathrm{e}$ monotonicity of $\mathrm{t}1_{1}\mathrm{e}$ mapping $f\mathrm{i}_{\mathrm{I}\mathrm{I}1}\mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{S}$ that
$0$ $\leq$ $(\prime x^{1}-\prime x^{\underline{J}}.)\mathit{1}\{f(X1)-f(X)2\}$
$=$ $(\prime x^{1\underline{\lambda}}-\prime x‘)^{\mathit{1}}\{(y^{11}-r\cdot)-(y^{\underline{\prime}2}.-\gamma\cdot)\}$
$=$ $(x^{1}-x^{2})^{p}’\{(y^{1\underline{\prime}}-y‘)-(7^{\cdot}1-r\cdot 2)\}$
$=$ $(x^{1}-X^{\underline{J}}‘)\mathit{1}’(y^{1}-y^{\underline{y}}‘)-(x^{12}-x)^{\mathit{1}’}(r\cdot-1r^{2}.)$. (5)




















Now we consider $\mathrm{t}1_{1}\mathrm{e}$ following two special cases. First, let $\theta^{1}=0$ and $\theta^{2}‘=\theta$ . Then by (4) and
by $\mathrm{t}1_{1}\mathrm{e}$ definition $(u(\theta), v(\theta).r(\theta))$ , we see that
$(\overline{l}/^{11}-\overline{v}/2)^{\mathit{1}^{}}[X(\theta)-\{(1-\theta)\overline{v}^{1}+\theta\overline{v}^{2}‘\}/2]+(\overline{x}^{1}-\overline{v}^{1}/2)^{\mathit{1}’}1y(\theta)-\{(1-\theta)\overline{v}^{1}+\theta\overline{v}^{2}\}/2]$
$\leq$ $e^{\mathit{1}_{\overline{u}}’1}’+e^{\mathit{1}}.\{(1-\theta)’\overline{\iota\iota}^{1}+\theta’\overline{u}^{2}\}-\theta^{\underline{J}}‘||\overline{v}-1\overline{v}|2|^{2}‘/4$
$+\theta(\overline{v}^{1}-\overline{v}‘)^{\mathit{1}’}\underline{J}\{(_{\overline{X}}1-X(\theta))+(\overline{l}/^{1}-y(\theta))\}/2-\theta(\overline{r\cdot}-1‘ 2\overline{r})^{\mathit{1}^{t}}(\overline{x}^{1}-X(\theta))$ . {7)
Second: let $\theta^{1}=1$ and $\theta^{2}‘=\theta$ . Then,












$\gamma_{1}$ $:=$ $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{x}\dagger\overline{x}_{ii}^{1}-\overline{v}^{1}/2.\overline{/}\mathrm{c}_{ii}^{1}-\overline{v}^{1}/2.\overline{x}_{ii}^{2}-\overline{v}^{2}/2,\overline{l}/^{2}i-\overline{v}^{2}i/2(i\in N)\}>0$,
$\gamma_{2}$ $:=$ $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{X}\{||\overline{x}^{1}-\overline{v}^{1}/2||. ||\overline{\tau}/^{1}-\overline{v}1/2||. ||\overline{x}^{2}-\overline{v}^{2}’/2||. ||\overline{l}/^{2}‘-\overline{v}2/2||\}>0$,
$\gamma_{3}$
. $:=$ $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{X}\{||\overline{v}^{1}||. ||\overline{v}^{2}‘ \mathrm{I}|\}\geq 0$,
$\gamma_{4}$ $:=$ $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{a}\mathrm{x}\{e^{\mathit{1}}\overline{l\iota}.e1\mathit{1}^{_{\overline{l\iota}}}‘ 2\}$ .
Then we can see that
$(\gamma 1e)^{\mathit{1}’}x(\theta)+\{\gamma 1e)^{\mathit{1}’}y(\theta)\leq\gamma_{5}$ (9)









for every $\dot{i}\in N$ . $\mathrm{T}\}_{1\mathrm{U}\mathrm{S}}.$ tlle point $(^{e}u(\theta), X(\theta),$ $y(\theta))$ lies in the bounded set
$\Lambda((_{\mathrm{t}\iota.\overline{v}.\overline{r}^{1}}^{arrow 11}), (’\overline{u}^{22},\overline{v},\overline{r}‘)2)$ $:=$ { $(u.x.y)\in \mathrm{R}_{+}^{n}+\mathrm{x}\mathrm{R}^{2n}$ : $(\gamma_{1}e)^{\mathit{1}_{X+}}’(\gamma_{1}e)\prime \mathit{1}y\leq\gamma 5$ .
$(x.y)\geq\gamma 6(e.e),$ $u=(1-\theta)’\overline{u}^{1}+\theta\overline{u}^{2}‘$ . $\theta\in[0,1]\}$ .
1
Theorem 3.2. Assume that (i) of Condition 1.3 holds, $i.e.$ , the $proble\tau n$ is a rnonotone $CP$.
Then the irnage $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}2n)=\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{+}n\mathrm{R}^{2}+\mathrm{x}‘ n)$ of $U$ on $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$
‘
is an open $c\mathrm{o}$nvex
$S’ub_{Se}t$ of $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘$ .
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Proof: Let $(\overline{u}^{1}.\overline{v}^{1.1},\overline{r}).(\overline{u}^{2}‘,\overline{v}^{2}.\overline{r}^{2})\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2f\iota})$ and consider the line $\mathrm{s}\mathrm{e}\mathrm{g}_{\mathrm{I}}\mathrm{u}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{t}$
$\tilde{W}:=\{(u(\theta), v(\theta),r(\theta)) : (u(\theta), v(\theta).r(\theta))=(1-\theta)(\overline{u}.\overline{v},\overline{r}^{1}11)+\theta(_{\overline{ll}}‘ 2.2\overline{v}.\overline{r}‘ 2). \theta\in[0.1]\}$.
Let
$\Theta:=\{\theta\in[0.1] : (u(\theta), v(\theta), r(\theta))\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)\}$
and define
$\theta^{*}:=\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{f}\{\theta\in\Theta:[\theta.1]\in\ominus\}$.
Since $1\in$ , by the openness of the set $U(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2}‘ n)=\mathrm{R}_{++}^{n}\mathrm{X}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2}n)$ (see Leuunas
2.1 $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}2.9$ ). we hlow that $\theta^{*}<1$ and $\theta^{*}\not\in\Theta$ . If $\theta<0$ then $(u(\theta), v(\theta),$ $r(\theta))\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2}n)$
for eveIy $\theta\in[0,1]$ and the convexity follows. AssuItle on $\mathrm{t}1_{1}\mathrm{e}\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{I}\ddot{\mathrm{y}}\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\theta^{*}\geq 0$ . Let
$\{\theta^{k}\in(\theta^{*}.1]\}$ be a sequence converging to $\theta^{*}$ . Then for every $k=1.2\ldots.,$ $\mathrm{t}1_{1\mathrm{e}}\mathrm{r}\mathrm{e}$ exists a point
$(u^{k}, x^{k}.y^{k})$ such that $U(u^{k}.v^{k}.r^{k})=(u(\theta^{k}).v(\theta^{k}), r(\theta^{k})).$ By $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{I}\mathrm{u}\mathrm{n}\mathrm{a}3.1$ . $(\prime u^{k}x^{k}.y^{k}:)$ lies $\dot{\mathrm{N}}1$
a bounded set A $((’\overline{u}^{1},\overline{v}^{1}.\overline{r}^{1}).(’\overline{\iota\iota},\overline{v}\overline{r}^{2})22,)$ for every $k.$ HeIlce we Inay $\mathrm{d}6\mathrm{S}\mathrm{U}\mathrm{I}\mathrm{n}\mathrm{e}$ without loss of
generality $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\{(u^{k}, x^{k}, y)k\}$ converges to soIne $(\overline{\mathrm{e}\iota}.\overline{x}.\overline{y})$ . By the continuity of $\mathrm{t}1_{1\mathrm{e}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{a}}\nu \mathrm{I}^{\mathrm{J}}\mathrm{i}\mathrm{I}\iota \mathrm{g}$




$\mathrm{w}\mathrm{h}\mathrm{i}_{\mathrm{C}}\}1\mathrm{i}_{\mathrm{I}}\mathrm{n}_{1})1\mathrm{i}\mathrm{e}\mathrm{s}$ that $(n(\theta^{*}).v(\theta^{*}).r(\theta^{*}))\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2}n)$ and $\theta^{*}\in\Theta$ which contradicts $\theta^{*}\not\in \mathrm{O}-$ .
Thus we llave $\mathrm{s}\iota \mathrm{l}\mathrm{o}\mathrm{w}\mathrm{I}\mathrm{l}$ that $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ is COIlVeX. 1
$\mathrm{T}\mathrm{l}\iota \mathrm{u}\mathrm{s}$ , we are ready to show the following Inain theoreIn of $\mathrm{t}1_{1}\mathrm{i}_{\mathrm{S}}\mathrm{s}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ .
Theorem 3.3. (I) Assume that Condition 2.2 holds. Let $(\overline{u},\overline{v},\overline{r})=(\overline{u},\overline{v}.\overline{r})\in \mathrm{R}^{n}\mathrm{x}\mathrm{R}^{n}\mathrm{R}_{+}++-\mathrm{X}n$
and $\overline{W}=\{\theta(\overline{u}.\overline{v},\overline{r})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{\mathfrak{n}} : \theta\in(0,1]\}$ .
(i) For every $\theta\in(0,1]$ , the systern $U(u, x_{:}y)=\theta(\overline{\tau\iota},\overline{v},\overline{r})l\iota as$ a unique solution $(u(\theta), X(\theta),$ $y(\theta))$
which is $cont_{\dot{i}}l\iota \mathit{0}ls$ in $\theta$ . Hence $U^{-1}(\overline{W})for\gamma nS$ a subtrajectory.
(ii) The subtrajectory $\{(u(\theta).X(\theta), y(\theta)) : \theta\in(0.1]\}$ is $bounded_{:}$. hence there is at least
one $limitir\iota g$ point of $(u(\theta).X(\theta), y(\theta))$ as $\thetaarrow 0$ .
$(\mathrm{i}\ddot{\mathrm{n}})$ Every lirniting point of $(x(\theta), y(\theta))$ is a solution of $tl\iota eCP$ .
(iv) If $f$ is a linear rnapping of the $for\cdot rnf(X)=Mx+qtl\iota en(x(\theta).y(\theta))$ converyes to a
solution of the $CP$ as $\thetaarrow 0$ .
(II) $A_{SSur}re$ tllat the Condition 1.S holds. Then the above assertions $(i)-(iv)$ in (I) hold even
if we replace the set $\mathrm{R}^{n}\mathrm{X}\mathrm{R}^{n}++-\mathrm{X}\mathrm{R}n+$ by $tl\iota e$ set $U(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{2}‘ n)=\mathrm{R}_{++}^{n}\mathrm{X}V(\mathrm{R}^{n}\mathrm{R}^{2}++^{\mathrm{x}}‘ n)\supset$
$\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}$ .
Proof: (I): By (ii) of Lemma 2.1. we observe that
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$\theta(\overline{u},\overline{v}.\overline{r})\in\overline{W}\subset \mathrm{R}^{n}++\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}\subset \mathrm{R}_{++}^{n}\cross V(\mathrm{R}_{++^{\mathrm{x}}}^{n}\mathrm{R}‘ 2n)=U(\mathrm{R}_{+}^{n}+\mathrm{x}\mathrm{R}^{2n}‘)$
for every $\theta>0$ . Hence $\mathrm{t}1_{1}\mathrm{e}$ assertion (i) follows froIIl $\mathrm{L}\mathrm{e}\mathrm{I}\iota \mathrm{l}\mathrm{I}\mathrm{n}\mathrm{a}2.9$ . If we take $D=\{\theta(\overline{l\iota},\overline{v}.\overline{r})$ :
$0<\theta\leq 1\}$ tlleIl by LeIIlIrla 2.7. the set
$U^{-1}(D)=\dagger$ ( $\mathrm{z}l.$ X. $y$) $\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘$ : $U(u.x, y)\in D\}=\{(u(\theta).\prime x(\theta).y(\theta)):0<\theta\leq 1\}$
is bounded. Tllus we obtain (\"u). Let us show $\mathrm{t}1_{1}\mathrm{e}$ assertion (iii). By tlle continuity of $\mathrm{t}1_{1}\mathrm{e}$
Inapping $U$ if $(\tau\iota.x, y)$ is $\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{I}\iota \mathrm{g}$ point of $(u(\theta), x(\theta),$ $y(\theta))$ tllen $\mathrm{W}\mathrm{e}1_{1\mathrm{a}}\mathrm{V}\mathrm{e}U(u, x, y)=(0,0, \mathrm{o})$ .
By the $\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}_{\mathrm{I}1}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{I}1$ of the InappiIlgs $u,$ $v.r$ , we have
$(x,y)\geq 0$ , $x_{i^{l}/i}=^{\mathrm{o}}(\dot{i}\in N)$ . $y=f(x)$
whicll $\mathrm{i}\mathrm{I}\iota 1\iota$)$\mathrm{l}\mathrm{i}\mathrm{e}$ tllat $(x.y)$ is a $\mathrm{c}\mathrm{o}\mathrm{I}\iota \mathrm{l}\mathrm{p}\mathrm{l}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{d}\mathrm{L}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{t}\mathrm{y}$ solution. Tlle assertion (iv) follows froIn a
similar $\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{C}\mathrm{u}\mathrm{s}\mathrm{s}\mathrm{i}\mathrm{o}\iota 1\mathrm{w}\mathrm{h}\mathrm{i}_{\mathrm{C}}1_{1}$ can be seen in the $\mathrm{I}^{\mathrm{J}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}}$of Theorem 4.4 of [21].
(II): By Theorein 3.2, $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}2n)$ is a convex set and $\mathrm{O}\in U(\mathrm{R}_{++}^{n}\cross \mathrm{R}2n)$ uIlder CoIlditioIl
2.2. We can prove (II) similarly as in tlle proofs of $(\mathrm{i})-(\mathrm{i}\mathrm{v})$ of (I). 1
4 A class of methods for tracing the trajectory
$\mathrm{h}_{1}$ the remainder of $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ paper, we use the $\mathrm{s}\mathrm{y}_{\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{b}}\mathrm{o}1z$ and $w$ to denote the triplets $(\prime u, x, y)\in \mathrm{R}^{S?1}$
‘
and $(u.v.r)\in \mathrm{R}^{Sn}$ . $\mathrm{r}\mathrm{e}\mathrm{S}\mathrm{p}\mathrm{e}\mathrm{C}\mathrm{t}\mathrm{i}_{\mathrm{V}}\mathrm{e}\mathrm{l}\mathrm{y}.\sim$
$\mathrm{s}_{\mathrm{u}_{\mathrm{I}^{\mathrm{J}}\mathrm{P}^{\mathrm{o}\mathrm{s}\mathrm{e}}}}$ that CoIldition 2.2 $1_{10}1\mathrm{d}\mathrm{S}$ . Let us clloose a point $\overline{w}=(\overline{u}.\overline{v},\overline{r})$ from t\‘ile set $\vee \mathrm{R}_{++}^{n}\mathrm{x}$
$V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ if Condition 1.3 $1_{1}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$ . and otllerwise $\mathrm{f}\mathrm{r}0\mathrm{I}\mathrm{n}\mathrm{t}1_{1}\mathrm{e}$ set $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}\mathrm{w}1_{1}\mathrm{i}_{\mathrm{C}}11$ is a
subset of $\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{+}?\iota \mathrm{x}\mathrm{R}^{2}+‘ n)$ . Define $\overline{W}:=\{\theta\overline{w} : \theta\in(0,1]\}$ . Then $U^{-1}(\overline{W})\subset \mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}^{\mathit{2}n}$
‘
$\mathrm{f}\mathrm{o}\mathrm{I}^{\cdot}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{s}$ a subtrajectory leading to a solution of the CP (cf. Tlleorem 3.3). Based on $\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ fact,
we propose a class of iterative $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\iota \mathrm{h}\mathrm{o}\mathrm{d}\mathrm{S}$ for tracing the subtrajectory $U^{-1}(\overline{W})$ that involves
$\bullet$ the merit function
$\psi(z):=\overline{w}^{\mathit{1}}’ U(z)’/||\overline{w}||^{2}$, (10)
$\bullet$ a suitable $\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{l}_{\mathrm{l}\mathrm{b}}\mathrm{o}\mathrm{r}\mathrm{h}\mathrm{o}0\mathrm{d}C$ of $\mathrm{t}1_{1}\mathrm{e}$ trajectory which confiIles tlle generated sequence in a
bounded set.
$\bullet$
. the Newton direction to the systeIn of equations
$U(z’)=\beta\psi(z)\overline{w}$ (11)
with a constant $\beta\in(0.1)$ at a point $z$ .
$\bullet$ an inexact line $\mathrm{s}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{c}1_{1}\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{C}\mathrm{e}\mathrm{d}\mathrm{u}\mathrm{I}^{\cdot}\mathrm{e}$.
First, we $\mathrm{i}_{\mathrm{I}\mathrm{n}_{\mathrm{P}^{0\mathrm{S}}}}\mathrm{e}$ the $\mathrm{f}\mathrm{o}\mathrm{l}\mathrm{l}\mathrm{o}\mathrm{W}\mathrm{i}_{\mathrm{I}}\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{I}\mathrm{l}\mathrm{o}\mathrm{I}1$the $\mathrm{I}\mathrm{f}\mathrm{l}\mathrm{a}_{\mathrm{P}1\mathrm{g}f}$)$\mathrm{i}\mathrm{n}$ :
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Condition 4.1. The rnapping $f$ is continuously $d\dot{i}fferer\iota tiable$ on $\mathrm{R}^{n}$ .
$\mathrm{T}1_{1}\mathrm{e}\mathrm{n}$ we obtain the following results on $\mathrm{t}1_{1}\mathrm{e}$ Jacobian Inatrix $DU(\tau\iota, x, y)$ of the Irlapping $U$ .
Lemma 4.2. $A_{b^{r}S}\prime urne$ that (i) of Condition 2.2 and Condition 4.1 hold, $i.e.,$ $f$ is a continuously
differentiable $P_{0}$ -function.
(i) The Jacobian $\tau natri\prime xDf(\prime x)$ is a $P_{0}$ -rnatrix at every $x\in \mathrm{R}^{n}$ .
(ii) The Jacobian $rnat7^{\sim}iXDU(u.x, y)$ is given by
$DU(?.x.y)=-$
$wl\iota ere$





for every $(u.x, y)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}$ .
(iii) $0<1-(x_{i}-\mathrm{c}/\dot{?})d_{i}<2$ , $0<1+(x_{i}-yi)di<2$
and $I-(X-\mathrm{Y})D$ and $I+(X-\mathrm{Y})D$ are positive diagonal $rratr^{\sim}iceS$ for every $(z)\in$
$\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\mathit{2}n}‘$ .
(iv) $DU(u.x, y)$ is a $3n\mathrm{x}3r\mathrm{t}\cdot nonsirlg\prime ularrrat7^{\cdot}ix$ for $ever\cdot y(\tau\iota.x, y)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘$ .
$P7\mathit{0}\mathit{0}f.\cdot$ (i): The $\mathrm{p}\mathrm{r}o$of $\mathrm{h}\mathrm{x}\mathrm{s}$ been given $\mathrm{i}\mathrm{I}\mathrm{l}$ LeIIlIna 5.4 of [21].
(ii): RecaU $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ tlle function $v_{i}$ is given by
$\prime v_{i}(Z)=(_{X}i+8/i)-\sqrt{(x_{i^{-\mathit{1}}}/i)^{2}+4ui}$
for eveIy $i\in N$ . We $\mathrm{C}\mathrm{d}_{\mathfrak{l}}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{a}$sily see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$\frac{\partial v_{i}}{\partial u_{j}}$ $=$ $\{$
$0$ $(i\neq j)$ ,
$-2/\sqrt{(x_{i}-\tau_{i}/)^{\underline{\prime}}+4u_{i}}$ $(_{\dot{i}}=j)$ ,




$1-(_{X_{i}}’-\mathrm{e}/i)/\sqrt{(x_{i}-l/i)^{2}+4_{l}\iota i}$ $(i=j)$ ,
$\frac{\partial v_{i}}{\partial\tau/j}$ $=$ $\{$
$0$ $(i\neq j)$ .
$1+(x_{i}-\mathrm{t}/i)/\sqrt{(_{X_{i^{-l}}}/i)^{z}+4u_{i}}$ $(i=j)$ .
for every $(u.x, y)\in \mathrm{R}_{++}^{7l}\mathrm{x}\mathrm{R}^{\underline{r}_{n}}$ . By $\mathrm{t}1_{1}\mathrm{e}$ definition of $d$ . we obtain the asssertion (ii). (iii): It
follows $\mathrm{f}\mathrm{i}_{0}\mathrm{I}\mathrm{I}1$ a direct calculation. (iv): It is known tllat the $2n\mathrm{x}2n\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{t}_{\mathrm{I}\mathrm{i}}\mathrm{x}$
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( $-MD_{x}$ $D_{y,I}$ ) .
is $\mathrm{n}\mathrm{o}\mathrm{n}\sin_{\mathrm{b}^{r}}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r}$ for every positive diagonal matrices $D_{x}$ . $D_{y}$ if $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$ oIlly if the Inatrix $M$ is a $P_{0^{-}}$
Inatrix (see, e.g.. Lenuna 4.1 of $\mathrm{K}\mathrm{o}\mathrm{j}\dot{\mathrm{N}}\mathrm{n}\mathrm{a}$, Megiddo, $\mathrm{N}\mathrm{o}\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{v}_{0}\mathrm{S}\iota\dot{\mathrm{u}}\mathrm{S}\mathrm{e}$). Thus by tlle&ssertioIl
(i) the Inatrix
is $\mathrm{n}\mathrm{o}\mathrm{I}\mathrm{l}\sin_{8}\prime \mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r}$ for eveIy $(z)\in.\mathrm{R}_{++^{\mathrm{x}}}^{n}\mathrm{R}^{2n}:‘$ fflld.. so is $\mathrm{t}\mathrm{h}\mathrm{e}\sim$
,
Jacobian $\mathrm{I}\mathrm{t}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{I}^{\cdot}\mathrm{i}_{\mathrm{X}}D(z)$ . 1
Remark 4.3. It sllould be noted that TheoreIn 2.10 $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}(\mathrm{i}\mathrm{v})$ of $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{n}\mathrm{a}4.2$ ensure that $U$ Inaps
$\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\mathit{2}n}$ onto $U(\mathrm{R}_{++^{\mathrm{X}\mathrm{R})}}^{n}\underline{J}n=\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}n\mathrm{R}^{2}++^{\mathrm{X}}n)\mathrm{d}\mathrm{i}\mathrm{f}\mathrm{f}\mathrm{e}\mathrm{o}\mathrm{I}\mathrm{r}1_{\mathrm{o}\mathrm{I}}\mathrm{p}1_{1}\mathrm{i}\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{l}\mathrm{y}$ under Conditions
2.2 and 4.1.




with a $\beta\in(0.1)$ . Define
$H_{ui}$ $:=$ $\{w\in \mathrm{R}^{3n} : \overline{w}^{\mathit{1}}’ w\leq||’\overline{w}||‘ 2\}$ . (13)
$H_{+}$ $:=$ $\{w\in \mathrm{R}^{\mathrm{s}n} : \overline{w}^{\mathit{1}}’ w\geq 0\}$ . (14)
Here we introduce a condition on the neighborhood $C$ and then $\mathrm{d}\mathrm{e}\mathrm{s}\mathrm{c}\mathrm{I}^{\cdot}\mathrm{i}\mathrm{b}\mathrm{e}$ our algorithrn. We
will give a proof of its global convergence and some exaIIlples of tlle neighborhoods $\mathrm{s}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}}\mathrm{f}\mathrm{i}r\mathrm{i}_{\mathrm{I}\mathrm{l}}\mathrm{g}$
the condition in the succeeding sections. .
Condition 4.4.
(i) $\overline{W}\subset \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}C\subset C\subset H_{+}$ .
(ii) Let us define
$\zeta\}:=C\cap H_{u}’.$ . (15)
Then $\zeta$ } is a $co7np‘\iota ct$ subset of
$U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘)\cup\{0\}=(\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{\lambda}n}))\cup\{0\}$ .
(iii) For eve $r^{\sim}y$ sequence $\{z^{k} : k=1,2. . . .\}-\subset \mathrm{f}l_{f}\psi(zk)arrow 0$ implies, $U(z)karrow 0$ (see $(\mathit{1}\theta)$ for the
$definiti_{\mathit{0}}.n$ of $tl\iota efi-\iota cti\mathit{0}n.\psi$)
$.\backslash \cdot$ . $-$ .: $\backslash \cdot,-$ . ‘ $.\dot{\mathrm{t}}$ .: .- ‘ $-..$ , $.<$ . $-$ ...
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(iv) $Let/f\in(0,1)$ be given and let $z$ be a point such that $U(z)\in\dot{\mathrm{u}}$nt$C\cap H_{u\prime}.$ . Then there $e\prime xistS$ a
positive nurnber $\tilde{\alpha}$ and a continuous and decreasing function $p:[0.\tilde{\alpha}1arrow[0.1]$ such that $p(\mathrm{O})=1$
and
$U(z+\alpha\Delta Z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{t}l$ , (16)
$\psi(_{Z+\alpha}\Delta Z)\leq p(\alpha)\psi(z)$ (17)
for $ever^{\sim}y\alpha\in(0,\tilde{\alpha})$ . Here $\Delta z$ is the Newton (lirection at $z$ satisfying (11).
Now we $\mathrm{r}\cdot \mathrm{e}$ ready to $\mathrm{P}^{\Gamma 0}1^{)\mathrm{O}}\mathrm{s}\mathrm{e}$ our algoritlun. $\mathrm{h}_{1}\mathrm{t}1_{1}\mathrm{e}$ algoritlun below. the step length $\overline{\alpha}$ is
detenriined by an inexact line $\mathrm{s}\mathrm{e}\mathrm{a}\mathrm{r}\mathrm{c}\}_{1}$ procedure which finds the smallest noIulegative $\mathrm{i}_{\mathrm{I}1}\mathrm{t}\mathrm{e}\mathrm{g}\mathrm{e}\mathrm{r}l$
suc..h t.hat
$U(_{Z+\delta^{l}}\Delta z)\in \mathrm{i}\mathrm{n}\mathrm{t}\mathrm{I}l$ , (18)
$\psi(_{Z+\delta^{\iota\iota}}\Delta \mathcal{Z})\leq p(\delta)\psi(_{Z)}$ . (19)
Here $\delta\in(0.1)$ is a constant and $\delta^{l}$ is tlle $l\mathrm{t}1_{1}$ power of $\delta$ . The $\mathrm{f}\mathrm{i}\mathrm{I}\dot{\mathrm{A}}\mathrm{t}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{n}\mathrm{r}\mathrm{l}\mathrm{i}_{\mathrm{I}}1\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ of the line
search procedure in $\mathrm{s}_{\mathrm{t}}\mathrm{e}_{\mathrm{I}^{\mathrm{J}3}}$ is ensured $\mathrm{b}\mathrm{y}(\mathrm{i}\mathrm{V})arrow$ of Condition 4.4.
.:
Algorit $\mathrm{h}\mathrm{m}$ . . . ..
Step $0$ . Let $z^{1}:=U^{-1}(\overline{w}),$ $\psi 1:=\psi(z^{1}),$ $\beta\in(0.1)$ and $k:=1$ .
Step 1. If $U(z^{k})=0$ then stop. OtheIwise, let $z:=z^{k}$ and $\psi:=\psi^{k}$ .
Step 2. Compute the Newton direction $\Delta z$ which is the unique solution of (11).
.





Step 4. Replace $k$ by $k+1\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}.$ g-..O. to Step.l.
5 Global and monotone convergence of the algorithm
$\mathrm{I}\mathrm{i}\mathrm{l}\mathrm{t}1_{1}\mathrm{i}\mathrm{s}$ sectioIl. we show $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ the sequence generated by our $\mathrm{a}_{0\Gamma}\mathrm{i}\mathrm{t}\mathrm{h}_{\mathrm{I}}\mathrm{r}1$ globally and Inonotoni-
cally converges to a solution of the CP if Conditions 2.2. 4.1 and 4.4 hold.
Theorem 5.1. $S$uppose that Conditions 2.2, 4.1 and 4.4 hold. Let $\{(z^{kk}.\psi)\}\subset$ f2 $\mathrm{x}[0_{!}1]$ be a
sequence generated by the algo $\gamma\sim itl\iota rn$ described in Section 4.
(i) $Tl\iota e$ sequence $\{\psi^{k}\}$ is rnonotonically decreasing and converges to $0$ as $karrow\infty$ .
(ii) The $s\mathrm{e}q\prime uence\{(z^{k}.’\ell \mathit{1}\prime^{k})=(u^{k}.x^{k}.yk.\psi^{k})\}$ is bounded and every lirniting point of $\{(x^{k}.y^{k})\dagger$
is a $sol\prime uti_{on}$ of the $CP$.
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Proof.$\cdot$ (i): We can easily see that $’\psi_{J}^{k}>\emptyset^{k+1}(k=1,2, \ldots)$ by constmction of $\mathrm{t}1_{1}\mathrm{e}\mathrm{a}\iota_{\mathrm{g}_{\mathrm{o}\mathrm{r}}}\mathrm{i}\mathrm{t}11\mathrm{m}$
$\mathrm{a}\mathrm{I}\iota \mathrm{d}$ by (iv) of Condition 4.4. Hence the sequence $\{\psi^{k}\}$ is IIloIlotonically decreasing. $\mathrm{S}\mathrm{i}_{\mathrm{I}1}\mathrm{C}\mathrm{e}$
$\psi^{k}\geq 0(k=1,2, \ldots)$ (see (i) of Condition 4.4 .Ald tlle definition (10) of $\psi$). there exists a
$\tilde{\psi}\geq 0_{\mathrm{S}\mathrm{u}\mathrm{c}}\iota 1\mathrm{t}\iota_{1\mathrm{a}\mathrm{t}\psi^{k}}rightarrow\tilde{\psi)}$. If $\tilde{\psi}=0$ tllen we obtain tlle desired result. $\mathrm{S}\mathrm{u}_{\mathrm{P}\mathrm{P}}..0\mathrm{S}\mathrm{e}$ tllat $\tilde{\psi}>0$ .
$\mathrm{D}_{-}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{n}\mathrm{e}$ a $\mathrm{C}\mathrm{O}\mathrm{I}\iota 1\mathrm{P}^{\mathrm{a}\mathrm{c}\mathrm{t}}$ set $\zeta^{\sim}$}
$\zeta^{\sim}1:=\{w\in\zeta l:\tilde{\psi}||\overline{w}||^{2}‘\leq\overline{w}^{\mathit{1}}w\leq\psi 1||\overline{w}||^{2}\}$ .
Note that $\zeta^{\sim}$} $\subset U(\mathrm{R}_{+}^{ll}\mathrm{R}^{2}+^{\mathrm{X}}n)$ since $0\not\in\zeta^{\sim}$} (see (iii) of condition 4.4). Tllus. by TheoreIn 2. $10$ .
the set $U^{-1}(\ddagger^{-}l)$ containing the sequeIlce $\{z^{k}\}$ is a $\mathrm{C}\mathrm{O}\mathrm{I}\iota 1\mathrm{P}^{\mathrm{a}\mathrm{c}\mathrm{t}}$ subset of $\mathrm{R}_{++}^{n}\mathrm{x}V(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2l}’)$ .
Taking a subsequence if IleCesSr$\cdot$y, we IIlay assultle $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}\{z^{k}\}$ converges to SOIIle $\tilde{z}\in U(\zeta^{\sim}l)$ .
It is easy to see that $\tilde{\psi}=\overline{w}^{\mathit{1}}’ U(\tilde{z})/||\overline{w}||^{\mathit{2}}‘$ . Moreover, by (iv) of Condition 4.4, there exists a
$\mathrm{I})\mathrm{o}\mathrm{s}\mathrm{i}\mathrm{t}\mathrm{i}\mathrm{v}\mathrm{e}$ IluInber $\tilde{\alpha}.\mathrm{r}1\mathrm{d}$ a continuous and decreasing function $p$ such that for every $\alpha\in(0.\tilde{\alpha})$ ,
$U(_{\tilde{Z}+\alpha}\overline{\Delta}Z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}\zeta l$.
$’\sqrt J(\tilde{z}+\alpha\tilde{\Delta}z)<p(\alpha)’\psi_{(Z}’)$ .
Here (ii) of LeItlIrla 4.2 ensures that
$\dot{\mathrm{t}}1_{1}\mathrm{e}$ Jacobian Inatrix $DU(z)$ is nonsingular and continuous
at $z=\tilde{z}$ . $\mathrm{T}\mathrm{l}\dot{\mathrm{u}}\mathrm{s}$ iIIlplies that the Newton direction $\Delta z^{k}$ generated at the $k\mathrm{t}1_{1}$ iteration coIlverges
to $\tilde{\Delta}z.$ Tllerefore. for a IloIulegative integer $l$ such $\mathrm{t}\iota_{1\mathrm{a}\mathrm{t}}\delta^{l}\in(0,\tilde{\alpha})$, we have
$U(z^{k}+\delta^{l}\Delta Z)k\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}\zeta l$ .
$\psi(z^{k}+\delta\iota\Delta_{Z})k<p(\delta^{l})^{\psi(}z^{k})$
for evely sufficiently large $k$ . Let $l^{k}$ be the nonnegative integer $\mathrm{d}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{l}\cdot \mathrm{I}\mathrm{r}\mathrm{l}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{d}$ at Step 3 of the
$k\mathrm{t}\mathrm{h}$ iteration in tlle algorithm. Then, for eveIy sufficiently large $k$ , we see that $l\mathrm{k}\leq l$ and





which contradicts $\mathrm{t}1_{1}\mathrm{e}$ fact $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ the sequence $\{\psi^{k}\}$ converges to $’\sqrt J\sim>0$ .
(ii): By $\iota 1_{1\mathrm{e}\mathrm{a}\mathrm{S}\mathrm{s}\mathrm{e}\mathrm{I}}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}(\mathrm{i})$ above and (iii) of Condition 4.4, we $1_{1}\mathrm{a}\mathrm{v}\mathrm{e}$
$1\mathrm{i}_{\mathrm{I}\mathrm{I}1}U(z^{k})=0$ .
$karrow \mathrm{o}\mathrm{e}$
Since the sequence $\{U(z^{k})\}$ is bounded, so is the sequence $\{z^{k}\}$ by $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{n}\mathrm{a}2.7$. Therefore, by
the continuity of tlle IIlapp U. we see that $U(\tilde{z})=0$ for any linliting point $\tilde{z}$ of the sequence
$\{z^{k}\}$ . 1
6 Some examples of the neighborhood $C$
Suppose that Condition 2.2 llolds. $\mathrm{h}\iota$ view of $\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{n}\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{S}2.1$ and 2.9, tlle set $\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}$ is
a subset of $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$ . By using this fact, we propose two examples for tlle $\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{l}_{1}\mathrm{b}_{\mathrm{o}\mathrm{r}}\mathrm{I}\mathrm{l}\mathrm{o}\mathrm{o}\mathrm{d}$
$C$ to satisw Condition 4.4
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Let $\overline{z}=(\overline{u},\overline{x}.\overline{\tau J})$ be a $\mathrm{I}^{\mathrm{J}\mathrm{o}\mathrm{i}\mathrm{t}}\mathrm{n}$ satisfying $U(z^{1})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n}$ . In fact, it is not
difficuIt to find sucll a point: Let $\tilde{z}=(i^{\vee}\iota.\tilde{x},\tilde{i}/)$ be an $\mathrm{a}\mathrm{r}\mathrm{b}\mathrm{i}\mathrm{t}\Gamma\alpha \mathrm{y}$ point of $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n}‘$ . Even if
$U(\tilde{z})\not\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}n--\mathrm{x}\mathrm{R}_{++}^{n}$ . we may choose a $(dv.d^{l}r)\in \mathrm{R}^{\underline{J}n}$‘ so that
$((\tilde{x}_{i}-(\overline{v}_{i}+dv_{i})/2), ((\tilde{i}/i+dr_{i})-(\tilde{v}_{i}+dv_{i})/2))>0(\dot{i}\in N)$ .
$\tilde{\mathrm{z}}/+dr=f(\tilde{x})+(\tilde{r}+d\prime r)$ .
$\tilde{v}+dv<0$ . $\tilde{\gamma\cdot}+dr>0$ .
By setting
$’\overline{\iota\iota}_{i}$ $=$ $((’\tilde{x}_{i}-(\tilde{v}_{i}+dv_{i})/2)((\tilde{i}_{i}/+dr_{i})-(\tilde{v}_{i}+dv_{i})/2))>0(i\in N)$ .
$\overline{x}$ $=$ $\tilde{x}$ .
$\overline{l/}$ $=$ $\tilde{\tau}/+dr$
we obtaiIl a $\mathrm{I}$) $\mathrm{o}\mathrm{i}\mathrm{n}\mathrm{t}_{\overline{Z}}$ wllich satisfies $U(\overline{z})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n}$.
We consider $\mathrm{t}\iota \mathrm{l}\mathrm{e}\mathrm{f}011_{\mathrm{o}\mathrm{w}\mathrm{i}\mathrm{g}}\mathrm{I}\mathrm{l}$ two types of neighborhoods:
$C_{1}(\tau)$ $:=$ $\{w\in \mathrm{R}^{3n} : ||w-(\overline{w}^{\mathit{1}}’ w/||\overline{w}||^{2})\overline{w}||\leq\tau(\overline{w}^{\mathit{1}}’ w’/||\overline{w}||^{2})\}$ (20)
$C_{2}(\tau_{u}, \tau_{v’\gamma}\tau.)$ $:=$ { $w=(u.v.r\cdot)\in \mathrm{R}_{+}^{n}\mathrm{x}\mathrm{R}_{-}^{n}\mathrm{x}\mathrm{R}_{+}^{n}$ : (21)
$u\geq\tau_{u}(e^{\mathit{1}}\tau\iota \mathrm{t}/r\iota,)e$, $v\leq\tau_{v}(e^{\mathit{1}}’ v’./r\iota,)e$. $r\geq\tau_{r}(e^{\mathit{1}^{}}r\cdot/r\iota,)e\}$ (22)
$\mathrm{w}\mathrm{i}\mathrm{t}\mathrm{l}\iota \mathrm{p}\mathrm{r}\cdot \mathrm{a}\mathrm{I}\iota \mathrm{l}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{S}\mathcal{T},$ $\tau_{u’ v}\tau.\mathcal{T}r\in(0.1)$ . It is easy to see that
$\overline{W}\subset \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}C_{1}(\mathcal{T})\subset C_{1}(\tau)\subset H_{+}$
for eveIy $\tau\in(0,1)$ (see (14) for the definition of $H_{+}$ ), and for every $\overline{w}\in 1\dot{\mathrm{R}}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n}$ .
$C_{2}$‘ $(\tau_{u}. \tau_{v}.\tau_{l}.)\subset(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n})\cup\{0\}$
and hence






then we can observe $\iota 1\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{t}1_{1}\mathrm{e}$ following $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\iota \mathrm{i}_{\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{S}}$ llold:
$C_{1}(\tau)\subset(\mathrm{R}_{++^{\mathrm{X}}}^{n}\mathrm{R}_{-}^{\iota}-\mathrm{x}\mathrm{R}_{++}^{n})\cap\{0\},\overline{W}\subset \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}c,2(\mathcal{T}\mathrm{u}’ \mathcal{T}_{v}.\tau,.)$ .
Let us consider the set $\zeta$) given by (15) in two. $\mathrm{C}\mathrm{A}^{*}:\mathrm{e}\mathrm{S}’.\mathrm{C}\mathrm{a}_{\mathrm{L}}*i\mathrm{e}:C=C_{1}(\tau)$ fflld $\mathrm{c}_{\mathrm{a}\mathrm{S}}\mathrm{e}:C=$
$C_{2}‘(\tau_{u\cdot v’\gamma}\tau \mathcal{T})$ . In $\mathrm{e}\mathrm{a}\mathrm{c}1_{1}$ case, $\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{I}\dot{\mathrm{u}}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{n}}$ of the neighb$\mathrm{o}\mathrm{r}1_{10}\mathrm{o}\mathrm{d}\mathrm{d}\mathrm{J}\mathrm{l}\mathrm{d}\mathrm{t}1_{1\mathrm{e}}$ relation $c_{2()}\tau_{u}.$tauv’ $\mathcal{T}r\subset$
$\mathrm{R}_{++^{\mathrm{X}\mathrm{R}_{-}}-}^{n}n\mathrm{x}\mathrm{R}_{++}^{n}\cup\{0\}$ ensures that
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$\bullet$ the set $\zeta l$ is a compact subset of $\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}n--\mathrm{x}\mathrm{R}_{++}^{n}\cup\{0\}$ whenever the $1$) $\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{e}\mathrm{I}\mathrm{S}$ satisfy
the above relations,
$\bullet$ and lleIlce $\psi(z)karrow 0\mathrm{i}\mathrm{I}\mathrm{r}\iota \mathrm{p}\mathrm{l}\mathrm{i}\mathrm{e}\mathrm{s}U(z)karrow 0$ for eveIy sequence $\{z^{k} : k=1.2, \ldots\}\subset\Omega$ (see (10)
for $\mathrm{t}\mathrm{l}\iota \mathrm{e}$ defiIlition of the fiuiction $\psi$).
Thus we obtain the lerruna below:
Lemma 6.1. Suppose that Condition 2.2 holds. Let $\overline{w}=(\overline{ll},\overline{v},\overline{r})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n}$ and
define
$-$
$\overline{\tau}:=\mathrm{I}\mathrm{I}\dot{\mathrm{u}}\mathrm{I}1\dagger|\overline{w}_{i}|$ : $\dot{i}=1.2\ldots$ . , 3 $r\iota$ }.
$\overline{\tau}_{u}:=n\mathrm{I}\mathrm{I}\dot{\mathrm{u}}\mathrm{n}\{\overline{l\iota}i:i\in N\}/(e^{\mathit{1}}’\overline{l\iota})$ , (23)
$\overline{\tau}_{v}:=n\mathrm{I}\mathrm{n}\mathrm{a}\mathrm{x}\{\overline{v}_{i^{\mathrm{r}}}.\dot{i}\in N\}/(e^{\mathit{1}}’\overline{v})$,
$\overline{\tau,}$. $:=n\mathrm{I}\mathrm{n}\mathrm{i}\mathrm{n}\{\overline{r}i;i\in N\}/(\ell^{\mathit{1}’}\overline{r})$.
Then the neighborhoods $C_{1}(\tau)$ and $C_{2}‘(\tau_{u\cdot v}\tau.\tau,.)$ given by $(\mathit{2}\theta)$ and (21) satisfy the requirernents
(i) $-(iii)$ of Condition 4.4 $wl_{lene}ver\tau\in(0,\overline{\tau}),$ $\tau u\in(0.\overline{\tau}_{u}),$ $\tau_{v}\in(0.\overline{\tau}_{v})$ and $\tau_{1}$. $\in(0,\overline{\mathcal{T}_{?}}\cdot)$ .
To show that these $\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{b}_{0}\mathrm{r}1_{1\mathrm{o}\mathrm{o}\mathrm{d}}\mathrm{s}$ dso satisfy $\mathrm{t}1_{1}\mathrm{e}$ requirement (iv) of Condition 4.4, we use
$\mathrm{t}^{\frac{}{\mathrm{h}}}\mathrm{e}$ leIIuna below.
Lemma 6.2. Assume that Conditions 2.2 and 4.1 hold. Let $z\in \mathrm{R}_{++}^{n}..\mathrm{x}\mathrm{R}^{2n}$
‘
and $\Delta z$ be the
Newton direction satisfying (11) with a [$f\in(\mathrm{O}, 1)$ . Define
$\alpha^{*}$
$:=$ $\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{a}\mathrm{x}\{\alpha\in[0.1.]_{:}.z+\alpha\Delta z\in \mathrm{R}_{+^{\mathrm{X}}\dagger}^{n}\mathrm{R}^{2n}$. (24)
$g(\alpha)$ $:=$ $(g_{u}(\alpha).g_{v}(\alpha),g,.(\alpha))$
$:=$ $U(z+\alpha\Delta Z)-U(Z)-\alpha DU(Z)\Delta_{Z}$ (25)
for every $\alpha\in 1^{\mathrm{o}.\alpha^{*}}$ ]. Then
(i) $aarrow 01\mathrm{i}\mathrm{I}\mathrm{n}||g(\alpha)|1/\alpha=0$ .
(ii) $U(z+\alpha\Delta z)=(1-\alpha)U(Z)+\alpha(\beta\psi(Z)\overline{w}+g(\alpha)/\alpha)$
for eve$\tau y\alpha\in(0.\alpha^{*}]$ ,
(i\"u)
$\psi(_{Z+\alpha}\Delta z)$ $\leq$ $(1- \alpha)\psi(Z)+\alpha\{\beta\psi(Z)+\frac{||g(\alpha)||}{\alpha||\overline{w}||}\}$
..
for $ever\cdot y\alpha\in(0, \alpha^{*}]$ .
(iv) Define .$\cdot$
$\alpha_{\psi}$ $:=$ $\mathrm{S}\mathrm{u}_{1^{)\{[\alpha^{*}}}\alpha\in\prime \mathrm{o}.)$
$’$. $||g(\alpha)|\{/\alpha<(1-\beta)\psi.(Z)||\overline{w}||/2$







(v) Let $\tau\in(0.1)$ be a constant and let $z$ be a point such that $U(z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}C_{1}(\tau)$ . Define
$\alpha_{1}$ $:=$ $\sup\{\alpha’\in\iota 0,$ $\mathrm{C}\mathrm{r}^{*}$) : $(2+\tau/||\overline{w}||)||g(\alpha)||/\alpha<\tau\beta\psi(z)$
for every $\alpha\in(0.\alpha^{;}1\}$ .
Then
$0<\alpha_{1}\leq C\mathrm{f}^{*}\leq 1$ (27)
and
$U(z+\alpha\Delta z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}c_{1}(\mathcal{T})$
for every $\mathrm{c}\mathrm{x}\in(0, ‘\nu_{1})$ .
(vi) Let $\tau_{u},$ $\tau_{v\cdot r}\mathcal{T}\in(0,1)$ be constants and let $z$ be a point such that $U(z)\in \mathrm{i}_{\mathrm{I}1}\mathrm{t}C2(\tau_{u}.\tau_{v}.\tau,.)$.
Define
$\alpha_{\underline{\lambda}}$








$U(z+\alpha\Delta Z)\in \mathrm{i}\mathrm{n}\mathrm{t}C2(\tau_{u\cdot v’ f}\tau \mathcal{T}.)$
for eve $7^{\sim}y\alpha\in(0, \alpha_{2})$ .
Here $tl\iota e$ neighborhoods $C_{1}(\tau)$ and $C_{2}‘(\mathcal{T}_{u}.\tau\tau v".)$ are given by (20) and (21), respectively.
63
$Pr\mathit{0}of.\cdot$ It $\mathrm{s}\mathrm{l}_{1}\mathrm{o}\mathrm{u}\mathrm{l}\mathrm{d}$ be noted that $\alpha^{*}>0$ . Tlle assertion (i) follows froIn $\mathrm{t}1_{1}\mathrm{e}\mathrm{C}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{i}_{\mathrm{I}}1\mathrm{u}\mathrm{o}\mathrm{U}\mathrm{s}$
differentiability of the mapping $U$ . By tlle definition (25) of $g$ and $\mathrm{t}\mathrm{l}\iota \mathrm{e}$ Newton equation (11).
we cffll see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$U(z+\alpha\Delta Z)=U(Z)+\alpha DU(_{Z})\Delta z+g(\alpha)$ ,
$U(z)+t\mathrm{x}DU(z)\triangle z=(1-\alpha)U(_{Z)\beta|\mathit{1}\prime}+r\mathrm{p}’(z)\overline{w}$
for every $\alpha\in[0.\mathrm{c}\chi^{*}]$ . $\mathrm{T}1_{1}\mathrm{u}\mathrm{s}$ , we obtain (ii) and, $[_{)}\mathrm{y}$ the definition (10) of $\psi$ , tltat
$\tau\beta(z+\alpha\Delta z)\mathrm{c}$ $=$ $(1-\alpha)\psi(_{Z})+\alpha\{\beta\tau \mathit{1}j(z)+\overline{w}^{\mathit{1}}’ g((\chi)/(\alpha||\overline{w}||^{2}‘)\}$
$\leq$ $(1-\alpha)\theta||\overline{w}||^{\underline{y}}‘+\alpha\{\beta\theta||u^{-})||‘ 2+||g(\alpha)||/(‘ \mathrm{x}||\overline{w}\})\}$
for every $\gamma\chi\in[0, \alpha^{*}]$ .
$\mathrm{T}1_{1}\mathrm{e}$ inequalities (26), (27) and (28) follows froIIl (i) and $\mathrm{t}1_{1}\mathrm{e}$ &ssuInptioIl on $z$ , i.e., $U(z)\in$
$\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}C1^{\mathcal{T}}\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}/\mathrm{o}\mathrm{r}U(z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}C_{2}(\tau_{u’ v’?}\tau \mathcal{T}\cdot)$.
The definition of $\alpha_{\psi}$ guarantees $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$‘ \frac{||_{J}(\alpha)||}{\alpha||\overline{w}||}<(1-\beta)’‘ \mathit{1}’(Z)/2$
for every $\alpha\in(0.\alpha\psi).$ Tllus, (iv) is $01$) $\mathrm{t}\mathrm{a}\mathrm{i}_{\mathrm{I}}1\mathrm{e}\mathrm{d}$ by $\mathrm{t}1_{1}\mathrm{e}$ relation (iii).
Also, it follows froIn $\mathrm{t}1_{1}\mathrm{e}\mathrm{d}\mathrm{e}\mathrm{f}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{t}\mathrm{i}_{\mathrm{o}\mathrm{I}1}$of $\alpha_{\psi’}$, that






for eveIy $\alpha\in(0.\alpha_{1})$ . Hence we see that
$/f’\sqrt)(_{Z)\overline{w}}+p‘(\alpha)/\alpha\in \mathrm{i}_{\mathrm{I}1}\mathrm{t}C1(\tau)$ .
$\mathrm{S}\mathrm{i}_{\mathrm{I}1}\mathrm{C}\mathrm{e}U(z)\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}c_{1\mathrm{t}\tau)}$ . $1-\alpha\geq 0$ and $\mathrm{c}\mathrm{x}>0,$ $(\mathrm{v})\mathrm{f}\mathrm{o}\mathrm{l}1_{0}\mathrm{W}\mathrm{c}\aleph \mathrm{f}\mathrm{i}\cdot \mathrm{o}\mathrm{I}\mathrm{n}$ tlle relation (ii).




Since $\overline{w}\in \mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}c‘ 2(\tau\tau\tau u’ v’ r)$ . we $\iota_{1\mathrm{a}\mathrm{V}}\mathrm{e}$
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$\beta’\psi(z)(’\overline{\{\iota}-\tau(e’\overline{\{\iota}\mathit{1}’/r\iota)e)>0$ .




$(\mathrm{I}\mathrm{t}\dot{\mathrm{p}}\mathrm{I}1i\in 4\backslash ’\{\beta’|\mathit{1}J(_{Z)}(’\overline{\iota l}_{i^{-}}\tau_{u}(e^{\mathit{1}}"\overline{\iota l}/\gamma\iota.))\}-(1+\tau)||gu(c\mathrm{X})||/\alpha)e$
$>$ $0$
for every $\alpha\in(0.\alpha_{2})$ . $\mathrm{h}_{1}$ a similar way, we obtain $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$
$/f? \mathit{1}^{)(}z)\overline{v}+gv((\mathrm{x})/\alpha-\tau\frac{e^{\mathit{1}}’\beta?\mathit{1}^{\mathrm{z}}(Z)\overline{v}+(Jv(\alpha)/cf}{r\iota}v,e<0$
,
$\beta’\iota \mathit{1}\text{ }(\mathcal{Z})\overline{\tau\cdot}+_{Jr}C(\mathrm{C}1)/\alpha-\mathcal{T}_{r}^{\cdot}\frac{e^{\mathit{1}}/f\tau \mathit{1})(\mathcal{Z})\overline{r}+q\sim’.(\alpha)/cf}{n}e<0$
for eveiy $\alpha\in(0, \mathrm{c}\mathrm{x}\underline{‘\prime})$. $\mathrm{T}1_{1\mathrm{U}}\mathrm{s}(\mathrm{v}\mathrm{i})$ follows froIn the definitions of $\alpha_{\underline{J}}$. and $\mathrm{t}1_{1}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{l}_{1}\mathrm{b}\mathrm{o}\mathrm{r}11\mathrm{o}\mathrm{o}\mathrm{d}$
$C_{2}‘(\tau_{u}.\tau_{v\gamma}, \mathcal{T}\cdot)$ . 1
The next $\mathrm{t}\mathrm{h}\mathrm{e}0\mathrm{r}\mathrm{e}\mathrm{I}\mathrm{n}$ is $\mathrm{t}1_{1}\mathrm{e}$ desired result of this section. $\mathrm{w}1_{1}\mathrm{i}\mathrm{c}11$ can be derived $\mathrm{i}\mathrm{i}\cdot \mathrm{o}\mathrm{m}\mathrm{L}\mathrm{e}\mathrm{I}\mathrm{I}\mathrm{u}\mathrm{n}\mathrm{a}\mathrm{s}$
$6.1$ and 6.2.
Theorenl 6.3. Suppose $tl\iota atc_{\mathrm{o}rl}d\prime it\prime i_{\mathit{0}}n\mathit{2}.\mathit{2}$ holds. Let $\overline{w}=(’\overline{\iota\iota},\overline{v}.\overline{r})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}_{--}^{n}\mathrm{x}\mathrm{R}_{++}^{n}$ and
let $\beta\in(0,1)$ be a $co7lSta\gamma\iota t$ . $Cl\iota \mathrm{o}oSetl\iota epa7ur\prime ete7^{\cdot}S\mathcal{T},$ $\tau_{u},$ $\tau_{v\mathrm{z}}$ and $\tau_{r}$ as in Le $7rrrla\mathit{6}.\mathit{1}$ . $Tl\iota e\mathit{7}\iota$
both of $tl\iota er\iota eighbo7^{\cdot}l\iota \mathit{0}od_{Sc_{1}}(\mathcal{T})$ and $C_{2}(\tau_{\iota p}, \mathcal{T}\mathcal{T})v\cdot?.$ satisfy Condition 4.4.
$Tl\iota erle\prime iC\prime l\iota borl_{l\mathit{0}}\mathit{0}dc1(\tau)$ satisfies (iv) of $tl\iota e$ condition with $\tilde{\alpha}=\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{i}\mathrm{I}1\{\alpha\psi, \alpha 1\}$ and with $\rho(\alpha)=$
$1-\mathrm{C}\mathrm{x}(1-\beta)/2,$ $ar\iota d$ the $7\iota ei_{J^{llb_{\mathit{0}}rl}2(\tau_{\mathit{7}}}‘\iota O\mathrm{o}dc\tau \mathcal{T}u’ v’.$ ) does with $\tilde{\alpha}=\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{i}_{\mathrm{I}}1\{\alpha\psi, (\chi 2\}$ and with $\rho(\alpha)=$
$1-\alpha(1-\beta)/2,7^{\cdot}espect\prime ively$ .
$\mathrm{h}\mathrm{l}$ tlle above discussion, we oIlly $\mathrm{i}_{\mathrm{I}}\mathrm{r}1_{\mathrm{I}}$) $\mathrm{o}\mathrm{s}\mathrm{e}$ a mild coIlditioIl, CoIldition 2.2, on $\mathrm{t}1_{1}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{l}\mathrm{e}\mathrm{I}\iota 1$.
$\mathrm{S}\mathrm{u}_{\mathrm{I}^{\mathrm{J}}}1^{)\mathrm{O}\mathrm{S}}\mathrm{e}\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ another relatively strict condition, Condition 1.3, $1_{1}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$ . $\mathrm{h}_{1}$ view of $\mathrm{T}1_{1\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{I}}\mathrm{n}$
$3.2,$ $\mathrm{t}1_{1}\mathrm{e}$ image $U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{J}n}‘)$ of $U$ is a open convex subset of $\mathrm{R}^{3n}‘$ . HeIlce, for arbitrary
$\mathrm{I})\mathrm{o}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{t}\overline{w}\in U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n})$, the line $\mathrm{s}\mathrm{e}\mathrm{g}_{\mathrm{I}}\mathrm{n}\mathrm{e}\mathrm{I}\mathrm{l}\mathrm{t}\overline{W}:=\{\theta\overline{w}\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2n} : \theta\in(0,1]\}$satisfies
$\overline{W}\subset U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\mathit{2}n})\mathrm{M}\mathrm{l}\mathrm{d}$ tllere exists an open ball
$B(’\overline{w}, \epsilon):=\{w\in \mathrm{R}_{+}^{n}+\mathrm{x}\mathrm{R}^{2n} : ||w-’\overline{w}||<\epsilon\}$
coIltaiIled $\mathrm{i}\mathrm{I}\mathrm{l}$ tlle set $U(\mathrm{R}_{++^{\mathrm{X}\mathrm{R}^{\underline{\lambda}})}}^{n}n$ . $\mathrm{T}1_{1}\mathrm{e}\mathrm{r}\mathrm{e}\mathrm{f}\mathrm{o}\mathrm{r}\mathrm{e}$ , if we $\mathrm{c}\iota_{1\mathrm{O}\mathrm{o}\mathrm{s}}\mathrm{e}$ a sufficiently $\llcorner\aleph \mathrm{I}\mathrm{n}\mathrm{a}\mathrm{l}\mathrm{l}\tau\in(0, \epsilon)$ tlleIl
$\mathrm{t}1_{1}\mathrm{e}$ cone $C_{1}(\tau)$ given by (20) satisfies $\overline{W}\subset \mathrm{i}\mathrm{n}\mathrm{t}C_{1}(\tau)$ and $\omega$ $:=C_{1}(\tau)\cap H_{ui}\subset U(\mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{2\iota}’)$ .
hi fact, by a $\mathrm{s}\mathrm{i}_{\mathrm{I}\mathrm{I}}\dot{\mathrm{u}}1\mathrm{a}\mathrm{r}$ discussion, we can see $\mathrm{t}1_{1}\mathrm{a}\mathrm{t}$ the cone $C_{1}(\tau)$ satisfies $\mathrm{C}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{d}\mathrm{i}\mathrm{t}\mathrm{i}_{0}\mathrm{I}14.4$ . $\mathrm{T}1_{1}\mathrm{u}\mathrm{s}$ ,
we can start the $\mathrm{a}_{\mathrm{o}\mathrm{r}\mathrm{i}\mathrm{t}}11\mathrm{I}\mathrm{t}1$ from any point $\overline{z}=(\overline{\iota\iota},\overline{\prime x}, ’\overline{l/})\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{\underline{\gamma}_{n}}$
‘
by setting $\overline{w}=U(\overline{z})$ ,
$\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{d}$ its global coIlvergreIlce is $\mathrm{t}11\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{e}\mathrm{t}\mathrm{i}_{\mathrm{C}\mathrm{a}}11\mathrm{y}$ guaranteed. In general, it Inay be difficult to know
such $\mathrm{a}\mathrm{I}\mathrm{l}\mathrm{o}\mathrm{I}$) $\mathrm{e}\mathrm{I}1$ ball $B(\overline{w}, \epsilon)$ . However. since the Newton direction can $l$ ) $\mathrm{e}$ coIrllJuted at every
$z=(\tau\iota. \prime x.y)\in \mathrm{R}_{++}^{n}\mathrm{x}\mathrm{R}^{-?l}’$ , if we obtaiIl a $\mathrm{I}$) $\mathrm{o}\mathrm{i}_{\mathrm{I}}1\mathrm{t}\overline{z}$ for $\mathrm{w}\mathrm{h}\mathrm{i}\mathrm{c}1_{1}\overline{w}=U(\overline{z})$ is sufficiently close
to tlle origin, $\mathrm{t}\iota_{1\mathrm{c}^{\mathrm{J}}}\mathrm{I}1$ it might $1$) $\mathrm{e}$ possible to obtain a solution of $\mathrm{t}1_{1}\mathrm{e}$ CP by one $\mathrm{s}\mathrm{t}\mathrm{e}_{\mathrm{I}^{\mathrm{J}}}$ Newton




We have proposed a continuation $\mathrm{I}\mathrm{I}\mathrm{l}\mathrm{e}\mathrm{t}\mathrm{h}_{\mathrm{o}\mathrm{d}}$ for the CP using Chen-Harker-Kanzow $\mathrm{s}\mathrm{I}\mathrm{f}\mathrm{l}\mathrm{O}\mathrm{o}\mathrm{t}1_{1}$ func-
tion. The method does not conffie the generated sequence $\mathrm{i}_{\mathrm{I}}\iota \mathrm{t}\mathrm{l}\iota \mathrm{e}$ positive orthant and, for $\mathrm{t}1_{1}\mathrm{e}$
Inonotone $\mathrm{C}\mathrm{P}$. it allows us to start arbitraIy $\mathrm{I}$) $\mathrm{o}\mathrm{i}_{\mathrm{I}1}\mathrm{t}(x.y)\in \mathrm{R}^{2n}$ theoretically. We $1_{1}\mathrm{a}\mathrm{v}\mathrm{e}$ also
sllowIl a sufficient condition for the neighborhood to achieve the global convergence $\mathrm{a}\mathrm{I}\iota \mathrm{d}$ two
exaIIlples satisfying it.
Another approacll to constIuct a IloIl-iIlteIior homotopy $\mathrm{c}\mathrm{o}\mathrm{I}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{I}\mathrm{l}\mathrm{U}\mathrm{a}\iota \mathrm{i}_{0}\mathrm{I}1$Inethod would be to
analyze $\mathrm{t}1_{1}\mathrm{e}$ following mappings:
$\tilde{v}(v.x.y)$ $=$ $v$ .
$l^{\wedge}\dot{l}(v, x.y)$ $=$ $(’\ell\dot{\iota}_{1}(\sim v, x, l/), i\sim\iota_{2}‘(v, \prime x, y), \ldots, \iota^{\sim}ln(v.x, y))^{\mathit{1}’}$
’
$l^{\wedge}l_{i}(v.X, y)$ $=$ $(x_{i}-v_{i})(y_{i}-v_{i})(\dot{i}\in N)$ .
$\tilde{r}(v, x, y)$ $=$ $y-f(x)$ ,
$\tilde{U}(v.x.y)$ $=$ $(\tilde{v}(v.x.y).\tilde{u}(v, x.y)..,$ $..\tilde{r}(v.x.y))$
A siInilaI $\mathrm{a}_{\mathrm{I}^{)}}\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{a}\mathrm{c}11$ has been studied by R. M. $\mathrm{R}\cdot \mathrm{e}\mathrm{u}\mathrm{I}\mathrm{l}\mathrm{d}$ in [7] for the linear $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}\Gamma \mathrm{a}\mathrm{I}\mathrm{r}\mathrm{l}\mathrm{I}\mathrm{t}\dot{\mathrm{p}}\mathrm{n}\mathrm{g}$ . It
should be $\mathrm{I}\mathrm{l}\mathrm{o}\iota_{\mathrm{e}}\mathrm{d}$ that the $\mathrm{I}\mathrm{n}\mathrm{a}_{\mathrm{I}^{)}\mathrm{p}\mathrm{g}}\mathrm{i}_{\mathrm{I}}\mathrm{l}\tilde{U}$ is not IlecessaIily one-to-oIle Inapping on $\mathrm{R}^{\mathrm{f}n}$’ even if
Condition 1.3 $1_{1}\mathrm{o}\mathrm{l}\mathrm{d}\mathrm{s}$ (the monotone CP $\mathrm{w}\mathrm{i}\mathrm{t}1_{1}$ a $\mathrm{f}\mathrm{e}\mathrm{a}\mathrm{s}\mathrm{i}\mathrm{b}\mathrm{l}\mathrm{e}-\mathrm{i}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{r}\mathrm{i}_{0\mathrm{r}}$-point). For exaIIlple, let
$n=1$ . $f(\prime x)=x+1$ . $v=-1$ . $u=2$ . $r=0$.
By solving the system
$\tilde{u}(v.x.y)=(x+1)(y+1)=2$ , $\tilde{r\cdot}(v.x.y)=y-x-1=0$ .
we obtain the two solutioIls, $(0,1)$ and $(-3$ . $-2)$ . In this case, we may llave to choose the doInain
of $\tilde{U}$ as follows:
$\{(v.X, y)\in \mathrm{R}^{\mathit{3}n}i‘ : (x-v.y-v)\geq 0\}$
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