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Circuits, coNP-completeness, and the groups of Richard
Thompson
Jean-Camille Birget ∗
Abstract
We construct a finitely presented group with coNP-complete word problem, and a
finitely generated simple group with coNP-complete word problem. These groups are rep-
resented as Thompson groups, hence as partial transformation groups of strings. The proof
provides a simulation of combinational circuits by elements of the Thompson-Higman
group G3,1.
1 Introduction
There are many open problems in computational complexity, e.g., the famous questions “P
6= NP ?”, and “NP 6= coNP ?”, that are believed to be very difficult. One way to approach
very difficult problems is to relate them to other disciplines. For computational complexity
there are interesting relations with combinatorial group theory. An early connection was Max
Dehn’s formulation of the word problem of a group (1910). It took 45 years until it was
shown that there is a finitely presented group whose word problem is undecidable, and that
certain finitely presented groups can simulate universal Turing machines (Novikov 1955, Boone
1954-57). Soon after, Higman’s embedding theorem (1961) gave an algebraic characterization
of recursive enumerability of the word problem of a group G (namely, G has a recursively
enumerable word problem iff G is isomorphic to a subgroup of some finitely presented group).
Boone and Higman (1976) gave an algebraic characterization of decidability of the word problem
of a group G (namely, G has a decidable word problem iff G is isomorphic to a subgroup of
some simple group, which itself is a subgroup of some finitely presented group). It was also
proved that some finitely presented groups have a primitive recursive word problem; in fact,
Madlener and Otto [18] gave a version of the Higman embedding theorem that preserves the
Grzegorczyk hierarchy from level 3 upward. Madlener and Otto also introduced what was later
called the isoperimetric function of a group.
It has long been folklore knowledge that (un)decidability, recursive enumerability, primitive
recursiveness, and the Grzegorczyk level, of the word problem of a finitely presented group G is
an algebraic property of the group, i.e., if one changes over to a different finite set of generators
of the same group, the property is preserved. Madlener and Otto showed that the isoperimetric
function of a group changes only linearly when one changes the finite presentation of the group.
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A similar argument shows that the computational complexity (time or space, deterministic,
nondeterministic, or co-nondeterministic) of a group changes only linearly under change of fi-
nite generating set. So, combinatorial group theory gives us the following advantage over the
ordinary formal language formulation of computational complexity: algebraic invariance. Com-
plexity is a property of the group, no matter how the group arizes (as words in a presentation,
or as transformations of a space, or a set with a composition operation). Note, however, that
this invariance only holds as long as we stick to finite generating sets.
It was also shown [4] that every decision problem L can be reduced (by a one-to-one linear-
time reduction) to the word problem of some finitely generated group GL, with the property
that this word problem has the same time complexity (up to a linear factor n) as the problem
L. (This was proved for deterministic and nondeterministic time complexity, but the proof
for the deterministic case also works for co-nondeterministic time complexity.) So, the word
problem for finitely generated groups is as general as decision problems overall, as far as time
complexity is concerned. Also, as a consequence, there exist finitely generated groups whose
word problem is NP-complete, or coNP-complete.
The word problem of finitely presented groups is naturally related to nondeterministic time
complexity; indeed, for a finite presentation 〈A,R〉, a word w over A±1 is equivalent to ε
(the empty word) iff there exists a rewrite sequence consisting of applying relators in R; this
rewrite process can be “guessed” and carried out by a nondeterministic Turing machine. More
precisely, there is a close connection between the isoperimetric function and nondeterministic
time complexity. In [25] and [7] it was shown that the word problem of a finitely generated group
G is in NP iff G is embeddable in a finitely presented group whose isoperimetric function is
polynomially bounded. This implies that there exist finitely presented groups with NP-complete
word problem. The theorem extends to other nondeterministic time complexity classes. A
semigroup version of this result had been proved earlier [3]. It was also shown in [25] that a
function f (with f(n) ≥ n4) is an isoperimetric function if f(n)4 is the time complexity of a
nondeterministic Turing machine and if f is superadditive (i.e, f(x + y) ≥ f(x) + f(y)). In
particular, all functions nα with α ≥ 4 (α ∈ Q) are isoperimetric functions. Later, Brady and
Bridson [9] also proved that nα is an isoperimetric function for all α ranging over a countable
dense set of real numbers ≥ 2. See also Section 3 of [8]. On the other hand, there is no
isoperimetric function between n and n2. More precisely, if an isoperimetric function f satisfies
f(n) = o(n2) then f(n) = O(n); this is known as the Gromov gap. Groups with linear
isoperimetric function are called “word hyperbolic” (see [13]); they have shown up in many
situations, and they have many special properties (e.g., their word problem can be decided
in linear time by a deterministic Turing machine). In summary, the study of connections
between combinatorial group theory and nondeterministic time complexity has been successful,
especially for combinatorial group theory, regarding isoperimetric functions.
In this paper we look at connections between co-nondeterministic time complexity and
combinatorial group theory. By definition, a problem L (represented by a formal language)
is in coNTime(T ) iff L is accepted by a co-nondeterministic Turing machine in time T . A
co-nondeterministic Turing machine is a Turing machine M which is allowed to make choices
(just like a nondeterministic Turing machine), but which uses the following acceptance rule:
a word w is accepted by M iff all computation paths of M with input w lead to an accept
state. So, “for-all” is used instead of nondeterminism’s “there-exists”. An equivalent definition
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is that coNTime(T ) consists of the languages whose complement is in NTime(T ). Most books
on computational complexity discuss coNTime(T ) and coNP; see e.g., [32]. There are many fa-
mous coNP-complete decision problems, that are as significant as the well-known NP-compete
problems (although NP is much more popular than coNP in Computer Science). Here is a
sampling:
• The tautology problem: Given a boolean formula, is it a tautology, i.e., is it true for all truth-
value assignments? Informal versions of this problem goes back to antiquity; the tautology
problem is “the decision problem of boolean logic”.
• The circuit equivalence problem: Given two acyclic boolean circuits (also called “combina-
tional circuits”), do they have the same input-output function?
• Integer linear programming equivalence problem: Given two instances of integer linear pro-
gramming, do they have the same set of feasible solutions?
• The 4-coloring problem: Given a planar graph, do we need four colors to vertex-color it? (Note
that every planar graph is 4-colorable, and the question whether a planar graph is 3-colorable
is NP-complete.)
• Connectivity lower-bound: Given a graph and an integer k, is the connectivity of the graph
greater than k? Equivalently, does the graph remain connected when any k edges are removed?
Since there is a close connection between nondeterminism and finitely presented groups, as
we saw, and since NP is believed to be different from coNP, one might expect at first that
there is no natural connection between co-nondeterminism and combinatorial group theory.
However, if we take transformation groups as our starting point we see a hint at a connection:
In a transformation group two elements g1 and g2 (permutations) are equal iff g1(x) = g2(x)
for all x in the action space. Here again the for-all quantifier shows up, which corresponds to
co-nondeterminism. In order to investigate the complexity of problems about transformation
groups, it is convenient to consider groups of transformations of words (i.e., strings over a
finite alphabet). The groups introduced by Richard Thompson [30] in the 1960s turn out to be
appropriate for this, not only based on their nice definition, but also based on their history: they
were used for constructing finitely presented groups with undecidable word problem [20], and for
proving a stronger form of the Boone-Higman theorem [31]. Below we give some background on
these groups. Note that here we do not view the Thompson groups as a special class of groups
(as is usually done in the literature), but as a general formalism for describing all countable
groups; in fact, all subgroups of SN can be represented as Thompson groups (SN denotes the
group of all permutations of the natural integers).
In order to achieve coNP-hardness we show that every acyclic circuit can be “simulated” by
an element of a particular Thompson group (namely the finitely presented Thompson-Higman
group G3,1, defined below). So, we simulate a circuit by a permutation of strings over the
3-letter alphabet {0, 1,#}. The simulation is such that two circuits are equivalent iff their
simulating permutations are equal when restricted to all strings that start with 0. Technically,
the Thompson group elements are partial permutations of {0, 1,#}∗ that map certain maximal
prefix codes bijectively to maximal prefix codes (see the background on Thompson groups be-
low). This simulation is a polynomial-time many-to-one reduction from the circuit equivalence
problem (which is coNP-complete) to a problem about the Thompson-Higman group G3,1. In
a succession of steps (see the more detailed outline of the paper below), we reduce the latter
problem to the word problem of another finitely presented Thompson group. We also reduce
this problem to the word problem of a finitely generated simple group (and we conjecture that
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this simple group is actually finitely presented). Moreover, we show that all the groups above
have their word problem in coNP.
Our simulation of acyclic circuits by group elements is similar to the construction of a
reversible circuit. This connects this paper with the classical topic of reversible computation
(see [15], [1], [2] for reversible Turing machines, and [11] for reversible acyclic circuits). In our
case the result is stronger, since we do not just get reversibility but a finitely presented group.
Another motivation for this paper is a conjecture attributed to Higman about a stronger
form of the Boone-Higman theorem. The conjecture is that a finitely generated group G has
decidable word problem iff G is embeddable into a finitely presented simple group. (It is well
known that every finitely presented simple group has a decidable word problem.)
A consequence of this conjecture would be that the word problem of finitely presented simple
groups can have arbitrarily large time complexity. This means that for every function T which
is the time complexity of a deterministic Turing machine, there is a finitely presented simple
group whose word problem cannot be decided in time ≤ T . (Indeed, by [4] finitely generated
groups G have arbitrarily high complexity; moreover, a finitely generated subgroup G of a group
S cannot have higher complexity than S, up to linear changes in the complexity function.)
On the other hand, all known finitely presented simple groups have word problems with
rather low complexity (in the cases where the complexity has been analyzed in detail it always
turned out to be in the complexity class P). In that connection, see [24] and also [12], [16].
So, one might ask the opposite question: Is there some cap on the computational complexity
of the word problem of finitely presented simple groups? At the moment, neither Higman’s
conjecture nor the opposite question have much evidence in their favor (and, a priori, they
could both be wrong). A contribution of this paper, in the direction of Higman’s conjecture,
is the construction of a finitely generated simple group with coNP-complete word problem; we
conjecture that this group is also finitely presented.
Some background and notations on the Thompson groups
The Thompson groups, introduced by Richard Thompson in the 1960s [30, 31], provided the
first known examples of simple finitely presented infinite groups. Although Thompson defined
his groups as permutation groups of certain sets of infinite words over the alphabet {0, 1},
we prefer the approach of E. Scott [27] and G. Higman [14], which enables us to define the
Thompson groups as partial actions on the words over a finite alphabet. The advantage of
finite words is that algorithmic problems and their complexity can be defined in a direct way.
Let us introduce some terminology; we have made an effort to stay close to classical or
widely used concepts. More details (and proofs) can be found in [6], and often also in [27], [14],
and [31]. For a finite alphabet A, the set of all words over A (including the empty word ε) is
denoted by A∗. We will assume from now on that A has a least two letters. Concatenation
of two words u, v ∈ A∗ is denoted by u · v or uv; A∗ is a monoid under concatenation. For
X1, X2 ⊆ A
∗ the concatenation is X1 ·X2 = X1X2 = {x1x2 ∈ A
∗ : x1 ∈ X1, x2 ∈ X2}. A right
ideal of A∗ is defined to be a subset R ⊆ A∗ such that R · A∗ ⊆ R (i.e., R is closed under
concatenation by any word in A∗ on the right). For two words u, v ∈ A∗, we say that u is a
prefix of v iff v = ux for some x ∈ A∗; we also write u ≥pref v or v ≤pref u; this is a partial
order, related to set inclusion by the fact that v ≤pref u iff vA
∗ ⊆ uA∗. We say that u and
v are prefix-comparable iff v ≤pref u or u ≤pref v; we denote this by u ⋚pref v. A prefix code
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over A is defined to be a subset C of A∗ such that no element of C is a strict prefix of another
element of C. A maximal prefix code over an alphabet A is a prefix code over A which is not a
strict subset of any other prefix code over A. For a right ideal R of A∗, a set Γ ⊆ R is called a
set of right-ideal generators of R iff R = Γ · A∗. One can prove that any right ideal R of A∗
has a unique minimal (under inclusion) set of right-ideal generators, and this set of generators
is a prefix code. Right ideals of A∗ and prefix codes over A are in one-to-one correspondence.
A right ideal R of A∗ is said to be finitely generated iff the prefix code corresponding to R is
finite. A right ideal R of A∗ is called essential iff R has a non-empty intersection with every
right ideal of A∗. One can prove that a right ideal is essential iff its prefix code is a maximal
prefix code.
A right-ideal homomorphism of A∗ is defined to be a function ϕ : R1 → R2 such that R1
and R2 are right ideals of A
∗, and such that for all u ∈ R1 and all x ∈ A
∗: ϕ(u) · x = ϕ(ux).
A right-ideal isomorphism of A∗ is a bijective right-ideal homomorphism. The set of all right-
ideal homomorphisms (or isomorphisms) of A∗ is in one-to-one correspondence with the set of
all functions (respectively bijections) between prefix codes of A∗. For a right-ideal isomorphism
ϕ : P1A
∗ → P2A
∗, where P1 and P2 are prefix codes, the restriction τϕ : P1 → P2 is a bijection,
and τϕ determines ϕ uniquely. Following Thompson, the restriction τϕ : P1 → P2 of ϕ will be
called the table of ϕ, and will be used to represent ϕ by a traditional function table. (In [14]
and [27] this was called the “symbol of ϕ”.) The maximal prefix code P1 is called the domain
code of ϕ, and P2 is called the image code or range code of ϕ. An extension of a right-ideal
isomorphism ϕ : R1 → R2 is defined to be a right-ideal isomorphism Φ : J1 → J2 where J1, J2
are right ideals such that R1 ⊆ J1, R2 ⊆ J2, and Φ agrees with ϕ on R1 (i.e., Φ(x) = ϕ(x) for
all x ∈ R1). In that case we also call ϕ a restriction of Φ. A right-ideal isomorphism is said to
be maximal iff it has no strict extension in A∗; it is called extendable otherwise. We denote the
maximum extension of ϕ by maxϕ; one can prove (see [27] or [6]) that the maximum extension
of an isomorphism between essential right ideals is unique.
The above concepts can be pictured using trees. The monoid A∗ can be described by the
Cayley graph of the right regular representation of A∗ relative to the generating set A. We will
simply call this the tree of A∗. It is an infinite tree rooted at the empty word ε. Every vertex
has |A| children. Every subset of A∗ is pictured as a set of vertices of this infinite tree. A prefix
code is pictured as a set of vertices, no two of which lie on a same directed path from the root.
For any prefix code P ⊂ A∗ (P 6= ∅), the prefix tree of P is defined to be the subtree of the tree
of A∗, whose vertex subset consists of all the prefixes of words in P (and whose root is still ε).
Hence, the set of leaves of this subtree is P .
One can prove (see [27] or [6]) that an isomorphism of finitely generated essential right
ideals ϕ : P1A
∗ → P2A
∗, with P1 and P2 finite maximal prefix codes, is extendable iff there
are x0, y0 ∈ A
∗ such that for every letter α ∈ A: x0α ∈ P1, y0α ∈ P2, and ϕ(x0α) = y0α.
(If this condition holds, ϕ can be extended by mapping x0 to y0.) More generally (see [6]), an
isomorphism of (not necessarily finitely generated) essential right ideals ϕ : P1A
∗ → P2A
∗, with
P1 and P2 arbitrary maximal prefix codes, is extendable iff there are x0, y0 ∈ A
∗ and there exists
a maximal prefix code Q ⊆ A∗ with |Q| > 1 such that for all q ∈ Q : x0q ∈ P1, y0q ∈ P2, and
ϕ(x0q) = y0q.
We now define the Thompson groups, following the approach of Scott [27] and Higman [14].
The tree representation of codes connects this definition and the definition by action on finite
trees used in [10]. The Thompson-Higman group GN,1 is the partial action group on A
∗
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(for some fixed alphabet A with |A| = N), consisting of all maximal isomorphisms between
finitely generated essential right ideals of A∗. The Thompson-Higman group GN,1 is the partial
action group on A∗ consisting of all maximal isomorphisms between essential right ideals of A∗.
Multiplication in GN,1, and hence in the subgroup GN,1 and in any subgroup of GN,1, is defined
as follows: For ϕ, ψ ∈ GN,1 the product ϕ ·ψ is max(ϕ◦ψ) (i.e., the maximum extension of the
composition of ψ and ϕ, where ψ is applied first). In general, in this paper, we apply (partial)
functions on the left of the argument, and hence compose functions from right to left.
In this paper we call any partial transformation subgroup of GN,1 (for any integer N ≥ 2)
a Thompson group. (This is a slight misnomer, since these groups are actually more than just
groups; they are partial transformation groups.) It is easy to see that every countable group
is isomorphic to a Thompson group; in fact (see e.g. [6]), every subgroup of SZ (the group of
all permutations of the integers) can be represented as a Thompson group. It is remarkable
that Thompson groups consist of partial transformations; it is the uniqueness of the maximal
extension that enables them, nevertheless, to be groups.
Main results
In this paper we use polynomial-time constant-arity conjunctive reduction (instead of many-
to-one reduction). This is defined in Definition 5.1. The complexity classes P, NP, coNP, as
well as most other common complexity classes containing P, are closed under this reduction.
Theorem 1.1 There exists a finitely presented group G whose word problem is coNP-complete
(with respect to polynomial-time constant-arity conjunctive reduction).
Moreover, we have:
• The group G is explicitly embedded into G3,1 as G = 〈G
mod 3
3,1 (0, 1;#)∪{κ321}〉 (see Theorem
8.3). The subgroup Gmod 33,1 (0, 1;#) of G3,1 is defined in Definition 4.4 and at the end of Step 1
below, and is finitely presented. The element κ321 = κ3κ2κ1 ∈ G3,1 is defined in Section 2.
• G is an HNN extension (by one stable letter) of Gmod 33,1 (0, 1;#). Moreover, G is isomorphic
to a semidirect product Gmod 33,1 (0, 1;#)⋊ Z.
Theorem 1.2 There exists a finitely generated simple group S whose word problem is coNP-
complete (with respect to polynomial-time constant-arity conjunctive reduction).
The group S is explicitly embedded into G3,1 as S = 〈G3,1∪{κ0, κ1, κ2}〉
′, i.e., the commutator
subgroup of 〈G3,1 ∪ {κ0, κ1, κ2}〉 (Theorem 8.5), where κ0, κ1, and κ2 are elements of G3,1
defined in Section 2. Moreover, S has finite index in 〈G3,1 ∪ {κ0, κ1, κ2}〉.
We conjecture that 〈G3,1∪{κ0, κ1, κ2}〉, and hence S, is not only finitely generated but also
finitely presented. This would give us a finitely presented simple group with coNP-complete
word problem.
Overview of the paper
• Step 1 (Sections 2 and 3):
Recall that G3,1 is the Thompson-Higman group of right-ideal isomorphisms between finitely
generated essential right ideals of the free monoid {0, 1,#}∗. It is well known that G3,1 is finitely
presented [14]; let ∆3,1 be a finite generating set of G3,1. We give a polynomial-time many-to-one
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reduction of the circuit equivalence problem to the following “word problem with restriction” in
the Thompson-Higman group G3,1:
Input: Two words u, v over ∆±13,1 ∪ {τi,i+1 : i ≥ 0}, where τi,i+1 is the element of G3,1 that
transposes the bits in positions i and i+ 1 in any string x0x1 . . . xixi+1 . . .# ∈ {0, 1}
∗#.
Question: Are the two elements of G3,1, represented by u, v, equal when restricted to the
subset 0 {0, 1}∗# of {0, 1,#}∗ ?
In order to find the above reduction, we first represent the circuit components by elements
of G3,1: and, or, not, as well as wire forking (i.e., duplication or copying of variables), and
wire crossing (i.e., permutations of variables); wire crossings are described by the transpositions
τi,i+1.
Now let C be any acyclic boolean circuit, with input-output function fC : {0, 1}
m → {0, 1}n.
We simulate C by a Thompson group element ΦC ∈ G3,1 such that:
- the action of ΦC on the subset 0{0, 1}
∗# represents the function fC in the sense that for all
x0, x1, . . . , xm ∈ {0, 1} and all w ∈ {0, 1}
∗:
ΦC(0x1 . . . xmw#) = 0x1 . . . xm fC(x1, . . . , xm)w#;
- the word-length of ΦC over ∆
±1
3,1 ∪ {τi,i+1 : i ≥ 0}, as well as the largest subscript of the τi,i+1
used to represent ΦC , have a polynomial upper bound in terms of the circuit size |C|;
- a word wC over ∆
±1
3,1 ∪ {τi,i+1 : i ≥ 0}, representing ΦC , can be computed deterministically in
polynomial time (in terms of |C|.
Note that although G3,1 is finitely generated, we are using an infinite generating set here
in order to obtain the word wC with polynomial length; in fact, τi,i+1 has exponential word-
length over ∆3,1. Eventually we will want a finitely generated (and finitely presented) group
for representing C. For this we introduce elements κi ∈ G3,1 i = 0, 1, 2, 3 such that each τi,i+1
has polynomial word length over ∆3,1 ∪ {κ0, κ1, κ2, κ3}. However, κi does not belong to G3,1.
We observe that ΦC and the representatives of the circuit elements belong to the following
subgroup of G3,1:
Gmod 33,1 (0, 1;#) =
{φ ∈ G3,1 : φ and φ
−1 map {0, 1}∗ to {0, 1}∗ and map {0, 1}∗# to {0, 1}∗#;
φ and φ−1 are defined everywhere on {0, 1}∗#;
moreover, for all x ∈ {0, 1}∗, |φ(x)| ≡ |x| mod 3 when φ(x) is defined}.
From now on we will usually use Gmod 33,1 (0, 1;#), rather than G3,1. Later we will prove that
Gmod 33,1 (0, 1;#) is finitely presented.
• Step 2 (Section 4):
It follows from step 1 that two circuits C1, C2 are equivalent iff Φ
−1
C2
ΦC1 fixes every point in
0{0, 1}∗# on which Φ−1C2ΦC1 is defined. Thus, we have reduced the circuit equivalence problem
to the generalized word problem of the subgroup pFix(0{0, 1}∗#) of Gmod 33,1 (0, 1;#). Here, for
any S ⊆ {0, 1,#}∗, pFix(S) denotes the “partial fixator”
pFix(S) = {φ ∈ Gmod 33,1 (0, 1;#) : φ fixes all points of S on which φ is defined}.
In these problems we still represent words over the infinite generating set ∆±13,1 ∪ {τi,i+1 : i ≥ 0}
for G3,1.
• Step 3 (Section 5):
We show that for any g ∈ Gmod 33,1 (0, 1;#):
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g ∈ pFix(0{0, 1}∗#) iff gh = hg for all h ∈ pFix({1,#}{0, 1}∗#).
• Step 4 (Section 6):
Moreover, pFix({1,#}{0, 1}∗#) is finitely generated (and in fact finitely presented). The above
commutation relation only needs to be checked between g and the finitely many generators of
pFix({1,#}{0, 1}∗#). The group Gmod 33,1 (0, 1;#) is also finitely presented.
As a consequence of steps 3 and 4, we have reduced the circuit equivalence problem to the
word problem of Gmod 33,1 (0, 1;#) (and hence also of G3,1), via a polynomial-time constant-arity
conjunctive reduction (the arity being the number of generators of pFix({1,#}{0, 1}∗#)). The
generating set of Gmod 33,1 (0, 1;#) used for these problems is still the infinite set ∆∪{τi,i+1 : i ≥ 0},
where ∆ is any finite generating set of Gmod 33,1 (0, 1;#).
• Step 5 (Section 7):
We show that conjugation by κi (i = 0, 1, 2, 3) is an automorphism of G
mod 3
3,1 (0, 1;#). (It is for
this property that we needed the length-preservation mod 3 in the elements of Gmod 33,1 (0, 1;#).)
Hence, the following HNN extension yields a group H(0, 1;#) which contains Gmod 33,1 (0, 1;#)
and κ3κ2κ1.
H(0, 1;#) = 〈Gmod 33,1 (0, 1;#) ∪ {t} : {t g t
−1 = gκ3κ2κ1 : g ∈ Gmod 33,1 (0, 1;#)}〉.
Since in step 4 we saw that Gmod 33,1 (0, 1;#) is finitely presented, H(0, 1;#) is finitely presented.
The transpositions τi,i+1 have linear word-length over the finite generating set of H(0, 1;#).
Hence, the circuit equivalence problem reduces (via polynomial-time constant-arity conjunc-
tive reduction) to the word problem of the finitely presented group H(0, 1;#) (over its finite
generating set).
The group H(0, 1;#) is isomorphic to the subgroup 〈Gmod33,1 (0, 1;#) ∪ {κ3κ2κ1}〉 of G3,1,
and also to the semidirect product Gmod 33,1 (0, 1;#)⋊ Z.
• Step 6 (Section 8):
We prove that the word problems of H(0, 1;#) and, more generally, of 〈G3,1 ∪ {κ0, κ1, κ2}〉 are
in coNP. As a consequence, the finitely presented group H(0, 1;#) has a coNP-complete word
problem (relative to polynomial-time constant-arity conjunctive reduction); this is the group G
of Theorem 1.1.
By results of Thompson and Scott, the commutator subgroup 〈G3,1 ∪ {κ0, κ1, κ2}〉
′ is a
simple group. We prove that 〈G3,1∪{κ0, κ1, κ2}〉
′ has finite index in 〈G3,1∪{κ0, κ1, κ2}〉. Hence,
〈G3,1 ∪ {κ0, κ1, κ2}〉
′ is a finitely generated simple group with coNP-complete word problem;
this is the group S of Theorem 1.2. Moreover, if 〈G3,1 ∪ {κ0, κ1, κ2}〉 is finitely presented (as
we conjecture), 〈G3,1 ∪ {κ0, κ1, κ2}〉
′ will also be finitely presented.
• Appendix (Section 9):
The first subsection of the Appendix contains properties of prefix codes, used in the paper.
Another subsection of the Appendix shows that Theorems 1.1 and 1.2 and the Overview
above also hold with Gmod 33,1 (0, 1;#) replaced by another subgroup of G3,1, namely by
Gmod 33,1 (0, 1) = {φ ∈ G3,1 : φ and φ
−1 map {0, 1}∗ to {0, 1}∗ and
for all x ∈ {0, 1}∗, |φ(x)| ≡ |x| mod 3 when φ(x) is defined}.
The proofs for Gmod 33,1 (0, 1) are similar to (but somewhat more complicated than) the proofs for
Gmod 33,1 (0, 1;#), and appear in the Appendix.
A special property is shown: Gmod 33,1 (0, 1) is the largest subgroup of G3,1 closed under con-
jugation by κ3κ2κ1.
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2 Circuits and permutations of boolean variables
Acyclic boolean circuits are a fundamental model of computation [33], [32], [26]. The equivalence
problem for acyclic boolean circuits, mentioned above, is a well-known example of a coNP-
complete problem.
Circuits are traditionally built from the boolean functions and, or, and not, with domains
{0, 1}2 or {0, 1}, and image {0, 1}. Moreover, circuits use the fork (or “fan-out”, or “dupli-
cation”) function fork: x ∈ {0, 1} 7→ (x, x) ∈ {0, 1}2. The use of fork is usually tacit;
in a circuit diagram, fork appears whenever a wire fans out (or forks, or splits) to become
two wires that carry the same boolean value. One can view an acyclic boolean circuit as a
composition of several copies of the functions and, or, not, and fork. Since and, or, and
fork are multi-variable functions, composition is complicated and requires a circuit diagram
(which is essentially an acyclic graph) to describe how the operations are connected. We will
use and and or gates with fan-in 2 only.
We will see that a circuit can be represented by ordinary composition of functions, thanks to
Thompson groups. We have seen that these groups can be described as partial action groups,
acting on strings. We will use this partial action to simulate circuits.
The functions and, or, not, and fork that make up acyclic circuits use one or two
boolean variables (that range over the set of boolean values {0, 1}). An acyclic circuit has
boolean variables (x0, x1, . . . , xm−1) as input (ranging over all of {0, 1}
m), and boolean variables
(y0, y1, . . . , yn−1) as output (ranging over a subset of {0, 1}
n); the circuit computes a function
f : {0, 1}m → {0, 1}n. We will extend the function f to the partial function
x0x1 . . . xm−1w ∈ {0, 1}
∗ 7−→ f(x0, x1, . . . , xm−1) w ∈ {0, 1}
∗
for any w ∈ {0, 1}∗. We let boolean functions operate on an arbitrary (large enough) number
of variables, rather than a fixed number.
In this paper, we always write functions on the left of their argument. Also, we make the
following convention: Let φ : A∗ → A∗ be a partial map and x ∈ A∗; when we write φ(x) it is
to be understood that φ(x) is defined (i.e., x ∈ Dom(φ)).
Since we write the variables x0, x1, . . . , xm−1, . . . in a fixed order we need to introduce
maps that permute these variables. In circuit drawings this corresponds to crossing of wires. In
particular, we use the transposition of variables xi, xj (with 0 ≤ i < j), defined by uxivxjw ∈
{0, 1}∗ 7−→ uxjvxiw ∈ {0, 1}
∗, where |u| = i, |v| = j − i− 1, w ∈ {0, 1}∗.
The finite symmetric groups are generated by two elements, a transposition and a cyclic
permutation. Here we also want to obtain a finite number of generators, but since we deal now
with unbounded finite bit-strings, we need to consider new versions of the cyclic permutation.
This, in turn, requires the introduction of a new letter into the alphabet; the new letter,
denoted #, will act as a “boundary marker” for the cyclic permutations. A first idea of an
unbounded cyclic permutation would be to take x0x1 . . . xm−1#w 7−→ x1 . . . xm−1x0#w, for
all x0, x1, . . . , xm−1 ∈ {0, 1}, and w ∈ {0, 1,#}
∗; but it turns out that this definition does not
lead to good properties (some Thompson groups that we will work with are not closed under
conjugation by this permutation). So we will use the following permutations of N, written as
infinite products of disjoint cyclic permutations. Recall that a cycle (i|j|k) (for three distinct
elements i, j, k ∈ N), denotes the permutation i 7→ j 7→ k 7→ i, and x 7→ x for x 6∈ {i, j, k}. We
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denote the group of all permutations of N by SN. Again, recall that we write maps to the left
of the argument.
γ0 = . . . . . . (3n | 3n+ 1 | 3n+ 2) . . . (3 | 4 | 5) (0 | 1 | 2),
γ1 = . . . . . . (3n + 1 | 3n+ 2 | 3(n+ 1)) . . . (4 | 5 | 6) (1 | 2 | 3) (0),
γ2 = . . . . . . (3n + 2 | 3(n+ 1) | 3(n+ 1) + 1) . . . (5 | 6 | 7) (2 | 3 | 4) (1) (0),
γ3 = . . . . . . (3n | 3n+ 1 | 3n+ 2) . . . (3 | 4 | 5) (2) (1) (0).
Based on these permutations of N we define the following elements κ0, κ1, κ2, κ3 ∈ G3,1.
The effect of κi (i = 0, 1, 2, 3) on a string x0x1 . . . xm#w (with x0, x1, . . . , xm ∈ {0, 1},
w ∈ {0, 1,#}∗) is to permute the bits x0x1 . . . xm according to γi; the bit xk at position k
(0 ≤ k ≤ m) is moved to position γi(k). Thus, κi(x0x1 . . . xm#w) = y0y1 . . . ym#w, where
yγi(k) = xk. Equivalently, yj = xγ−1i (j)
for 0 ≤ j ≤ m. According to this definition, κi is well
defined on a string x0x1 . . . xm#w when m ≡ i mod 3. To make κi well defined on all strings
in {0, 1,#}∗ we let κi act as the identity on the one or two right-most “extra bits”, when m is
not ≡ i mod 3. The detailed definition of κi is as follows:
• For x = x0 . . . xi . . . x3n+2 r#, where n ∈ N, xi ∈ {0, 1} (0 ≤ i ≤ 3n+ 2), and r ∈ {0, 1}
≤2,
we define
κ0(x) = xγ−10 (0) . . . xγ
−1
0 (i)
. . . xγ−10 (3n+2) r#, and
κ3(x) = xγ−1
3
(0) . . . xγ−1
3
(i) . . . xγ−1
3
(3n+2) r#.
• Similarly, for x = x0 . . . xi . . . x3(n+1) r# we define
κ1(x) = xγ−11 (0) . . . xγ
−1
1 (i)
. . . xγ−11 (3(n+1)) r#.
• For x = x0 . . . xi . . . x3(n+1)+1 r# we define
κ2(x) = xγ−12 (0) . . . xγ
−1
2 (i)
. . . xγ−12 (3(n+1)+1) r#.
We will abbreviate κ3κ2κ1(·) to κ321(·). The element κ321 ∈ G3,1 will play an important role
in this paper.
The introduction of the new letter # in the boolean alphabet {0, 1} forces us to rethink
the correspondence between the Thompson groups. We will now use the Thompson-Higman
group G3,1 of [14], acting on {0, 1,#}
∗. The Thompson-Higman group G3,1 is isomorphic to a
subgroup of the Thompson group V .
As a Thompson group element, the transposition τi,j ∈ G3,1 of xi, xj (0 ≤ i < j) is
defined as follows. The domain and image prefix code of τi,j is the finite maximal prefix code
domC(τi,j) = imC(τi,j) = {0, 1}
j+1 ∪ {0, 1}≤j# .
On an argument in {0, 1}j+1 (i.e., the number of “boolean variables” in the argument is at least
j + 1) we define
τi,j : uxivxj 7−→ uxjvxi
where xi, xj ∈ {0, 1}, u ∈ {0, 1}
i, and v ∈ {0, 1}j−i−1.
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We also need to consider the case of an argument of the form z# where z = x0x1 . . . xℓ−1 ∈
{0, 1}ℓ with ℓ ≤ j. Here, the number of boolean variables in the argument is strictly less than
j+1; in other words, the argument is “too short” for the transposition τi,j. For those arguments
we define τi,j in such a way that
• τi,j is be a permutation of the boolean variables x0, x1, . . ., xℓ−1;
• when ℓ = 0, τi,j(#) = #.
• when 0 < i < j, τi,j fixes x0, i.e., τi,j maps the set 0{0, 1}
∗ ∪ 0{0, 1}∗# into itself, and it
maps 1{0, 1}∗ ∪ 1{0, 1}∗# into itself.
The actual details of the definition when the argument is too short are a matter of convenience,
and will be given later. However, we will completely define τ0,1 here, by letting it act as the
identity map on {0, 1}≤1#; and of course, x0x1 7→ x1x0 for all x0, x1 ∈ {0, 1}. Similarly, we
completely define τ1,2 by letting it act as the identity map on {0, 1}
≤2#; and x0x1x2 7→ x0x2x1
for all x0, x1, x2 ∈ {0, 1}. For all i, j we define τi,j to mean the same thing as τj,i.
The classical formulas about transpositions are still true for this definition of transpositions.
For all i, j, k ≥ 0, and for all x ∈ {0, 1}∗:
τi,j(x) = τi,k τk,j(x), if |x| > max{i, j, k}
τi,j(x) = τi,i+1 τi+1,i+2 . . . τj−2,j−1 τj−1,j τj−2,j−1 . . . τi+1,i+2 τi,i+1(x) when 0 ≤ i < j,
and |x| > j.
For an argument x ∈ {0, 1}∗# that is “too short”, we will simply define τi,j by the second
of the above formulas. Recall that initially we picked τi,j(x#) to be arbitrary (subject to the
requirement that τi,j should be a permutation of its domain code, and that τi,j should fix the
left-most boolean variable when 0 < i). Now τi,i+1(x#) is still arbitrary (for all 0 ≤ i, and
x ∈ {0, 1}≤i+1), but all other τi,j(x#) (when |j − i| > 1) are now defined in terms of the
τi,i+1(x#).
The classical formulas about transpositions, are now true on a maximal prefix code (see the
Lemma below). For the first formula, the maximal prefix code is {0, 1}m+1 ∪ {0, 1}≤m#, where
m = max{i, j, k}, and for the second formula the maximal prefix code is {0, 1}j+1 ∪ {0, 1}≤j#.
Definition and notation. For a group G, a subset ∆ ⊆ G, and an element g ∈ 〈∆〉G,
we define the word length of g over ∆ to be the length of the shortest word over ∆±1 that is
equivalent to g in G. We denote the word length by |g|∆.
In summary, we proved:
Lemma 2.1 As elements of the Thompson-Higman group G3,1 the transpositions satisfy the
following equalities for all i, j, k ≥ 0:
τi,j = τi,k τk,j
τi,j = τi,i+1 τi+1,i+2 . . . τj−2,j−1 τj−1,j τj−2,j−1 . . . τi+1,i+2 τi,i+1 (when 0 ≤ i < j).
So the word length of τi,j (0 ≤ i < j) over the alphabet {τk,k+1 : 0 ≤ k} is ≤ 2(j − i)− 1.
We also have:
Lemma 2.2 Let n ≥ 0 and x ∈ {0, 1}∗.
τ3n+1,3n+2(x#) = κ
−n
321 τ1,2 κ
n
321(x#), if |x| ≥ 3(n+ 1);
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τ3n+2,3(n+1)(x#) = κ
−n
321 κ
−1
1 τ1,2 κ1 κ
n
321(x#)
= κ−n321 τ1,3 κ
n
321(x#), if |x| ≥ 3(n + 1) + 1;
τ3(n+1),3(n+1)+1(x#) = κ
−n
321 κ
−1
1 κ
−1
2 τ1,2 κ2 κ1 κ
n
321(x#)
= κ−n321 τ3,6 κ
n
321(x#), if |x| ≥ 3(n + 1) + 2.
Every transposition τi−1,i (i > 0) has word length < 2i over {τ0,1, τ1,2, κ1, κ2, κ3}, and has word
length ≤ ⌈2i
3
⌉ over {τ0,1, τ1,2, τ3,6, κ321}.
Proof. On an input x# as above, we can verify that
x# = x0 x1x2x3 x4x5x6 x7x8x9 . . . x3k+1x3k+2x3(k+1) . . . #
κ3217−→
x0 x4x5x1 x7x8x2 . . . x3(k+1)+1x3(k+1)+2x3(k−1) . . . #
For any n ≥ 0 we can then verify the first formula:
x# = x0 x1x2x3x4 . . . x3n+1x3n+2 . . .#
κn3217−→
x0 x3n+1x3n+2x? . . . x?x? . . .#
τ1,2
7−→
x0 x3n+2x3n+1x? . . . x?x? . . .#
κ−n3217−→
x0 x1x2x3 . . . x3n+2x3n+1 . . .#.
Note that κ3, κ2, κ1, and τ1,2 do not change x0. For the other two formulas the proof is very
similar.
For arguments x# that are “too short” we will define τi,i+1(x#) by the above formulas
(when 1 < i). ✷
Remark on the definition of the transpositions: We defined τ1,2 and τ0,1 earlier, and we
gave formulas that define any τi,j in terms of transpositions of the form τn,n+1 (n ≥ 0). So,
since the above Lemma defines τi,i+1(x#) when x# is “too short”, all transpositions are now
completely defined as elements of G3,1.
Remark on the role of the transpositions: The transpositions are elements of G3,1, and
G3,1 is finitely generated; let ∆3,1 be a finite generating set for G3,1. So we can write each τi,i+1
as a finite word over ∆±13,1. Why do want to use a generator like κ321 which doesn’t belong to
G3,1? The reason is complexity: Over ∆3,1∪{κ321}, the word length of τi,i+1 has a linear upper
bound, but over ∆3,1 alone, the word length of τi,i+1 has a lower bound which is exponential in
i (as we will prove in Lemma 8.6 and Theorem 8.7).
3 Simulation of a boolean function by a group element
One problem in trying to simulate circuits by group elements is that the input-output function
of a circuit is not necessarily a permutation. Obtaining permutations is a slightly stronger
requirement than the classical problem of constructing injective (a.k.a. “reversible”) circuits.
See e.g. [15], [1], [2] for the construction of injective Turing machines, and [11] for injective
circuits; the latter reference contains insightful comments on the physical significance of injective
computing.
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To do injective computing with non-injective functions, we apply the following transforma-
tion from functions to permutations. For a function A
f
7−→ B, let Γf = {(x, f(x)) : x ∈ A} be
the graph of the function. Consider the transformation π defined by
π : (A
f
−→ B) 7−→ (A ∪ Γf
π(f)
−→ A ∪ Γf),
where π(f) is defined by x ∈ A 7−→ (x, f(x)) ∈ Γf , and (x, f(x)) ∈ Γf 7−→ x ∈ A. Note that
π(f) is a permutation of the set A ∪ Γf , for any function f .
In programming, functions f are often tacitly replaced by π(f) because when an output is
computed, people also want to remember the input. Note also that for two functions f1 and f2
with same domain set A and same image set B, we have f1 = f2 iff π(f1) = π(f2).
In this section we first associate elements of the Thompson-Higman group G3,1 with the
elementary circuit components not, or, and, and fork. We base this on the above transfor-
mation π. Then we define “simulation” of an acyclic circuit by an element of G3,1; an element
of G3,1 is described by a sequence of generators. Finally we prove that every acyclic circuit
can be simulated by an element of G3,1; moreover, this simulation provides a polynomial-time
reduction of the equivalence problem of circuits to the equality problem of elements of G3,1,
restricted to the subset 0{0, 1,#}∗ of {0, 1,#}∗ (the word problem with restriction). In the next
section we will go further and we reduce the word problem with restriction to the actual word
problem.
With the boolean functions not, or, and and, we associate the following elements of G3,1
(described by tables).
ϕ¬ =
[
0 1 #
1 0 #
]
ϕ∨ =

 0x1x2 1x1x2 identityon
(x1 ∨ x2)x1x2 ( x1 ∨ x2 )x1x2 {0, 1}
≤2#


ϕ∧ =

 0x1x2 1x1x2 identityon
(x1 ∧ x2)x1x2 ( x1 ∧ x2 )x1x2 {0, 1}
≤2#


where x1, x2 range over {0, 1}. Hence the domain and image codes of ϕ∨ and ϕ∧ are all equal
to {0, 1}3 ∪ {0, 1}≤2#.
The three functions above are length-preserving: |ϕ∧(x)| = |x| for all x ∈ Dom(ϕ∧), and
similarly for ϕ∨ and ϕ¬.
In order to represent the fork function in circuits by an element of G3,1 a first idea would be
to define a “0-fork” element of G3,1 (which duplicates a leading 0), as follows:
ϕ0f =
[
0 # 10 1# 11
00 0# 01 # 1
]
.
Then, τ0,1 ϕ∨ ϕ0f(0x) = 0xx (for all x ∈ {0, 1}), so we could use this as a way to represent
the fork operation in a circuit.
13
However, it will turn out later that what we need is a forking operation that preserves the
string length modulo 3. Thus, we define a “four-fold 0-fork” element of G3,1 (which turns a
leading 0 into four leading 0s).
ϕ0f,4 =
[
0 # 10 1# 120 12# 130 13# 14
04 03# 01 0# 021 02# 031 # 1
]
We have domC(ϕ0f,4) = 1
≤3{0,#} ∪ {14}, and imC(ϕ0f,4) = 0
≤3{1,#} ∪ {04}. From the
definitions one immediately verifies the following.
Lemma 3.1 The maps τi,j (where 0 ≤ i < j), ϕ0f,4, ϕ¬, ϕ∨, ϕ∧ belong to the Thompson-
Higman group G3,1, they stabilize the sets {0, 1}
∗ and {0, 1}∗#, they preserve lengths modulo 3,
they map 0 {0, 1}∗ into itself, and they map 0 {0, 1}∗# into itself.
Notation: Let G ⊆ G3,1; note that “⊆” means that G isn’t just a subgroup, but a particular
embedding into G3,1 is considered. By G
mod 3 we denote the subgroup
{ϕ ∈ G : ∀x ∈ {0, 1}∗, |ϕ(x)| ≡ |x| mod 3},
i.e., the elements of G that, when restricted to {0, 1}∗, preserve the length of strings modulo 3.
In particular, we will use the notation Gmod 33,1 for the corresponding subgroup of the Thompson-
Higman group G3,1.
We point out that ϕ¬, ϕ∨, ϕ∧, and all τi,j (0 ≤ i ≤ j) are length-preserving, and that ϕ0f,4
preserves length modulo 3. We will not use any other elements of G3,1 in the constructions and
proofs in this Section.
In order to obtain computational results we describe boolean functions by acyclic circuits,
and we describe elements of G3,1 by words. Let us choose a finite set of generators ∆3,1 of the
group G3,1. For G3,1 we also use the infinite generating set ∆3,1 ∪ {τi,i+1 : 0 ≤ i}.
Let C be an acyclic boolean circuit with m input variables x1, . . . , xm and n output variables
y1, . . . , yn. Let fC : {0, 1}
m → {0, 1}n be the input-output function of C. Hence, two circuits
C1 and C2 are equivalent iff fC1 = fC2 .
Our definition of “simulation” is a variation of the above transformation π.
Definition 3.2 An element Φf ∈ G
mod 3
3,1 simulates a boolean function f : {0, 1}
m → {0, 1}n
iff
• the domain code and the image code of Φf are subsets of {0, 1} {0, 1}
∗ ∪ {0, 1}∗#
• Φf maps 0{0, 1}
m into 01+i(n){0, 1}n+m in such a way that
Φf (0 x1 . . . xm) = 0
1+i(n) f(x1, . . . , xm) x1 . . . xm
where i(n) ∈ {0, 1, 2} is such that 1 + n + i(n) is a multiple of 3 (i.e., i(n) ≡ −(1 + n) mod
3); so the role of i(n) is to make Φf preserve lengths modulo 3;
• Φf and Φ
−1
f map the set {0, 1}
∗ into itself, and map {0, 1}∗# into itself; moreover, Φf maps
the set 0{0, 1}∗ into itself, and Φ−1f maps the set 1{0, 1}
∗ into itself.
When Φf is represented by a word wf over ∆
±1
3,1 ∪ {τi,i+1 : 0 ≤ i} we say that wf simulates f .
14
A boolean function f can be simulated by many elements of G3,1.
By the above definition, if w ∈ {0, 1}≥m∪{0, 1}≥m# then Φf (0w) tells us the value of f on
input x1 . . . xm (where x1 . . . xm is the prefix of length m of w). The definition does not give any
connection between Φf (0 x1 . . . xk#) and f when k < m (where x1, . . . , xk ∈ {0, 1}); we call
this the “case when the input is too short”. In some applications we want such a connection,
hence we will need the definition of “strong simulation” below. (We cannot do much about
the fact that Φf(1w) has no connection with f ; since Φf is an element of G3,1, it is a bijection
between maximal prefix codes, whereas f need not be injective nor surjective. So there has to
be a big difference between Φf and f somewhere.)
Definition 3.3 We say that Φf strongly simulates f iff in addition to the conditions of
simulation (Definition 3.2), we have for all 0 ≤ k < m: Φf (0 x1 . . . xk#) is defined for all
x1 . . . xk ∈ {0, 1}
k.
So for strong simulation, Φf (0 x1 . . . xk#) depends only on the function f and on k and on
x1 . . . xk; it does not depend on any particular circuit used to compute f .
The next Lemma follows immediately from the definition of simulation. It gives a connection
between the equivalence problem of circuits and the word problem with restriction of G3,1. For
a Thompson group G (⊂ G3,1) with generating set A, and a subset S ⊆ {0, 1,#}
∗, the word
problem with restriction is defined as follows:
Input: Two words u, v over A±1.
Question: Are the partial functions described by u and v the same when restricted to S?
We denote the restriction of a partial function F to a set S by F |S. The next Lemma follows
immediately from Definitions 3.2 and 3.3.
Lemma 3.4 Let f and g be any boolean functions with the same number of input variables
and the same number of output variables. If f and g are simulated by Φf , respectively Φg, then
we have
f = g iff (Φf)|0{0,1,#}∗ = (Φg)|0{0,1,#}∗
In the case of strong simulation we have, in addition,
f = g iff (Φf)|{0,#}{0,1,#}∗ = (Φg)|{0,#}{0,1,#}∗
Let ∆3,1 be a finite set of generators of the group G3,1. For G3,1 we also use the infinite
generating set ∆3,1∪{τi,i+1 : 0 ≤ i}. With every acyclic boolean circuit C we want to associate
a word wC over the alphabet ∆
±1
3,1 ∪ {τi,i+1 : 0 ≤ i}, and we want the correspondence C 7→ wC
to be polynomial-time computable. For every word w over ∆±13,1 ∪ {τi,j : 0 ≤ i < j} we denote
the length of w by |w|, and we denote the largest subscript in any τi,j occurring in w by Jw.
The size of an acyclic boolean circuit C is denoted by |C|; if C has k1 gates of type not
or fork, k2 gates of type and or or, and n output variables, the size of C is defined to be
|C| = k1 + 2 · k2 + n. Equivalently, |C| is the number of connections (wires, or edges in the
circuit graph) between gates or from an input/output port to a gate (for that reason, gates
with two input variables are counted twice). (Our definition of the size |C| is slightly different
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from the traditional definition, which just counts not, and, or gates and I/O ports, but it is
linearly related to the traditional definition.)
In an acyclic circuit every gate, and also every input or output variable, can be assigned
a level (or “layer”, or “depth”). The input variables of the circuit have level 0. A gate or an
output variable has level 1 iff only input variables of the circuit feed into it. A gate or an output
variable has level ℓ iff it receives input from levels < ℓ only, and at least one of its inputs comes
from level ℓ− 1. The maximum level of any output variable is called the depth of the circuit.
Theorem 3.5 There is an injective function C 7→ wC from the set of acyclic boolean circuits
to the set of words over the alphabet ∆±13,1 ∪ {τi,i+1 : 0 ≤ i} (where ∆3,1 is a finite generating set
of G3,1), with the following properties:
(1) wC strongly simulates fC.
(2) The length of wC satisfies |wC | < c |C|
4 + c (for some positive constant c),
and the largest subscript JwC of any τi,i+1 in wC satisfies JwC ≤ c |C|
2 + c.
(3) wC is computable from C in polynomial time, as a polynomial in |C|.
To make sense of the phrase “wC is computable . . .”, we need to represent any transposition
τi,i+1 (with i ∈ N) by a string over a finite alphabet; we simply write the integer i in unary
notation (i.e., i is represented by the string 0i).
Proof. We assume that the elements ϕ¬, ϕ∨, ϕ∧, ϕ0f,4 and τ0,1 belong to ∆3,1. If this were
not the case, we could express these by fixed words over another finite generating set of G3,1.
We can assume that our acyclic circuits are strictly layered, i.e., a gate or an output variable
at level ℓ only receives inputs from level ℓ− 1. Hence, all the output variables of the circuit are
at the same level L (L is the depth of the circuit). If the layering of a circuit C is not strict,
we can insert identity gates to enforce strictness. An identity gate has one input variable and
one output variable, connected by a wire; the two variables carry the same boolean value. In
the present proof we will count these identity gates as gates in the definition of circuit size. In
order to make a circuit C strictly layered, fewer than |C|2 identity gates need to be introduced.
(Indeed, for each gate g we add at most as many identity gates as the depth of this gate g;
so, in total we add at most |C| · depth(C) (≤ |C|2) identity gates). So the size increase
is polynomially bounded. Moreover, identity gates will not affect wC , as we will see in the
construction of wC .
A circuit C has input variables x1, . . . , xm, output variables y1, . . . , yn, and internal variables
which correspond to the boolean values carried by internal wires (between gates or between a
gate and an input or an output port). The internal variables at level ℓ are denoted yℓ1, y
ℓ
2, . . .,
yℓnℓ . When ℓ = L (output level) we have nL = n and y
L
i = yi; and when ℓ = 0 (input level) we
have n0 = m and y
0
i = xi. For every level ℓ (1 ≤ ℓ ≤ L), we consider a circuit Cℓ (called the
slice of C at level ℓ). The input variables of Cℓ are y
ℓ−1
1 , . . ., y
ℓ−1
nℓ−1
, and the output variables are
yℓ1, . . ., y
ℓ
nℓ
; the gates of Cℓ are all the gates of C at level ℓ.
It will be convenient to use the notation Y ℓ = yℓ1y
ℓ
2 . . . y
ℓ
nℓ
(concatenation of all the variables
yℓi ), for 0 ≤ ℓ ≤ L.
In order to define wC let us first consider the case when L = 1, i.e, the circuit consists of
just one slice.
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Let k ≥ 0 and assume that for every circuit C of depth 1 and of size |C| ≤ k (where identity
gates are counted as well), we can compute a word wC (over the alphabet ∆
±1
3,1∪{τi,i+1 : 0 ≤ i}).
Any circuit C of depth 1 and of size k + 1 can be viewed as a circuit K of depth 1 and of
size ≤ k, with an additional gate (and, or, not, identity, or fork). Let x1, . . . , xm be the
input variables and let y1, . . . , yn be the output variables of K.
Case 1: Suppose our circuit C is obtained from K by adding an identity gate or a not
gate, with new input variable xm+1 and new output variable yn+1. Note that only one wire
can be connected to an input variable xi; we use explicit fork operations when we want to
duplicate a variable. In case a not gate is added, the input-output function of the new circuit
is fC(x1, . . . , xm, xm+1) = (y1, . . . , yn, xm+1), where fK(x1, . . . , xm) = (y1, . . . , yn). The boolean
function fC is to be simulated by a Thompson group element Φf : {0, 1}
∗ → {0, 1}∗ such that
Φf (0 x1 . . . xm, xm+1) = 0
1+i(n+1) y1 . . . yn xm+1 x1 . . . xmxm+1
for all x1, . . . , xm, xm+1 ∈ {0, 1}, and such that Φf has the stability properties of Definition 3.2;
recall (as we saw in the Definition of “simulation”) that i(n) ≡ −(n+1) mod 3, i(n) ∈ {0, 1, 2}.
Let wK and ΦfK ∈ G3,1 be the simulation of fK , which exists by induction. We proceed as
follows:
0 x1 . . . xm xm+1
ΦfK7−→ 01+i(n) y1 . . . yn x1 . . . xm xm+1
Case i(n) = 1: In this case we continue the simulation of fC as follows.
0 0 y1 y2 . . . yn x1 . . . xm xm+1
τ2,n+m+2
7−→ 0 0 xm+1 y2 . . . yn x1 . . . xm y1
ϕ∨
7−→
xm+1 0 xm+1 y2 . . . yn x1 . . . xm y1
ϕ¬
7−→ xm+1 0 xm+1 y2 . . . yn x1 . . . xm y1
τ2,n+m+2
7−→
xm+1 0 y1y2 . . . yn x1 . . . xm xm+1
Applying τn+1,n+2 τn,n+1 . . . τ1,2 τ0,1(·) then yields
0 y1 . . . yn xm+1 x1 . . . xmxm+1.
Thus our circuit C is simulated by the following word
wC = τn+1,n+2 . . . τ1,2 τ0,1 ϕ¬ ϕ∨ τ2,n+m+2 wK .
Case i(n) = 2: In this case we continue the simulation of fC as follows.
0 0 0 y1 . . . yn x1 . . . xm xm+1
τ2,n+m+3
7−→ 0 0 xm+1 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→
xm+1 0 xm+1 y1 . . . yn x1 . . . xm 0
ϕ¬
7−→ xm+1 0 xm+1 y1 . . . yn x1 . . . xm 0
τ2,n+m+3
7−→
xm+1 0 0y1 . . . yn x1 . . . xm xm+1
Applying τn+1,n+2 τn,n+1 . . . τ1,2 τ0,1(·) then yields
0 0 y1 . . . yn xm+1 x1 . . . xmxm+1.
Case i(n) = 0: In this case we continue the simulation of fC as follows.
0 y1 . . . yn x1 . . . xm xm+1
ϕ0f,4
7−→ 0 0 0 0 y1 . . . yn x1 . . . xm xm+1
τ2,n+m+4
7−→
0 0 xm+1 0 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→ xm+1 0 xm+1 0 y1 . . . yn x1 . . . xm 0
ϕ¬
7−→
xm+1 0 xm+1 0 y1 . . . yn x1 . . . xm 0
τ2,n+m+4
7−→
xm+1 0 0 0 y1 . . . yn x1 . . . xm xm+1
Applying τn+2,n+3 τn+1,n+2 . . . τ1,2 τ0,1(·) then yields
0 00 y1 . . . yn xm+1 x1 . . . xmxm+1.
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The case where, instead of a not gate, an identity gate is added is similar (except that we
simply omit ϕ¬).
In any case the length of wC over the alphabet ∆
±1
3,1 ∪ {τi,i+1 : 0 ≤ i} is at most |wK| +
2 |τ2,n+m+4| + 4 + n + 2. By Lemma 2.1, |τ2,n+m+4| ≤ 2 (n + m + 2) − 1. Hence, |wC | ≤
|wK | + 4m + 5n + 12. Moreover, the subscripts of the transpositions appearing in wC are
≤ max{n+m+4, JK}, where JK is the largest subscript in any transposition appearing in wK .
In case we want to change the positions of the added variables xm+1 and yn+1 (so that
xm+1 is the ith input variable and yn+1 is the jth output variable), we apply other appropriate
permutations (instead of τn+2,n+3 τn+1,n+2 . . . τ1,2 τ0,1 and τ2,n+m+4 above). This does not
change our upper bound on |wC |.
Case 2: Suppose our circuit C (still of depth 1) is obtained by adding an and gate or an
or gate to K, with new output variable yn+1 and new input variables xm+1, xm+2. Recall that
only one wire can be connected to an input variable xi. We only deal with the or case (the
and case being practically the same). The input-output function of the new circuit is
fC(x1, . . . , xm, xm+1, xm+2) = (y1, . . . , yn, xm+1 ∨ xm+2),
where fK(x1, . . . , xm) = (y1, . . . , yn). The boolean function fC is to be simulated by a Thompson
group element Φf : {0, 1}
∗ → {0, 1}∗ such that
Φf (0 x1 . . . xm xm+1xm+2) = 0
1+i(n+1) y1 . . . yn (xm+1 ∨ xm+2) x1 . . . xmxm+1xm+2
for all x1, . . . , xm, xm+1, xm+2 ∈ {0, 1}, and such that Φf has the stability properties of Definition
3.2. Let wK and ΦfK ∈ G3,1 be the simulation of fK , which exists by induction. Then
0 x1 . . . xm xm+1xm+2
ΦfK7−→ 01+i(n) y1 . . . yn x1 . . . xm xm+1xm+2
Case i(n) = 1: The simulation continues as follows.
00 y1 y2 . . . yn x1 . . . xm xm+1xm+2
τ1,n+m+2
7−→
τ2,n+m+3
7−→ 0 xm+1xm+2 y2 . . . yn x1 . . . xm 0 y1
ϕ∨
7−→
(xm+1 ∨ xm+2) xm+1xm+2 y2 . . . yn x1 . . . xm 0 y1
τ1,n+m+2
7−→
τ2,n+m+3
7−→
(xm+1 ∨ xm+2) 0 y1y2 . . . yn x1 . . . xm xm+1xm+2 .
By applying τn+1,n+2 . . . τ1,2 τ0,1 we obtain
0 y1y2 . . . yn (xm+1 ∨ xm+2) x1 . . . xm xm+1xm+2.
Case i(n) = 2: The simulation continues as follows.
000 y1 y2 . . . yn x1 . . . xm xm+1xm+2
τ1,n+m+3
7−→
τ2,n+m+4
7−→ 0 xm+1xm+2 y1 . . . yn x1 . . . xm 0 0
ϕ∨
7−→
(xm+1 ∨ xm+2) xm+1xm+2 y1 . . . yn x1 . . . xm 0 0
τ1,n+m+3
7−→
τ2,n+m+4
7−→
(xm+1 ∨ xm+2) 00 y1y2 . . . yn x1 . . . xm xm+1xm+2 .
By applying τn+2,n+3 . . . τ1,2 τ0,1 we obtain
0 0 y1y2 . . . yn (xm+1 ∨ xm+2) x1 . . . xm xm+1xm+2.
Case i(n) = 0: The simulation continues as follows.
0 y1 y2 . . . yn x1 . . . xm xm+1xm+2
ϕ0f,4
7−→
0000 y1 y2 . . . yn x1 . . . xm xm+1xm+2
τ1,n+m+4
7−→
τ2,n+m+5
7−→
0 xm+1xm+2 0 y1 . . . yn x1 . . . xm 0 0
ϕ∨
7−→
(xm+1 ∨ xm+2) xm+1xm+2 0y1 . . . yn x1 . . . xm 0 0
τ1,n+m+4
7−→
τ2,n+m+5
7−→
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(xm+1 ∨ xm+2) 000 y1 . . . yn x1 . . . xm xm+1xm+2
By applying τn+3,n+4 . . . τ1,2 τ0,1 we obtain
0 00 y1y2 . . . yn (xm+1 ∨ xm+2) x1 . . . xm xm+1xm+2.
Thus our circuit C is simulated by the word wC of length ≤ |wK| + 8m + 9n + 15 over the
alphabet ∆±13,1 ∪ {τi,i+1 : 0 ≤ i}. Moreover, the subscripts of the transpositions appearing in wC
are ≤ max{n +m + 5, JK}, where JK is the largest subscript in any transposition appearing
in wK .
In case we want to change the positions of the added variables xm+1, xm+2 and yn+1 (so
that xm+1 is the i1th input variable, xm+2 is the i2th input variable, and yn+1 is the jth output
variable), we apply other appropriate permutations (instead of τn+3,n+4 . . . τ1,2 τ0,1, τ2,n+m+5,
and τ1,n+m+4). This will not change our upper bounds on |wC| and JC .
Case 3: Suppose our circuit C (still of depth 1) is obtained by adding a fork gate with
a new input variable xm+1 and two new output variables yn+1 and yn+2. The input-output
function of the new circuit is
fC(x1, . . . , xm, xm+1) = (y1, . . . , yn, xm+1, xm+1),
where fK(x1, . . . , xm) = (y1, . . . , yn). The boolean function fC is to be simulated by a Thompson
group element Φf such that
Φf (0 x1 . . . xmxm+1) = 0
1+i(n+2) y1 . . . yn xm+1xm+1 x1 . . . xmxm+1
for all x1, . . . , xm, xm+1 ∈ {0, 1}, i(n + 2) = −n mod 3, and such that Φf has the stability
properties of Definition 3.2. Let wK and ΦfK ∈ G3,1 be the simulation of fK , which exists by
induction. Then
0 x1 . . . xm xm+1
ΦfK7−→ 01+i(n) y1 . . . yn x1 . . . xm xm+1
Case i(n) = 2: We continue the simulation with
000 y1 . . . yn x1 . . . xm xm+1
τ2,n+m+3
7−→ 00 xm+1 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→
xm+1 0 xm+1 y1 . . . yn x1 . . . xm 0
τ0,1
7−→ 0 xm+1xm+1 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→
xm+1xm+1xm+1 y1 . . . yn x1 . . . xm 0
τ2,n+m+3
7−→ xm+1xm+1 0 y1 . . . yn x1 . . . xm xm+1
Finally we apply τn+1,n+2 . . . τ3,4 τ1,2 and τn,n+1 . . . τ2,3 τ0,1 to obtain
0 y1y2 . . . yn xm+1xm+1 x1 . . . xmxm+1.
Case i(n) = 0: We continue the simulation with
0 y1 . . . yn x1 . . . xm xm+1
ϕ0f,4
7−→ 0000 y1 . . . yn x1 . . . xm xm+1
τ2,n+m+4
7−→
00 xm+1 0 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→ xm+1 0 xm+1 0 y1 . . . yn x1 . . . xm 0
τ0,1
7−→
0 xm+1xm+1 0 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→ xm+1xm+1xm+1 0 y1 . . . yn x1 . . . xm 0
τ2,n+m+4
7−→
xm+1xm+1 00 y1 . . . yn x1 . . . xm xm+1
Applying τn+2,n+3 . . . τ3,4 τ1,2 and τn+1,n+2 . . . τ2,3 τ0,1 we obtain
0 0 y1y2 . . . yn xm+1xm+1 x1 . . . xmxm+1.
Case i(n) = 1: We continue the simulation with
00 y1 . . . yn x1 . . . xm xm+1
ϕ0f,4
7−→ 00000 y1 . . . yn x1 . . . xm xm+1
τ2,n+m+5
7−→
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00 xm+1 00 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→ xm+1 0 xm+1 00 y1 . . . yn x1 . . . xm 0
τ0,1
7−→
0 xm+1xm+1 00 y1 . . . yn x1 . . . xm 0
ϕ∨
7−→ xm+1xm+1xm+1 00 y1 . . . yn x1 . . . xm 0
τ2,n+m+5
7−→
xm+1xm+1 000 y1 . . . yn x1 . . . xm xm+1
Applying τn+3,n+4 . . . τ3,4 τ1,2 and τn+2,n+3 . . . τ2,3 τ0,1 we obtain
0 00 y1y2 . . . yn xm+1xm+1 x1 . . . xmxm+1.
The above gives us a word wC of length |wC | ≤ |wK| + 4m + 6n + 20 over the alphabet
∆±13,1 ∪ {τi,i+1 : 0 ≤ i}, simulating fC . Moreover, the subscripts of the transpositions appearing
in wC are ≤ max{n + m + 5, JK}, where JK is the largest subscript in any transposition
appearing in wK .
In case we want to change the positions of the added variables xm+1, yn+1, and yn+2 (so
that xm+1 is the ith input variable, yn+1 is the j1th output variable, and yn+2 is the j2th
output variable), we apply appropriate other permutations (instead of τn+3,n+4 . . . τ3,4 τ1,2,
τn+2,n+3 . . . τ2,3 τ0,1, and τ2,n+m+5). This does not change our upper bounds on |wC | and JC .
In each of the three cases, the circuit C of depth 1 is simulated by a word wC over the
alphabet ∆±13,1 ∪ {τi,i+1 : 0 ≤ i}, of length |wC | ≤ 9 |K| + 20 + |wK |. After ≤ |C| construction
steps (starting with K being the empty circuit, and ending with K being C), the length of wC
will be |wC | ≤
9
2
|C|2 + 25|C|. The transpositions occurring in wC have maximum subscript
≤ |C|+ 5. The above construction of each word wC from C is a polynomial-time algorithm.
Inductive step: Assume that C has depth L > 1. In order to define wC we can use the
fact that we have already defined the words wCℓ (1 ≤ ℓ ≤ L) for the slices Cℓ of C. Indeed, each
slice has depth 1, so the base of the induction applies. Each word wCℓ has all the properties
claimed in the Theorem for circuit Cℓ. In particular, wCℓ defines the map
ΦCℓ : 0 Y
ℓ−1 7−→ 0 0i(nℓ) Y ℓ Y ℓ−1.
Hence, since ΦCℓ is a right ideal isomorphism, we also have
0 Y ℓ−1 0i(nℓ−1) Y ℓ−2 0i(nℓ−2) . . . Y 1 0i(n1) x1 . . . xm
ΦCℓ7−→
0 0i(nℓ) Y ℓ Y ℓ−1 0i(nℓ−1) Y ℓ−2 0i(nℓ−2) . . . Y 1 0i(n1) x1 . . . xm
Applying (σ1,nℓ)
i(nℓ) to this word yields
0 Y ℓ 0i(nℓ) Y ℓ−1 0i(nℓ−1) Y ℓ−2 0i(nℓ−2) . . . Y 1 0i(n1) x1 . . . xm.
where, in general, σi,j denotes the permutation τj−1,j τj−2,j−1 . . . τi+1,i+2 τi,i+1(·) (for all
0 ≤ i < j). Therefore,
(σ1,nL)
i(nL) wCL (σ1,nL−1)
i(nL−1) wCL−1 . . . (σ1,nℓ)
i(nℓ) wCℓ . . . (σ1,n1)
i(n1) wC1
defines the map
0x1 . . . xm 7−→
0 y1 . . . yn 0
i(n) Y L−1 0i(nL−1) . . . Y ℓ 0i(nℓ) . . . Y 2 0i(n2) Y 1 0i(n1) x1 . . . xm (=def Z).
Note that the length of the word Z is |Z| ≤ 1 + |C|+ 2L ≤ 3 · |C|. Indeed, the total number
of variables in the circuit (i.e., nL + . . . + n1 +m) is equal to the total number of wires (i.e.,
|C|); the “+1” comes from the leading letter 0; the “2L” comes from i(n), i(nL−1), . . ., i(n1).
Recall that y1 . . . yn = Y
L, and nL = n.
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Now the permutation π1 = (σ1,|Z|)
n+i(n) transforms the word Z into
0 Y L−1 0i(nL−1) . . . Y ℓ 0i(nℓ) . . . Y 2 0i(n2) Y 1 0i(n1) x1 . . . xm y1 . . . yn 0
i(n).
Note that the word length of π1 is less than (n + 2) · |Z| ≤ 3(n + 2) · |C| ≤ 3 |C|
2 over the
alphabet {τi,i+1 : 0 ≤ i}.
Next (and this is a crucial idea in reversible computing), applying
[(σ1,nL−1)
i(nL−1) wCL−1 . . . (σ1,nℓ)
i(nℓ) wCℓ . . . (σ1,n2)
i(n2) wC2 (σ1,n1)
i(n1) wC1]
−1
yields 0 x1 . . . xm y1 . . . yn 0
i(n).
Finally, applying the permutation π2 = (σ1,n+m+i(n))
m produces the desired final output
0 0i(n) y1 . . . yn x1 . . . xm.
Therefore we can define wC (over the alphabet ∆
±1
3,1 ∪ {τi,i+1 : 0 ≤ i}) by
wC = π2 [(σ1,nL−1)
i(nL−1) wCL−1 . . . (σ1,n1)
i(n1) wC1]
−1 π1 ·
(σ1,nL)
i(nL) wCL (σ1,nL−1)
i(nL−1) wCL−1 . . . (σ1,n1)
i(n1) wC1
For the length we have therefore
|wC | ≤ |π2|+
∑L−1
ℓ=1 |wCℓ|+
∑L−1
ℓ=1 i(nℓ) |σ1,nℓ|+ |π1|+
∑L
ℓ=1 |wCℓ|+
∑L
ℓ=1 i(nℓ) |σ1,nℓ|.
Since |wCℓ| ≤
9
2
|Cℓ|
2+25 |Cℓ| (for 1 ≤ ℓ ≤ L), and
∑L
ℓ=1 |Cℓ| = |C|, we have
∑L
ℓ=1 |Cℓ|
2 ≤ |C|2.
Also, i(nℓ) ≤ 2, and |σ1,nℓ| ≤ nℓ, so
∑L
ℓ=1 i(nℓ) |σ1,nℓ| ≤ 2 |C|. Thus |wC | ≤ c · |C|
2, for some
positive constant c. Also, the largest subscript in any permutation is ≤ |Z| ≤ 3 |C|. Since |C|
was squared in order to obtain strict layering, the above bounds become
|wC | ≤ c |C|
4,
JC ≤ 3 |C|
2.
The word wC can be written down in linear time, based on the words wCℓ (1 ≤ ℓ ≤ L), and we
saw that each wCℓ can be computed in polynomial time from Cℓ.
In order to obtain a word that strongly simulates fC we need to make two additions to wC :
A pre-processing step w0 is attached at the beginning (the right side) of wC , to make sure inputs
that are “too short” are handled correctly. A post-processing step wL+1 is attached at the end
(the left side) of wC , in order to remove excess letters introduced during pre-processing. Recall
that we write functions to the left of the argument. The word that strongly simulates fC is
denoted by WC and defined by
WC = wL+1wC w0
We define w0 by
w0 = τ1,3(n+m)+1 . . . τj,3(n+m)+j . . . τm,3(n+m)+m (ϕ0f,4)
n+m(·)
So, |w0| is bounded from above by a quadratic function in n +m, and Jw0 is linearly bounded
in n+m. We have
0 x1 . . . xm
w07−→ 0 x1 . . . xm 0
3(n+m) wC7−→ 01+i(n) fC(x1, . . . , xm) x1 . . . xm 0
3(n+m) .
For 0 ≤ k < m we have on an input that is “too short”:
0 x1 . . . xk #
w07−→ 0 z1 . . . zk+3(n+m) #
wC7−→ 01+i(n) fC(z1, . . . , zm) z1 . . . zk+3(n+m) #,
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where z1 . . . zk+3(n+m) is a permuted version of x1 . . . xk 0
3(n+m); this permutation depends only
on the number k+3(n+m). So the outcome 01+i(n) fC(z1, . . . , zm) z1 . . . zk+3(n+m)# does not
depend on the circuit C that was used to implement the function fC .
Finally, it is also easy to verify that
#
w07−→ 03(n+m) #
wC7−→ 0 fC(0, . . . , 0) 0
3(n+m)−1 # .
We define wL+1 by
wL+1 = (ϕ0f,4)
−n−m τn+m,3(n+m)+n+m . . . τj,3(n+m)+j . . . τ1,3(n+m)+1(·).
So, |wL+1| is bounded from above by a quadratic function in n + m, and JwL+1 is linearly
bounded in n +m. One can verify easily that
01+i(n)y1 . . . ynx1 . . . xm0
3(n+m) wL+17−→ 01+i(n)y1 . . . ynx1 . . . xm.
For 0 ≤ k < m, and x1, . . . , xk ∈ {0, 1}, let z1 . . . zk+3(n+m) be the permuted version of
x1 . . . xk 0
3(n+m) considered above. Let fC(z1 . . . zm) = y1 . . . yn; note that this string does
not depend on the circuit C that was used to implement the function fC .
Then the sequence of transformations wL+1 will be applied to 0 y1 . . . yn z1 . . . zk+3(n+m) #.
This will produce a new string (∈ {0, 1}∗#) which does not depend on the circuit C that was
used to implement the function fC .
Also, recall that on argument #, the outcome of the sequence of transformations w0wC is
0 y1 . . . yn 0
3(n+m)−1#, where fC(0, . . . , 0) = y1 . . . yn. Then, applying wL+1 yields a string
(∈ {0, 1}∗#) which does not depend on the circuit C that was used to implement the function
fC . ✷
Remarks: The length of wC (over the infinite alphabet ∆
±1
3,1∪{τi,i+1 : 0 ≤ i}), and the largest
subscript JwC (in any transposition occurring in wC) are bounded from above by polynomials in
|C|. Hence, if we write subscripts of transpositions in unary notation, the length of wC remains
bounded from above by a polynomial in |C|.
The group G3,1 is finitely generated, so one may wonder what the word length of wC would
be if wC were expressed over such a finite generating set; we will see that it is exponential
(Lemma 8.6, Theorem 8.7).
In the next section we reduce the above problem to a certain generalized word problem of
G3,1, still over the infinite generating set ∆3,1 ∪ {τi,i+1 : 0 ≤ i}.
4 Reduction to a generalized word problem
(over an infinite generating set)
We will now restate the above reduction as a reduction to a generalized word problem of a
Thompson group, over an infinite generating set. In the following definitions we represent
elements of G3,1 by right ideal isomorphisms between essential right ideals of {0, 1,#}
∗. We will
extend the classical concepts of stabilizers and fixators to the case of partial permutations.
Definitions. We say that g partially stabilizes a set of words S ⊆ {0, 1,#}∗ iff g(S)∪g−1(S) ⊆
S. So g maps S into itself wherever g is defined, and similarly for g−1. For a subgroup G ⊆ G3,1,
the partial stabilizer (in G) of S is
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pStabG(S) = {g ∈ G : g(S) ∪ g
−1(S) ⊆ S}.
We say that g totally stabilizes a set of words S iff g(S) ∪ g−1(S) ⊆ S, and in addition,
S ⊆ Dom(g) ∩ Im(g). So g totally stabilizes S iff g partially stabilizes S and moreover, g and
g−1 are defined everywhere on S. For a subgroup G ⊆ G3,1, the total stabilizer (in G) of S is
tStabG(S) = {g ∈ G : g(S) ∪ g
−1(S) ⊆ S ⊆ Dom(g) ∩ Im(g)}.
We say that g partially fixes a set S iff g(x) = x for every x ∈ S ∩ Dom(g) ∩ Im(g); this is
also called partial “pointwise stabilization”. For G ⊆ G3,1, the partial fixator (in G) of S is
pFixG(S) = {g ∈ G : (∀x ∈ S ∩ Dom(g) ∩ Im(g)) g(x) = x}
i.e., the elements g of G that fix every point in S on which g and g−1 are defined. We can also
define the total fixator by
tFixG(S) = {g ∈ G : S ⊆ Dom(g) ∩ Im(g) and (∀x ∈ S) g(x) = x},
i.e., the elements g of G that fix every point in S and such that g and g−1 are defined on every
point of S. This completes the definitions of stabilizers and fixators.
Observe that when R ⊆ {0, 1,#}∗ is a right ideal generated by a maximal prefix code P
(over the alphabet {0, 1,#}), then
pFixG(R) = tFixG(R) = tFixG(P ).
So, for right ideals, the notions of partial fixator and total fixator coincide. Moreover, for every
right ideal S ⊆ R such that S is essential in R (i.e., S has a non-empty intersection with every
right ideal contained in R), we have:
pFixG(S) = pFixG(R).
It is easy to see that tStabG(X) and tFixG(X) are always groups (for any group G ⊆ G3,1 and
any set X ⊆ {0, 1,#}∗). However, pStabG(X) and pFixG(X) are not always groups. For this
paper, all we need is the next Lemma.
Lemma 4.1 Let G ⊆ G3,1. For any set X of words over {0, 1,#}, tStabG(X) and tFixG(X)
are subgroups of G. For any right ideal R of {0, 1,#}∗, pFixG(R) is a subgroup of G.
If G ⊆ G3,1 and if B
∗ is any free submonoid of {0, 1,#}∗ (generated as a submonoid by a
set of words B ⊆ {0, 1,#}∗), then pStabG(B
∗) and pFixG(B
∗) are subgroups of G.
Proof. The sets tStabG(X), tFixG(X), pFixG(R), and pStabG(B
∗) are closed under inverse,
by definition. The closure under multiplication is obvious for tStabG(X) and tFixG(X). And
when R is a right ideal we saw that pFixG(R) = tFixG(R)
If x ∈ B∗ and ϕ2, ϕ1 ∈ pStabG(B
∗), and if (maxϕ2ϕ1)(x) is defined, we need to show that
(maxϕ2ϕ1)(x) ∈ B
∗. Note that ϕ1(x) and ϕ2ϕ1(x) might be undefined; but in any case, there
exists w ∈ B∗ such that ϕ2ϕ1(xw) is defined; we just need to take w long enough. Then we also
have ϕ2ϕ1(xw) ∈ B
∗ and ϕ2ϕ1(xw) = (maxϕ2ϕ1)(xw) = (maxϕ2ϕ1)(x) ·w. Therefore, since w
and (maxϕ2ϕ1)(x) ·w belong to B
∗, and since B∗ is free, we conclude that (maxϕ2ϕ1)(x) ∈ B
∗.
The proof for pFixG(B
∗) is very similar. ✷
With this terminology we can restate Lemma 3.4:
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Lemma 4.2 Let f and g be any boolean functions such that f and g have the same number of
input variables, and f and g have the same number of output variables. If f and g are simulated
by Φf , respectively Φg, then the following are equivalent:
• f = g
• Φ−1f Φg ∈ pFixG3,1(0{0, 1,#}
∗)
• Φ−1f Φg ∈ pFixGmod 33,1 (0{0, 1,#}
∗)
In the case of strong simulation the following are equivalent:
• f = g
• Φ−1f Φg ∈ pFixG3,1({0,#}{0, 1,#}
∗)
• Φ−1f Φg ∈ pFixGmod 33,1 ({0,#}{0, 1,#}
∗)
Theorem 3.5 and Lemma 4.2 give a polynomial-time one-to-one reduction from the equiva-
lence problem for acyclic circuits to the generalized word problem of pFixGmod 33,1 (0{0, 1,#}
∗) in
G3,1, with elements of G3,1 written over the set of generators ∆3,1 ∪{τi,i+1 : 0 ≤ i} (where ∆3,1
is a finite generating set of G3,1). It follows that this generalized word problem is coNP-hard.
Because of the existence of a strong simulation, we also have a polynomial-time one-to-one
reduction from the equivalence problem for acyclic circuits (with last output variable 0 when
the inputs are all 0) to the generalized word problem of pFixGmod 33,1 ({0,#}{0, 1,#}
∗) in G3,1 over
the set of generators ∆3,1 ∪ {τi,i+1 : 0 ≤ i}. Hence we have:
Corollary 4.3 (co-NP hard generalized word problem). The generalized word problems
of pFixGmod 33,1 (0{0, 1,#}
∗) and of pFixGmod 33,1 ({0,#}{0, 1,#}
∗), as subgroups of G3,1 (with
generating set ∆3,1 ∪ {τi,i+1 : 0 ≤ i}) are coNP-hard.
The following subgroups of G3,1 will play a major role.
Definition 4.4 The groups of bit-preserving (or {0, 1}-preserving) transformations, G3,1(0, 1)
and Gmod 33,1 (0, 1), are defined by
G3,1(0, 1) = pStabG3,1({0, 1}
∗)
= {φ ∈ G3,1 : φ({0, 1}
∗) ⊆ {0, 1}∗ and φ−1({0, 1}∗) ⊆ {0, 1}∗ },
Gmod 33,1 (0, 1) = pStabGmod 33,1 ({0, 1}
∗)
= {φ ∈ G3,1(0, 1) :
|φ(x)| ≡ |x| mod 3, for all x ∈ {0, 1}∗ for which φ(x) is defined}.
The groups of #-preserving transformations, G3,1(0, 1;#) and G
mod 3
3,1 (0, 1;#), are defined by
G3,1(0, 1;#) = pStabG3,1({0, 1}
∗) ∩ tStabG3,1({0, 1}
∗#).
= {φ ∈ G3,1(0, 1) : for all x ∈ {0, 1}
∗,
φ(x#) and φ−1(x#) are defined and φ(x#), φ−1(x#) ∈ {0, 1}∗# },
Gmod 33,1 (0, 1;#) = pStabGmod 33,1 ({0, 1}
∗) ∩ tStabGmod 3
3,1
({0, 1}∗#)
= {φ ∈ G3,1(0, 1;#) :
|φ(x)| ≡ |x| mod 3 for all x ∈ {0, 1}∗ for which φ(x) is defined}.
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It follows from Lemma 4.1 that G3,1(0, 1), G3,1(0, 1;#), G
mod 3
3,1 (0, 1), and G
mod 3
3,1 (0, 1;#) are
indeed groups.
All the elements of G3,1 that we have used in the proof of Theorem 3.5 are generated by
ϕ¬, ϕ∨, ϕ∧, τi,j (0 ≤ i ≤ j), and ϕ0f,4. These elements also belong to G
mod 3
3,1 (0, 1;#) (⊂
Gmod 33,1 (0, 1)). Hence, the above Corollary implies the following, where ∆# is a finite generating
set of Gmod 33,1 (0, 1;#), and ∆(0,1) is a finite generating set of G
mod 3
3,1 (0, 1):
Corollary 4.5 (co-NP hard generalized word problem). The generalized word problems
of pFixG(0 {0, 1,#}
∗) and of pFixG({0,#}{0, 1,#}
∗) as subgroups of G = Gmod 33,1 (0, 1;#) are
coNP-hard. Here the generating set used for Gmod 33,1 (0, 1;#) is ∆# ∪ {τi,i+1 : 0 ≤ i}.
The generalized word problems of pFixG(0 {0, 1,#}
∗) and of pFixG({0,#}{0, 1,#}
∗), as
subgroups of G = Gmod 33,1 (0, 1) are coNP-hard. Here the generating set used for G
mod3
3,1 (0, 1) is
∆(0,1) ∪ {τi,i+1 : 0 ≤ i}.
We will see later that Gmod 33,1 (0, 1;#) and G
mod 3
3,1 (0, 1) are finitely presented, so the finite gener-
ating sets ∆# and ∆(0,1) exist.
Here is a more concrete view of the subgroup Gmod 33,1 (0, 1;#):
Lemma 4.6 The group Gmod 33,1 (0, 1;#) consists of the elements of G3,1 that have tables of the
form [
x1 . . . xn x
′
1# . . . x
′
m#
y1 . . . yn y
′
1# . . . y
′
m#
]
,
for some positive integers n,m, with x1, . . ., xn, x
′
1, . . ., x
′
m, y1, . . ., yn, y
′
1, . . ., y
′
m ∈ {0, 1}
∗,
and |xi| ≡ |yi| mod 3 (for all i = 1, . . . , n). Moreover, {x1, . . . , xn} ∪ {x
′
1, . . . , x
′
n}# and
{y1, . . . , yn} ∪ {y
′
1, . . . , y
′
n}# are maximal prefix codes over {0, 1,#}.
Proof. From the shape of the above table we see immediately that the corresponding element
φ of G3,1, as well as φ
−1, map {0, 1}∗ into {0, 1}∗, and {0, 1}∗# into {0, 1}∗#. On {0, 1}∗,
φ preserves length modulo 3. Thus, φ ∈ pStabGmod 33,1 ({0, 1}
∗). Moreover, since {x1, . . . , xn}
∪ {x′1, . . . , x
′
n}# is a maximal prefix code, φ(w#) is defined for all w ∈ {0, 1}
∗. Similarly,
φ−1(w#) is always defined. Thus, φ ∈ tStabGmod 3
3,1
({0, 1}∗#).
Conversely, if φ ∈ Gmod 33,1 (0, 1;#) then the domain code of φ is a subset of {0, 1}
∗∪{0, 1}∗#
(since φ partially stabilizes {0, 1}∗ and totally stabilizes {0, 1}∗#). For the same reason, the
image code of φ is a subset of {0, 1}∗ ∪ {0, 1}∗#. By Lemma 4.7, and the definition of
Gmod 33,1 (0, 1;#) it now follows immediately that φ has a table of the above form. ✷
Lemma 4.7 (1) If P ⊂ {0, 1}∗ ∪ {0, 1}∗# is a maximal prefix code over {0, 1,#} then
P = P1 ∪ P2# for some P1, P2 ⊂ {0, 1}
∗, with the following properties:
• P1 is a maximal prefix code over {0, 1};
• P2 = {p ∈ {0, 1}
∗ : p is a strict prefix of some element of P1}.
When P1 is finite, this last property implies: |P2| = |P1| − 1.
(2) Conversely, if P = P1 ∪ P2# for some P1, P2 ⊂ {0, 1}
∗ with the above two properties,
then P is a maximal prefix code over {0, 1,#}.
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Proof. The proof is not difficult and appears in the Appendix. ✷
Similarly, Gmod 33,1 (0, 1) has a concrete description.
Lemma 4.8 The group Gmod 33,1 (0, 1) consists of the elements of G3,1 that have a table of the
form [
x1 . . . xn x
′
1#s1 . . . x
′
m#sm
y1 . . . yn y
′
1#tm . . . y
′
m#tm
]
,
for some positive integers n,m, with x1, . . ., xn, x
′
1, . . ., x
′
m, y1, . . ., yn, y
′
1, . . ., y
′
m ∈ {0, 1}
∗,
and s1, . . ., sm, t1, . . ., tm ∈ {0, 1,#}
∗, and |xi| ≡ |yi| mod 3 for all i = 1, . . . , n. Moreover,
{x1, . . . , xn} ∪ {x
′
1#s1, . . . , x
′
n#sm} and {y1, . . . , yn} ∪ {y
′
1#t1, . . . , y
′
n#tm} are maximal
prefix codes over {0, 1,#}.
Proof. The proof is similar to the proof of the corresponding Lemma for Gmod 33,1 (0, 1;#). ✷
In the next section we will reduce the above generalized word problems to the word problem
of G3,1 (still over the infinite generating set ∆3,1 ∪ {τi,i+1 : 0 ≤ i}).
5 Reduction to the word problem of a Thompson group
(over an infinite generating set)
We will give a linear-time k-ary conjunctive reduction (for a constant k) from the generalized
word problem of pFixGmod 33,1 ({0,#}{0, 1,#}
∗) to the word problem of G3,1, over the infinite
generating set ∆3,1 ∪ {τi,i+1 : 0 ≤ i}.
Definition 5.1 A polynomial-time k-ary conjunctive reduction from a language L ⊆ A∗
to a language W ⊆ B∗ is a function f : A∗ → (B∗)k such that f(x) is computable in time
bounded by a polynomial in |x|, and such that we have:
x ∈ L iff f(x) = (y1, . . . , yk) with yi ∈ W for all i (1 ≤ i ≤ k).
Any polynomial-time k-ary conjunctive reduction, for some constant k, is called polynomial-time
constant-arity conjunctive reduction.
The conjunctive reductions used in this paper will have a constant arity. More general defini-
tions of polynomial-time conjunctive reductions are possible (where the arity k is a polynomial
function of |x|), but we will not need this here. Conjunctive reductions are a special case of
truth-table reductions. Note that the classes P, NP, and coNP are closed under polynomial-time
constant-arity conjunctive reduction.
In the classical theory of permutation groups there are many results of the following form:
Let G be a permutation group acting on a set X (i.e., G ⊆ SX), and let Q1, Q2 be two
“complementary” subsets of X . Then for all g ∈ G we have:
(C) g ∈ FixG(Q1) iff gh = hg for all h ∈ FixG(Q2).
We call property (C) the commutation test for the generalized word problem of FixG(Q1).
The left-to-right implication is obvious. For the right-to-left implication to be true, special
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assumptions have to be made on G, on its action (i.e., on the embedding G →֒ SX), and on
the meaning of “complementary”.
What is interesting about the commutation test (C) is that it reduces the generalized word
problem of FixG(Q1) (as a subgroup of G) to N instances of the word problem of G, where N
is the minimum number of generators of FixG(Q2); indeed, g commutes with all elements h in
FixG(Q1) iff g commutes with all the members of a generating set of FixG(Q1). So, if FixG(Q2)
is finitely generated then we obtain a constant-arity conjunctive reduction of the generalized
word problem of FixG(Q1) to the word problem of G.
In this Section we prove our version of the commutation test, namely Theorem 5.5 below.
Since we deal with partial actions (Thompson groups), everything is somewhat different from
the classical case. We first introduce some concepts about prefix codes and fixators.
We make the following convention: Let φ : A∗ → A∗ be a partial map and x ∈ A∗; when we
write φ(x) it is to be understood that φ(x) is defined (i.e., x ∈ Dom(φ)).
Definition 5.2 Let A be a finite alphabet. Two prefix codes P, P ′ ⊂ A∗ are complementary
prefix codes iff P ∪ P ′ is a maximal prefix code over A, and PA∗ ∩ P ′A∗ = ∅.
Definition 5.3 Let A be a finite alphabet with |A| = n, and let G ⊆ Gn,1 (i.e., G is a subgroup
with a particular embedding). The fixator pFixG(P
′A∗) is called maximal iff there exists P ⊂ A∗
such that P, P ′ are complementary prefix codes, and such that we have:
for all x ∈ PA∗ there is h ∈ pFixG(P
′A∗) such that h(x) 6= x.
Equivalently: The fixator of a right ideal P ′A∗ is maximal iff it does not fix any larger right
ideal than P ′A∗.
Recall our convention that when we write φ(x) (for a partial map φ) it is to be understood that
φ(x) is defined (i.e., x ∈ Dom(φ)).
In analogy with Gmod 33,1 (0, 1) and G
mod 3
3,1 (0, 1;#) we use the notation
Gmod 33,1 (0, 1) = pStabGmod 33,1 ({0, 1}
∗),
Gmod 33,1 (0, 1;#) = pStabGmod 33,1 ({0, 1}
∗) ∩ tStabGmod 33,1 ({0, 1}
∗#).
Definition 5.4 Let G ⊂ Gmod 33,1 (0, 1;#) be a group. Let P, P
′ be complementary prefix codes
over {0, 1,#}, with P ∩ {0, 1}∗ 6= ∅, P ′ ∩ {0, 1}∗ 6= ∅, and P, P ′ ⊂ {0, 1}∗ ∪ {0, 1}∗#. So,
P = P1 ∪ P2#, and P
′ = P ′1 ∪ P
′
2#, according to Lemma 4.7.
The fixator pFixG(P
′{0, 1,#}∗) is separating on P{0, 1,#}∗ iff the following hold:
• For any ordered pair of prefix-incomparable words (x, y) with x, y ∈ P1{0, 1}
∗, there exists
h ∈ pFixG(P
′{0, 1,#}∗) and there exists u ∈ {0, 1}∗ such that
h(xu) = xu and h(yu) 6= yu.
• For any ordered pair of prefix-incomparable words (x, y) with x, y ∈ P1{0, 1}
∗# ∪ P2#
there exists h ∈ pFixG(P
′{0, 1,#}∗) such that
h(x) = x and h(y) 6= y.
We will not need any explicit separation requirements in the case where x ∈ {0, 1}∗ and y /∈
{0, 1}∗, or the case where x /∈ {0, 1}∗ and y ∈ {0, 1}∗. Also, note that for words x, y ∈ {0, 1}∗#,
x, y are prefix-incomparable iff x 6= y.
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Theorem 5.5 (Commutation test for pFixG(0 {0, 1,#}
∗) ). Let G = Gmod 33,1 (0, 1;#).
Then for any g ∈ G we have:
g ∈ pFixG(0 {0, 1,#}
∗) iff gh = hg for all h ∈ pFixG({1,#}{0, 1,#}
∗).
This Theorem follows immediately from the following two Propositions, 5.6 and 5.7.
Proposition 5.6 Suppose pFixG(P
′{0, 1,#}∗) is separating on P{0, 1,#}∗, where G, P , and
P ′ are as in Definition 5.4. Then for all g ∈ G we have:
If g commutes with all elements of pFixG(P
′{0, 1,#}∗) then g ∈ pFixG(P{0, 1,#}
∗).
Proposition 5.7 Let P , and P ′ be as in Definition 5.4, and let G = Gmod 33,1 (0, 1;#). Then
the fixator pFixG(P
′{0, 1,#}∗) is separating on P{0, 1,#}∗.
Before proving Propositions 5.6 and 5.7 we need some lemmas.
Lemma 5.8 Let P ⊂ A∗ be any prefix code, where |A| = n ≥ 2. Assume ϕ ∈ pStabGn,1(PA
∗),
but ϕ 6∈ pFixGn,1(PA
∗). Then there exists x ∈ PA∗ such that x and ϕ(x) are not prefix-
comparable.
In particular, if ϕ ∈ Gn,1 is not the identity element then there exists x ∈ domC(ϕ) such
that x and ϕ(x) are not prefix-comparable.
Proof. The proof is in the Appendix dedicated to properties of prefix codes. ✷
Lemma 5.9 Suppose P, P ′ ⊂ A∗ are complementary finite prefix codes. Let x1, . . . , xk ∈ PA
∗
(for any positive integer k), and assume x1, . . ., xk are two-by-two prefix-incomparable. Then
for all n of the form n = 1+ i (|A| − 1), with n ≥ |P | − k+ (|A| − 1) (|x1|+ . . .+ |xk|), there
exists a prefix code Q such that
• Q∪ {x1, . . . , xk} and P
′ are complementary prefix codes, with Q∪ {x1, . . . , xk} ⊂ PA
∗;
• |Q| = n.
• The set of prefixes of P is a subset of the set of prefixes of Q ∪ {x1, . . . , xk}.
Proof. The proof is in the Appendix dedicated to properties of prefix codes. ✷
Lemma 5.10 Let G, P , and P ′ be as in Definition 5.4. If pFixG(P
′{0, 1,#}∗) is separating
on P{0, 1,#}∗ then it is a maximal fixator.
Proof. Suppose by contradiction that there exists x0 ∈ P{0, 1,#}
∗ such that h(x0) = x0 for
all h ∈ pFixG(P
′{0, 1,#}∗). The prefix code P is of the form P1 ∪ P2#, with P1, P2 ⊂ {0, 1}
∗,
by Lemma 4.7.
Case 1: x0 ∈ P1{0, 1}
∗.
Choose x = x00 and y = x01. Then x and y are prefix incomparable, hence by the separation
property of the fixator, there exists h0 ∈ pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1}
∗ with
h0(xu0) = xu0, h0(yu0) 6= yu0.
However, h0(yu0) 6= yu0 contradicts the fact that h0(x0) = x0.
Case 2: x0 ∈ P1{0, 1}
∗#, or x0 ∈ P2# with |P2| ≥ 2.
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Let x0 = v0#. Let w0 ∈ P2 with w0 6= v0, and choose x = w0# and y = v0#. Then x and
y are prefix incomparable, and both are in {0, 1}∗#; so there exists h0 ∈ pFixG(P
′{0, 1,#}∗)
with
h0(x) = x, h0(y) 6= y.
However, h0(y) 6= y contradicts the fact that h0(x0) = x0.
Case 3: x0 ∈ P2# and |P2| = 1. (Obviously the case |P2| = 0 cannot occur when x0 ∈ P2#.)
Then P2 = {v0}, so we have x0 = v0#. Let z0 ∈ P1 (recall that in the Definition 5.4 we
assume that P1 6= ∅). Let x = z0# and y = x0 = v0#. Since z0 6= v0, x and y are prefix
incomparable, and both are in {0, 1}∗#; so there exists h0 ∈ pFixG(P
′{0, 1,#}∗) with
h0(x) = x, h0(y) 6= y.
Again, h0(y) 6= y contradicts the fact that h0(x0) = x0. ✷
Proof of Proposition 5.6. Let g ∈ G and assume g commutes with all elements of
pFixG(P
′{0, 1,#}∗). We want to show that g ∈ pFixG(P{0, 1,#}
∗). We first prove:
Claim: g stabilizes P ′{0, 1,#}∗ and P{0, 1,#}∗.
Proof of the Claim: Assume by contradiction that g(x′) = y for some x′ ∈ P ′{0, 1,#}∗
and y ∈ P{0, 1,#}∗. Since g commutes with all elements of the fixator we have for all h ∈
pFixG(P
′{0, 1,#}∗): gh(x′) = hg(x′) = g(x′) = y, i.e., h(y) = y. This contradicts the
maximality of the fixator pFixG(P
′{0, 1,#}∗), proved in Lemma 5.10. So g maps P ′{0, 1,#}∗
into itself.
In a similar way one proves that g−1 maps P ′{0, 1,#}∗ into itself. It follows from this that
g also maps P{0, 1,#}∗ into itself. Indeed, if we had g(x) = y′ for some x ∈ P{0, 1,#}∗ and
y′ ∈ P ′{0, 1,#}∗ then g−1(y′) = x, contradicting the fact that g−1 maps P ′{0, 1,#}∗ into itself.
Similarly, g−1 maps P{0, 1,#}∗ into itself. This proves the Claim.
Assume now by contradiction that g does not fix some element x1 ∈ P{0, 1,#}
∗: g(x1) = y1 6=
x1. By the Claim, y1 ∈ P{0, 1,#}
∗.
By Lemma 5.8 there exist x, y ∈ P{0, 1,#}∗ such that x and y are prefix incomparable and
g(x) = y. And since g commutes with the fixator, we have for all h ∈ pFixG(P
′{0, 1,#}∗):
gh(x) = hg(x) = h(y).
On the other hand, the separation property of the fixator implies that there exists h0 ∈
pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1,#}
∗ (with u0 empty if x, y ∈ {0, 1}
∗#), such that h0(yu0) 6=
yu0 and h0(xu0) = xu0.
The equality gh(x) = h(y) implies gh0(xu0) = h(yu0); this, together with h0(xu0) = xu0,
implies yu0 = gh0(xu0) = h(yu0). But this contradicts h0(yu0) 6= yu0. ✷
Lemma 5.11 (1) For all x, y ∈ {0, 1}∗ there exist letters ℓ1, ℓ2 ∈ {0, 1} such that xℓ1, and
yℓ2 are prefix incomparable.
(2) For all x, y, z ∈ {0, 1}∗ there exist letters ℓ1, . . . , ℓ6 ∈ {0, 1} such that xℓ1ℓ3, yℓ2ℓ4, and
zℓ5ℓ6, are prefix incomparable.
Proof. The proof is in the Appendix dedicated to properties of prefix codes. ✷
Notation: When S ⊆ A∗,
≥pref(S) = {p ∈ A
∗ : p ≥pref s, for some s ∈ S},
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i.e., ≥pref(S) is the set of all prefixes of words of S.
>pref(S) = {p ∈ A
∗ : p >pref s, for some s ∈ S},
i.e., >pref(S) is the set of all strict prefixes of words of S.
Proof of Proposition 5.7. Let x, y ∈ P1{0, 1}
∗ and assume x and y are prefix incomparable.
We want to find h0 ∈ pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1}
∗ such that h0(xu0) = xu0 and
h0(yu0) 6= yu0. If x, y ∈ {0, 1}
∗# then u0 is empty.
Case 1: x, y ∈ P1{0, 1}
∗.
The words x, y0, y1 are prefix-incomparable two-by-two (for x and y0, use Lemma 9.3, and
similarly for x and y1). Now use Lemma 5.9 to construct a maximal prefix code Q∪{x, y0, y1}∪
P ′, with Q ⊂ P{0, 1,#}∗.
Define h0 ∈ G = G
mod 3
3,1 (0, 1;#) by
h0(y0) = y1, h0(y1) = y0, h0(x) = x, and h is the identity on Q ∪ P
′.
So, Q∪{x, y0, y1}∪P ′ is the domain code and image code of h0. Note that h0 preserves lengths.
Then h0 ∈ pFixG(P
′{0, 1,#}∗), h0(y0) 6= y0, and h0(x0) = x0 (since h0(x) = x). So here, 0
plays the role of u0 in the separation property.
Case 2: x, y ∈ P1{0, 1}
∗# ∪ P2#.
Let x = x0# and y = y0#
Case 2.1: y0 ∈ P1{0, 1}
∗.
Either x0 is different from both y0 and y00, or x0 is different from both y0 and y01. We only
consider the case where x0 is different from both y0 and y00; the other case is similar.
• Assume x0 ∈ P2.
By Lemma 5.9 over the alphabet A = {0, 1}, there is a finite prefix code Q1 ⊂ P1{0, 1}
∗
such that Q1 ∪ {y000} and P
′
1 and complementary prefix codes (over {0, 1}). Therefore the
following set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a finite maximal prefix code over {0, 1,#}:
C = Q1 ∪ {y000} ∪ P
′
1 ∪ >pref(Q1 ∪ {y000} ∪ P
′
1) #,
Now we define h0, with domain code and image code C, by
h0(y0#) = y00#, h0(y00#) = y0#, and h0 is the identity everywhere else on C.
Thus, h0(y) 6= y. Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗) because y0, y00 /∈ P
′
2; indeed, y0, y00
∈ P1{0, 1}
∗ ⊂ P{0, 1,#}∗.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
h0 is defined).
We also claim that h0(x) = x. Indeed, x0 belongs to P2, which is contained in >pref(P1∪P
′
1);
moreover, >pref(P1) ⊂ >pref(Q1), by the 3rd point of Lemma 5.9. Therefore, x0# belongs to
C. On the other hand, x0 is different from y0 and y00.
• Assume x0 ∈ P1{0, 1}
∗.
Then, by Lemma 5.11, there are ℓ1, ℓ2 ∈ {0, 1} such that x0ℓ1 and y0ℓ2 are prefix incompa-
rable; also, x0ℓ1, y0ℓ2 ∈ P1{0, 1}
∗. By applying Lemma 5.9 over the alphabet A = {0, 1} we
obtain a finite prefix code Q1 ⊂ P1{0, 1}
∗ such that Q1 ∪ {x0ℓ1, y0ℓ20} and P
′
1 and complemen-
tary prefix codes (over {0, 1}). Therefore the following set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a
finite maximal prefix code over {0, 1,#}:
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C = Q1 ∪ {x0ℓ1, y0ℓ20} ∪ P
′
1 ∪ >pref(Q1 ∪ {x0ℓ1, y0ℓ20} ∪ P
′
1) #.
Now we define h0, with domain code and image code C, by
h0(y0#) = y0ℓ2#, h0(y0ℓ2#) = y0#, and h0 is the identity everywhere else on C.
Thus, h0(y) 6= y. Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗), because y0, y0ℓ2 /∈ P
′
2; indeed, y0, y0ℓ2
∈ P1{0, 1}
∗ ⊂ P{0, 1,#}∗.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
it is defined). Also, h0(x) = x, since x0# belongs to C (since x0 is a strict prefix of x0ℓ1), and
since x0 is different from y0 and y0ℓ2.
Case 2.2: y0 ∈ P2.
Since P1 6= ∅, there exists w0 ∈ P1; hence y0 is different from w0, w00, and w000. Also,
x0 is different from w00 or from w000 (or from both). Let z00 be one of w00 or w000, so that
z00 6= x0. We still have z00 6= y0 and z00 ∈ P1{0, 1}
∗.
• Assume x0 ∈ P2.
By Lemma 5.9 over the alphabet A = {0, 1}, there is a finite prefix code Q1 ⊂ P1{0, 1}
∗ such
that Q1 ∪ {z00} and P
′
1 and complementary prefix codes (over {0, 1}). Therefore the following
set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a finite maximal prefix code over {0, 1,#}:
C = Q1 ∪ {z00} ∪ P
′
1 ∪ >pref(Q1 ∪ {z00} ∪ P
′
1) #.
Now we define h0, with domain code and image code C, by
h0(y0#) = z0#, h0(z0#) = y0#, and h0 is the identity everywhere else on C.
Thus, h0(y) 6= y and h0(x) = x. Note that h0(x0#) and h0(y0#) are defined since x0, y0 ∈ P2 ⊂
>pref (P1 ∪ P
′
1); moreover, >pref(P1) ⊂ >pref (Q1), by the 3rd point of Lemma 5.9. Therefore,
x0# and y0# belong to C.
Also, h0 ∈ pFixG(P
′{0, 1,#}∗), because y0, z0 /∈ P
′
2; indeed, y0, z0 ∈ P2 ∪ P1{0, 1}
∗ ⊂
P{0, 1,#}∗.
Also, h0 preserves the length of strings in {0, 1}
∗ since h0 is the identity on {0, 1}
∗ wherever
it is defined.
• Assume x0 ∈ P1{0, 1}
∗.
Then, by Lemma 5.11, there are ℓ1, ℓ2 ∈ {0, 1} such that x0ℓ1 and z0ℓ2 are prefix incom-
parable. By applying Lemma 5.9 over the alphabet A = {0, 1} we obtain a finite prefix code
Q1 ⊂ P1{0, 1}
∗ such that Q1∪{x0ℓ1, z0ℓ2} and P
′
1 and complementary prefix codes (over {0, 1}).
Therefore the following set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a finite maximal prefix code over
{0, 1,#}:
C = Q1 ∪ {x0ℓ1, z0ℓ2} ∪ P
′
1 ∪ >pref(Q1 ∪ {x0ℓ1, z0ℓ2} ∪ P
′
1) #.
Now we define h0, with domain code and image code C, by
h0(y0#) = z0#, h0(z0#) = y0#, and h0 is the identity everywhere else on C.
Thus, h0(y) 6= y, and y ∈ C (since y0 ∈ P2 ⊂ >pref(P1 ∪ P
′
1) ⊂ >pref(Q1 ∪ P
′
1) ).
Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗), because y0, z0 /∈ P
′
2; indeed, y0, z0 ∈ P2 ∪ P1{0, 1}
∗
⊂ P{0, 1,#}∗.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
it is defined). Also, h0(x) = x, since x0# belongs to C (since x0 is a strict prefix of x0ℓ1), and
since x0 is different from y0 and z0. ✷
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As we observed near the beginning of this Section, the circuit equivalence problem reduces
to the generalized word problem of FixG(0 {0, 1,#}
∗), as subgroup of G = Gmod 33,1 (0, 1;#). The
generating set used for G is ∆0,1;#∪{τi,i+1 : 0 ≤ i}, where ∆0,1;# is a fixed finite generating set
of Gmod 33,1 (0, 1;#). We will prove in the next Section, and independently of this Section, that
Gmod 33,1 (0, 1;#) is finitely presented.
Theorem 5.5 reduces the circuit equivalence problem to the word problem of Gmod 33,1 (0, 1;#).
The reduction is an unbounded conjunctive reduction, namely, the conjunction of all word
problems “gh = hg”, as h ranges over FixG({1,#}{0, 1,#}
∗), where G = Gmod 33,1 (0, 1;#).
However, Proposition 5.13 below implies that pFixG({1,#}{0, 1,#}
∗) is isomorphic to G =
Gmod 33,1 (0, 1;#). This and the fact that G is finitely generated (proved in Proposition 6.4) implies
that only the finitely many generators of pFixG({1,#}{0, 1,#}
∗) need to be used in the role of
“h” in the Commutation Test. This then yields:
Corollary 5.12 The circuit equivalence problem reduces to the word problem of Gmod 33,1 (0, 1;#),
and hence to the word problem of G3,1 (over an infinite generating set), by a polynomial-time k-
bounded conjunctive reduction. Here, k is the minimum number of generators of Gmod 33,1 (0, 1;#).
Proposition 5.13 For G = Gmod 33,1 (0, 1;#), the subgroup pFixG({1,#}{0, 1,#}
∗) is isomor-
phic to G.
Proof. An element ϕ ∈ G = Gmod 33,1 (0, 1;#) belongs to FixG({1,#}{0, 1,#}
∗) iff ϕ has a table
of the form
ϕ =
[
1 # 0x1 . . . 0xn 0x
′
1# . . . 0x
′
m#
1 # 0y1 . . . 0yn 0y
′
1# . . . 0y
′
m#
]
where xi, yi, x
′
j, y
′
j range over {0, 1}
∗, and |xi| ≡ |yi| mod 3 (for i = 1, . . . , n). The isomorphism
to Gmod 33,1 (0, 1;#) simply maps this table to
ψ =
[
x1 . . . xn x
′
1# . . . x
′
m#
y1 . . . yn y
′
1# . . . y
′
m#
]
It is straightforward to see that ψ preserves lengths mod 3 on {0, 1}∗ if ϕ does, and that ϕ 7→ ψ
is an isomorphism. ✷
The commutation test not only works for certain fixators in Gmod 33,1 (0, 1;#), but also for the
analogous fixators in G3,1, G
mod 3
3,1 , and G
mod 3
3,1 (0, 1). This is proved in the Appendices A2 and
A3.
Our next task will be to reduce this non-standard word problem of G3,1 (over an infinite
generating set) to the word problem of a finitely generated group; we will actually obtain a
finitely presented group.
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6 Finite presentations
We will now prove that the groups G3,1(0, 1;#) and G
mod 3
3,1 (0, 1;#) are finitely generated, and
in fact finitely presented. Higman’s technique (see pp. 24-33 of [14]) can be applied rather
directly to these groups, once we have proved certain properties of prefix codes. We will use
Higman’s notation 
 x1 . . . xny1 . . . yn
z1 . . . zn


for a composite of the form
[
y1 . . . yn
z1 . . . zn
]
·
[
x1 . . . xn
y1 . . . yn
]
(·)
where {x1, . . . , xn}, {y1, . . . , yn}, {z1, . . . , zn} are three maximal prefix codes of cardinality n.
A remark on terminology: Higman uses the word “depth” of a prefix code to refer to the
number of vertices of the inner tree (he has a different point of view, and does not talk about
prefix codes or trees explicitly). We will not follow Higman’s terminology and use the word
depth for the actual depth of a tree, i.e., the number of edges in a longest path from the root
to a leaf.
We first give a lemma concerning the particular maximal prefix codes used in G3,1(0, 1;#).
Recall that, for an alphabet A, the tree of the free monoid A∗ consists of the vertex set A∗ and
the edge set {(w,wa) : w ∈ A∗, a ∈ A}; the tree is rooted, with the empty word ε as the root.
For a prefix code P ⊂ A∗, the prefix tree of P consists of the vertex set
{w ∈ A∗ : w is a prefix of some element of P},
with root ε. The edge set is
{(w,wa) : a ∈ A, wa is a prefix of some element of P}.
So the elements of P are the leaves of the prefix tree of P . The inner (or internal) vertices
of a rooted tree are, by definition, the vertices that are not leaves (i.e., a vertex v is internal
iff there exists an edge (v, w) in the tree, for some vertex w). The tree spanned by the inner
vertices is called the inner tree. We will denote the inner tree of the prefix tree of a prefix code
P by Tin(P ).
Lemma 6.1 (0) Every finite maximal prefix code P over an alphabet A (e.g., A = {0, 1,#})
has cardinality |P | = 1 + (|A| − 1) iP , where iP is the number of inner vertices of the prefix
tree of P .
If |P | > 1 then P contains a subset of the form uA (for some word u ∈ A∗).
Also, for every integer i ≥ 0, there exists a maximal prefix code P over an alphabet A of
cardinality 1 + (|A| − 1) i.
(1) If P ⊂ {0, 1}∗ {ε,#}, and |P | > 1, then P contains a subset of the form
u {0, 1,#}, for some u ∈ {0, 1}∗
(2) For every integer i ≥ 3 there is a maximal prefix code P ⊂ {0, 1}∗ {ε,#}, with |P | = 1+2i,
and with the following property:
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P contains a subset of the form {u, v} {0, 1,#}, for some u, v ∈ {0, 1}∗, u 6= v.
(3) For every integer i ≥ 5, there is a maximal prefix code P ⊂ {0, 1}∗ {ε,#}, with |P | =
1 + 2i, and with the following property:
P contains a subset of the form {u, v, w} {0, 1,#}, for some u, v, w ∈ {0, 1}∗,
with u, v, w distinct two-by-two.
Proof. The proof is in the appendix dedicated to properties of prefix codes. ✷
For elements of G3,1 that preserve length modulo 3, the following concept and lemma are
important.
Definition 6.2 Let P ⊂ A∗ be finite set, where A is any finite alphabet. The mod 3 cardinality
of P is the triple (n0, n1, n2) ∈ N
3, such that (for i = 0, 1, 2):
ni = |P ∩ {w ∈ A
∗ : |w| ≡ i mod 3}|.
Note that if (n0, n1, n2) is the mod 3 cardinality of P then n0 + n1 + n2 = |P |.
Observation: By Lemma 6.1 (1), if a prefix code Q ⊂ A∗ has cardinality 2 or more, its inner
tree Tin(Q) has at least one leaf. Moreover, if |Q| is large enough then either Tin(Q) has a
second leaf, or it has two (or more) one-child vertices, both having equivalent depths modulo
3; for this to hold, it suffices that Tin(Q) has depth ≥ 4. More generally, if |Q| is large enough
then Tin(Q) has one of the following:
(1) either Tin(Q) has three leaves (or more);
(2) or it has two leaves and two (or more) one-child vertices, both having equivalent depths
modulo 3;
(3) or it has one leaf, and two (or more) one-child vertices, both having equivalent depths modulo
3, and two additional one-child vertices (or more), both having equivalent depths modulo 3.
(For one of these three properties to be true it suffices that Tin(Q) has depth ≥ 6.)
Lemma 6.3 .
• Suppose that there exists a maximal prefix code Q over the alphabet {0, 1}, whose inner tree
Tin(Q) has two one-child vertices at depths ≡ i mod 3 (for some i ∈ {0, 1, 2}). Then there
exists a maximal prefix code P ⊂ {0, 1}∗ with the same mod 3 cardinality as Q, and with the
following property:
there is a word u ∈ {0, 1}∗ such that u · {0, 1} ⊆ P and |u| ≡ i mod 3.
Equivalently, the inner tree of the prefix code P has a leaf at depth ≡ i mod 3.
• More generally, let k ≥ 2, let i1, . . . , ik ∈ {0, 1, 2}, and suppose that Tin(Q) has the following
property: For every λ (1 ≤ λ ≤ k), Tin(Q) has a leaf of depth ≡ iλ or it has two one-child
vertices at depths ≡ iλ mod 3.
Then there exists a maximal prefix code P ⊂ {0, 1}∗ with the same mod 3 cardinality as Q,
and with the following property:
there are k different words u1, . . . , uk ∈ {0, 1}
∗ such that {u1, . . . , uk} · {0, 1} ⊆ P and
|u1| ≡ i1, . . . , |uk| ≡ ik, mod 3.
Equivalently, the inner tree of the prefix code P has at least k leaves that have depths respectively
≡ i1, . . ., ≡ ik mod 3.
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Proof. The proof is in the appendix dedicated to properties of prefix codes. ✷
Lemma 6.4 (1) The group G3,1(0, 1;#) is generated by elements of table-size ≤ 7.
(2) The group Gmod 33,1 (0, 1;#) is generated by elements of table-size ≤ 61.
Hence these groups are finitely generated
Proof. (1) Higman’s proof that GN,r is finitely generated can be applied directly (see [14],
Lemma 4.2, pp. 26-27). By Lemma 6.1 (1), every element ϕ ∈ G3,1(0, 1;#) of table-size
‖ϕ‖ = n > 1 (in particular when n > 7) has a table of the form
[
x0 x1 x# x4 . . . xn
y1 y2 y3 y4 . . . yn
]
.
where x ∈ {0, 1}∗; x is a leaf of the inner tree of the domain code domC(ϕ). The image code
{y1, . . . , yn} also contains 3 words of the form yi1 = y0, yi2 = y1, yi3 = y#, where y ∈ {0, 1}
∗.
The three indices i1, i2, i3 are in {1, . . . , n}, but any order relation between i1, i2, i3 is possible.
For the relation between {1, 2, 3} and {i1, i2, i3} we have two cases, just as in [14].
Case 1 — The column index sets {1, 2, 3} and {i1, i2, i3} are disjoint:
By permuting columns (if necessary) we can make (i1, i2, i3) = (4, 5, 6); then the table of ϕ has
the form [
x0 x1 x# x4 x5 x6 x7 . . . xn
y1 y2 y3 y0 y1 y# y7 . . . yn
]
If n ≥ 7, we can apply Lemma 6.1(2) to obtain a maximal prefix code P1 over {0, 1} with two
leaves and with the same cardinality as domC(ϕ)∩{0, 1}∗. Then (by Lemma 4.7), P1 determines
a maximal prefix code P ⊂ {0, 1}∗ ∪ {0, 1}∗# with the same cardinality as domC(ϕ). If we
appropriately insert the code P as a row we get

 x0 x1 x# x4 x5 x6 x7 . . . xnu0 u1 u# v0 v1 v# z7 . . . zn
y1 y2 y3 y0 y1 y# y7 . . . yn


Thus, we can write the original element ϕ ∈ G3,1(0, 1;#) as a composite of two elements of
G3,1(0, 1;#). Each of these two factors of ϕ contains 3 columns in “reducible” form: Each of
these two factors can be extended to a table of size ≤ n − 2, obtained by replacing the three
columns
[
x0 x1 x#
u0 u1 u#
]
by the column
[
x
u
]
, and similarly for
[
v
y
]
.
Let us check that these two factors of ϕ belong to G3,1(0, 1;#) (and not just to G3,1). First,
the inserted row corresponds to a maximal prefix code in {0, 1}∗ {ε,#}. Since ϕ ∈ G3,1(0, 1;#),
the table of ϕ has the following property: Words in {0, 1}∗ line up (column-wise) with words in
{0, 1}∗, and words in {0, 1}∗# line up (column-wise) with words in in {0, 1}∗#. The inserted
row has the same size as the table of ϕ, and for maximal prefix codes in {0, 1}∗ {ε,#} we know
that the cardinality of the code determines the number of words in {0, 1}∗ (or in {0, 1}∗#); see
Lemma 4.7. Thus we can correctly line up the elements of the new row with the two rows of
ϕ, in such a way that the two factors belong to G3,1(0, 1;#).
Case 2 — The column index sets {1, 2, 3} and {i1, i2, i3} have a non-empty intersection:
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Then, we use Lemma 6.1 (2) to create a code, and insert it into the table of ϕ as two rows,
exactly as on p. 27 of [14]:


x0 x1 x# x4 . . . . . . . . . . . . xn−3 xn−2 xn−1 xn
u0 u1 u# . . . . . . . . . . . . . . . . . . v0 v1 v#
. . . ua1 . . . ua2 . . . ua3 . . . . . . . . . v0 v1 v#
. . . ya1 . . . ya2 . . . ya3 . . . . . . . . . yn−2 yn−1 yn


where (a1, a2, a3) is a permutation of (0, 1,#); ua1 is in any column from 1 through 3 (not
necessarily in column 2, as drawn on the picture); ua2 is in any column from the one just right
of the column of ua1 through n−4, and ua3 is in any column to the right of column ua2 through
column n− 3. This case is possible whenever n is large enough so that there are 3 copies of the
triple (0, 1,#) with one overlap: n = 1 + 2i ≥ 3 · |A| − 1 = 3 · 3 − 1 = 8, i.e., n ≥ 9 (where
A = {0, 1,#}). This will lead to a factorization of ϕ ∈ G3,1(0, 1;#) as a composition of three
elements, each of which can be extended to a table of size ≤ n− 2.
As in case 1, the two new rows can be inserted so that columns are be lined up in such a
way that the three factors belong to G3,1(0, 1;#) (and not just to G3,1).
The Lemma now follows by induction on the table-size. Elements of table-size < 9 are then
used as generators. Since over an alphabet of size 3, maximal prefix codes have size 1 + 2i, it
follows that the generators of table-size < 9 actually have table-size ≤ 7.
(2) The proof that Gmod 33,1 (0, 1;#) is finitely generated follows the same outline as the proof
for G3,1(0, 1;#). The only difference is that now we have to check that the factors are in
Gmod 33,1 (0, 1;#), not just in G3,1(0, 1;#). Let ϕ ∈ G
mod 3
3,1 (0, 1;#).
Case 1 — The column index sets {1, 2, 3} and {i1, i2, i3} are disjoint:
Again, ϕ has the form
[
x0 x1 x# x4 x5 x6 x7 . . . xn
y1 y2 y3 y0 y1 y# y7 . . . yn
]
where x, y, x4, x5, y1, y2 ∈ {0, 1}
∗, |x|+ 1 ≡ |y1| ≡ |y2| ≡ j mod 3, and |y|+ 1 ≡ |x4| ≡ |x5| ≡ i
mod 3.
Let Q = domC(ϕ) and let Q1 = domC(ϕ) ∩ {0, 1}
∗. Then x labels a leaf of Tin(Q1).
Moreover, x4, x5 are either the children of a leaf of Tin(Q1) or they are the children of two
one-child vertices, both having equivalent depths modulo 3. So we can apply Lemma 6.3 in
order to obtain a maximal prefix code P1 ⊂ {0, 1}
∗ with the same mod 3 cardinality as Q1,
such that Tin(P1) has a leaf at depth ≡ j − 1 and a leaf at depth ≡ i − 1 mod 3. So, P1 has
the form P1 = {u0, u1, v0, v1, . . .}, with |u|+ 1 ≡ i and |v|+ 1 ≡ j mod 3. By Lemma 4.7, this
uniquely determines a maximal prefix code P = P1 ∪ P2# over {0, 1,#} (where P2 ⊂ {0, 1}
∗
consists of the strict prefixes of elements of P1).
Now, as in proof (1) for G3,1(0, 1;#), we insert the code P as a row into the table of ϕ. We
line up the colums as in case 1 of (1). The columns of the table can be lined up so that the
factors of ϕ are in Gmod 33,1 (0, 1;#); indeed, P1, domC(ϕ), and imC(ϕ) have the same mod 3
cardinality, and |u|+ 1 ≡ |x|+ 1 ≡ |y1| ≡ |y2|, |v|+ 1 ≡ |y|+ 1 ≡ |x4| ≡ |x5| mod 3.
Case 2 — The column index sets {1, 2, 3} and {i1, i2, i3} have a non-empty intersection:
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Again, let Q = domC(ϕ), Q1 = domC(ϕ) ∩ {0, 1}
∗; also, x labels a leaf of Tin(Q1). We
assume that n is large enough in order to make sure that Tin(Q1) has either another leaf or
two one-child vertices, both having equivalent depths modulo 3. If the depth of Tin(Q1) is
at least 4 then this will be the case, and we can apply Lemma 6.3. In order to make sure
that Tin(Q1) has depth ≥ 4 we assume that |Q1| ≥ 2
5, and this is equivalent to assuming
n = |domC(ϕ)| = |Q1 ∪ Q2#| = 2 |Q1| − 1 ≥ 2 2
5 − 1. (Recall the Q2 ⊂ {0, 1}
∗ consists of all
strict prefixes of elements of Q1, hence |Q2| = |Q1| − 1.) Thus, we assume n ≥ 2
6 − 1 = 63.
Now we insert the new code P twice into the table, in the same way as in case 2 of (1).
Elements of odd table size < 63 can thus be used as generators. ✷
Next, we want to prove that G3,1(0, 1;#) andG
mod 3
3,1 (0, 1;#) are finitely presented. Following
Higman [14] (p. 25), we associate a table with a relation in G3,1(0, 1;#) or G
mod 3
3,1 (0, 1;#). Let
us fix a finite generating set for G3,1(0, 1;#), and let ϕ1, . . . , ϕn be a sequence of generators.
By restriction of the generators, we can choose a table for each generator in such a way that the
image code of ϕi is equal to the domain code of ϕi+1 (1 ≤ i < n). Then all these domain and
image codes have the same cardinality, say m. Putting these n tables together in an (n+1)×m
table yields the table of the sequence ϕ1 . . . ϕn:

x1,1 . . . x1,m
. . . . . . . . .
xn,1 . . . xn,m
xn+1,1 . . . xn+1,m

 ,
where the following is a table for ϕi (1 ≤ i ≤ n):[
xi,1 . . . xi,m
xi+1,1 . . . xi+1,m
]
.
Note that ϕ1 . . . ϕn is a relator of G3,1(0, 1;#) iff x1,j = xn+1,j for all j = 1, . . . , m (i.e., the
first and the last rows are equal).
The smallest m for which a sequence (or, in particular, a relator) ϕ1, . . . , ϕn has a table,
is called the table-size of the sequence (or the relator).
The concepts of “table of a relator”, and “table-size of a relator” make sense for any sequence
ϕ1, . . . , ϕn of elements of G3,1, or in particular of G
mod 3
3,1 (0, 1;#).
Thanks to this concept we can formulate the previous Lemma 6.4 in a slightly stronger way
(similar to Higman’s Lemma 4.3).
Lemma 6.5 Every element ϕ ∈ G3,1(0, 1;#) of table-size ‖ϕ‖ > 7 can be represented by a
word wϕ over the set of elements of table-size ≤ 7, such that the sequence wϕ has table-size
≤ ‖ϕ‖.
Similarly, every element ϕ ∈ Gmod 33,1 (0, 1;#) of table-size ‖ϕ‖ > 61 can be represented by a
word wϕ over the set of elements of table-size ≤ 61, and such that the sequence wϕ has table-size
≤ ‖ϕ‖.
Proof. This follows from the proof of Lemma 6.4. In that proof, we started out with a table
of ϕ (of table-size ‖ϕ‖), and repeatedly inserted rows. No columns are ever added, hence the
table-size doesn’t increase. See also the proof of Higman’s Lemma 4.3 in [14]. ✷
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Proposition 6.6 The group G3,1(0, 1;#) is presented by relators of table-size ≤ 9, in terms
of generators of table-size ≤ 7.
The group Gmod 33,1 (0, 1;#) is presented by relators of table-size ≤ 125 in terms of generators
of table-size ≤ 61. Hence G3,1(0, 1;#) and G
mod 3
3,1 (0, 1;#) are finitely presented.
Proof. Higman’s method for proving that GN,r is finitely presented can be applied directly
(see [14], pp. 29-33). Now we use part (3) of Lemma 6.1 for G3,1(0, 1;#), and Lemma 6.3 for
Gmod 33,1 (0, 1;#).
For the same reason as in Lemma 6.4, the new rows that are inserted can be lined up
(column-wise), in such a way that all pairs of adjacent rows represent elements of G3,1(0, 1;#)
or Gmod 33,1 (0, 1;#) (and not just of G3,1).
The number 9 for G3,1(0, 1;#) comes from the fact that, in order to do the row insertions
the table-size n = 1+2i has to be at least 4× |A| − 2 = 4× 3− 2 = 10 (where A = {0, 1,#}).
Hence i ≥ 5, hence n ≥ 11. So, for the generators we can pick table-size < 11 (which implies
table-size i ≤ 9, since over a three-letter alphabet table-sizes are odd). Refer to p. 31 of [14]
(the “linkages between them” occupy at most 4 |A| − 2 columns).
For Gmod 33,1 (0, 1;#), Higman’s “type III reductions” require that we insert a row correspond-
ing to a prefix code with 3 leaves in the inner tree. Since one of the pre-existing rows in the
table already has two leaves, we need the table-size to be large enough so that the Observation
before Lemma 6.3 applies. If Tin (over {0, 1}) has depth at least 5, and Tin has at least two
leaves, then it either has 3 (or more leaves) or it has at least two one-child vertices such that
the depths of these two vertices are equivalent mod 3. In the latter case we apply Lemma 6.3 to
obtain the desired code. For Tin to have depth 5, it is sufficient for the code (over {0, 1}) to have
cardinality 26. Hence (by Lemma 6.3), the code over {0, 1,#} has cardinality 2× 26− 1 = 127.
So the presentation of Gmod 33,1 (0, 1;#) uses tables of size < 127, hence of size ≤ 125 (since code
sizes over a 3-letter alphabet are odd). ✷
The group G3,1(0, 1;#) maps onto G3,1 by the homomorphism[
x1 . . . xn x
′
1# . . . x
′
m#
y1 . . . yn y
′
1# . . . y
′
m#
]
7−→
[
x1 . . . xn
y1 . . . yn
]
whose kernel is the normal subgroup pFixG({0, 1}
∗) of G = G3,1(0, 1;#) (by Lemma 4.1 this
partial fixator is indeed a group). The group pFixG({0, 1}
∗) consists of the elements that have
a table of the form[
x1 . . . xn x
′
1# . . . x
′
m#
x1 . . . xn y
′
1# . . . y
′
m#
]
.
Hence, G3,1(0, 1;#) is not a simple group.
In a similar way, Gmod 33,1 (0, 1;#) maps onto G = G
mod 3
3,1 with kernel pFixG({0, 1}
∗); hence
Gmod 33,1 (0, 1;#) is not a simple group.
In summary, we proved:
Theorem 6.7 The group Gmod 33,1 (0, 1;#) is finitely presented, and not simple.
The word problem of Gmod 33,1 (0, 1;#), over the infinite generating set ∆ ∪ {τi,i+1 : 0 ≤ i}, is
coNP-hard with respect to constant-arity conjunctive polynomial-time reduction. (Here ∆ is a
finite generating set of Gmod 33,1 (0, 1;#).)
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7 Reduction to the word problem of a finitely presented
group
So far, the word problems that we have focused on were over infinite generating sets, although
the groups used also admit finite generating sets. This is a crucial point, because the groups
G3,1, etc., have their word problem in P over a finite generating set; but their word problem
over certain infinite generating sets, as seen here, is coNP-hard.
In this section we obtain different Thompson groups with finite generating sets. These
groups are obtained by expressing the transpositions τn,n+1 over a finite set of generators,
according to tbe methods of Section 2; we saw that τn,n+1 has polynomial word length (in n)
over those generators. Thus Section 2 now gives us a finitely generated Thompson group with
coNP-hard word problem. We will work next at obtaining a finitely presented group.
Proposition 7.1 Conjugation by κi or κ
−1
i (i = 0, 1, 2, 3) is an automorphism of G
mod 3
3,1 (0, 1;#),
and also an automorphism of Gmod 33,1 (0, 1).
Proof. It is enough to prove that Gmod33,1 (0, 1;#) and G
mod 3
3,1 (0, 1) are closed under conjugation
by κi and by κ
−1
i .
The definition of κi directly shows that κi and κ
−1
i stabilize {0, 1}
∗ and {0, 1}∗#. Hence for
every ϕ ∈ Gmod 33,1 (0, 1), κiϕκ
−1
i and κ
−1
i ϕκi stabilize {0, 1}
∗; and for every ϕ ∈ Gmod 33,1 (0, 1;#),
κiϕκ
−1
i and κ
−1
i ϕκi stabilize {0, 1}
∗ and {0, 1}∗#.
The definition of κi also directly shows that κi is length-preserving. Hence, or every ϕ ∈
Gmod 33,1 , κiϕκ
−1
i and κ
−1
i ϕκi preserve length of strings in {0, 1}
∗ modulo 3.
Thus, all we still need to show is that if ϕ ∈ Gmod 33,1 (0, 1), then κiϕκ
−1
i and κ
−1
i ϕκi belong
to G3,1. We will do this by showing that they have “finite depth”. An element ψ ∈ G3,1 is said
to have depth ≤ d iff for all w ∈ {0, 1,#}∗ with |w| > d, there is a prefix v of w = vs (for some
s ∈ {0, 1,#}∗, with |v| ≤ d and ψ(w) = ψ(v) s. Obviously, ψ belongs to G3,1 iff ψ has finite
depth.
Let ϕ ∈ Gmod 33,1 (0, 1). Since κiϕκ
−1
i stabilizes {0, 1}
∗, it has domain and image codes of
the form P1 ∪
⋃
v∈P2
v#P (v), where P1 (⊂ {0, 1}
∗) is a maximal prefix code over {0, 1}, P2
(⊂ {0, 1}∗) consists of all strict prefixes of elements of P1, and each P (v) is a maximal prefix
code over {0, 1,#}. In order to show that κiϕκ
−1
i and κ
−1
i ϕκi belong to G3,1, we have to show
that P1 is finite (hence P2 is finite), and that each P (v) is finite, as v ranges over P2). Let
m = max{|w| : w ∈ domC(ϕ) ∪ imC(ϕ)},
d = i + 3 · ⌈m/3⌉ (i.e., 3 · ⌈m/3⌉ is “m rounded up to the next multiple of 3”).
We claim:
κiϕκ
−1
i and κ
−1
i ϕκi have depth ≤ d.
For w ∈ {0, 1}∗, if |w| > d we can write w = xs ∈ P1{0, 1}
∗ ⊂ {0, 1}∗, with |x| = d. Then
κi(xs#) = κi(x) κ0(s) #,
by the choice of d, and since |x| = d. Next, applying ϕ yields
ϕ(κi(x)) κ0(s) #,
since |κi(x)| = |x| ≥ m. Now, applying κ
−1
i yields
κ−1i (ϕ(κi(x))) κ
−1
0 (κ0(s)) #,
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since |ϕ(κi(x))| ≡ |κi(x)| (mod 3) ≡ d (mod 3). Important remark: Here we used the fact that
ϕ preserves length modulo 3 (on {0, 1}∗).
Thus we have:
κ−1i ϕκi(xs#) = κ
−1
i (ϕ(κi(x))) s #,
for all xs ∈ {0, 1}∗ with |xs| ≥ d, |x| = d.
For v#s t with v ∈ P2, st ∈ P (v){0, 1}
∗, and |v#s| ≤ d we have
ϕ(κi(v#s t)) = ϕ(κi(v) #s t) = ϕ(κi(v) #s) t;
the last equality holds because |v#s| ≤ d. Note that ϕ(κi(v) #s) contains at least one copy of
#, since ϕ ∈ Gmod 33,1 (0, 1), i.e., ϕ(κi(v)#s) = y#z for some y ∈ {0, 1}
∗, z ∈ {0, 1,#}∗.
Therefore, when we apply κ−1i we obtain
κ−1i (ϕ(κi(v) #s)) t = κ
−1
i (y)#zt.
This shows that κ−1i ϕκi has depth ≤ d. Hence, P1, P2, and all P (v) are finite. For κiϕκ
−1
i
the proof is the same. ✷
As a consequence of Proposition 7.1 we can consider the following HNN-extension:
H(0, 1;#) = 〈Gmod 33,1 (0, 1;#) ∪ {t} : {t g t
−1 = gκ321 : g ∈ Gmod 33,1 (0, 1;#)}〉.
Since Gmod 33,1 (0, 1;#) is finitely generated, the HNN-relations form a finite set; moreover, since
Gmod 33,1 (0, 1;#) is finitely presented, the whole HNN-extension is a finitely presented group.
This HNN-extension is rather special, since the group being extended is the same as the
group being conjugated. Therefore, the normal form of elements of the HNN-extensionH(0, 1;#)
is
gtn, where n ∈ Z and g ∈ Gmod 33,1 (0, 1;#).
It follows that this HNN-extension is a semidirect product:
H(0, 1;#) ∼= Gmod 33,1 (0, 1;#)⋊ Z.
Lemma 7.2 The HNN-extension H(0, 1;#) is isomorphic to the subgroup 〈Gmod33,1 (0, 1;#) ∪
{κ321}〉 of the group G3,1.
Proof: By the normal form theorem for HNN extensions, the mapping defined by t 7→ κ
determines a surjective homomorphism from H(0, 1;#) onto 〈Gmod33,1 (0, 1;#) ∪ {κ}〉.
Here we abbreviate κ321 to κ.
In order to show that the map gtn 7−→ gκn has trivial kernel, suppose by contradiction
that for some n 6= 0, an element ϕ = gκn is the identity.
Since g ∈ G3,1, it has finite domain and finite image codes. Let ℓ be an upper bound on the
longest length of any element in the domain code and the image code of g. Let B be an integer
such that B > 6 |n|, and B > 2 ℓ.
Let x ∈ {0, 1}∗ be of length > 3B, and let us apply ϕ to the argument x#. The map
g ∈ Gmod 33,1 (0, 1;#) can change at most ℓ bits of the argument, or shorten or lengthen the
argument by < ℓ bits. The map κn moves bits over a distance ≤ 6 |n|. Therefore, the effect of g
on the argument x# is only felt on the leftmost B = 2 ℓ+ 6 |n| bits of the argument. Further
to the right inside x#, only κn has an effect. So we can write x as x = ps with p, s ∈ {0, 1}∗,
|p| = B; then ϕ(ps#) has the form
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ϕ(ps#) = p′s′#
for some p′, s′ ∈ {0, 1}∗, with |p′| ≤ B. Most importantly, s′ is changed (according to κn) at
every bit position, except perhaps in the rightmost 6 |n| (< B) bits. Since we chose |x| > 3B,
we conclude: ϕ changes x#. So ϕ is not the identity map. The completes the proof by
contradiction. ✷
In summary, so far we have proved the following.
Theorem 7.3 There exists a finitely presented Thompson group G (⊂ G3,1), with the following
properties:
• The word problem of G (over a fixed finite generating set) is coNP-hard, with respect to
polynomial-time constant-arity conjunctive reduction.
• G is an HNN extension (by one stable letter) of some finitely presented subgroup Th of G3,1.
In fact, G is isomorphic to the semidirect product Th⋊ Z.
An example of such a group G is the subgroup 〈Gmod 33,1 (0, 1;#)∪{κ321}〉 of G3,1, where Th
is Gmod 33,1 (0, 1;#).
Proof. We use κ321 to replace the transpositions τn,n+1 by words over ∆ ∪ {κ321} of linear
length (according to Lemma 2.2); here ∆ is a finite generating set of Gmod 33,1 (0, 1;#). Now
the previously seen reductions reduce the circuit equivalence problem to the word problem of
〈Gmod 33,1 (0, 1;#) ∪ {κ321}〉. ✷
In the next Section we will show that the word problem of 〈Gmod33,1 (0, 1;#) ∪ {κ321}〉 is in
coNP, thus showing that this word problem is coNP-complete.
8 Complexity of some word problems
Consider the following subgroups of the Thompson-Higman group G3,1:
H(0, 1) = 〈Gmod 33,1 (0, 1) ∪ {κ321}〉,
H(0, 1;#) = 〈Gmod 33,1 (0, 1;#) ∪ {κ321}〉,
〈G3,1 ∪ {κ321}〉, and
〈G3,1 ∪ {κ0, κ1, κ2}〉 .
We see from the definition of κ0 and κ3 that they differ only by a finite permutation; hence
〈G3,1 ∪ {κ0, κ1, κ2}〉 = 〈G3,1 ∪ {κ0, κ1, κ2, κ3}〉.
Before we analyze the word problem of these groups we need a result about the permutation
group 〈γ0, γ1, γ2〉 (of permutations of N), and about the subgroup 〈κ0, κ1, κ2〉 of G3,1. For
π ∈ 〈γ0, γ1, γ2〉 we denote the word-length of π over {γ0, γ1, γ2}
±1 by |π|; similarly, for K ∈
〈κ0, κ1, κ2〉, the word-length of K over {κ0, κ1 κ2}
±1 is denoted by |K|.
Lemma 8.1 Let π ∈ 〈γ0, γ1, γ2〉. Then for all n ∈ N with n ≥ 2 |π|+1 : π(n+3) = π(n)+3.
Hence the displacement function n 7→ π(n) − n is ultimately periodic, with period 3, when
n ≥ 2 |π|+ 1.
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As a consequence, π 6= 1 iff π(n) 6= n for some n ≤ 2 |π|+3. Similarly, for K ∈ 〈κ0, κ1, κ2〉
we have: K 6= 1 iff there exists x ∈ {0, 1}∗ with |x| ≤ 6 |K|+ 3, such that K(x#) 6= x#.
The word problems of the groups 〈γ0, γ1, γ2〉 and 〈κ0, κ1, κ2〉 can be decided deterministically
in quadratic time.
Proof. From the definition of γ0, γ1, and γ2, one sees immediately that γi(n+ 3) = γi(n) + 3,
for all n ≥ 3, i = 0, 1, 2. For π ∈ 〈γ0, γ1, γ2〉, the relation π(n+3) = π(n)+3 (when n ≥ 2 |π|+1)
follows by a straightforward induction on |π|. Indeed, γiπ(n + 3) = γi(π(n) + 3) = γiπ(n) + 3,
if n ≥ 3 and π(n) ≥ 3. Moreover, since each γi can decrement its argument by at most 2, we
have π(n) ≥ 3 if n ≥ 2 |π|+ 3 = 2 |γiπ|+ 1.
Let π ∈ 〈γ0, γ1, γ2〉. To check whether π = 1, we compute the 2 |π| + 4 numbers π(n)
with 0 ≤ n ≤ 2 |π| + 3, and check whether π(n) = n. Let π = πk . . . π1, with πk, . . . , π1 ∈
{γ0, γ1, γ2}
±1. To compute π(n) we successively compute π1(n), π2π1(n), . . . . . ., πj . . . π1(n),
. . . . . ., πk . . . πj . . . π1(n). For this, all we need is a deterministic push-down automaton, whose
input tape contains the word (πk, . . . , π1); inputs are read from right to left. After reading
(πj , . . . , π1) with k ≥ j ≥ 1, the machine’s stack contains the number πj . . . π1(n) in unary, and
the machine’s internal state remembers πj . . . π1(n) mod 3. To apply πj+1 to πj . . . π1(n), the
machine only needs to know πj . . . π1(n) mod 3, and it needs to know whether πj . . . π1(n) is
equal to 0, 1, 2, or > 2. Since a push-down automaton has linear running time, π(n) can thus
be computed in time O(n) (≤ O(|π|). Since 0 ≤ n ≤ 2 |π|+ 3, the total time to compute π(0),
π(1), . . . , π(2 |π|+ 3) is O(|π|2).
For K ∈ 〈κ0, κ1, κ2〉 and x# ∈ {0, 1}
∗#, the action of K on x# permutes the bits of the
bitstring x. Note that κi permutes the bits of x# in the same way as γ
−1
i permutes the bit
positions, except near #. More generally, when |x| ≥ 2 |K|, the action of K on x# permutes
the bits of x in the same way as πK ∈ 〈γ0, γ1, γ2〉, except perhaps for the right-most 2 |K| bits of
x (near #); here πK is obtained from K by replacing every κi by γ
−1
i (i = 0, 1, 2). Indeed, every
κi in K differs from the corresponding γ
−1
i at most on the 2 bits near #; this effect propagates
|K| times, to a distance ≤ 2 |K| from #.
If K 6= 1, then either πK 6= 1, or K is a non-identity permutation on the right-most 2 |K|
positions of some words x# ∈ {0, 1}∗#. Note that |πK | ≤ |K|. When |x| ≥ 6 |K| + 3, the
action of K on x# consists of applying πK on x, except for the right-most 2 |K| bits. Thus, if
πK 6= 1, we can check this on the left-most 4 |πK |+ 3 (≤ 4 |K|+ 3) bits of x#; if πK = 1, we
can check that K is a non-identity permutation on the right-most 2 |K| positions by inspecting
these 2 |K| positions. Therefore, if K 6= 1, there is a position n ≤ 6 |K|+ 3 which is permuted
non-identically byK. Therefore, to decide the word problem forK ∈ 〈κ0, κ1, κ2〉 we can proceed
as for 〈γ0, γ1, γ2〉, above, but we check how K permutes all n with n ≤ 6 |K| + 3 (instead of
≤ 4 |π|+ 3). ✷
Theorem 8.2 The word problem of 〈G3,1 ∪ {κ0, κ1, κ2}〉, and hence of H(0, 1), H(0, 1;#),
and 〈G3,1 ∪ {κ321}〉, are in coNP.
Proof. Since Gmod 33,1 (0, 1) and G
mod 3
3,1 (0, 1;#) are finitely generated subgroups of G3,1, and
〈G3,1 ∪ {κ321}〉 is a finitely generated subgroup of 〈G3,1 ∪ {κ0, κ1, κ2}〉, it is sufficient to show
that the word problem of 〈G3,1 ∪ {κ0, κ1, κ2}〉 is in coNP. Indeed, it is a general fact that
if a group’s word problem has a complexity ≤ f(n) (regarding time of space, deterministic,
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nondeterministic, or co-nondeterministic), then every finitely generated subgroup has a word
problem of complexity ≤ f(cn), for some positive constant c (see [18], and [3]).
Let ∆3,1 be a finite generating set of G3,1. We will prove (in the Claim below) that if a
word w over the generating set ∆±13,1 ∪ {κ0, κ1, κ2}
±1 is not the identity then there exists a
word x ∈ {0, 1,#}∗ of length |x| ≤ c |w| (for some constant c), such that w(x) is defined and
w(x) 6= x.
Therefore, a nondeterministic algorithm for the negated word problem of 〈G3,1∪{κ0, κ1, κ2}〉
simply needs to guess x, then compute w(x), then check that x 6= w(x). Guessing x takes linear
time (since |x| ≤ c |w|). Applying an element δ ∈ ∆±13,1 to a word z ∈ {0, 1,#}
∗ takes constant
time (since δ just changes a bounded-length prefix of z), and changes the length of z by an
additive constant: |δ(z)| ≤ |z| + c. Applying κ±1i (i = 0, 1, 2) to z will not change the length
of z and takes linear time (≤ c |z|). Finally, since |w(x)| ≤ c |w| for some constant c), one can
check in linear time whether x 6= w(x). So the Theorem will follow from the following Claim.
Claim: Let w ∈ (∆±13,1 ∪ {κ0, κ1, κ2}
±1)∗ be such that as an element of G3,1, w is not the
identity. Then there exists x ∈ {0, 1,#}∗ such that w(x) is defined, x 6= w(x), and |x| ≤ c |w|.
Proof of the Claim: Let ℓ be the length of the longest word in the domain and image codes
of the elements of ∆3,1.
The word w is of the form w = gnKngn−1Kn−1 · · · g1K1g0, where gn, . . . , g1, g0 ∈ (∆
±1
3,1)
∗,
and Kn, . . . , K1 ∈ ({κ0, κ1, κ2}
±1)∗. Since w does not represent the identity, there exists a
word z ∈ {0, 1,#}∗ such that z 6= w(z). We can assume that z is long enough (indeed,
w(zZ) = w(z)Z 6= zZ for any word Z ∈ {0, 1,#}∗; so we could replace z by zZ and thus make
z as long as we wish). So we can assume that |z| > 3N , where N = ℓ
∑n
j=0 |gj|+6
∑n
j=1 |Kj|
(≤ (ℓ + 6) |w|). Let pqr be the prefix of length 3N of z, where |p| = |q| = |r|. We will show
that x = pqr# satisfies w(x) 6= x.
The first (i.e., the right-most) generator in g0 affects only the left-most ℓ letters of z. Since
the right-most letter in g0 could shorten z by up to ℓ− 1, the right-most two letters of g0 could
affect at most the first 2ℓ letters of z. In total, g0 can affect the left-most ℓ |g0| (or fewer) letters
of z.
Next, K1 moves each bit of g0(z) over a distance ≤ 6 |K1|. So, K1g0 changes the left-most
6 |K1|+ ℓ |g0| (or fewer) letters of z (in ways that we will not try to specify). The letters further
to the right in g0(z) (at positions > 6 |K1| + ℓ |g0|) are permuted by K1 iff # does not appear
within the left-most 6 |K1|+ℓ |g0| positions of g0(z). Note that since w(z) is defined, g0(z) must
contain some # (otherwise, K1 would not be defined on g0(z)).
For the same reason, w changes the left-most N = 6
∑n
j=1 |Kj| + ℓ
∑n
j=0 |gj| (or fewer)
letters of z in fairly arbitrary ways; those are the positions in the prefix p of z. The letters
further to the right in z (at positions > N) are only permuted according to some of the Km’s
(n ≥ m ≥ 1), namely for thosem for which gm−1Km−1 . . . g1K1g0(z) does not contain # within
the N leftmost positions. Let K ∈ 〈κ0, κ1, κ2〉 be the concatenation of those Km (m = n, . . . , 1)
for which there is no # in gm−1Km−1 . . . g1K1g0(z) within the N leftmost positions.
Since w changes z, it either changes the prefix p of z, and in that case, w will of course also
change x = pqr#. Or w does not change the prefix p, but K permutes bits at positions > N
in z, non-identically. Moreover, by Lemma 8.1, if K acts non-identically at a position i+ 3 of
z, with N < i, and |z| ≥ N + 4 |K|, then K also acts non-identically on position i of z. Thus,
acts non-identically on a position i of z, with N +3 ≤ i > N . Then w changes p, hence x. This
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proves the Claim, and hence the Theorem. ✷
The main theorem of the previous section now becomes:
Theorem 8.3 There exists a finitely presented Thompson group G (⊂ G3,1), with the following
properties:
• The word problem of G (over a fixed finite generating set) is coNP-complete (with respect to
polynomial-time constant-arity conjunctive reduction).
• G is an HNN extension (by one stable letter) of some finitely presented subgroup Th of G3,1.
In fact, G is isomorphic to the semidirect product Th⋊ Z.
An example of such group G is the subgroup 〈Gmod 33,1 (0, 1;#) ∪ {κ321}〉 of G3,1, where Th
is Gmod 33,1 (0, 1;#).
Proof. This follows directly by combining Theorems 7.3 and 8.2. ✷
Next we give a coNP-completeness result about finitely generated simple groups. First,
recall the following: If GN,1 ⊆ G ⊆ GN,1 then the commutator subgroup G
′ is a simple group
(see R. Thompson’s comment before Corollary 1.11 in [31]; an actual proof of this claim and a
generalization to the Thompson-Higman groups GN,1 was given by E. Scott, Lemma 20 in [27]).
Note the symbols “⊆” in the result; it is not sufficient that G contains a copy of GN,1 and GN,1
contains a copy of G, but the copy of GN,1 inside G must be identical with the subgroup GN,1
of GN,1.
When H is a subgroup of a group of G, recall the Reidemeister-Schreier rewrite process (see
e.g., [19] pp. 90-93, [17] pp. 102-104, [23] pp. 69-78). The graphical form of the process is quite
intuitive. One first takes the Schreier graph, whose vertex set is the set of cosets Hgi, where
gi (i = 1, . . . , k) are coset representatives (we only use the case when k is finite). The set of
(labeled) edges of the Schreier graph is {Hgi
a
−→ Hgia : a ∈ A, i = 1, . . . , k}, where A is a
generating set of G. We will only consider the case when A is finite.
Hence, when G is finitely generated and H has finite index in G then the Schreier graph
is a finite automaton (if we pick the coset H as both start and accept state), which decides
the generalized word problem of H in G (deterministically in linear time). We also have the
following interesting properties, assuming H has finite index in G: If G is finitely generated
then H is finitely generated; if G is finitely presented then H is finitely presented (see the
above references). Moreover, the Reidemeister-Schreier rewrite process shows that when G is
generated and H has finite index in G then the distortion of H in G is linear.
Let us pick a spanning tree in the Schreier graph, with root H ; this is the graphical way of
choosing a Schreier transversal: for every vertex Hgi let ti ∈ (A
±1)∗ be the label of the path
in the spanning tree from the root H to Hgi; then the word ti represents an element of Hgi,
so we can write Hti for Hgi; let T = {ti : i = 1, . . . , k}. For any word w ∈ (A
±1)∗, we denote
the coset representative of w by w (∈ T ). The following set, called the Reidemeister-Schreier
generators, generates H : R = {ti a (tia)
−1 : tia 6∈ T, a ∈ A
±1, i = 1, . . . , k}.
We need an auxiliary result:
Proposition 8.4 Suppose G is a finitely generated group, and H is a subgroup of G of finite
index. Then the word problems of G and H are reducible to each other by linear-time many-to-
one reductions.
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Proof. Recall that by the Reidemeister-Schreier rewrite process, H is finitely generated; let
R be a finite generating set of H . Hence, the identity embedding of H into G is a one-to-one
reduction of the word problem of H to the word problem of G. The reduction just consists of
expressing each generator in R by a string over A in a fixed way, so this reduction has linear
time complexity.
Conversely, let us reduce the word problem of G to the word problem of H . Let h0 be some
fixed word over the such that h0 6= 1 in H . A function that reduces the word problem of G to
the word problem of H can be defined by
w ∈ (A±1)∗ 7−→
{
h0 if w 6∈ H,
(w)R if w ∈ H.
Here, (w)R denotes the expression of w over the Reidemeister-Schreier generating set R of H
(when w ∈ H). By the Reidemeister-Schreier rewrite process, (w)R can be obtained from w in
linear time. Since the generalized word problem of H in G is decidable in linear time (using
the Schreier graph automaton), it follows that the above reduction function is computable in
linear time. Finally, w = 1 in G iff f(w) = 1 in H . ✷
Theorem 8.5 There exists a finitely generated simple Thompson group whose word problem
is coNP-complete (with respect to polynomial-time constant-arity conjunctive reduction).
An example of such a group is 〈G3,1 ∪ {κ0, κ1, κ2}〉
′, i.e., the commutator subgroup of
〈G3,1 ∪ {κ0, κ1, κ2}〉.
Proof. The group G = 〈G3,1∪{κ0, κ1, κ2}〉 satisfies G3,1 ⊆ G ⊆ G3,1. We immediately conclude
that the commutator subgroup G′ is a simple group, by the earlier remarks on R. Thompson’s
comments. Also, G′ has finite index in G. Indeed, κ30 = κ
3
1 = κ
3
2 = 1, and G
′
3,1 has index
2 in G3,1 (by [14]). Clearly, G is finitely generated (since the Thompson-Higman group G3,1
is finitely generated). It follows that G′ is finitely generated, by our remarks above on the
Reidemeister-Schreier rewrite process.
By Proposition 8.4, the word problems of G and G′ are reducible to each other. Hence, since
the word problems of G is coNP-complete, the word problems of G′ is also coNP-complete. ✷
We have now completed the proofs of the main theorems, which give us finitely presented
Thompson groups, and finitely generated simple Thompson groups with coNP-complete word
problems. To finish, let us give some more explanations of the fact that the finitely presented
group G3,1 (over a finite set of generators) has a word problem in P (deterministic polynomial
time), but over an infinite set of generators (obtained by including all letter transpositions) the
word problem of G3,1 is coNP-complete. This is related to the concept of distortion. See [13]
for the original definition by Gromov, and [21], [22] for a slightly more natural definition and
some interesting results; results on distortion in Thompson groups appear in [6]; the complexity
version of the Higman embedding theorem (in [3] for semigroups and [25], [7] for groups) show
that the embeddings given there have linear distortion.
Originally, Gromov only defined distortion to characterize the relation between a group and
a subgroup. In the present context it is useful to also consider the self-distortion of a group,
relative to different generating sets. In the case of G3,1 we consider a finite generating set
∆3,1 and the infinite generating set ∆3,1 ∪ {τi,i+1 : i ≥ 0} (with infinitely many transpositions
included in the generating set). The self-distortion of G3,1 relative to B = ∆3,1∪{τi,i+1 : i ≥ 0}
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is said to have upper bound f iff f : N → N is a non-decreasing function such that for every
g ∈ G3,1 we have: |g|A ≤ f(|g|B). Here, |g|A denotes the word-length of g over the generating
set A, i.e., the length of the shortest word in (A±1)∗ representing g (and similarly for |g|B).
The next Lemma shows that the self-distortion of G3,1 for the above generating set is at least
exponential. The self-distortion of G3,1 for the above generating set is closely related to the
Gromov distortion of G3,1 within 〈G3,1 ∪ {κ321}〉.
Definition. Two functions f1, f2 : N → N are said to be linearly equivalent iff there
exist positive constants c0, c1, c2, c3, c4 such that for all n ≥ c0: f1(n) ≤ c1 f2(c2n) and
f2(n) ≤ c3 f1(c4n).
A function f : N → N is at least exponential iff there is a constant c > 1 such that for
infinitely many n: f(n) > cn.
Lemma 8.6 The self-distortion of G3,1 relative to the generating set ∆3,1 ∪ {τi,i+1 : i ≥ 0} is
at least exponential. The distortion of G3,1 in 〈G3,1 ∪ {κ321}〉 is at least exponential. Similarly,
the distortion of Gmod 33,1 (0, 1;#) in H(0, 1;#) is at least exponential.
Proof. We saw already in Lemma 2.2 that the transposition τn−1,n (where n ≥ 0) has word
length |τn,n+1| ≤ 2n − 1 in 〈G3,1 ∪ {κ321}〉, over any generating set containing τ1,2 and κ321.
Moreover, we will prove next that the transpositions have exponential table size; this implies
an exponential word length over any fixed finite generating set of G3,1, as we will see.
Claim. The table-size of the maximum extension of τn−1,n is ‖τn−1,n‖ = 2
n+2 − 1.
Proof of the Claim: The domain and image code of τn−1,n, as originally defined, are both
equal to {0, 1}n+1 ∪ {0, 1}≤n#. However, in order to find ‖τn−1,n‖ we must maximally extend
τn−1,n. Recall that a bijection ϕ between finite maximal prefix codes is extendable iff there
exist u, v ∈ {0, 1,#}∗ such that domC(ϕ) contains the triple u0, u1, u# and imC(ϕ) contains
the triple v0, v1, v# with ϕ(u0) = v0, ϕ(u1) = v1, ϕ(u#) = v#.
A triple of arguments in the domain code of τn−1,n that could possibly lead to an extension
is of the form
(x0 . . . xn−2xn−10, x0 . . . xn−2xn−11, x0 . . . xn−2xn−1#),
where x0, . . . , xn−2, xn−1 ∈ {0, 1}. The transposition τn−1,n maps this triple to the triple
(x0 . . . xn−20xn−1, x0 . . . xn−21xn−1, x0 . . . xn−2xn−1#).
So, whether xn−1 = 1 or xn−1 = 0, no extension is possible. The set {0, 1}
n+1∪{0, 1}≤n# has
cardinality 2n+1 + 2n+1 − 1. This proves the Claim.
Now, by the relation c
∆
· ‖τn,n+1‖ ≤ |τn,n+1|∆ (Corollary 4.7 in [6]) for some constant c∆ > 0,
depending on the choice of a finite generating set ∆3,1 chosen for G3,1:
|τn−1,n|∆ ≥ c∆ · ‖τn−1,n‖ ≥ c∆ · 2
n+2 − c
∆
Hence, since 2n− 1 ≥ |τn−1,n|∆∪κ (as we already saw at the beginning of this proof),
|τn−1,n|∆ ≥ c∆· 2
1
2
|τn−1,n|∆∪κ +
5
2 −c
∆
. ✷
Theorem 8.7 The distortion of G3,1 in 〈G3,1 ∪ {κ321}〉 is exponential (i.e., it is linearly
equivalent to 2n).
Similarly, the distortion of Gmod 33,1 (0, 1) in H(0, 1) or in 〈G3,1 ∪ {κ321}〉 is exponential. And
the distortion of Gmod 33,1 (0, 1;#) in H(0, 1;#) or in H(0, 1) or in 〈G3,1 ∪ {κ321}〉 is exponential.
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Proof. We already saw an exponential lower bound, in Lemma 8.6. We will now prove an
exponential upper bound, of the form cn (for some constant c > 1).
Let ∆3,1 be a fixed finite generating set for G3,1. For ϕ ∈ G3,1, let |ϕ|∆3,1 denote the
word-length of ϕ over the generating set ∆ (i.e., the length of a shortest word over ∆±13,1 that
represents ϕ). Similarly, |ϕ|∆3,1,κ denotes the word-length of ϕ over ∆3,1 ∪ {κ} (i.e., the length
of a shortest word over ∆±13,1 ∪ {κ
±1} that represents ϕ).
Claim: Let w be a word over ∆±13,1 ∪ {κ
±1} that represents an element ϕ of G3,1, and assume
that w is in shortest form (i.e., there is no shorter word over ∆±13,1 ∪ {κ
±1}, representing the
same group element). Then the longest entry in the table of ϕ has length ≤ (6 + ℓ) |w|.
Proof of the Claim: Let w = gnκ
ingn−1κ
in−1 · · · g1κ
i1g0, where in, · · · , i1 ∈ Z − {0}, and
gn, · · · , g1, g0 ∈ (∆
±1
3,1)
∗.
As in the proof of Theorem 8.2, let x ∈ {0, 1,#}∗ be any word of length at least 3N , where
N = ℓ
∑n
j=0 |gj|+ 6
∑n
j=1 |ij| (≤ (ℓ+ 6) |w|), and where ℓ is the length of the longest word in
the domain and image codes of the elements of ∆3,1. In the proof of Theorem 8.2 we saw that
the action of w on x changes the left-most N (or fewer) letters of x in fairly arbitrary ways. The
letters of x at positions further to the right (i.e., at positions > N) are only permuted according
to κisum(x). We have isum(x) = 0, otherwise w would change bits at arbitrarily remote positions
on x (for arbitrarily long words x; this would imply that w has an infinite table (contradicting
the assumption that w represents an element of G3,1).
Now, since isum(x) = 0, w only changes letters at positions ≤ N (≤ (6 + ℓ) |w|) in x.
Therefore, the longest word in the domain code of w has length ≤ (6 + ℓ) |w|. This proves the
Claim.
It follows immediately from the Claim that the table size of ϕ satisfies ‖ϕ‖ ≤ 3(6+ℓ) |w|. Note
that here, w is the word length of ϕ over the generating set ∆3,1 ∪{κ}; i.e., |w| = |ϕ|∆3,1,κ. By
Theorem 4.8 in [6], |ϕ|
∆3,1
≤ c
∆
· ‖ϕ‖ · log2 ‖ϕ‖, where c∆ > 0 is a constant. Hence,
|ϕ|
∆
≤ c 3c |ϕ|∆,κ c |ϕ|∆,κ ≤ C
|ϕ|∆,κ.
for some constants c, C > 1. This proves the Theorem. ✷
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9 Appendix
9.1 Properties of prefix codes
In this appendix we prove various properties of prefix codes that are used in the paper. Recall
that ε denotes the empty word.
Lemma 9.1 (Lemma 4.7)
(1) If P ⊂ {0, 1}∗ ∪ {0, 1}∗# is a maximal prefix code over {0, 1,#} then P = P1 ∪ P2#
for some P1, P2 ⊂ {0, 1}
∗, with the following properties:
• P1 is a maximal prefix code over {0, 1};
• P2 = {p ∈ {0, 1}
∗ : p is a strict prefix of some element of P1}.
When P1 is finite, this last property implies: |P2| = |P1| − 1.
(2) Conversely, if P = P1 ∪ P2# for some P1, P2 ⊂ {0, 1}
∗ with the above two properties,
then P is a maximal prefix code over {0, 1,#}.
Proof. If P ⊂ {0, 1}∗ ∪ {0, 1}∗# is a maximal prefix code then P has the form P = P1 ∪ P2#,
with P1, P2 ⊂ {0, 1}
∗. Since P is a maximal prefix code, P1 is a maximal prefix code over
{0, 1}. Also, the set P2# is a prefix code for any subset P2 ⊂ {0, 1}
∗ (since any two elements
p2# 6= p3# with p2, p3 ∈ {0, 1}
∗ are prefix incomparable).
Let us prove that P2 is as in the Lemma. Since P1 is a maximal prefix code, every p2 ∈ P2
(and in fact every string in {0, 1}∗) is prefix comparable with some element of P1. Let’s say,
p1 ∈ P1 is prefix comparable with p2 ∈ P2. If p1 were a prefix of p2 then p1 would also be a
strict prefix of p2#, which would contradict the fact that P is a prefix code. This shows that
every element of P2 is strict prefix of an element of P1. Since P is a maximal prefix code, P2
consists of all strict prefixes of elements of P1.
It is straightforward to prove the converse, namely that every set P = P1∪P2#, with P1, P2
as above, is a maximal prefix code. ✷
Lemma 9.2 Every maximal prefix code over the alphabet {0, 1,#} can be written in the form
P1 ∪
⋃
v∈P2
v#P (v), for some P1, P2 ⊂ {0, 1}
∗ and P (v) ⊂ {0, 1,#}∗, with the following
properties:
• P1 is a maximal prefix code over {0, 1};
• P2 = {p ∈ {0, 1}
∗ : p is a strict prefix of some element of P1}.
Hence, when P1 is finite, this last property implies: |P2| = |P1| − 1.
• For every v ∈ P2, the set P (v) is a maximal prefix code over {0, 1,#}.
Conversely, if P = P1 ∪
⋃
v∈P2
v#P (v) for some P1, P2 and P (v) with the above three
properties, then P is a maximal prefix code over {0, 1,#}.
Proof. The proof is straightforward, and similar to the proof of Lemma 4.7. ✷
Lemma 9.3 Let x, y, u, v ∈ A∗. If xu and yv are prefix-comparable then x and y are prefix-
comparable. Contrapositively, if x and y are prefix incomparable then xu and yv are prefix
incomparable.
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Proof. The proof is straightforward. ✷
Lemma 9.4 If P ⊂ A∗ is a maximal prefix code and if x ∈ A∗, then x−1P = {w ∈ A∗ : xw ∈
P} is either empty or a maximal prefix code. Equivalently, if PA∗ is an essential right ideal
then x−1PA∗ is also an essential right ideal.
Proof. This is a classical property of maximal prefix codes (see e.g. Lemma 8.4 in [6]). ✷
Lemma 9.5 If a maximal prefix code over an alphabet A, |A| ≥ 2, contains a word of length
n then this prefix code has cardinality at least n+ 1.
Proof. This is a classical property of maximal prefix codes (see e.g. [6]). ✷
Lemma 9.6 (Lemma 5.8)
Let P ⊂ A∗ be any prefix code, where |A| = n ≥ 2. Assume ϕ ∈ pStabGn,1(PA
∗), but ϕ 6∈
pFixGn,1(PA
∗). Then there exists x ∈ PA∗ such that x and ϕ(x) are not prefix-comparable.
In particular, if ϕ ∈ Gn,1 is not the identity element then there exists x ∈ domC(ϕ) such
that x and ϕ(x) are not prefix-comparable.
Proof. Let P ′ be another prefix code such that P and P ′ complementary prefix codes (P ′ = ∅
if P is a maximal prefix code). Let ψ be the restriction of ϕ to the essential right ideal (P∪P ′)A∗.
So ψ is a right-ideal isomorphism that represents ϕ.
We will prove the contrapositive of the Lemma: Assume that x and ψ(x) are prefix-
comparable for all x ∈ domC(ψ) ∩ PA∗, and that ψ and ψ−1 stabilize PA∗ where ψ and ψ−1
are defined. Then the restriction of ψ to domC(ψ) ∩ PA∗ is the identity map.
Case 1: x >pref ψ(x) (i.e., x is a strict prefix of ψ(x)), for some x ∈ domC(ψ) ∩ PA
∗.
Then ψ(x) = xv for some v ∈ AA∗, and ψ(x) = xv ∈ imC(ψ) ∩ xAA∗. By Lemma 9.4,
x−1(imC(ψ) ∩ xAA∗) is a maximal prefix code. Since it contains the non-empty word v,
it contains at least two elements (by Lemma 9.5). Hence imC(ψ) ∩ xAA∗ contains at least
two elements. So there exists x′ ∈ domC(ψ) such that ψ(x′) 6= ψ(x) and ψ(x′) = xw ∈
imC(ψ) ∩ xAA∗ (for some w ∈ AA∗). Since ψ±1 stabilizes PA∗ we also have x′ ∈ PA∗. Since
imC(ψ) is a prefix code, the inequality ψ(x′) 6= ψ(x) implies that ψ(x′) and ψ(x) are not
prefix-comparable.
By the assumption of the Lemma (or its contrapositive): x′ and ψ(x′) are prefix-comparable.
Hence we have two possibilities:
(1) x′ ≤pref ψ(x
′): then x′ ≤pref ψ(x
′) <pref x, so x
′ ≤pref x, which contradicts the fact that
domC(ψ) is a prefix code.
(2) x′ >pref ψ(x
′): then x′ >pref ψ(x
′) = x′z for some z ∈ AA∗, and ψ(x′) = xw (as seen above).
Hence x′z = xw, which implies that x′ and x are prefix-comparable; again, this contradicts the
fact that domC(ψ) is a prefix code.
We conclude that case 1 is impossible.
Case 2: x <pref ψ(x) for some x ∈ domC(ψ) ∩ PA
∗.
Then x = ψ(x) u for some u ∈ AA∗; so, x ∈ domC(ψ) ∩ ψ(x)AA∗). Moreover, by Lemma
9.4, ψ(x)−1(domC(ψ) ∩ ψ(x)AA∗) is a maximal prefix code. Since it contains the non-empty
word u, it contains at least two elements (by Lemma 9.5); hence, domC(ψ)∩ψ(x)AA∗ contains
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at least two elements. Therefore, there is x′ 6= x with x′ ∈ domC(ψ) ∩ ψ(x)AA∗. Moreover,
since ψ±1 stabilizes PA∗, we have x′ ∈ PA∗.
By the assumption of the Lemma (or its contrapositive): x′ and ψ(x′) are prefix-comparable.
Hence we have two possibilities:
(1) x′ ≥pref ψ(x
′): then ψ(x′) ≤pref x
′ and x′ <pref ψ(x) (since x
′ ∈ ψ(x)AA∗). Therefore,
ψ(x′) <pref ψ(x), which contradicts the fact that imC(ψ) is a prefix code.
(2) x′ <pref ψ(x
′): then ψ(x′) >pref x
′ = ψ(x′) z for some z ∈ AA∗; and x′ = ψ(x) w for some
w ∈ AA∗ (since x′ ∈ ψ(x)AA∗). Therefore, x′ = ψ(x′) z = ψ(x) w, which implies that ψ(x′)
and ψ(x) are prefix-comparable; again, this contradicts the fact that imC(ψ) is a prefix code.
We conclude that case 2 is impossible. Now, having ruled out cases 1 and 2, the only
remaining possibility is that x = ψ(x). ✷
It is well known (and easy to prove) that every finite maximal prefix code P over an alphabet
A has cardinality |P | = 1 + (|A| − 1) iP , where iP is the number of internal vertices of the
prefix tree of P . Also, for every integer i ≥ 0, there exists a maximal prefix code P over an
alphabet A of cardinality 1 + (|A| − 1) i.
Lemma 9.7 (Lemma 5.9)
Suppose P, P ′ ⊂ A∗ are complementary finite prefix codes. Let x1, . . . , xk ∈ PA
∗, and assume
x1, . . ., xk are two-by-two prefix-incomparable. Then for all n of the form n = 1 + i (|A| − 1),
with n ≥ |P | − k + (|A| − 1) (|x1|+ . . .+ |xk|), there exists a prefix code Q such that
• Q∪ {x1, . . . , xk} and P
′ are complementary prefix codes, with Q∪ {x1, . . . , xk} ⊂ PA
∗;
• |Q| = n.
• The set of prefixes of P is a subset of the set of prefixes of Q ∪ {x1, . . . , xk}.
Proof. Since xi ∈ PA
∗ we can write xi = piui for some pi ∈ P and ui ∈ A
∗ (i = 1, . . . , k).
Moreover, pi and ui are uniquely determined by xi (since P is a prefix code).
We will prove the Lemma only when k = 2, for clarity; the proof for general k is very similar.
Let u1 = c1c2 . . . cm and u2 = d1d2 . . . dn. In this Lemma we define a = A − {a}, for all
a ∈ A. We define
Q0 = (P − {p1, p2}) ∪ p1 (c1 ∪ c1c2 ∪ c1c2c3 ∪ . . . . . . ∪ c1c2 . . . cm−1cm)
∪ p2 (d1 ∪ d1d2 ∪ d1d2d3 ∪ . . . . . . ∪ d1d2 . . . dn−1dn).
In the special case where x1 = p1, we let
Q0 = (P − {p2}) ∪ p2 (d1 ∪ d1d2 ∪ d1d2d3 ∪ . . . . . . ∪ d1d2 . . . dn−1dn).
and similarly if x2 = p2. Moreover, if both x1 = p1 and x2 = p2, we simply let Q0 = P .
The formula for Q0 implies directly that |Q0| = |P | − 2 + (|u1|+ |u2|)(|A| − 1) ≤ |P | − 2 +
(|x1|+ |x2|)(|A| − 1).
Intuitively, we can picture the set p1 (c1 ∪ c1c2 ∪ c1c2c3 ∪ . . . ∪ c1c2 . . . cm−1cm) ∪ {x1}
on the prefix tree of A∗: Consider the path labeled by p1u1 = x1, and consider all the vertices
attached to this path, but not on the path. The set above consists of these attached vertices,
but excluding the prefixes of p1 (i.e., we start after p1), and excluding the leaves of x1. E.g., if
A = {a, b}, and x1 = paaba, then the set is {pb, pab, paaa, paabb, paaba}. For x2, the intuition
is similar.
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From the prefix tree picture it is obvious that Q0 ∪ {x1, x2} ∪ P
′ is a maximal prefix code,
since it consists of the set of leaves of a subtree of A∗.
Finally, if we want a prefix code Q as in the Lemma, with cardinality exactly n, we simply
take Q0 and repeatedly replace some leaf in the set p1 {c1, c1c2, c1c2c3, . . . , c1c2 . . . cm−1cm}
by its |A| children; each such step increases |Q| by |A| − 1, while preserving the fact that
Q ∪ {x1, x2} ∪ P
′ is a maximal prefix code, and Q ⊂ PA∗.
The fact that the set of prefixes of P is a subset of the set of prefixes of Q ∪ {x1, . . . , xk}
follows immediately from the fact that Q ∪ {x1, . . . , xk} ⊂ PA
∗
✷
Lemma 9.8 (Lemma 5.11).
(1) For all x, y ∈ {0, 1}∗ there exist letters ℓ1, ℓ2 ∈ {0, 1} such that xℓ1, and yℓ2 are prefix
incomparable.
(2) For all x, y, z ∈ {0, 1}∗ there exist letters ℓ1, . . . , ℓ6 ∈ {0, 1} such that xℓ1ℓ3, yℓ2ℓ4, and
zℓ5ℓ6, are prefix incomparable.
Proof. (1) If x, y are prefix incomparable, then any ℓ1, ℓ2 ∈ {0, 1} will work, by Lemma 9.3.
If x = y,then x0 and y1 are prefix incomparable.
So let’s suppose x is a strict prefix of y. Then either x0 is a prefix of y (and then x1 is prefix
incomparable with y and yℓ2), or x1 is a prefix of y (and then x0 is prefix incomparable with
y and yℓ2).
The case where y is a strict prefix of x is very similar to the previous case.
(2) By (1) there are letters ℓ1, ℓ2 ∈ {0, 1} such that xℓ1 and yℓ2 are prefix incomparable. Then
by Lemma 9.3, xℓ1ℓ3, yℓ2ℓ4 are prefix incomparable, for any ℓ3, ℓ4.
If z is prefix incomparable with both xℓ1 and yℓ2 then any choice of ℓ3, . . ., ℓ6 will work, by
Lemma 9.3.
If z is a common prefix of both xℓ1 and yℓ2 then either z0 or z1 will be prefix incomparable
with both xℓ1 and yℓ2; then any choice of ℓ3, ℓ4, and ell6 will work.
The only remaining cases are when z is prefix incomparable with exactly one of xℓ1 and yℓ2.
Let’s say, z is prefix incomparable with yℓ2. Then by (1), zℓ5 and xℓ1ℓ3 are prefix incomparable
for some ell5, ℓ3 ∈ {0, 1}. Then by Lemma 9.3, yℓ2ℓ4 and zℓ5 are also prefix incomparable, as
well as yℓ2ℓ4 and zℓ5ℓ6. ✷
Lemma 9.9 (Lemma 6.1).
(0) Every finite maximal prefix code P over an alphabet A (e.g., A = {0, 1,#}) has cardinality
|P | = 1 + (|A| − 1) iP , where iP is the number of inner vertices of the prefix tree of P .
If |P | > 1 then P contains a subset of the form uA (for some word u ∈ A∗).
Also, for every integer i ≥ 0, there exists a maximal prefix code P over an alphabet A of
cardinality 1 + (|A| − 1) i.
(1) If P ⊂ {0, 1}∗ {ε,#}, and |P | > 1, then P contains a subset of the form
u {0, 1,#}, for some u ∈ {0, 1}∗
(2) For every integer i ≥ 3 there is a maximal prefix code P ⊂ {0, 1}∗ {ε,#}, with |P | = 1+2i,
and with the following property:
P contains a subset of the form {u, v} {0, 1,#}, for some u, v ∈ {0, 1}∗, u 6= v.
51
(3) For every integer i ≥ 5, there is a maximal prefix code P ⊂ {0, 1}∗ {ε,#}, with |P | =
1 + 2i, and with the following property:
P contains a subset of the form {u, v, w} {0, 1,#}, for some u, v, w ∈ {0, 1}∗,
with u, v, w distinct two-by-two.
Proof. Property (0) is well known (see e.g., [14], [3]).
For property (1), recall Lemma 4.7 about maximal prefix codes ⊂ {0, 1}∗ {ε,#}. If |P | > 1
then |P1| > 1. Any maximal prefix code P1 over {0, 1} with |P1| > 1 contains a subset of the
form u {0, 1} (for some u ∈ {0, 1}∗). Hence u ∈ P2, and P will also contain u#.
For property (2), let P1 be a maximal prefix code over {0, 1}, such that {u, v} {0, 1} ⊂ P1,
for some words u, v ∈ {0, 1}∗ with u 6= v. For any n ≥ 4, such a P1 exists with cardinality
|P1| = n. This is folklore knowledge on prefix codes. One can prove it, e.g., by looking at the
inner tree of the tree of a maximal prefix code. One takes an inner tree with 2 leaves (it suffices
for the inner tree to have 3 vertices, arranged in the shape /\ ). Then among the vertices of
the tree of the maximal prefix code there will be 2 vertices, each of which has 2 leaves.
Recall that P1 determines P2 (and |P2| = |P1| − 1 = n− 1), thus for any n ≥ 4 we obtain a
maximal prefix code P = P1∪P2# of cardinality |P | = n+n−1 = 1+2i, with i = n−1 ≥ 3.
Property (3) is proved in a similar way as property (2). We take an inner tree with 3 leaves
(it suffices for the inner tree to have 5 vertices), in the shape
/\
/\
This proves the Lemma. ✷
Lemma 9.10 (Lemma 6.3).
• Suppose that there exists a maximal prefix code Q over the alphabet {0, 1}, whose inner tree
Tin(Q) has two one-child vertices at depths ≡ i mod 3 (for some i ∈ {0, 1, 2}). Then there
exists a maximal prefix code P ⊂ {0, 1}∗ with the same mod 3 cardinality as Q, and with the
following property:
there is a word u ∈ {0, 1}∗ such that u · {0, 1} ⊆ P and |u| ≡ i mod 3.
Equivalently, the inner tree of the prefix code P has a leaf at depth ≡ i mod 3.
• More generally, let k ≥ 2, let i1, . . . , ik ∈ {0, 1, 2}, and suppose that Tin(Q) has the following
property: For every λ (1 ≤ λ ≤ k), Tin(Q) has a leaf of depth ≡ iλ or it has two one-child
vertices at depths ≡ iλ mod 3.
Then there exists a maximal prefix code P ⊂ {0, 1}∗ with the same mod 3 cardinality as Q,
and with the following property:
there are k different words u1, . . . , uk ∈ {0, 1}
∗ such that {u1, . . . , uk} · {0, 1} ⊆ P and
|u1| ≡ i1, . . . , |uk| ≡ ik, mod 3.
Equivalently, the inner tree of the prefix code P has at least k leaves that have depths respectively
≡ i1, . . ., ≡ ik mod 3.
Proof. We start with the maximal prefix code Q and we transform it into a maximal prefix
code P that has the required properties. The transformations consist of rearrangements of the
existing vertices of Tin(Q).
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Let us look at two one-child vertices A,B of Tin(Q), at depths ≡ i1 mod 3. If A and B are
not on a common path from the root, we transform Tin(Q) as follows:
\ \
/ . . . B / . . . B
A \ A / \
/ z becomes w z
w STz STw STz
STw
Here, w is the child of A and z is the child of B. Moreover, STw is the subtree with root w and
STz is the subtree with root z. We moved the subtree STw with its root w to the unoccupied
child position of B. After the transformation, vertex A is a leaf of depth ≡ i1 mod 3. Since the
depths of A and B are equivalent mod 3, the above transformation preserves the depth mod 3
of all nodes.
If A and B are on a common path from the root, we transform Tin(Q) as follows:
/ /
B B
/ / \
. . w
. . STw
. \ . \
/ becomes /
A A
/
w
STw
Again, after the transformation, vertex A is a leaf of depth ≡ i1 mod 3. The depths (mod 3)
of all nodes are unchanged.
The proof in the general case is very similar, and can be done by induction. If Tin already
has some leaves (either present initially or obtained by transformations as above) the additional
transformations don’t remove these leaves and don’t change their depths mod 3. ✷
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9.2 Commutation test for Gn,1 and G
mod 3
n,1
We show in this subsection that the commutation test works for some fixators in Gn,1 and
Gmod 3n,1 . The definitions and proofs are simpler that for the case of the group G
mod 3
3,1 (0, 1;#)
studied in Section 5. The rest of this paper does not depend on this subsection.
For the finite alphabet A below we assume |A| ≥ 2.
Definition 9.11 Let G ⊆ Gn,1 (i.e., G is a subgroup with a particular embedding), and let P ,
P ′ be complementary prefix codes over an alphabet A, with |A| = n.
The fixator pFixG(P
′A∗) is separating on PA∗ iff for any ordered pair (x, y) of prefix-
incomparable words x, y ∈ PA∗ there exists h ∈ pFixG(P
′A∗) and there exists u ∈ A∗ such
that
h(xu) = xu and h(yu) 6= yu.
Lemma 9.12 Let G ⊆ Gn,1 and let P , P
′ be complementary prefix codes over an alphabet A.
If a fixator pFixG(P
′A∗) is separating on PA∗ then it is a maximal fixator.
Proof. Recall the definition of maximal fixator from Section 5. Suppose by contradiction
that for some y0 ∈ PA
∗ we have for all h ∈ pFixG(P
′A∗): h(y0) = y0. However, x = y0a and
y = y0b are prefix-incomparable (for two letters a 6= b ∈ A). Hence, by the separating property,
h0(yu0) 6= yu0 for some h0 ∈ pFixG(P
′A∗) and some u0 ∈ A
∗. On the other hand, h0(y0) = y0
implies h0(yu0) = h0(y0bu0) = h0(y0) bu0 = y0bu0 = yu0. Now we have both h0(yu0) 6= yu0 and
h0(yu0) = yu0. ✷
Proposition 9.13 Let G ⊂ Gn,1 be a subgroup (with an embedding), and let P , P
′ be comple-
mentary prefix codes over A, with n = |A|.
(1) For all g ∈ pFixG(PA
∗) and all h ∈ pFixG(P
′A∗): gh = hg.
(2) Suppose pFixG(P
′A∗) is separating on PA∗. Then we have for every g ∈ G:
if gh = hg for all h ∈ pFixG(P
′A∗), then g ∈ pFixG(PA
∗).
Proof. (1) is straightforward. To prove (2), suppose g ∈ G commutes with all h ∈
pFixG(P
′A∗). Then g−1 also commutes with all h ∈ pFixG(P
′A∗).
Claim: g stabilizes PA∗ and P ′A∗, where defined.
Proof of the Claim: Assume, by contradiction, that g(x′) = y for some x′ ∈ P ′A∗, y ∈ PA∗.
Then we have for all h ∈ pFixG(P
′A∗): hg(x′) = gh(x′) = g(x′). So, all of pFixG(P
′A∗)
fixes y ∈ PA∗. This contradicts the maximality of pFixG(P
′A∗), and hence it contradicts the
separation property, by Lemma 9.12. Therefore, g maps P ′A∗ into P ′A∗. Similarly, g−1 maps
P ′A∗ into P ′A∗.
If we had g(x) = y′ for some x ∈ PA∗, y′ ∈ P ′A∗, then g−1(y′) = x, contradicting the fact
that g−1 maps P ′A∗ into P ′A∗. Thus, g maps PA∗ into PA∗. This proves the Claim.
To prove that g ∈ pFixG(PA
∗) , assume by contradiction that g(x1) = y1 6= x1, for some
x1 ∈ PA
∗; by the Claim, y1 ∈ PA
∗. By Lemma 5.8, there exist therefore x, y ∈ PA∗ such
that g(x) = y and x and y are prefix-incomparable. Now we have for all h ∈ pFixG(P
′A∗):
gh(x) = h(y). Hence for all u ∈ A∗, gh(xu) = h(yu).
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But by the separating assumption, there exists h0 ∈ pFixG(P
′A∗) and there exists u0 ∈ A
∗
such that h0(yu0) 6= yu0 and h0(xu0) = xu0; the latter, together with gh0(xu0) = h0(yu0),
proved above, implies (g(xu0) =) yu0 = h0(yu0). Now we have both h0(yu0) 6= yu0 and
yu0 = h0(yu0), a contradiction. ✷
Proposition 9.14 Let P, P ′ ⊂ A∗ be finite non-empty complementary prefix codes with |A| =
n ≥ 2. Then pFixG(P
′A∗) is separating on PA∗ for the following groups taken for G:
(1) G = Gn,1,
(2) G = Gmod 3n,1 .
Proof. (1) Let x, y ∈ PA∗ be two prefix-incomparable words. Let a 6= b ∈ A (any two
different letters); note that this makes the words x, ya, yb prefix-incomparable two-by-two (for
x and ya, use Lemma 9.3, and similarly for x and yb). Now use Lemma 5.9 to construct a
maximal prefix code Q ∪ {x, ya, yb} ∪ P ′, with Q ⊂ PA∗. Define h0 ∈ Gn,1 by
h0(ya) = yb, h0(yb) = ya, h0(x) = x, and
h is the identity on Q ∪ P ′.
So, Q ∪ {x, ya, yb} ∪ P ′ is the domain code and image code of h0. Then h0 ∈ pFixGn,1(P
′A∗),
h0(ya) 6= ya, and h(x0a) = xa (since h0(x) = x). So here, a plays the role of u0 in the separation
property.
(2) Note that h0 preserves lengths, so h0 ∈ G
mod3
n,1 , which proves that pFixGmod 3n,1 (P
′A∗) is
separating too. ✷
Corollary 9.15 (Commutation test).
Let A be an alphabet with |A| = n ≥ 2. Let G = Gn,1 or G = G
mod 3
n,1 , and let P, P
′ be
complementary prefix codes over A. Then for any g ∈ G we have:
g ∈ pFixG(PA
∗) iff gh = hg for all h ∈ pFixG(P
′A∗).
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9.3 Commutation test, finite presentation, and word problem of
Gmod 33,1 (0, 1)
We prove that the commutation test works for Gmod 33,1 (0, 1), thus reducing the circuit equivalence
problem to the word problem of Gmod 33,1 (0, 1) (over an infinite generating set).
Then we show that Gmod 33,1 (0, 1) is finitely presented.
Finally, we embed Gmod 33,1 (0, 1) into a finitely presented Thompson group H(0, 1), thus show-
ing that H(0, 1) is a finitely presented group with coNP-hard word problem.
So, Gmod 33,1 (0, 1) and the corresponding groupH(0, 1) have similar properties asG
mod 3
3,1 (0, 1;#)
and H(0, 1;#). The proofs are similar too, but a little more complicated in the case of
Gmod 33,1 (0, 1). The other sections of this paper do not depend on this subsection.
Definition 9.16 Let G ⊂ Gmod 33,1 (0, 1). Let P, P
′ be complementary prefix codes over {0, 1,#},
with P ∩ {0, 1}∗ 6= ∅, P ′ ∩ {0, 1}∗ 6= ∅. The fixator pFixG(P
′{0, 1,#}∗) is separating on
P{0, 1,#}∗ iff the following hold for any ordered pair (x, y) of prefix-incomparable words x, y ∈
{0, 1}∗ ∪ {0, 1}∗#{0, 1,#}∗:
• If x, y ∈ (P ∩ {0, 1}∗) {0, 1}∗, then there exists h ∈ pFixG(P
′{0, 1,#}∗) and there exists
u ∈ {0, 1}∗ such that
h(xu) = xu and h(yu) 6= yu.
• If x, y 6∈ {0, 1}∗, and x, y ∈ P{0, 1,#}∗ there exists h ∈ pFixG(P
′{0, 1,#}∗) such that
h(x) = x and h(y) 6= y.
(Note that we don’t have any requirements in the case where x ∈ {0, 1}∗ and y /∈ {0, 1}∗, or
the case where x /∈ {0, 1}∗ and y ∈ {0, 1}∗.)
Lemma 9.17 If pFixG(P
′{0, 1,#}∗) is separating on P{0, 1,#}∗ then it is a maximal fixator.
Proof. Recall the definition of a maximal fixator from Section 5. Suppose by contradiction
that there exists x0 ∈ P{0, 1,#}
∗ such that h(x0) = x0 for all h ∈ pFixG(P
′{0, 1,#}∗). By
Lemma 9.2, the prefix code P is of the form P = P1∪
⋃
v∈P2
v#P (v), where P1 = P ∩{0, 1}
∗.
Case 1: x0 ∈ P1{0, 1}
∗.
Choose x = x00 and y = x01. Then x and y are prefix incomparable, hence by the separation
property of the fixator, there exists h0 ∈ pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1}
∗ with
h0(xu0) = xu0, h0(yu0) 6= yu0.
However, h0(yu0) 6= yu0 contradicts the fact that h0(x0) = x0.
Case 2: x0 ∈ P1{0, 1}
∗#{0, 1,#}∗, or x0 ∈
⋃
vinP2
v#P (v) with |P2| ≥ 2.
Let x0 = v0#s. Let w0 ∈ P2 with w0 6= v0, and choose x = w0#t (for some t ∈ P (w0)) and
y = v0#s. Then x and y are prefix incomparable, and both are in {0, 1}
∗#{0, 1,#}∗; so there
exists h0 ∈ pFixG(P
′{0, 1,#}∗) with
h0(x) = x, h0(y) 6= y.
However, h0(y) 6= y contradicts the fact that h0(x0) = x0.
Case 3: x0 ∈
⋃
vinP2
v#P (v) and |P2| = 1. (Obviously the case |P2| = 0 cannot occur when
x0 ∈ P2#.)
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Then P2 = {v0}, so we have x = v0#s ∈ v0#P (v0), for some s ∈ P (v0). Let z0 ∈ P1 (recall
that we assume P1 6= ∅). Let x = z0# and y = x0 = v0#s. Since z0 6= v0, x and y are prefix
incomparable, and both are in {0, 1}∗#{0, 1,#}∗; so there exists h0 ∈ pFixG(P
′{0, 1,#}∗) with
h0(x) = x, h0(y) 6= y.
Again, h0(y) 6= y contradicts the fact that h0(x0) = x0. ✷
Proposition 9.18 Let P, P ′ be complementary prefix codes over {0, 1,#} with P ∩{0, 1}∗ and
P ′∩{0, 1}∗ non-empty. Suppose that G ⊂ Gmod 33,1 (0, 1) is a group, and that pFixG(P
′{0, 1,#}∗)
is separating on P{0, 1,#}∗. Then for all g ∈ G we have:
If g commutes with all elements of pFixG(P
′{0, 1,#}∗) then g ∈ pFixG(P{0, 1,#}
∗).
Proof. Let g ∈ G and assume g commutes with all elements of pFixG(P
′{0, 1,#}∗). We want
to show that g ∈ pFixG(P{0, 1,#}
∗). We first prove:
Claim: g stabilizes P ′{0, 1,#}∗ and P{0, 1,#}∗.
Proof of the Claim: Assume by contradiction that g(x′) = y for some x′ ∈ P ′{0, 1,#}∗
and y ∈ P{0, 1,#}∗. Since g commutes with all elements of the fixator we have for all h ∈
pFixG(P
′{0, 1,#}∗): gh(x′) = hg(x′) = g(x′) = y, i.e., h(y) = y. This contradicts the
maximality of the fixator pFixG(P
′{0, 1,#}∗); so g maps P ′{0, 1,#}∗ into itself.
Similarly, g−1 maps P ′{0, 1,#}∗ into itself. From this it follows (as in the proof of Propo-
sition 9.13) that g also maps P{0, 1,#}∗ into itself, and similarly for g−1. This proves the
Claim.
Assume now by contradiction that g does not fix some element x1 ∈ P{0, 1,#}
∗: g(x1) = y1 6=
x1. By the Claim, y1 ∈ P{0, 1,#}
∗.
By Lemma 5.8 there exist x, y ∈ P{0, 1,#}∗ such that x and y are prefix incomparable and
g(x) = y. And since g commutes with the fixator, we have for all h ∈ pFixG(P
′{0, 1,#}∗):
gh(x) = hg(x) = h(y).
On the other hand, the separation property of the fixator implies that there exists h0 ∈
pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1,#}
∗ such that h0(yu0) 6= yu0 and h0(xu0) = xu0.
The equality gh(x) = h(y) implies gh0(xu0) = h(yu0); this, together with h0(xu0) = xu0,
implies yu0 = gh0(xu0) = h(yu0). But this contradicts h0(yu0) 6= yu0. ✷
In the next two Lemmas we will check that the groupG = Gmod 33,1 (0, 1) satisfies the conditions
of Proposition 9.18, i.e., that the fixator pFixG(P
′{0, 1,#}∗) is separating.
Proposition 9.19 Let P, P ′ be complementary prefix codes over {0, 1,#} with P ∩ {0, 1}∗
and P ′ ∩ {0, 1}∗ non-empty. Let G = Gmod 33,1 (0, 1). Then the fixator pFixG(P
′{0, 1,#}∗) is
separating on P{0, 1,#}∗.
Proof. Let x, y ∈ P1{0, 1}
∗ or x, y ∈ P1{0, 1}
∗# ∪
⋃
v∈P2
v#P (v), and assume x and y are
prefix incomparable. We want to find h0 ∈ pFixG(P
′{0, 1,#}∗) and u0 ∈ {0, 1}
∗ such that
h0(xu0) = xu0 and h0(yu0) 6= yu0, or h0(xu0) 6= xu0 and h0(yu0) = yu0; if x, y /∈ {0, 1}
∗ then
u0 is empty.
Case 1: x, y ∈ P1{0, 1}
∗.
In this case we can apply the same proof as for Proposition 9.14, with alphabet A = {0, 1}.
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Case 2: x, y ∈ P1{0, 1}
∗#{0, 1,#}∗ ∪
⋃
v∈P2
v#P (v) {0, 1,#}∗.
Let x = x0#s0 and y = y0#t0
Case 2.1: y0 ∈ P1{0, 1}
∗.
• Assume x0 ∈ P2.
Now, x0 6= y0, since x0 ∈ P2 and y0 ∈ P1{0, 1}
∗; since P2 is closed under prefix (by Lemma
9.2), y0 is not a prefix of x0. By Lemma 5.9 over the alphabet A = {0, 1}, there is a finite
prefix code Q1 ⊂ P1{0, 1}
∗ such that Q1∪{y000} and P
′
1 and complementary prefix codes (over
{0, 1}). Therefore the following will be a finite maximal prefix code over {0, 1,#}:
C = Q1 ∪ {y000} ∪ P
′
1 ∪
⋃
v∈Q2
v# Π(v),
where Q2 = >pref (Q1 ∪ {y000} ∪ P
′
1); moreover, Π(v) = P (v) if v ∈ P2, Π(v) = P
′(v) if
v ∈ P ′2, and Π(v) consists of just the empty word ε otherwise.
Now we define h0, with domain code and image code C, by
h0(y0#t0) = y00#, h0(y00#) = y0#t0, and
h0 is the identity everywhere else on C.
Thus, h0(y) 6= y. Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗), because y00# /∈
⋃
vinP ′2
v#P ′(v); indeed,
y00# ∈ P1{0, 1}
∗# ⊂ P{0, 1,#}∗.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
h0 is defined).
We also claim that h0(x) = x. Indeed, x0 belongs to P2, which is contained in >pref(P1∪P
′
1);
moreover, >pref(P1) ⊂ >pref(Q1), by the 3rd point of Lemma 5.9; and s0 ∈ P
′(x0). Therefore,
x0#s0 belongs to C. On the other hand, x0 is different from y0 and y00.
• Assume x0 ∈ P1{0, 1}
∗.
Then, by Lemma 5.11, there are ℓ1, ℓ2 ∈ {0, 1} such that x0ℓ1 and y0ℓ2 are prefix incom-
parable. By applying Lemma 5.9 over the alphabet A = {0, 1} we obtain a finite prefix code
Q1 ⊂ P1{0, 1}
∗ such that Q1 ∪ {x0ℓ1, y0ℓ20} and P
′
1 and complementary prefix codes (over
{0, 1}). Therefore the following set C ⊂ {0, 1}∗∪{0, 1}∗# will be a finite maximal prefix code
over {0, 1,#}:
C = Q1 ∪ {x0ℓ1, y0ℓ20} ∪ P
′
1 ∪
⋃
v∈Q2
v# Π(v),
where Q2 = >pref(Q1 ∪ {x0ℓ1, y0ℓ20} ∪ P
′
1), and where Π(v) = P (v) if v ∈ P2, Π(v) = P
′(v)
if v ∈ P ′2, and Π(v) consists of just the empty word otherwise.
Now we define h0, with domain code and image code C, by
h0(y0#t0) = y0ℓ2#, h0(y0ℓ2#) = y0#t0, and
h0 is the identity everywhere else on C.
Thus, h0(y) 6= y. Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗), because y0ℓ2# /∈
⋃
v∈P ′2
v#P ′(v); indeed,
y0ℓ2# ∈ P1{0, 1}
∗# ⊂ P{0, 1,#}∗.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
it is defined). Also, h0(x) = x, since x0#s0 belongs to C (since x0 is a strict prefix of x0ℓ1),
and since x0 is different from y0 and y0ℓ2.
Case 2.2: y0 ∈ P2.
Since P1 6= ∅, there exists w0 ∈ P1; hence y0 is different from w0, w00, and w000. Also,
x0 is different from w00 or from w000 (or from both). Let z00 be one of w00 or w000, so that
z00 6= x0. We still have z00 6= y0 and z00 ∈ P1{0, 1}
∗.
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• Assume x0 ∈ P2.
By Lemma 5.9 over the alphabet A = {0, 1}, there is a finite prefix code Q1 ⊂ P1{0, 1}
∗ such
that Q1 ∪ {z00} and P
′
1 and complementary prefix codes (over {0, 1}). Therefore the following
set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a finite maximal prefix code over {0, 1,#}:
C = Q1 ∪ {z00} ∪ P
′
1∪
⋃
v∈Q2
v# Π(v),
where Q2 = >pref(Q1∪{z00}∪P
′
1), and where Π(v) = P (v) if v ∈ P2, Π(v) = P
′(v) if v ∈ P ′2,
and Π(v) consists of just the empty word otherwise.
Now we define h0, with domain code and image code C, by
h0(y0#t0) = z0#, h0(z0#) = y0#t0, and
h0 is the identity everywhere else on C.
Thus, h0(y) 6= y and h0(x) = x. Note that h0(x0#s0) and h0(y0#t0) are defined since x0, y0 ∈
P2 ⊂ >pref (P1 ∪ P
′
1); moreover, >pref (P1) ⊂ >pref (Q1), by the 3rd point of Lemma 5.9.
Therefore, x0#s0 and y0#t0 belong to C.
Also, h0 ∈ pFixG(P
′{0, 1,#}∗), because z0# /∈
⋃
v∈P ′
2
v#P ′(v); indeed, z0# ∈ P1{0, 1}
∗#
⊂ P{0, 1,#}∗.
Also, h0 preserves the length of strings in {0, 1}
∗ since h0 is the identity on {0, 1}
∗ wherever
it is defined.
• Assume x0 ∈ P1{0, 1}
∗.
Then, by Lemma 5.11, there are ℓ1, ℓ2 ∈ {0, 1} such that x0ℓ1 and z0ℓ2 are prefix incom-
parable. By applying Lemma 5.9 over the alphabet A = {0, 1} we obtain a finite prefix code
Q1 ⊂ P1{0, 1}
∗ such that Q1∪{x0ℓ1, z0ℓ2} and P
′
1 and complementary prefix codes (over {0, 1}).
Therefore the following set C ⊂ {0, 1}∗ ∪ {0, 1}∗# will be a finite maximal prefix code over
{0, 1,#}:
C = Q1 ∪ {x0ℓ1, z0ℓ2} ∪ P
′
1 ∪
⋃
v∈Q2
v# Π(v),
where Q2 = >pref(Q1 ∪ {x0ℓ1, z0ℓ2} ∪ P
′
1), and where Π(v) = P (v) if v ∈ P2, Π(v) = P
′(v)
if v ∈ P ′2, and Π(v) consists of just the empty word otherwise.
Now we define h0, with domain code and image code C, by
h0(y0#t0) = z0#, h0(z0#) = y0#t0, and
h0 is the identity everywhere else on C.
Thus, h0(y) 6= y, and y ∈ C (since y0 ∈ P2 ⊂ >pref(P1 ∪ P
′
1) ⊂ >pref(Q1 ∪ P
′
1) ).
Moreover, h0 ∈ pFixG(P
′{0, 1,#}∗), because z0# /∈ P
′{0, 1,#}∗ for the same reasons as in
the previous subcase.
And h0 preserves the length of strings in {0, 1}
∗ (since h0 is the identity on {0, 1}
∗ wherever
it is defined). Also, h0(x) = x, since x0#s0 belongs to C (since x0 is a strict prefix of x0ℓ1),
and since x 6= y and x0 6= z0. ✷
Propositions 9.18 and 9.19 immediately imply:
Corollary 9.20 (Commutation test for Gmod 33,1 (0, 1)).
Let G = Gmod 33,1 (0, 1). For any g ∈ G we have:
g ∈ FixG(0 {0, 1,#}
∗) iff gh = hg for all h ∈ pFixG({1,#}{0, 1,#}
∗).
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Now, by the same reasoning as in Section 5, the above Corollary reduces the circuit equiv-
alence problem to the word problem of Gmod 33,1 (0, 1); the reduction is an unbounded con-
junctive reduction. The next Lemma implies that pFixG({1,#}{0, 1,#}
∗) is isomorphic to
G = Gmod 33,1 (0, 1). This and the fact (proved later in this subsection) that G
mod 3
3,1 (0, 1) is finitely
generated implies that only the finitely many generators of pFixG({1,#}{0, 1,#}
∗) need to be
used in the role of “h” in the above Corollary. This then yields:
Corollary 9.21 The circuit equivalence problem reduces to the word problem of Gmod 33,1 (0, 1)
(over an infinite generating set), by a polynomial-time k-bounded conjunctive reduction. Here,
k is the minimum number of generators of Gmod 33,1 (0, 1).
Lemma 9.22 For G = Gmod 33,1 (0, 1), the subgroup pFixG({1,#}{0, 1,#}
∗) is isomorphic to G.
Proof. An element ϕ ∈ G = Gmod 33,1 (0, 1) = pStabGmod 33,1 ({0, 1}
∗) belongs to FixG({1,#}{0, 1,#}
∗)
iff ϕ has a table of the form
ϕ =
[
1 # 0x1 . . . 0xn 0x
′
1#s1 . . . 0x
′
m#sm
1 # 0y1 . . . 0yn 0y
′
1#t1 . . . 0y
′
m#tm
]
where xi, yi, x
′
j, y
′
j range over {0, 1}
∗, |xi| ≡ |yi| mod 3 (i = 1, . . . , n), and sj, tj ∈ {0, 1,#}
∗.
The isomorphism to G, as above, just maps this table to
ψ =
[
x1 . . . xn x
′
1#s1 . . . x
′
m#sm
y1 . . . yn y
′
1#t1 . . . y
′
m#tm
]
It is straightforward to see that this is an isomorphism. ✷
We will prove next that the group Gmod 33,1 (0, 1) is finitely presented. As in Section 6, we
will follow Higman’s method and, accordingly, we will have to prove appropriate facts about
maximal prefix codes over {0, 1,#}. We will use the following notation (as before): For any
maximal prefix codes P,Q ⊂ {0, 1,#}∗, we let Q1 = Q ∩ {0, 1}
∗ and P1 = P ∩ {0, 1}
∗; these
are maximal prefix codes over {0, 1}.
Lemma 9.23 Let Q be a finite maximal prefix code over {0, 1,#}. Suppose the inner tree
Tin(Q) has a leaf ℓ ∈ {0, 1,#}
∗. Assume that there exist elements q1, q2 ∈ Q such that, q1, q2
are not children of ℓ (in the prefix tree of Q), and such that either both q1, q2 /∈ {0, 1}
∗, or both
q1, q2 ∈ {0, 1}
∗; in the latter case we also assume that |q1| ≡ |q2| mod 3.
Then there exists a finite maximal prefix code P over {0, 1,#} such that |P | = |Q|, P1 has
the same mod 3 cardinality as Q1, and the inner tree Tin(P ) has two leaves ℓ1, ℓ2 ∈ {0, 1,#}
∗
such that:
(1) If both q1, q2 ∈ {0, 1}
∗ then ℓ2 ∈ {0, 1}
∗, with |ℓ2| + 1 ≡ |q1| ≡ |q2| mod 3. Moreover, if
ℓ /∈ {0, 1}∗ then ℓ1 /∈ {0, 1}
∗; if ℓ ∈ {0, 1}∗ then ℓ1 ∈ {0, 1}
∗, and |ℓ1| ≡ |ℓ| mod 3.
(2) If both q1, q2 /∈ {0, 1}
∗, and if q1 or q2 /∈ {0, 1}
∗#, then ℓ2 /∈ {0, 1}
∗. Moreover, if ℓ /∈ {0, 1}∗
then ℓ1 /∈ {0, 1}
∗; if ℓ ∈ {0, 1}∗ then ℓ1 ∈ {0, 1}
∗, and |ℓ1| ≡ |ℓ| mod 3.
(3) If both q1, q2 ∈ {0, 1}
∗#, and if ℓ /∈ {0, 1}∗, then ℓ2 /∈ {0, 1}
∗.
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Note that the case where q1, q2 ∈ {0, 1}
∗# and ℓ ∈ {0, 1}∗ is not considered in the Lemma (and
will not be needed).
Proof. Obviously, Tin(Q) has at least one leaf.
(1) If q1, q2 ∈ {0, 1}
∗ we do the following transformation on Q, where z1 and z2 are the parent
vertices of q1, respectively q2, and where ST1,ST2, ST3, ST4 are subtrees (below z1 or z2) of
the prefix tree of Q. If z1 and z2 are on a common path from the root we let z1 be the deeper
one of the two.
| \ becomes | \
z1 z2 z1 z2
/ | \# / | \# / | \# / | \#
ST1 ST2 ST3 ST4 ST1 ST3 ST4
|
ST2
/ /
z2 z2
/ | \# / | \#
. ST4 . ST1 ST4
. becomes . |
. . ST2
/ /
z1 z1
/ | \# / | \#
ST1 ST2
Let P be the prefix code described by the transformed tree. Then |Q| = |P | (since the
number of vertices has not changed), and P1 has the same mod 3 cardinality as Q1 (since the
subtree ST1 is moved from z1 to z2 and z1, z2 have equivalent depths mod 3). The subtree ST2
was under # and is still below a #-edge. Finally, Tin(P ) has two leaves, namely ℓ and z1 (both
∈ {0, 1}∗), and |z1|+1 ≡ |q1| (actually the two numbers are equal). The existing leaf ℓ is either
unchanged, or (in case it was in ST1) changed to a leaf that has an equivalent depth modulo
3, or (in case it was in ST2, hence was /∈ {0, 1}∗) changed to a leaf /∈ {0, 1}∗.
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(2) If q1, q2 /∈ {0, 1}
∗, and q1 /∈ {0, 1}
∗# (or, similarly, if q2 /∈ {0, 1}
∗#), we do the following
transformation on Q. As above, z1 and z2 are the parent vertices of q1, respectively q2, and
ST1, ST2, ST3, ST4, ST5 are subtrees (below z1 or z2) of the prefix tree of Q; one of ST3 or
ST5 is a single vertex (corresponding to the word q2). If z1 and z2 are on a common path from
the root we let z1 be the deeper one of the two. Since q1 /∈ {0, 1}
∗# and q1 /∈ {0, 1}
∗, we have
z1 /∈ {0, 1}
∗; i.e., # appears on the path root-to-z1.
|# \ |# \
| \ becomes | \
z1 z2 z1 z2
/ | \ / | \# / | \# / | \#
ST1 ST2 ST3 ST4 ST5 ST3 ST4 ST5
|
ST1
|
ST2
/ /
z2 z2
/ | \# / | \#
. ST4 . ST4
#. becomes #. |
. . ST2
/ / |
z1 z1 ST1
/ | \ / | \
ST1 ST2
Then the transformed tree describes the desired prefix code P . In particular, P1 = Q1, since
all the changes happen below #-edges. The existing leaf ℓ is either unchanged, or (in case it
was in ST1 or ST2, in which case ℓ /∈ {0, 1}∗) changed to a leaf that is below a #-edge.
(3) Suppose q1, q2 ∈ {0, 1}
∗# and ℓ /∈ {0, 1}∗.
• If Tin(Q) has any subtrees other than the path root-to-ℓ, then Tin(Q) has another leaf besides
ℓ. In this case we have nothing to prove.
• If Tin(Q) consists only of the path root-to-ℓ, let p be the parent vertex of ℓ in Tin(Q). Since
q1, q2 ∈ {0, 1}
∗#, the path root-to-ℓ of Tin(Q) has some edges labeled over {0, 1}, and at least
one z1 or z2 (the parent vertices of q1 and q2 in the prefix tree of Q) is at least 2 depth levels
above ℓ; assume z1 is the deeper one.
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We do the following transformation on Q.
/ /
z2 z2
/|\# /|\#
. q2 . q2
. . /|\
. .
(#)/ (#)/
. .
. .
. .
/ /
p p
(#)/|\ becomes (#)/|\
l l
/|\
In other words, the three children of ℓ are moved to q2. Now |P | = |Q| (since no additional
vertices are added), and P1 = Q1, hence P1 and Q1 have the same mod 3 cardinality. Also,
Tin(P ) has two leaves, namely q2 /∈ {0, 1}
∗, and p. ✷
Again, for maximal prefix codes P,Q over {0, 1,#} we will use the notation P1 = P ∩ {0, 1}
∗,
Q1 = Q ∩ {0, 1}
∗.
Lemma 9.24 Let Q be a finite maximal prefix code over {0, 1,#}. Suppose the inner tree
Tin(Q) has two leaves ℓ1, ℓ2 ∈ {0, 1,#}
∗. Assume that there exist elements q1, q2 ∈ Q such
that, q1, q2 are not children of ℓ1 or ℓ2 (in the prefix tree of Q), and such that either both
q1, q2 /∈ {0, 1}
∗, or both q1, q2 ∈ {0, 1}
∗; in the latter case we also assume that |q1| ≡ |q2| mod 3.
Then there exists a finite maximal prefix code P over {0, 1,#} such that |P | = |Q|, P1 has the
same mod 3 cardinality as Q1, and the inner tree Tin(P ) has three leaves λ1, λ2, λ3 ∈ {0, 1,#}
∗
such that:
(1) If both q1, q2 ∈ {0, 1}
∗ then λ3 ∈ {0, 1}
∗, with |λ3| + 1 ≡ |q1| ≡ |q2| mod 3. Moreover (for
all i = 1, 2), both λi, ℓi /∈ {0, 1}
∗, or both λi, ℓi ∈ {0, 1}
∗, and in the latter case |λi| ≡ |ℓi| mod
3.
(2) If both q1, q2 /∈ {0, 1}
∗, and if q1 or q2 /∈ {0, 1}
∗#, then λ3 /∈ {0, 1}
∗. Moreover (for all
i = 1, 2), both λi, ℓi /∈ {0, 1}
∗, or both λi, ℓi ∈ {0, 1}
∗, and in the latter case |λi| ≡ |ℓi| mod 3.
(3) If both q1, q2 ∈ {0, 1}
∗#, and if ℓ1 /∈ {0, 1}
∗, then λ2 = ℓ2 and λ3 /∈ {0, 1}
∗. (However, λ1
could be ∈ {0, 1}∗ or /∈ {0, 1}∗.)
Proof. The proof is similar to the proof of Lemma 9.23.
(1) If q1, q2 ∈ {0, 1}
∗ we do the following transformation on Q, where z1 and z2 are the parent
vertices of q1, respectively q2, and where ST1, ST2, ST3, ST4 are subtrees (below z1 or z2) of
the prefix tree of Q. If z1 and z2 are on a common path from the root we let z1 be the deeper
one of the two.
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| \ becomes | \
z1 z2 z1 z2
/ | \# / | \# / | \# / | \#
ST1 ST2 ST3 ST4 ST1 ST3 ST4
|
ST2
/ /
z2 z2
/ | \# / | \#
. ST4 . ST1 ST4
. becomes . |
. . ST2
/ /
z1 z1
/ | \# / | \#
ST1 ST2
Let P be the prefix code described by the transformed tree. Then |Q| = |P | (since the number
of vertices has not changed), and P1 has the same mod 3 cardinality as Q1 (since the subtree
ST1 is moved from z1 to z2 and z1, z2 have equivalent depths mod 3). The subtree ST2 was
under # and is still below a #-edge. Finally, Tin(P ) has three leaves, namely ℓ1, ℓ2, and z1 (all
∈ {0, 1}∗), and |z1| + 1 ≡ |q1| (actually the two numbers are equal). An existing leaf ℓ1, ℓ2 is
either unchanged, or (in case of a leaf in ST1) is changed to a leaf that has an equivalent depth
modulo 3, or (in case of a leaf in ST2, hence /∈ {0, 1}∗) is changed to a leaf /∈ {0, 1}∗.
(2) If q1, q2 /∈ {0, 1}
∗ and if q1 /∈ {0, 1}
∗# (or, similarly, if q2 /∈ {0, 1}
∗#), we do the following
transformation on Q. As above, z1 and z2 are the parent vertices of q1, respectively q2, and
ST1, ST2, ST3, ST4, ST5 are subtrees (below z1 or z2) of the prefix tree of Q; one of ST3 and
ST5 is a single vertex (corresponding to the word q2). Again, if z1 and z2 are on a common
path from the root we let z1 be the deeper one of the two.
|# \ | \
| \ becomes | \
z1 z2 z1 z2
/ | \ / | \# / | \# / | \#
ST1 ST2 ST3 ST4 ST5 ST3 ST4 ST5
|
ST1
|
ST2
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/ /
z2 z2
/ | \# / | \#
. ST4 . ST4
#. becomes #. |
. . ST2
/ / |
z1 z1 ST1
/ | \ / | \
ST1 ST2
Then the transformed tree describes a maximal prefix code P with the desired properties. In
particular, P1 = Q1, and z1 /∈ {0, 1}
∗ is now a leaf.
(3) Suppose q1, q2 ∈ {0, 1}
∗# and ℓ1 /∈ {0, 1}
∗.
• If Tin(Q) has other subtrees besides the paths root-to-ℓ1 and root-to-ℓ2, then Tin(Q) has
another leaf besides ℓ1 and ℓ2. In this case we have nothing to prove.
• If Tin(Q) consists only of the paths root-to-ℓ1 and root-to-ℓ2, let p1 be the parent vertex of
ℓ1 in Tin(Q). Since ℓ1 /∈ {0, 1}
∗, the path root-to-ℓ1 of Tin(Q) has some edge(s) labeled by #.
Since q1, q2 ∈ {0, 1}
∗#, the paths root-to-ℓ1 or root-to-ℓ2 of Tin(Q) have some edges labeled
over {0, 1}. If z1 and z2 (the parent vertices of q1 and q2 in the prefix tree of Q) are on a
common root-to-leaf path, let z1 be the name of the deeper one of the two; then z2 is at least
2 depth levels above ℓ1 or ℓ2. If z1 and z2 are on different paths root-to-leaf, let z2 be on the
path root-to-ℓ2; then z2 will be at least one depth level above ℓ2 (since q1, q2 are not children
of z1, z2). We do the following transformation on Q.
/ /
z2 z2
/|\# /|\#
. q2 . q2
(#). (#). /|\
. .
/ /
p1 p1
(#)/|\ becomes (#)/|\
l1 l1
/|\
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. \ . \
(#). z2 (#). z2
. /|\# . /|\#
/ . q2 / . q2
p1 . p1 . /|\
(#)/|\ . becomes (#)/|\ .
l1 / l1 /
/|\ l2 l2
/|\ /|\
In other words, the children of ℓ1 are moved to q2. Now |P | = |Q| (since no new vertices
are created), and P1 = Q1, hence P1 and Q1 have the same mod 3 cardinality. Also, Tin(P )
has three leaves, namely q2 /∈ {0, 1}
∗, ℓ2, and p1. If ℓ1 ∈ {0, 1}
∗# then p1 ∈ {0, 1}
∗, and if
ℓ1 /∈ {0, 1}
∗# (but still ℓ− 1 /∈ {0, 1}∗) then p1 /∈ {0, 1}
∗. ✷
Lemma 9.25 The group Gmod 33,1 (0, 1) is generated by its elements of table-size ≤ cgen, for some
constant cgen.
Proof. We follow the same method as in the proof of Lemma 6.4. Let
ϕ =
[
x0 x1 x# x4 . . . xn
y1 y2 y3 y4 . . . yn
]
∈ G3,1(0, 1).
The image code’s inner tree, Tin(imC(ϕ)), has a leaf y, so {y1, . . . , yn} also contains 3 words of
the form yi1 = y0, yi2 = y1, yi3 = y#, where y ∈ {0, 1,#}
∗. The three indices i1, i2, i3 are in
{1, . . . , n}, but any order relation between i1, i2, i3 is possible.
Case 1: The column index sets {1, 2, 3} and {i1, i2, i3} are disjoint.
Then, after permuting columns (if necessary), the table of ϕ has the form
[
x0 x1 x# x4 x5 x6 x7 . . . xn
y1 y2 y3 y0 y1 y# y7 . . . yn
]
.
Case 1.1: y ∈ {0, 1}∗. (The case where, instead, x ∈ {0, 1}∗ is very similar.)
Then x4, x5 ∈ {0, 1}
∗, and |x4| ≡ |x5| ≡ |y|+1 mod 3, since ϕ ∈ G
mod 3
3,1 (0, 1). Then, applying
Lemma 9.23 (1) to the prefix code Q = domC(ϕ), we obtain a maximal prefix code P with the
properties listed in that Lemma. In particular, Tin(P ) has two leaves, ℓ1 ∈ {0, 1}
∗, |ℓ1| ≡ |x|
mod 3, and ℓ2 ∈ {0, 1}
∗ with |ℓ2| + 1 ≡ |x4| ≡ |x5| ≡ |y| + 1 mod 3. These properties imply
that P can be inserted into the table of ϕ as an intermediary row, and that the columns can
be lined up in such a way that ϕ is factored as two elements of Gmod 33,1 (0, 1):

 x0 x1 x# x4 x5 x6 x7 . . . xnℓ10 ℓ11 ℓ1# ℓ20 ℓ21 ℓ2# z7 . . . zn
y1 y2 y3 y0 y1 y# y7 . . . yn


Now, as in the proof of Lemma 6.4, the two factors can be extended, so as to get smaller tables.
Case 1.2: Both x, y /∈ {0, 1}∗. Then x4, x5, y1, y2 /∈ {0, 1}
∗.
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Case 1.2.1: If x4 or x5 /∈ {0, 1}
∗#, then we apply Lemma 9.23 (2) to the prefix code Q =
domC(ϕ). If y1 or y2 /∈ {0, 1}
∗#, then we apply Lemma 9.23 (2) to the prefix code Q = imC(ϕ).
Next, we insert P into the table of ϕ in the same way as in case 1.1.
Case 1.2.2: If x4, x5, y1, y2 ∈ {0, 1}
∗#, we can again apply Lemma 9.23 (3) to Q = domC(ϕ).
If P has both ℓ1, ℓ2 /∈ {0, 1}
∗, we insert P as a row, as in case 1.1.
However, if ℓ2 /∈ {0, 1}
∗ and ℓ1 ∈ {0, 1}
∗, we cannot proceed as before, because both
x, y /∈ {0, 1}∗; the resulting factors of ϕ would not stabilize {0, 1}∗. So this time we insert P as
two rows into the table of ϕ (possibly after permuting columns), as follows:

x0 x1 x# x4 x5 x6 . . . . . . xn−2 xn−1 xn
ℓ20 ℓ21 ℓ2# . . . . . . . . . . . . . . . ℓ10 ℓ11 ℓ1#
. . . . . . . . . ℓ20 ℓ21 ℓ2# . . . . . . ℓ10 ℓ11 ℓ1#
y1 y2 y3 y0 y1 y# . . . . . . yn−2 yn−1 yn


The columns can be lined up in such a way that the three factors of ϕ belong to Gmod 33,1 (0, 1).
Indeed, |P | = |Q|, and P1 has the same mod 3 cardinality as Q1. Also, x4, x5, y1, y2, x, y, ℓ2
/∈ {0, 1}∗.
Case 2: The column index sets {1, 2, 3} and {i1, i2, i3} overlap.
Case 2.1: Suppose {1, 2} overlaps with {i1, i2, i3} and {i1, i2} overlaps with {1, 2, 3}.
Then both x, y ∈ {0, 1}∗ or both x, y /∈ {0, 1}∗. By Lemma 9.23 we find a prefix code P ,
with ℓ2 ∈ {0, 1}
∗ if x, y ∈ {0, 1}∗, and ℓ2 /∈ {0, 1}
∗ if x, y /∈ {0, 1}∗. Then we insert P as two
rows: 

x0 x1 x# x4 x5 . . . . . . xn−2 xn−1 xn
ℓ20 ℓ21 ℓ2# . . . . . . . . . . . . ℓ10 ℓ11 ℓ1#
. . . ℓ2a1 . . . ℓ2a2 ℓ2a3 . . . . . . ℓ10 ℓ11 ℓ1#
. . . ya1 . . . ya2 ya3 . . . . . . yn−2 yn−1 yn

 .
Case 2.2: Suppose {1, 2} ∩ {i1, i2, i3} = ∅ or {i1, i2} ∩ {1, 2, 3} = ∅.
Then {1, 2, 3} ∩ {i1, i2, i3} = {3} or {1, 2, 3} ∩ {i1, i2, i3} = {i3}. We only consider the
case where the intersection is {3} (the case when it is {i3} is very similar). Then the table of
ϕ is [
x0 x1 x# x4 x5 . . . . . .
y1 y2 ya1 ya2 ya3 . . . . . .
]
Case 2.2.1: If x, y ∈ {0, 1}∗, then ya1 /∈ {0, 1}
∗ (since ϕ ∈ Gmod 33,1 (0, 1)); hence a1 = #. Now
we proceed as in case 1.1.
Case 2.2.2: If x, y /∈ {0, 1}∗, then y1, y2, x4, x5 /∈ {0, 1}
∗. Now we proceed as in case 1.1.
Case 2.2.3: If x ∈ {0, 1}∗ and y /∈ {0, 1}∗, then y1, y2 ∈ {0, 1}
∗.
We apply Lemma 9.24 (1) to the maximal prefix code Q = imC(ϕ) with existing leaf ℓ =
y /∈ {0, 1}∗, and with q1, q2 equal to y1, y2 ∈ {0, 1}
∗ respectively. Then we obtain a code P with
ℓ1 /∈ {0, 1}
∗, and with ℓ2 ∈ {0, 1}
∗, |ℓ2|+1 ≡ |y1| ≡ |y2| mod 3. Now we insert P into the table
of ϕ as two rows, to obtain (after permuting columns, if necessary):

x0 x1 x# x4 x5 . . . . . . xn−5 xn−4 xn−3 xn−2 xn−1 xn
ℓ20 ℓ21 ℓ2# . . . . . . . . . . . . ℓ10 ℓ11 ℓ1# . . . . . . . . .
. . . . . . ℓ1a1 ℓ1a2 ℓ1a3 . . . . . . . . . . . . . . . ℓ2# ℓ21 ℓ20
y1 y2 ya1 ya2 ya3 . . . . . . yn−5 yn−4 yn−3 yn−2 yn−1 yn


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Here we assume that the columns n − 3 and n − 2 (that contain ℓ1#, respectively ℓ2#) are
disjoint. This assumption can always be made if n is large enough so that {x1, . . . , xn} and
{y1, . . . , yn} contain enough elements ∈ {0, 1}
∗ and /∈ {0, 1}∗. Then we can insert another copy
of P as follows:

x0 x1 x# x4 x5 . . . . . . xn−5 xn−4 xn−3 xn−2 xn−1 xn
ℓ20 ℓ21 ℓ2# . . . . . . . . . . . . ℓ10 ℓ11 ℓ1# . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . ℓ10 ℓ11 ℓ1# ℓ2# ℓ21 ℓ20
. . . . . . ℓ1a1 ℓ1a2 ℓ1a3 . . . . . . . . . . . . . . . ℓ2# ℓ21 ℓ20
y1 y2 ya1 ya2 ya3 . . . . . . yn−5 yn−4 yn−3 yn−2 yn−1 yn


This gives us a factorization of ϕ as four elements of Gmod 33,1 (0, 1), each of which can be reduced.
Case 2.2.4: The case where y ∈ {0, 1}∗ and x /∈ {0, 1}∗ is similar to case 2.2.3, now using
Q = domC(ϕ). ✷
In analogy with Lemma 6.5, Lemma 9.25 can be strengthened as follows.
Lemma 9.26 Every element ϕ ∈ Gmod 33,1 (0, 1) of table-size > cgen can be represented by a word
wϕ over the set of elements of table-size ≤ cgen, and such that the sequence wϕ has table-size
≤ ‖ϕ‖. The constant cgen is as in Lemma 9.25.
Proof. This follows from the proof of Lemma 9.25. In that proof, we started out with a table
of ϕ (of table-size ‖ϕ‖), and repeatedly inserted rows. No columns are ever added, hence the
table-size doesn’t increase. See also the proof of Higman’s Lemma 4.3 in [14]. ✷
Lemma 9.27 The group Gmod 33,1 (0, 1) is presented by relators of table-size ≤ crel, in terms of
generators of table-size ≤ cgen, where cgen is the constant from Lemma 9.25, and crel is another
constant. Hence, Gmod 33,1 (0, 1) is finitely presented.
Proof. We use the same approach as in Proposition 6.6 (based on Higman’s proof that GN,r
is finitely presented (see [14], pp. 29-33). We now use Lemma 9.24.
For the same reason as in Lemma 9.25, the new rows that are inserted have their columns
lined up in such a way that all pairs of adjacent rows represent elements of Gmod 33,1 (0, 1) (and
not just of G3,1).
Higman’s “type II” reductions (described in the figure in the top of p. 31 of [14]) can actually
be replaced by his “type III reductions” (described in the figure in the top of p. 32 of [14]).
Type II reductions are never needed (the reason why they were used by Higman is probably
that they are more efficient: they require a single row insertion; on the other hand, a type III
reduction consists of two transformations).
Type III reductions require that we insert a row corresponding to a prefix code with 3 leaves
in the inner tree (see the figure at the top of p. 31 in [14]). Since one of the pre-existing rows
in the table already has two leaves (b and c in Higman’s notation), we want the table size to
be large enough so that the maximal prefix code Q = {b0, b1, b#, c0, c1, c#, . . .} (2nd row of
figure at bottom of p. 31, and 2nd row of figure at top of p. 32 in [14]) contains either another
leaf in its inner tree or two words that are not children of a leaf of the inner tree. In the latter
case we apply Lemma 9.24 and obtain a maximal prefix code P with three leaves x, y, z with
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x equivalent to b and y equivalent to c. (Here we define two words u, v ∈ {0, 1,#}∗ to be
equivalent iff both u, v /∈ {0, 1}∗ or both u, v ∈ {0, 1}∗ and |u| ≡ |v| mod 3.) Also, P and Q
have the same cardinality, and P1 and Q1 have the same mod 3 cardinality. Therefore, we can
insert a row corresponding to the prefix code P in exactly the same way as on p. 32 of [14],
taking care to line up the columns so that the factors belong to Gmod 33,1 (0, 1). ✷
Just as for Gmod 33,1 (0, 1;#), one can prove that G
mod 3
3,1 (0, 1) is not a simple group; a very
similar homomorphic image can be taken. We can summarize the results for Gmod 33,1 (0, 1) as
follows.
Theorem 9.28 The group Gmod 33,1 (0, 1) is finitely presented, and not simple.
The word problem of Gmod 33,1 (0, 1), over the generating set ∆0,1 ∪ {τi,i+1 : 0 ≤ i} is coNP-
hard, with respect to constant-arity conjunctive polynomial-time reduction. Here ∆0,1 is a finite
generating set of Gmod 33,1 (0, 1).
As a consequence of Proposition 7.1 we can consider the following HNN-extension:
H(0, 1) = 〈Gmod 33,1 (0, 1) ∪ {t} : {t g t
−1 = gκ321 : g ∈ Gmod 33,1 (0, 1)}〉.
Since Gmod 33,1 ({0, 1}
∗) is finitely generated, the HNN-relations form a finite set; moreover, since
Gmod 33,1 (0, 1) is finitely presented (by teh above Theorem), the whole HNN-extension is a finitely
presented group
For the same reason as for Gmod 33,1 (0, 1;#) in Section 7, we obtain:
Lemma 9.29 The HNN-extension H(0, 1) is isomorphic to the subgroup 〈Gmod 33,1 (0, 1)∪{κ321}〉
of the Thompson group G3,1.
In summary, we obtain Theorem 7.3, as well as the other main theorems, for Gmod 33,1 (0, 1) and
H(0, 1).
Section 8 shows that the word problem of H(0, 1) (over a finite generating set) is in coNP.
9.4 Miscellaneous
The following is a converse of Proposition 7.1. This converse gives an interesting property of
Gmod 33,1 (0, 1) (that G
mod 3
3,1 (0, 1;#) does not have), but we make no use of it in this paper.
Proposition 9.30 Let us abbreviate κ3κ2κ1(·) to κ. If g ∈ G3,1 is such that the conjugates of
g under κ or κ−1 belong to G3,1, then g ∈ G
mod 3
3,1 (0, 1). In other words,
Gmod 33,1 (0, 1) = {g ∈ G3,1 : g
κ, gκ
−1
∈ G3,1}.
Proof. Suppose g ∈ G3,1 and g
κ, gκ
−1
∈ G3,1.
Claim 1: g ∈ Stab({0, 1}∗).
Proof of Claim 1: By contraposition we assume that g /∈ Stab({0, 1}∗), hence g−1 /∈ Stab({0, 1}∗),
and we will prove that gκ /∈ G3,1.
If g, g−1 /∈ Stab({0, 1}∗) then (perhaps after replacing g by g−1), there is z ∈ {0, 1,#}∗ −
{0, 1}∗ such that z ∈ Dom(g) and g(z) ∈ {0, 1}∗; let y = g(z). Let x = k−1(z); note that
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z ∈ Dom(κ−1) since z contains the letter #. Then x contains # too, so x ∈ Dom(κ); moreover,
for all v ∈ {0, 1,#}∗, κ(xv) = κ(x) v = zv. For any w ∈ {0, 1}∗ we have
xw#
κ
7−→ κ(x) w# = zw#
g
7−→ g(z) w# = yw# (∈ {0, 1}∗#)
κ−1
7−→ κ−1(yw#).
We want to show now that domC(gκ) is infinite (when gκ is maximally extended). Assume by
contradiction that domC(gκ) is finite; so the elements of domC(gκ) have length < b for some
constant b.
Recall the definition of κ and its relation with the permutation γ3γ2γ1(·) of N, described in
the beginning of the paper:
γ3γ2γ1(·) =
( . . . | 6(j + 1) | 6j | . . . | 12 | 6 | 2 | 5 | 8 | . . . | 3i+ 2 | 3(i+ 1) + 2 | . . . ) ·
( . . . | 6(j + 1) + 3 | 6j + 3 | . . . | 9 | 3 | 1 | 4 | 7 | . . . | 3i+ 1 | 3(i+ 1) + 1 | . . . )(·).
Therefore, the application of κ−1 to yw# changes bit number 3(i−1)+2 to bit number 3i+2
of yw, for every i, 0 ≤ i ≤ (|yw|−2)/3. Let us pick a w ∈ {0, 1}∗ which is much longer than b.
Then gκ(xw#) (= κ−1(yw#)) cannot we written in the form gκ(xw#) = gκ(uv#) = gκ(u) v#,
for any factorization of xw# as xw# = uv# with |u| < b. This contradicts the assumption
that the elements of domC(gκ) have length < b.
Therefore, gκ does not belong to G3,1. This proves Claim 1.
From here on we can assume that g ∈ Stab({0, 1}∗).
Claim 2: g ∈ Gmod33,1 .
Proof of Claim 2: By contraposition we assume that g /∈ Gmod 33,1 , hence g
−1 /∈ Gmod 33,1 ; we will
prove that gκ /∈ G3,1.
If g, g−1 /∈ Gmod 33,1 then there is z ∈ {0, 1}
∗ such that z ∈ Dom(g), g(z) ∈ {0, 1}∗, and
|g(z)| 6≡ |z| mod 3.
Since the action of κ consists of permuting bits over a distance ≤ 6 we have the following:
There exist x, s ∈ {0, 1}∗, with |s| ≤ 6 and |x| = |z|, such that κ(xs#) = zt# for some
t ∈ {0, 1}∗ with |t| = |s|.
For any w ∈ {0, 1}∗ we have κ(xsw#) = zvw′#, for some v, w′ ∈ {0, 1}∗ with |v| = |s|,
|w′| = |w|, and where w′ depends only on s and w (and not on x). Let y = g(z). Then we have:
xsw#
κ
7−→ zvw′#
g
7−→ g(z) vw′# = yvw′# (∈ {0, 1}∗#)
κ−1
7−→ κ−1(yvw′#).
where |y| 6≡ |x| mod 3, and |x| = |z|.
Then κ−1(yvw′#) = y′v′w′′#, for some y′, v′, w′′ ∈ {0, 1}∗ with |y′| = |y|, |v′| = |v| and
|w′′| = |w′| = |w|. However, since |y| 6≡ |x| = |z|, it follows that w′′ differs from w in every bit
position.
We want to show now that domC(gκ) is infinite (when gκ is maximally extended). Assume
by contradiction that domC(gκ) is finite; so the elements of domC(gκ) have length < b for some
constant b. Let us pick a w ∈ {0, 1}∗ which is much longer than b.
Since the application of gκ to xsw# changes all the bits w, it follows that gκ(xsw#) cannot
we written in the form gκ(xsw#) = gκ(uv#) = gκ(u) v#, for any factorization of xsw as
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xsw = uv with |u| < b. This contradicts the assumption that the elements of domC(gκ) have
length < b.
Therefore, gκ does not belong to G3,1. This proves Claim 2. ✷
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