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In occupancy problems we randomize the number of balls with a Poisson process 
of intensity a. Thus some classical formulas are very easily demonstrated and 
generalized with the aid of inclusion+xclusion principle. Then we give a general 
theorem to calculate the distributions and moments of particular random variables 
or waiting times when infinite balls are considered. This theorem can be applied to 
the well-known birthday and coupon collectors problems. 
1. PRELIMINARIES 
Let N = (1, 2,..., n} and M = { 1, 2,..., m}. On the set MN of the functionsf: 
IV-, M we consider the probability space @ = (MN, B(MN), P,), where 
8(MN) is the Boolean algebra of the parts of MN and P, is the probability 
measure so defined. For every f E MN and i E M let 
f-‘(i)=(jEN:f(j)=i}, 
then 
where pi are numbers such that 
Pi > O> cpi= 1. 
For A G MN we set 
P,(A) =c P,(f). 
fea 
Often we shall write P(A) when the index n is obvious. 
* This work was carried out in the framework of activity of the GNSAGA-CNR. 
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We can give a physical interpretation of the space Qi considering the 
elements of N as balls and those of M as urns. The function f is the random 
arrangement of n balls in m urns in the following sense:f(b) = u means that 
the ball b has placed in urn u. The number pi is therefore the probability that 
a general ball is placed in the urn i. For an interpretation of @ in terms of 
words and alphabet see [ 1; 3; 6, p. 2971, see also [9] and [21]. 
We will say that @ is symmetric if pi = l/m for every i E M and in this 
case P, is called Maxwell-Boltzmann statistics. Problems of balls in urns, or 
occupancy problems, have been considered mainly for their importance in 
particle physics. Recently the first interesting results in the case of symmetry 
are given by MacMahon, Polya, and von Mises who treated asymptotic 
problems (see [ 13, 18, 141). The main tool used to approach and solve these 
problems is the inclusion<xclusion principle. For convenience let us recall 
two formulas that will be used in the following (see [l, 3, 5, 6, 91): 
Given the events A,,A, ,..., A,, we denote with P,,,(AI ,..., A,,,) the 
probability that exactly r of them occur, and with P,,,(A 1 ,..., A,) the 
probability that at least r occur. Then the following formulas hold: 
(l-1) P,,,(A 1 ,-**3 A,)= 5 (-1)k-’ 
k=r 
&,,(A 1 ,. . .T A,) = -f PI,] = i: (-l)k-’ Sk, (1.2) 
k=r k%r 
where 
TEM 
In the next sections we always indicate by T a general subset of M. 
The recent book by Johnson and Kotz [9] recalls many important results 
concerning occupancy problems. The goal of our paper is to show how some 
of these results can be generalized using a suitable randomization of the 
number n of balls. Also there shall be given a general formula (Theorem 6.1) 
to determine the expectation of particular random variables or waiting times. 
Examples are the waiting times of the classical birthday and coupons 
collector problems. 
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2. RANDOMIZATION OF THE NUMBER OF BALLS 
Let us consider the Poisson process Y = {N,(t), t > 0) of intensity u. The 
random variables N,(t) have as their definition a probability distribution Q 
such that 
Q(N,(t) = n) = (at)” eea’/n!, n = 0, 1) 2 ,... . 
This formula gives the probability that during the time interval [0, t) exactly 
n arrivals occur. In fact N,(t) is the random variable that counts the number 
of arrivals in [0, t) when, on the average, a arrivals occur for every unit of 
time. Regarding the Poisson process and other questions on this topic see 
[2, 4, 9, 111. 
Now, generalizing an idea of Schrodinger (cf. [2]). we divide the interval 
(0, 1 ] into m parts of length pi, pz ,..., pm, respectively. We identify then the 
random placement of a ball into the ith urn with the occurrence of an arrival 
of the process Y into the interval [0, pi). This allows us to consider an event 
A of CD as an event A, of Y every time the event (if-‘(i)] = k) of @ is iden- 
tified with the event (N,(pi) = k) of Y. For convenience we shall write 
Q,(A) instead of Q(A,). 
We can therefore state the 
RANDOMIZATION THEOREM. For every event A of @ let Q,(A) be its 
probability in the process !P of intensity a, then 
P,(A) = ~“Ie”Q,@)ll,=o. (2.1) 
Proof: We use the law of alternatives conditioning A, to the event 
(N,(l) = n). In a certain sense this means to randomize the number n of 
balls by the process Y. It follows that 
QtA,) = c QW,tl> = n> Q(A,l~,tl) = n) n>0 
= zoT QtA,W,tl) = n). 
But we know that if the Poisson process is conditioned to have a prescribed 
number of arrivals in a fixed interval (in our case [0, I]), we obtain a 
uniform process (cf. [2]). More exactly this means that 
Q(A,IN,(l) = n) = P,(A). Therefore if in the last equality we multiply by 
em, we get 
e”Q,(A) = x y  a”. 
n>o . 
(2.2) 
RANDOMIZATIONINOCCUPANCY PROBLEMS 153 
Now we simply apply the Taylor expansion formula to the function 
eaQ,@ 1. 
Formula (2.1), as we shall see, is very useful for solving occupancy 
problems and for determining probability distributions of particular random 
variables. The utility arises from the independence of the number of arrivals 
of a Poisson process in disjoint intervals. For us, disjoint intervals signifies 
distinct urns. We can note ultimately that e”Q,(A) is the exponential 
generating function of the sequence P,(A). 
3. DISTRIBUTION OF THE NUMBER OF URNS WITHY BALLS 
In the space @ we define for j = 0, l,..., n the random variable M,i such 
that 
Mj(f)=l(UEM: lfp’(U)l=j}l* 
Thus Mj counts urns with j balls and M, is the number of empty urns. We 
also define the random variables Oi, the so-called occupation numbers, as 
o,(f) = IS-‘(i)l, Thus they are equal to the number of balls in urn i having 
binomial distribution with parameters n and pi. For every subset T of M we 
set 
s(T) = 1 Pi, P(T)= n Pi (3.1) 
ie7 ic7 
so that s(0) = p(0) = 0, s(M) = 1, s(T’) = 1 - s(T). 
At this point we give the first application of (2.1) determining the 
distributions of the Mj. 
THEOREM 3.1. The probability distribution of the random variables fli is 
given by the formula 
Pn(Mj= v) = n! -f (-1)k-” 
k= L’ 
p(r>j s(Tf)n-jiri 
,zk j!“‘(n -j I Tl)! (3.2) 
the second sum running over all subsets T of M such that I TI = k. 
Proof. From the definition it is easy to see that 
P,(Mj = V) = P,,l(O, = j, 0, = j ,..., 0, = j), 
meanwhile in the Poisson process Y we have 
Q,(oi= j)=$$exp(--op,). (3.3) 
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Furthermore the events (ei = j), are independent, therefore for T c M we 
have 
Q, (ipT (ei=~)) = iFT Q,(@i=j)= ((r’/j!)‘r’p(TY’e-ascr’. (3.4) 
Hence the coefficients S, in this case are equal to 
Sk= x (aJ/~)!ITlp(TY’e-*s(T), 
ITI=k 
(3.5) 
Ultimately we can apply the inclusion-exclusion principle expressed by 
(1. 1 ), obtaining 
Q,(Mj = v) = 2 (-l)k-” (L ) 2 (aj/j!)~‘~p(~ e-asc7‘). (3.6) 
k=o ITI=k 
Now we apply (2.1) to the event A = (Mj = v) proving our theorem in this 
way. We observe only that for every natural r we have 
D”[l’eA’]ln=o=n(n-I)(n-2)~--(n-r+ I)[“-’ (3.7) 
recalling that s(T’) = 1 - s(T). 
For a proof of (3.1) different from ours, see (191. 
COROLLARY 3.1. In the symmetric case we have the probability 
distribution 
Proof: It is sufficient to note that if pi = l/m and 1 TJ = k, then it follows 
that s(T) = k/m, p(T) = rnek recalling that the k subsets of M are (T) and 
the following combinatorial identity holds: 
In particular, for j = 0, we obtain the formula of the classical occupancy 
distribution, that is, the probability of v empty urns 
Pn(Mo = v) = m-” z Am-“On, 
i 1 
where A is the forward difference operator. 
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We conclude this section by giving the joint distribution of the Mj. 
THEOREM 3.2. The joint probability distribution of Mj is 
ki=ui ITil=ki 
where 
s = i (ki - UJ, d P(T$” 
i=l aTi= !=I, jh!l’ 
bri=n(n- l)...(n-r+ 1) [ 5 .s(TA)]~-’ and r= i j,IT,(. 
h=l h=l 
Proof. We can utilize the multivariate version of the inclusion-exclusion 
principle. In fact for h = 1, 2,..., d we put (0, = j,) = AZ and 
SW,, k 2,..., kd)= c P 
!T/,t=k/, 
with A!= 0 A:. 
UET 
With these remarks and in light of [5, Theorem 21, we can write 
It remains therefore only to find the coefficients Sk. In the process Y we 
have when nf=, A$, # 0: 
Q, (/jl ‘:h)= fi 
,,=I 
d 
= /!J, 
and from the fact that 
QJA”,,) = 1”1 Q, ( n (0, = j,,) 
h=l UETh 
(aih/jh !)““I p(T,yh exp(--as(T,)) 
W,, kz,..., kd) =,Th;kh D” Lea’, i;, A’h) 1 Iad, 
(3.9) follows. 
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4. MOMENTS 
To calculate the rth moment of Mj it is better to find the rth descending 
factorial moment. This is the expectation of the random variable ]Mi],. = 
Mj(Mj - 1) ... (Mj - I + 1). As it is well known that we have 
where S,,, are the Stirling numbers of the second kind (see [ 6, p. 204 I). 
Then we prove 
PROPOSITION 4.1. The rth descending factorial moment of Mi is equal to 
E([M,],) = n! r! \‘ p(Ty S(T’)n-i’7“ . 
,Fzr j!“‘(n-jITI)! (4.1) 
Proof: Let x, z be formal variables, and consider the formal power series 
Hj(z, X) = 1 x P,(lVi = u)(mz)” X”/n!. 
n>o C’>O 
(4.2) 
Therefore by the meaning of (2.2) we can write 
Hj(Z, X) = x [Q,(M, = U) ea II X” ?a 0 n:m: 
= \“- (x- 1)” \’ [(mzy’/j!]l~ip(T)je~~.~~~‘). 
k=O ,Tfi=k 
Hence the descending factorial moment can be determined from this series 
because E([M,],) / m” n!is the coefficient of z” in the rth derivative 
D’Hj(z, x)lx,, = r! 1 [(mzr/j!]“’ p(T)j emZsC7 ‘) 
ITI-r 
= r! \‘ p(Ty’ [mj/‘!]“’ \’ Ims(T’)lh Zh+,j171 
ITyr htd0 
h, 
from which (4.1) follows when h + j ] TI = n. In particular, for r = 1 we have 
the expectation of Mj, that is, 
RANDOMIZATION INOCCUPANCY PROBLEMS 157 
COROLLARY 4.1. In the Maxwell-Boltzmann statistics we have 
Hj(z,x)= e’+s(x- 1) 
I 
m 
E([MjIr) = 
n! [m], (m - r>“-‘j 
m”(n - i-j)! j!’ * (4.4 1 
These formulas appear in [ 10, p. 1161 and are proved with combinatorial 
techniques. We can therefore derive it substituting simply the particular 
values of s(T) and p(T) for pi = l/m in (4.1) and (4.2). Then we apply the 
binomial theorem. 
5. MINIMUM AND MAXIMUM FOR OCCUPATION NUMBERS 
Let us see how it is possible to obtain other interesting results in 
occupancy theory with similar tools to those in the previous sections. We 
consider the random variable 0 (,,,) = max Oi for i E M. The exponential 
generating function Gk(z) of its distribution function is 
G&) = c P”(@,fn, G k) n I z . n>O n. 
(5.1) 
From (2.2) we have 
Gk(z) = erQz(O~,,,~ < k) = ezQ, fi (Oi < k) 
i=l 
qgoyz 
i * (zPi)“‘. 
x,,...,x,=O iEM xi! 
This result by Richards [20] is quoted in [ 10, p. 1191 and is proved 
differently. Differentiating n times G,(z) we get the distribution function of 
0 Cm), This is equal to 
P,(O,,, < k) = n! 
,<&, i!l, 5. 
(5.3,) 
x,+. . . Lx,=, 
We recall that the Oi have a multinomial joint distribution. With analogous 
methods we may find the generating function L(z) for the random variable 
0, ,) = mm Oi. In fact we have 
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P”(@(,, < k) L(z)= c n, z” = eLQr(O~,~ < k) 
n>0 
=e’[l-Q,(@,,,>k)]=e’- n r @.? 
icM *t;;, h! 
x,,x2,...,x,>k IEM xi’ 
(5.3) 
From here, differentiating n times, we get the distribution function of O(,, , 
that is, 
P”(O(,, < k) = 1 - n! 
x,+.fz; =n iE 5. 
(5.4) 
m 
6. WAITING-TIME PROBLEMS 
At this point we present a suitable theorem to calculate moments of 
waiting-time random variables. Some particular problems, to which we can 
apply it, have been solved by various authors, in the symmetric case, but 
each with different tools. See, for example, [7, 8, 12, 15, 16, 221. Let us 
remember that the rth ascending factorial moment of a random variable W is 
the expectation of 
[WI’= W(W+ l)(W+2)... (W+r- l)= [W+r- 11,. 
THEOREM 6.1. Let W be a random variable in the space @ and Q(a) = 
Q,( W = a~), then 
P(W= n) = -Dn-‘[eaQ’(a)]l,=o. (6.1) 
For every r = 1, 2,..., the rth ascending factorial moment of W is the Mellin 
transform of order r of the function rQ(a), that is, 
(6.2) 
Proof. From the definition of the event (W= oo), and with an 
application of the law of alternatives on the number B of balls randomized 
with the process Y, we have 
Q(a)= c Q,(W>BIB=n)Q,(B=n)= c P(W>n)G. (6.3) 
n>o n>O 
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From here we deduce that P(IV> n) =D”[e”Q(a)]],=, and later (6.1) 
because 
P(W=n)=P(W> n- 1)-P(W> n). 
Multiplying (6.3) by a’-’ and integrating respect to a we obtain 
= c P(W> n)[n + r- l],-, 
n>O 
= x P(W+r- 1 > n)[n],-,. 
?l>O 
We recall that if a random variable W has generating function g(s), then the 
generating function of the sequence P( W > n) is h(s) = [ 1 - g(s)]/( 1 - s) 
(cf. [9, p. 2651). Therefore 
Wg(s) = rD’-‘h(s) + (s - 1) D%(s). 
If these members are evaluated in s = 1 we have 
Jq[ WI,) = D’g(s)l,= 1 = rD’- ‘h(s)l,= 1 
=r 1 P(W> n)[n],~-,. 
n>0 
Hence the last side of (6.4) is equal to E( [ W + r - 1 lr)/r = E( [ W]‘)/r. 
COROLLARY 6.1. The first two moments of W are, respectively, 
and 
EC w) = lam Q(a) da (6.5) 
E( W’) = loa (2a - 1) Q(a) da. 
With regard to Mellin’s transform and to its importance in probability 
theory, see Springer [23]. In the next sections we will give two examples of 
application of Theorem 6.1. Waiting-time problems arise when we wish to 
409/94/1L,, 
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consider the number of balls needed to satisfy specified occupancy 
conditions for the urns. We might, for example, consider the number of 
assignments (one ball at a time) needed for all urns to be occupied. If W is 
the waiting time for the event A, then A occurs at the time n if the event 
(W = n) occurs. 
7. BIRTHDAY PROBLEM 
We consider the random variable W, waiting time until one urn has k 
balls in it. Let the urns be m = 365 days in the year, and the balls persons 
chosen at random. Then pi is the probability that a general person was born 
on the day i. The random variable W, is the number of persons needed to 
have k persons with the same birthday. Now we can prove, using (6.2) 
PROPOSITION 7.1. Let c = l/k and s,,,, = p: + .a. + Pk. If sh,m -+ -ha, 
for h> 1 when m+ oo, then 
E([ W,]‘) - rsi,, I m u’-’ exp Y ah(uk/k!)h du. (7.1) 0 h?l 
ProoJ The function Q(a) = Q,( W, = co) = Q,(@,,, < k) in this case is 
emaGk, i(a), therefore from (5.1) we have 
Q(a) = n ‘i’ y exp(-api). 
ieM j=O . 
Hence by (6.2) we can write 
Now we carry out the substitution api = up: for some i E M. Then a = us,., 
so that the integral becomes 
where the function yk(x) is defined as 
k-l 
yk(x) = eex Y x’= 1 -$+terms in xk+‘,xkf2,.,.. 
,yo j! 
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We can take limits when m -+ co giving 
lim n y,(upT) = lim 
m-+m islw 
Mom [ ,!!i (1 -$pi) + terms in zP+‘pl+‘,...] 
The integral is dominantly convergent and so we obtain (7.1). 
In the Maxwell-Boltzmann statistics we find again a well-known result. In 
fact if pi = l/m, then a, = 1, ah = 0 for h > 2, therefore when m -+ co 
E([ IV,]‘) - rm”‘-” 
I 
m u’-’ exp(-uk/k!) du 
0 
= mr-r’kk!r’kr(l + r/k). (7.2) 
For r = 1 this asymptotic approximation appears in [ 121 and is quoted in 
detail in [lo]. In particular, when m = 365, we have the following numerical 
values for the birthday problem: 
E( W,) z 730”*Z-(;) z 23.94, (7.3) 
E( W,) zz 6”3 365*?(;) z 82.87. (7.4) 
PROPOSITION 7.2. In the Maxwell-Boltzmann statistics we have 
p(wk = n, = m-“(mcn-l,k - cn,k), (7.6) 
where 
7 
z ( 
n 
c n,k = 
O<xi< k XI 1 x2 ,***, xx,+.  * +x,=n 
Equation (7.6) gives us a classical formula of Feller [9, p. 481, when 
k = 2, that is, 
qn=P(W2=n)=m-“(n- l)[m],-,. 
We end this section by saying that (6.1) is not necessary to determine the 
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distribution of W,. In fact it is obvious that P(W, > n) = P,(@,,, < k) and 
therefore 
P( w, = n) = P”- ,(Otm) < k) - P”(O,,, < k). 
This formula can be expressed with (5.2). 
(7.5) 
8. SEQUENTIAL OCCUPANCY PROBLEMS 
Let Nk be the waiting time until m - k urns are occupied. The generic 
name for problems of this kind is sequential occupancy problems. They are 
also often referred to as coupon collector problems or “dixie cup” problems. 
The following situation inspired these names: A certain ice cream company 
offers a picture of a famous ball player on the top of each of its dixie cups. If 
there are m different pictures altogether, how many dixie cup tops must you 
collect in order to have at least one each of m - k different pictures? 
PROPOSITION 8.1. The probability distribution and the rth ascending 
factorial moment of N, are, respectively, 
p(N,= n)= hyk (-l)h-k-’ (“; 1 ) ,zzh s(T)s(T’)“-‘9 
(8’1) 
h-l 
E([N,]‘)=r! x (-l)h-k-’ k 
h>k i 1 
,Tyzh sGTr. (8.2) 
Proof: The event (N, = co), means “at least k + 1 urns are empty.” 
Now from (3.3) when j = 0 we have 
S, = x emastT’. 
ITI=h 
Therefore using (1.2) we may write 
Q(a)= Qa(Nk= a)= x (-l)h-k-' \' epnstT'. 
h>k lT1=h 
Hence (8.1) and (8.2) follow from (6.1) and (6.2). 
These formulas appear in Johnson-Kotz 
in Nath [ 151. Another formula for the 
obtained using the first equality of (1.2) 
E( [Nk]‘) = r! 5‘ hi;k ,Th WY-” 
[ 10, p. 1561 and are referred to 
ascending factorial moment is 
(8.3) 
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In the symmetric case (8.1) and (8.2) become 
vm-k-IX”-1 
7 (8.4) 
x-m-k- I 
where V is the operator such that Vf(x) = f(x) -f(x - l), 
(-d)m-k-l x-r-l . (8.5) 
.r=k+ I 
From (8.3) we can get instead a second expression 
E([N,]’ = r! m’ 2 
h>k x=h 
(8.6) 
This is more useful to determine the expectation of Nk. In fact for r = I we 
get the classival result ([ 9, p. 225 I), 
E(Nk)=m f h-’ 
m 
- m log - 
h>k k 
(8.7) 
because (-d)“-h x-l jxEh = (h - l)!/[m],. When k = 0 we find again the 
elegant relation 
E(N,) = m(1 + f + . . . + l/m) N m(log m + y), 
where y N 0.577216 is Euler’s constant. 
9. THE WAITING TIME Wj,k 
We preferred to study W, and Nk in detail to bring to light the generality 
of Theorem 6.1. Nevertheless these are particular cases of a more general 
random variable that we shall denote Wj,k. This is the waiting time required 
to occupy m - k urns with at least j balls in each one. It is obvious that 
wk= Wk+r and Nk= W,,,. 
The event ( Wj,k = co), means “at least k + 1 urns have less than j balls,” 
then 
Qa(Wj,k= C'J)=Q(k+l) (i?, (@i < Act)* 
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After some manipulations we have 
Qca)= c (-l)h-k-' 
A-+ 1 
j-l 
X 1 z exp 
i 
-as(T) 1 xi 
ITI=h xi=0 ,ieT 
!pT $-. 
I’ 
Ultimately we get 
PROPOSITION 9.1. The probability distribution of Wj.k is 
h=k+ 1 
j-l 
x z: 1 [s(T) 46 r> - W- LT>l, 
ITI=h xi=0 
where 
t= x xi9 
isT 
c(<, 7’) = [n - 11, s(T’)“-‘-l ,pT g. 
1. 
The rth ascending factorial moment of Wj,& is 
E([Wj,k]r)= r $j (-l)h-k-’ (“i ’ ) 
h=k+l 
j-l 
ITI=h xi=0 
(9.1) 
(9.2) 
(9.3) 
We do not carry out the proof of Proposition 9.1 because it is similar to 
those of the foregoing sections. But it should be said that there is an 
asymptotic approximation that generalizes (7.1). In fact, if 
then 
s,(T)= 5‘ p:---ha,(T) 
IZ 
when m+ co, 
EC1 wj,kl’> - ’ hi+l (-Wk-’ (“k l) , zh sL-(T) br,j(T) 
with 
b,,j(T) = low z/-l exp c a,,(T)(u’/j!)h du. 
h>l 
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We hope that the examples presented here have shown sufficiently the 
randomization tool for solving occupancy problems. In a subsequent paper 
we shall study various waiting times by generalizing some results that appear 
in [lo]. In particular, we shall analyze asymptotic questions for these 
random variables in the nonsymmetric case. 
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