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Le traitement de la corrélation électronique en chimie théorique est souvent problématique.
Pour obtenir une bonne estimation de cette corrélation ont été développées les méthodes
dites post Hartree-Fock. Même si ces méthodes permettent une bonne modélisation du
trou de Coulomb, elles demandent généralement l'utilisation de bases de fonctions très im-
portantes, ce qui entraîne rapidement une forte augmentation des ressources informatiques
mobilisées. Parallèlement aux méthodes post Hartree-Fock a été développée la Théorie de
la Fonctionnelle Densité (DFT) qui, par le biais des fonctionnelles d'échange-corrélation
permet de modéliser d'une manière précise le trou de Fermi-Coulomb. Malheureusement,
cette méthode montre rapidement ses limites pour le traitement des interactions longue-
portée. Dans l'optique d'améliorer le traitement de la corrélation a été développée il y
a quelques années par Savin une méthode conciliant à la fois les atouts de la DFT et
des méthodes post Hartree-Fock. Cette méthode est basée sur le découpage de l'interac-
tion inter-électronique en une partie longue-portée traitée par une méthode WFT (Wave
Function Theorie) et une partie courte-portée traitée par la DFT. La séparation entre
les deux parties est réalisée grâce au paramètre de couplage µ (Bohr−1). Le calcul des
gradients analytiques est primordial pour la diffusion des méthodes de calcul, car ils per-
mettent d'avoir accès à la géométrie la plus stable d'un composé. Dans cette optique
de popularisation des méthodes hybrides sr -DFT/lr -WFT, j'ai développé et implémenté
dans Molpro les gradients analytiques pour la méthode hybride sr -DFT/lr -MP2. Cette
thèse est organisée en trois parties.
La première partie est constituée de rappels sur la chimie quantique.
La seconde partie rappelle tout d'abord le formalisme des gradients MP2, puis présente
ensuite les formules analytiques des gradients hybrides sr -DFT/lr -MP2. Les différentes
étapes nécessaires à l'implémentation des gradients hybrides sont ensuite présentées :
incorporation des opérateurs bi-électroniques longue-portée et des contributions courte-
portée dans l'opérateur de Fock· · · Le nouveau code est disponible à partir de la version
2009.2 de Molpro, pour les systèmes à couches-fermées. Le calcul de gradients est possible
avec les fonctionnelles courte-portée LDA et PBE, dans le formalisme canonique ou avec
une approche locale.
La troisième partie présente quatre applications des gradients hybrides :
3
Les énergies de liaison De et les distance d'équilibre des composés des ensembles de molé-
cules CT7/04, DI6/04, WI9/04 et CT7/04 ont tout d'abord été étudiées. Les observations
les plus importantes sont une plus faible sensibilité à la base utilisée par rapport aux mé-
thodes ab initio, des résultats très proches entre les calculs sr -LDA/lr -MP2 et sr -PBE/lr -
MP2, mais aussi une dégradation moindre des géométries d'équilibre après optimisation
par rapport aux méthodes DFT.
L'alternance des longueurs de liaisons (BLA) pour les polymères polyacétylènes (PA)
et polymétineimines (PMI) a été comparée aux résultats obtenus avec des méthodes ab
initio et DFT contenant de l'échange Hartree-Fock. Dans le cas des polyacétylènes, les
méthodes sr -DFT/lr -MP2 permettent d'obtenir des résultats proches de ceux CCSD(T),
même avec l'utilisation de bases de fonctions réduites. Pour les polymétineimines, les
résultats sont meilleurs que ceux obtenus avec les fonctionnelles hybrides contenant de
l'échange Hartree-Fock longue-portée.
Les énergies de réactions des composés de la base NHTBH38/04 ont été étudiées. Une
étude de l'évolution de l'énergie de réaction en fonction du paramètre de couplage hybride
µ (Bohr−1) nous permet de confirmer la valeur µ = 0.5 Bohr−1 comme celle donnant les
résultats les plus proches des valeurs de référence dans la majorité des cas. Pour un nombre
mineur de réactions, nous montrons que cette valeur ne semble pas être la plus adéquate.
Nous présentons enfin les résultats obtenus sur le composé à valence-mixte bis-Triarylamine
4 (bis{4-[N,n-di(4-methoxyphenyl)amino]phenyl}butadyne). Cette molécule est classifiée
comme appartenant à la classe II selon Robin et Day. La fonctionnelle B3LYP donne un
composé de classe III. Après optimisation de géométrie, nous obtenons un composé de
classe II avec un fort couplage pour les méthodes HF et sr -PBE/lr -HF. Pour les autres
méthodes (LDA, PBE, sr -LDA/lr -HF), le couplage est très faible.
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Zusammenfassung
Die Behandlung der elektronischen Korrelation ist ein zentrales Problem in der Theoreti-
schen Chemie. Um eine gute Abschätzung von Korrelationseffekten zu erhalten, wurden
sog. post Hartree-Fock Verfahren (z.B. Störungstheorie 2. Ordnung, MP2) entwickelt. Ob-
wohl diese Methoden i.a. eine gute Näherung des Austausch-Korrelations-Lochs erlauben,
benötigen sie hierzu große Basissätze, und daraus resultiert eine signifikante Steigerung der
Rechenzeitbedarfs. Parallel zu den post Hartree-Fock Verfahren wurde die Dichtefunktio-
naltheorie (DFT) entwickelt. Dabei wird das Austausch-Korrelations-Loch mit Hilfe eines
Funktionals modelliert, so dass der Rechenzeitbedarf vergleichbar mit dem des Hartree-
Fock Verfahrens bleibt. Leider stößst diese Methode bei der Beschreibung von statischen
und langreichweitigen Korrelationseffekten an ihre Grenzen. Um hier eine Verbesserung
zu erzielen, wurde von Savin und Stoll eine Hybridmethode eingeführt, die eine Mischung
von DFT- und ab-initio-Ansätzen ist. In diesem Verfahren teilt man die interelektronische
Wechselwirkung in einen kurzreichweitigen (sr) Anteil, der mit der DFT behandelt wird,
und einen langreichweitigen (lr) Beitrag, für welchen Wellenfunktions- (WFT) Rechnun-
gen durchgeführt werden. Der Übergang zwischen den beiden Bereichen wird durch einen
Parameter µ (Bohr−1) beschrieben.
Einen wichtigen Beitrag zu dieser Methodik (wie auch bei anderen quantenchemischen
Verfahren) stellen analytische Gradienten dar. (Sie werden z.B. bei der Bestimmung der
Molekülgeometrie benötigt.) Um dieses Ziel für die o.g. Hybridmethoden zu erreichen,
habe ich analytische Gradienten für das sr -DFT/lr -MP2-Verfahren entwickelt und in das
Programmsystem Molpro von Werner und Knowles implementiert.
Die vorliegende Dissertation besteht aus drei Teilen: Nach einer Behandlung von Grund-
lagen der Theoretischen Chemie im ersten Teil behandelt der zweite Teil den Formalis-
mus der MP2-Gradienten. Zunächst werden die analytischen Gleichungen der Hybrid sr -
DFT/lr -MP2 Gradienten vorgestellt. Danach werden die verschiedenen Stufen beschrie-
ben, welche nötig sind, um die Hybrid-Gradienten zu implementieren. Der neue Code ist
mit der Molpro 2009.2 Version für closed-shell Systeme verfügbar. Die Berechnung der
Gradienten erlaubt die Verwendung von kurzreichweitigen Funktionalen vom LDA- und
PBE-Typ, und ist sowohl im kanonischen Formalismus als auch mit lokalen Methoden
möglich.
Die dritte Teil der Arbeit befasst sich mit Anwendungen der neuen Hybrid-Gradienten:
Die Bindungsenergien und Gleichgewichtsabstände der HB6/04, CT7/04, WI9/04 und
DI6/04 Testsätze von Molekülen wurden zuerst studiert. Das wichtigste Ergebnis ist eine
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schwache Basissatzabhängigkeit im Vergleich zu anderen Methoden. Desweiteren führen
sr -LDA/lr -MP2 und sr -PBE/lr -MP2 Verfahren zu ähnlichen Ergebnissen. Wir beobach-
ten auch eine geringere Geometrieänderung bei der Geometrieoptimierung mit Hybrid-
methoden im Vergleich zu Standard DFT- oder ab-initio-Verfahren.
Als nächstes wurde die Bindungslängenalternanz (BLA) für Polyethin (PA) und Polyme-
thinimin (PMI) berechnet und mit ab-initio- und DFT-Methoden (mit und ohne globale
Beimischung von exaktem Austausch) verglichen. Die Hybridverfahren führen zu ähnli-
chen Ergebnisse wie eine coupled-cluster (CCSD oder CCSD(T)) Näherung, obwohl man
kleinere Basissätze benutzt. Für Poymethinimin sind die Ergebnisse besser als jene mit
Standardfunktionalen (auch solchen mit exaktem Austausch).
Weiterhin wurden die Reaktionsenergien der Verbindungen des NHTBH38/04 Satzes un-
tersucht. Wir haben zuerst die Reaktionsenergie in Abhängigkeit vom µ-Parameter be-
rechnet. Für die Mehrzahl der Moleküle gibt der Wert µ=0.5 Bohr−1 die beste Überein-
stimmung mit Referenzwerten, aber für einige Reaktionen scheint dieser Wert nicht der
beste zu sein.
Zum Schluss stellen wir die Ergebnisse an einer gemischtvalenten Verbindung, bis-Triaryl-
amin(bis-{4-[N,n-di(4-methoxyphenyl)amino]phenyl}butadiin), vor. Dieses Molekül ist als
Verbindung der Klasse IIe nach Robin und Day klassifiziert. Das Standard B3LYP-Funktional
führt zu einem Klasse-III-Molekül. Nach Geometrieoptimierung erhalten wir mit dem
Hartree-Fock und dem sr -PBE/lr -HF Verfahren ein Klasse-II-Molekül mit starker Kopp-
lung. Für andere Methoden (LDA, PBE und sr -LDA/lr -HF) ist die Kopplung sehr schwach.
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Abstract
The treatment of electronic correlation effects in theoretical chemistry is a challenging
issue. To include the correlation effects, we have to go beyond the simple Hartree-Fock
approximation, reaching the post Hartree-Fock level schemes. These methods aim to
represent the Coulomb hole, but they actually need very large basis sets, increasing dra-
matically the scaling. Beside post Hartree-Fock methods, one finds the Density Functional
Theory (DFT), which was designed to mimic in an accurate way the Coulomb hole with
the help of exchange-correlation functionals. Unfortunately, this method is not very ac-
curate to treat long-range interactions like van der Waals forces, London forces, etc.
In order to improve the treatment of the correlation, a brand new approach was developed
several years ago by Savin. This method uses the best of the two worlds, i.e combines the
advantages of the DFT and of post Hartree-Fock methods. This scheme is based on the
splitting of the inter-electronic part of the Hamiltonian into two contributions: a short-
range (sr) part evaluated by DFT and a long-range (lr) one treated with standard post
Hartree-Fock methods. The coupling is managed by the coupling parameter µ (Bohr−1).
The analytical gradients are of great importance for the spreading of computational meth-
ods. Indeed, they allow the user to access the most stable geometry of a compound. In
order to enlarge the scope of applications of the mixed methods, I implemented analytical
gradients for a mixed short-range/long-range scheme in Molpro. This dissertation is made
of three parts:
The first one is a brief review of the state of the art in quantum chemistry, and some
reminders.
The second part deals with the MP2 gradients scheme, and introduce the formulae for the
hybrid sr -DFT/lr -MP2 gradients. Several steps are needed to make it work in Molpro
: addition of the bi-electronic long-range and short-range contributions, etc. The new
code is now available since the 2009.2 version of Molpro, for closed-shell systems. Hybrid
gradient computations are possible with short-range LDA and PBE functionals, with
canonical orbitals or with localized orbitals.
The third part is made of four applications of the mixed gradients:
Binding energies and intermolecular distances of the CT7/04, DI6/04, WI9/04 and HB6/04
compounds databases were surveyed. For each sets, we computed the Mean Absolute De-
viation (MAD) for different approaches. The hybrid gradients are less basis sensitive than
the usual ab initio methods. The results are basically the same between sr -LDA/lr -MP2
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and sr -PBE/lr -MP2 methods, which is one of the main improvement on the DFT ap-
proaches. Comparing to the standard DFT methods, we do not observe a deterioration
in the geometries after the optimization.
The Bond Length Alternation (BLA) for polyacetylenes (PA) and polymethineimines
(PMI) were compared to ab initio and DFT values. For the polyacetylenes, sr -DFT/lr -
MP2 provides results of the same order of accuracy as CCSD(T). These results remain
even for smaller basis sets. For polymethineimine, BLA are better than those obtained
with hybrid DFT functionals including exact exchange.
Reaction energies for the compounds in the NHTBH38/04 database were surveyed. Study-
ing the evolution of the reaction energy with the coupling parameter µ confirms µ=0.5
Bohr−1 as the best values (giving results close to the reference). However, for a small
number of reactions, µ=0.5 Bohr−1 do not seems to be the most relevant value.
Finally, we studied the energies for the valence mixed bis-Triarylamine 4 compound. The
complex is class II, according to Robin et Day classification. B3LYP functional gives
a class III compound. After geometry optimization, we obtain a class II with strong
coupling for Hartree-Fock and sr -PBE/lr -HF methods. For the other approaches (LDA,
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La chimie quantique consiste en l'application de la mécanique quantique à des systèmes
moléculaires afin d'en extraire les différentes propriétés chimiques et physiques. Le dé-
veloppement de la mécanique quantique a commencé au début du vingtième siècle avec
la découverte de la quantification du rayonnement du corps noir par le physicien alle-
mand Max Planck (prix Nobel de physique en 1918), et par l'explication de l'effet photo-
électrique par Albert Einstein (prix Nobel de physique en 1923). De cette dernière et
de ses conséquences dont la vision duale de la nature de la lumière, vision qui s'avèrera
ultérieurement étendue à toutes les composantes de la matière quantique, résulte la plus
grande révolution scientifique du siècle dernier dont les implications, autant physiques que
philosophiques, ont durablement modifié la manière d'appréhender la physique.
Dans les années vingt, est apparue la formalisation mathématique par Erwin Schrödinger
(prix Nobel de physique en 1933) du mouvement d'un ensemble d'électrons et d'atomes
sous la forme d'une équation d'onde. Cette équation est la clef de voûte de la chimie quan-
tique. Malheureusement, elle n'est soluble exactement que pour des systèmes atomiques ou
moléculaires ne comprenant qu'un seul électron. Pour des systèmes possédant un nombre
d'électrons plus important, on doit se contenter d'une solution approchée. L'objectif de la
chimie quantique non relativiste est d'obtenir de l'équation de Schrödinger une solution
qui soit la plus proche possible de la solution du système physique réel.
Une première approche en ce sens a été développée en 1927 par Douglas Hartree. Il proposa
une méthode permettant de calculer les fonctions d'onde et les énergies approchées d'ions
et d'atomes. La méthode de champ auto-cohérent (self consistent field) était née. Par
la suite, John Slater rendit la méthode Hartree directement applicable en proposant la
décomposition de la fonction d'onde en produit de fonctions mono-électroniques. En 1930,
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John Slater et Vladimir Fock introduirent le principe d'anti-symétrie de la fonction d'onde
(développé par Wolfgang Pauli) dans la méthode Hartree. Le principe d'exclusion de Pauli
est respecté en utilisant un déterminant de Slater dans le calcul auto-cohérent.
La méthode Hartree-Fock n'est devenue réellement utilisée qu'à partir des années cin-
quante, avec l'invention de l'ordinateur, qui a permis d'élargir largement les possibilités
d'applications. A partir de ce moment, des calculs de propriétés sur des molécules de plus
en plus conséquentes ont pu être effectués.
Malheureusement, l'approximation Hartree-Fock est insuffisante pour permettre un calcul
précis des propriétés chimiques. La création de liaisons entre atomes afin de former des
molécules est due à la mise en commun des électrons les plus externes des atomes. Ces
électrons faiblement liés au noyau sont appelés électrons de valence. La description des
liaisons inter-atomiques ne peut se faire correctement qu'en prenant en compte l'interac-
tion simultanée entre ces électrons. Ce phénomène est appelé corrélation électronique. La
méthode Hartree-Fock, qui est une méthode de champ moyen - on considère qu'un élec-
tron ne subit que l'influence moyenne des autres électrons - ne permet pas de traiter cette
corrélation. Il a donc fallu aller au-delà de l'approximation Hartree-Fock. Toutes les mé-
thodes ab initio (établies à partir des principes fondamentaux de la mécanique quantique)
prenant en compte la corrélation électronique sont appelées méthodes post Hartree-Fock.
La méthode de base est celle d'Interaction de Configurations (IC). Dans ce cas, la fonction
d'onde du système étudié est développée en somme de déterminants modélisant les exci-
tations électroniques. Par la suite, d'autres approches ont été développées, comme celles
Coupled-Cluster (CC), mais aussi celles à corrélation explicite comme la méthode F12.
Une autre façon de traiter la corrélation électronique est l'application de la théorie des
perturbations, qui a donnée naissance à la méthode Møller Plesset, développée à différents
ordres finis.
Parallèlement au développement des méthodes post Hartree-Fock a été créée dans les
années soixante la théorie de la Fonctionnelle Densité (DFT). Elle repose sur la notion
de densité, quantité dépendante de 3 variables, qui représente la probabilité de présence
d'un électron en connaissance de la position de tous les autres. Ainsi, le problème de
la fonction d'onde électronique à 3N variables (avec N le nombre d'électrons considérés)
est réduit à un problème à 3 variables. La DFT est basée sur les principes démontrés
par Pierre Hohenberg et Walter Kohn, qui énoncent que seule la densité électronique de
l'état fondamental du système détermine les valeurs moyennes des observables. La DFT
a été popularisée par Walter Kohn et Lu Jeu Sham en 1965 grâce au formalisme de
Kohn-Sham, qui utilise un jeu d'équations comparable à celles Hartree-Fock, et surtout
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introduit les fonctionnelles d'échange-corrélation modélisant la corrélation électronique.
De nos jours, la DFT est la méthode de calcul de propriétés chimiques la plus utilisée
en chimie théorique, car elle permet de traiter la corrélation de systèmes comprenant un
nombre important d'électrons, quasiment au coût d'un calcul Hartree-Fock .
Néanmoins, les méthodes post Hartree-Fock et DFT présentent chacune leurs inconvé-
nients. Les méthodes post Hartree-Fock permettent certes de récupérer une large fraction
de corrélation électronique, mais présentent le désavantage de nécessiter des bases ato-
miques comprenant un grand nombre de fonctions. Quant à la DFT, elle propose certes
une bonne modélisation des interactions courte-portée inter-électroniques, mais présente
le point faible de ne pas traiter correctement les interactions longue-portée du type force
de London, force de van der Waals, etc.
Pour dépasser les méthodes post Hartree-Fock et la DFT, a été initiée dans les années
quatre-vingt dix par Andreas Savin et Hermann Stoll [1, 2] une méthode basée sur la
séparation du potentiel d'interaction électron-électron en deux parties. Une partie dite
courte-portée (sr) qui traitera l'échange et la corrélation à l'aide de la DFT, et l'autre
longue-portée (lr) qui utilisera une méthode WFT (Wave Function Theorie). Cette nou-
velle approche est appelée méthode mixte sr -DFT/lr -WFT. Elle est basée sur la com-
binaison des avantages de la DFT et des approches WFT, afin d'essayer d'atteindre le
meilleur des deux mondes.
Cette idée a servie de base à l'élaboration de différentes méthodes pour permettre de
traiter les systèmes problématiques pour les méthodes purement DFT ou WFT. En 1997,
Leininger et al. ont proposé de coupler un traitement courte-portée DFT avec un traite-
ment longue-portée d'Interaction de Configuration (IC), et ont ainsi donné naissance à la
méthode nommée sr -LDA/lr -IC, disponible dans le programme Molpro [3]. Par la suite,
cette méthode a successivement été améliorée notamment grâce au développement de la
fonctionnelle d'échange-corrélation sr -PBE [4, 5], d'une fonctionnelle meta-GGA [6], à
l'extension de la partie longue-portée à des calculs MRCI [7], MP2 [8] et CCSD [4].
Parallèlement à cette séparation sr -DFT/lr -WFT, d'autres groupes ont appliqué la sépa-
ration de l'interaction électron-électron dans le cadre uniquement de la DFT, c'est-à-dire
une partie courte-portée échange DFT, et une partie longue-portée échange exact, la cor-
rélation étant celle de type GGA sur tout l'espace [9, 10, 11]. Récemment, Grimme [12] a
rajouté à la fonctionnelle de corrélation GGA une contribution MP2, afin de tenir compte
de la corrélation apportée par les orbitales virtuelles.
Le calcul des propriétés moléculaires est primordial pour la diffusion des méthodes de
chimie théorique. Parmi toutes ces propriétés, le gradient, dérivée de l'énergie par rap-
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port aux coordonnées atomiques, fait partie des plus fondamentales. La connaissance du
gradient d'un système permet, après une procédure d'optimisation de géométrie, d'avoir
accès à la conformation la plus stable (c'est-à-dire amenant à l'énergie la plus basse)
d'un composé. Le gradient peut soit être calculé de manière numérique, soit de manière
analytique. Le principal avantage des gradients numériques est qu'il n'est pas besoin de
développer un formalisme théorique pour les calculer. Par contre, ils présentent le gros
inconvénient d'être très coûteux en temps de calcul, car ils sont calculés en utilisant la
méthode des différences finies. D'un autre côté, les gradients analytiques nécessitent certes
le développement et l'implémentation d'un formalisme supplémentaire, mais ils présentent
l'avantage d'être beaucoup moins demandeurs en temps de calcul que leurs homologues
numériques.
Mon travail de thèse a consisté à programmer les gradients analytiques pour les méthodes
mixtes sr -DFT/lr -HF et sr -DFT/lr -MP2. Cette thèse est divisée en trois parties :
 La première partie comprend des rappels sur les différentes méthodes de chimie quan-
tique utilisées lors de mon travail de thèse,
 la seconde partie présente le formalisme des gradients mixtes sr -DFT/lr -HF et sr -
DFT/lr -MP2 et leur implémentation dans le programme Molpro [3].
 la troisième et dernière partie est constituée par l'application du code nouvellement dé-
veloppé à différents systèmes. Tout d'abord sur les ensembles de molécules développés
par Zhao et Truhlar [13], constitués de molécules présentant divers types d'interactions
faibles. Pour chacun de ces composés a été calculée l'énergie de liaison, la distance
d'équilibre avec différentes bases atomiques, avec et sans correction d'erreur de su-
perposition de base (BSSE). La seconde application a été réalisée sur des polymères
conjugués, le polyacétylène et le polymethineimine. L'alternance de longueur de liai-
son (Bond Length Alternation : BLA) a été calculée avec différentes méthodes mixtes
avec optimisation de géométrie, et comparée aux résultats déjà disponibles [14, 15].
La troisième application concerne le calcul de l'énergie de réaction des composés de la
base NHTBH38/04 [16, 17], ainsi qu'une étude sur la valeur du paramètre µ (bohr−1)
permettant d'obtenir les résultats les plus proches des valeurs de référence. La dernière
application concerne des calculs préliminaires sur un composé à valence-mixte, le bis-
Triarylamine 4 (bis{4-[N,n-di(4-methoxyphenyl)amino]phenyl}butadyne). Ce composé
est typiquement un cas borderline II/III selon la classification de Robin et Day [18].
La classe de ce composé a été étudiée à l'aide de différentes méthodes.
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Première partie
Les bases de la chimie quantique
17
Soit un système composé de Na atomes et N électrons. Afin d'obtenir les quantités in-
téressantes comme l'énergie E ou la fonction d'onde Φ, il faut résoudre l'équation de
Schrödinger indépendante du temps :
H |Φ〉 = E |Φ〉 , (1.1)
où H est le Hamiltonien non relativiste, non magnétique, défini de la manière suivante











































, l'énergie cinétique des atomes
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1.1 Approximation de Born-Oppenheimer
Le Hamiltonien défini à l'équation (1.2) est très complexe. Afin de pouvoir travailler à la
résolution de l'équation de Schrödinger (1.1), on considère que l'on peut séparer le mou-
vement des noyaux de celui des électrons. C'est l'approximation de Born-Oppenheimer.
Dans ce cadre, on considère que les atomes sont beaucoup plus lents (car plus gros) que les
électrons. Le mouvement électronique peut ainsi être séparé de celui des noyaux : les élec-
trons se déplacent alors sur une surface d'énergie potentielle dans le champ des noyaux.
Pour les électrons, l'énergie cinétique des noyaux est considérée comme négligeable et
le terme de répulsion entre les noyaux est considéré comme constant. Le Hamiltonien

























Hel |Ψel〉 = Eel |Φel〉 . (1.5)
La valeur propre du Hamiltonien électronique (1.3) est l'énergie électronique. Elle dépend
paramétriquement des coordonnées des noyaux : Eel = Eel ({RA}). Quant à la fonction
d'onde électronique, elle dépend explicitement des coordonnées électroniques, et paramé-
triquement des coordonnées atomiques : Φel = Φel ({ri} ; {RA}) .
L'énergie totale pour des noyaux fixes est ainsi donnée par :








Une fois les équations électroniques résolues, il est possible de résoudre le problème nu-
cléaire. Comme les électrons bougent beaucoup plus vite que les noyaux, les coordonnées
électroniques sont remplacées par leur valeur moyenne. Le Hamiltonien nucléaire pour le








A + Etot ({RA}) , (1.7)
dont les solutions décrivent les vibrations, rotations et translations d'une molécule.
1.2 Spin-orbitales
Le Hamiltonien électronique (voir équation (1.3)) dépend seulement des coordonnées spa-
tiales des électrons. Néanmoins, la description des électrons n'est complète qu'avec l'ajout





auxquelles on associe respectivement les fonctions de spin α (ω) et β (ω), qui possèdent
les propriétés suivantes :

dωα∗ (ω)α (ω) = 〈α|α〉 = 1, (1.8)

dωβ∗ (ω) β (ω) = 〈β|β〉 = 1, (1.9)
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et :
〈α|β〉 = 〈β|α〉 = 0. (1.10)
La fonction d'onde doit tenir compte de cette coordonnée de spin. Elle se réécrit donc
Φ (x1,x2, · · · ,xN), avec x définie comme :
x = {r, ω} . (1.11)
L'introduction de cette coordonnée nous amène à définir quelques conventions de notation.
On appelle orbitale une fonction d'onde spatiale pour un unique électron. On parle plus
précisément d'orbitale moléculaire ou atomique selon que le système considéré est une
molécule ou un atome. Une orbitale spatiale ψi (r1) décrit la distribution spatiale de
l'électron 1. La probabilité de présence de l'électron 1 dans un petit volume dr1 autour
de r1 est donnée par le carré du module de l' orbitale : |ψ (r1)|2 dr1.
L'ajout de la composante de spin nous amène à définir la notion de spin-orbitale φ (x) :
φ (x) = ψ (r) β (ω) , (1.12)
ou (1.13)
φ (x) = ψ (r)α (ω) . (1.14)
Les spin-orbitales sont orthonormées :
〈φi|φj〉 = δij. (1.15)
1.3 Produit de Hartree
La résolution du problème électronique est la principale problématique de la chimie quan-
tique. Comme l'équation (1.5) est un problème à N corps (à cause du terme d'interaction
électron-électron), elle ne peut pas être résolue exactement (sauf pour les cas avec un
seul électron), on a donc besoin de considérer des fonctions d'onde approchées. Pour cela,
l'approximation la plus simple consiste à considérer que les électrons se déplacent in-
dépendamment les uns des autres, donc que leur mouvement est décorrélé. Ainsi, si on
considère deux électrons 1 et 2, la probabilité de présence de l'électron de coordonnées r1
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dans l'orbitale i est indépendante de celle de l'électron de coordonnées r2. Le Hamiltonien




h (i) . (1.16)
où h est le Hamiltonien mono-électronique défini à l'équation (1.4).
La fonction d'onde électronique qui permet de résoudre ce Hamiltonien est constituée d'un
produit de spin-orbitales mono-électroniques. Elle est appelée produit de Hartree (Hartree
Product (HP)) :
ΨHP (x1,x2, · · · ,xN) = |φi (x1)φj (x2) · · ·φk (xN)〉 . (1.17)
L'opérateur h possède un ensemble de valeurs propres/ fonctions propres qui s'avèrent
être des spin-orbitales :
hφj (xi) = jφj (xi) , (1.18)
i est l'énergie associée à la présence d'un électron dans la spin orbitale i. D'une manière
simplifiée, on sera amené à utiliser la notation suivante :
h |j〉 = j |j〉 (1.19)
1.4 Déterminant de Slater
Les fonctions de type produit de Hartree ne sont pas encore solution de l'équation de
Schrödinger. En effet, pour que le système décrit soit physiquement acceptable, les élec-
trons doivent obéir au principe d'exclusion de Pauli. L'écriture de la fonction d'onde dans
le cas de l'approximation de Born-Oppenheimer doit ainsi tenir compte de ce critère.
Elle doit donc être anti-symétrique, c'est-à-dire que l'échange de deux électrons dans la
fonction d'onde doit entraîner l'apparition d'un signe négatif :
Ψ(x1,x2) = −Ψ(x2,x1) . (1.20)
De plus, il est nécessaire de tenir compte de l'indiscernablilité des particules.
Une fonction répondant à ces deux conditions doit être constituée par une combinaison
linéaire de produits de Hartree.
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φi (x1) φj (x1) · · · φk (x1)





φi (xN) φj (xN) · · · φk (xN)
∣∣∣∣∣∣∣∣∣∣
. (1.22)
Sous la forme développée, ce déterminant de Slater s'exprime :




(−1)pq P q {φi (x1)φj (x2) · · ·φk (xN)} , (1.23)
où P q est un opérateur de permutation, pq est le nombre de transpositions nécessaires
pour obtenir la permutation.
Comme pour les spin-orbitales, ce déterminant présente la propriété d'être orthonormé :
〈
ΨS|ΨS〉 = 1. (1.24)
1.5 Règles de Slater-Condon
Lors de l'utilisation de méthodes de chimie quantique pour la résolution de l'équation de
Schrödinger, on est amené à devoir calculer des éléments matriciels de la forme HKL =
〈ΨK |H|ΨL〉. Les fonctions |ΨK〉 et |ΨL〉 sont des déterminants de Slater qui diffèrent par
les spin-orbitales :




(−1)Pq P q {φa (x1) · · ·φc (xN)} , (1.25)




(−1)Pr P r {φi (x1) · · ·φk (xN)} .
Une manière de comprendre le passage d'un déterminant à l'autre est de raisonner en
terme d'excitations. Imaginons que les deux fonctions diffèrent d'une seule spin-orbitale.
On peut concevoir le passage du déterminant |Ψ0〉 à |Ψai 〉 comme l'excitation de l'électron
de l'orbitale i vers l'orbitale a. Mathématiquement, on définit l'opérateur d'excitation de
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|φi (e) 〉〈φa (e)| . (1.26)
L'application de cet opérateur sur |Ψ0〉 entraînera la destruction de l'électron de l'orbitale
i, et sa recréation dans l'orbitale a :
|Ψai 〉 = Eia |Ψ0〉 . (1.27)
De la même manière, on définit les opérateurs de double-excitations (destruction-création
de deux électrons), de triple-excitations, etc.
Les règles de Slater-Condon sont issues de l'expression du Hamiltonien électronique (équa-
tion (1.3)) exprimé avec le formalisme de la seconde quantification, du développement de
la fonction d'onde en déterminants de Slater, et des règles d'orthonormalité des spin-
orbitales. Le cheminement pour les obtenir n'est pas explicité.
Ces règles sont basées sur l'évaluation de HKL en fonction des différences d'excitation
existantes entre les deux déterminants de Slater. Elles sont récapitulées dans la Table 1.1.
Tableau 1.1: Règles de Slater-Condon .
nombre de différences terme mono-électronique terme bi-électronique
0
∑N




b 〈ab || ab〉
1 a→r 〈a |h| r〉 ∑Nb 〈ab || rb〉
2 a→r 0 〈ab || rs〉
b →s
>2 0 0
On voit que les éléments matriciels sont nuls si les déterminants diffèrent de plus de
deux électrons. On a aussi utilisé dans ce tableau les termes mono- et bi-électroniques.
Ces appellations se réfèrent respectivement aux opérateurs mono-électronique h et bi-
électronique 1
rij
apparaissant dans le Hamiltonien. Les notations introduites se déve-
loppent ainsi sous la forme :
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hij = 〈i|h |j〉 =

φ∗j (x1)h (x1)φi (x1) dx1 (1.28)







φi (x1)φj (x2) dx1dx2 (1.29)







φj (x1)φi (x2) dx1dx2 (1.30)
〈ij || ij〉 = 〈ij|ij〉 − 〈ij|ji〉 (1.31)
La quantité Jij est l'intégrale de Coulomb, et correspond à la répulsion entre les distri-
butions de charge de l'électron 1, φ∗i (x1)φi (x1), et celles de l'électron 2, φ
∗
j (x2)φj (x2),
et peut être interprétée comme une répulsion électrostatique classique. En revanche, la
quantité Kij ne possède pas d'équivalent classique. Elle est la conséquence du principe
d'anti-symétrie et est appelée intégrale d'échange.
1.6 Méthode Hartree-Fock : point de départ des mé-
thodes de chimie quantique
La méthode Hartree-Fock (HF) est le point de départ de nombreux calculs de chimie
quantique. En effet, la plupart des méthodes permettant le traitement de la corrélation
électronique sont basées sur l'utilisation de la fonction d'onde obtenue après un calcul
Hartree-Fock.
Le principe fondamental est la considération de l'indépendance du mouvement d'un élec-
tron par rapport au mouvement de ses voisins. Ainsi, lors de cette approximation, il
n'est pas tenu compte de la corrélation électronique dynamique résultant de l'influence
du mouvement des électrons environnants sur l'électron de référence. Cette première ap-
proximation permet d'écrire la fonction d'onde du système comme un déterminant de
Slater (voir équation (1.21)).
L'énergie de l'état fondamental (dans l'approximation HF) d'un système à N électrons est




L'utilisation de l'expression de la fonction d'onde mono-déterminentale (1.21) et des règles











(Jij −Kij) . (1.32)
Les différentes intégrales constituant l'énergie sont explicitées dans les équations (1.28) à
(1.31). hi = hii.
Pour un système à couches-fermées (c'est-à-dire avec toutes les orbitales doublements







(2Jij −Kij) . (1.33)
Les intégrales Jij etKij sont respectivement nommées intégrales de Coulomb et d'échange.
Il est possible de représenter ces intégrales comme le résultat de l'action d'opérateurs sur
une spin-orbitale :







|φj (x1)〉 , (1.34)







|φi (x1)〉 . (1.35)
L'opérateur de Coulomb J i (x1) représente le potentiel de répulsion moyen exercé par
un électron situé dans φi sur l'électron 1. L'opérateur d'échange Ki (x1) provient de la
nature anti-symétrique de la fonction d'onde, et n'a pas d'équivalent classique : l'action
de Ki (x1) sur φj (x1) provoque l'échange de l'électron 1 avec l'électron 2.







(2 〈φj |J i|φj〉 − 〈φj |Ki|φj〉) . (1.36)
La minimisation de l'énergie définie équation (1.36) se fait à l'aide de la méthode de
Lagrange, en prenant en compte comme contrainte le fait que les spin-orbitales doivent
toujours rester orthonormales entre elles (voir équation (1.15)) :
LHF = EHF −
N/2∑
ij
λij 〈φi|φj〉 , (1.37)
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où les quantités λij sont les multiplicateurs de Lagrange.
La minimisation du Lagrangien (δL = 0) implique :
δLHF = δEHF −
N/2∑
ij
λij (〈δφi|φj〉 − 〈φi|δφj〉) = 0. (1.38)








(〈δφi |2J j −Kj|φi〉+ 〈φi |2J j −Kj| δφi〉 (1.39)
+ 〈δφj |2J i −Ki|φj〉+ 〈φj |2J i −Ki| δφj〉) .









(〈δφi |2J j −Kj|φi〉+ 〈φi |2J j −Kj| δφi〉) .




(〈δφi |f |φi〉+ 〈φi |f | δφi〉) , (1.41)
avec l'opérateur de Fock :
f = h +
N/2∑
j
(2J j −Kj) . (1.42)
L'opérateur de Fock (1.42) est un opérateur mono-électronique, décrivant l'énergie ciné-
tique d'un électron et l'attraction exercée par tous les noyaux (h), ainsi que la répulsion
de tous les autres électrons (avec les opérateurs J et K). Il est associé à la variation de
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l'énergie, non à l'énergie elle-même. Ceci étant, le Hamiltonien n'est pas la somme des
opérateurs de Fock.
L'insertion de l'expression de la variation de l'énergie (1.41) dans l'équation de minimisa-




(〈δφi |f |φi〉+ 〈φi |f | δφi〉)−
N/2∑
ij
λij (〈δφi|φj〉 − 〈φi|δφj〉) = 0. (1.43)
Les premier et troisième termes, tout comme les second et quatrième doivent s'annuler
ensemble pour obtenir la condition de minimisation du Lagrangien δL = 0. On en déduit




λij |φj〉 . (1.44)
Il existe une transformation unitaire qui permet de projeter les spin-orbitales dans une
base |φi′〉 où les i sont les valeurs propres de l'opérateur f , et les vecteurs propres associés
sont constitués par les vecteurs |φi′〉, appelés Orbitales Moléculaires (OM) canoniques
(dans le cas des molécules).
f |φi′〉 = i |φi′〉 , (1.45)
i peut être considéré d'un point de vue physique comme l'énergie de l'orbitale moléculaire
i doublement occupée. Il est important de rappeler que la somme des énergies des OM
n'est pas égale à l'énergie totale. En effet, la combinaison de (1.42) et de (1.36) permet







(2Jij −Kij) , (1.46)
i = 〈φi |f i|φi〉 = hi +
N/2∑
j
(2Jij −Kij) , (1.47)
avec hi = hii.
La méthode Hartree-Fock ne permet pas de retrouver l'énergie exacte, car elle part du
principe qu'un électron donné subit l'influence moyenne des électrons qui l'entourent,
c'est-à-dire que l'électron baigne dans un champ moyen créé par les autres électrons.
Cette méthode dite de champ-moyen apparaît grâce à l'approximation de la fonction
d'onde électronique par un unique déterminant de Slater. Cette représentation est certes
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éloignée de la réalité, mais elle permet déjà de servir de base à la résolution du problème
à N-corps.
1.7 Méthode de Combinaison Linéaire d'Orbitales Ato-
miques (LCAO)
D'une manière pratique, la résolution des équations Hartree-Fock (1.45) se fait en réécri-
vant la partie spatiale des Orbitales Moléculaires (OM) sous la forme d'une combinaison
linéaire d'Orbitales Atomiques (OA). Ce développement est appelé méthode de Combi-





Mbase est le nombre d'orbitales atomiques utilisées pour représenter une orbitale molécu-
laire. La forme des OM étant généralement compliquée, il est utile de les approximer par
l'utilisation de fonctions sur lesquelles il sera plus facile de réaliser des opérations mathé-
matiques. Ces fonctions peuvent être par exemple des exponentielles, des gaussiennes, des
polynômes, etc. La composition de ces fonctions sera développée ultérieurement (section
1.8). Si maintenant on multiplie par la gauche les équations Hartree-Fock (1.45) par 〈χβ|,
et qu'on utilise l'approximation LCAO pour l'expression des orbitales moléculaires ψ , on
obtient les équations de Roothaan-Hall :
FC = SCε,
Fαβ = 〈χβ |f |χα〉 , (1.49)
Sαβ = 〈χα|χβ〉 .
S est la matrice de recouvrement entre deux fonctions de base, C est la matrice des coef-
ficients atomiques, D est la densité électronique, et F est l'opérateur de Fock représenté





















L'insertion de l'opérateur de Fock dans l'équation de l'énergie Hartree-Fock (1.33), ainsi

















Les équations de Roothaan-Hall servent à déterminer les valeurs propres de l'opérateur
de Fock. Pour ce faire, il faut donc connaître la matrice des coefficients inconnus C. Le
problème est que l'opérateur de Fock n'est connu qu'une fois les coefficients déterminés.
Il faut donc utiliser pour la résolution du problème une méthode itérative. Tout d'abord,
les quantités Sαβ, Hcoreαβ et 〈αγ|βδ〉 sont calculées. Ensuite, la matrice densité est pour la
première itération supposée. L'opérateur de Fock peut ainsi être calculé, puis diagonalisé.
Ainsi, les nouveaux coefficients sont estimés grâce à l'équation de Roothaan-Hall (1.49).
Ce nouveau groupe de coefficients est utilisé pour calculer une nouvelle matrice densité.
La procédure est répétée jusqu'à convergence de la matrice densité.
L'opérateur de Fock (1.50) contient deux sortes d'intégrales à calculer : Hcoreαβ compo-
sée d'intégrales mono-électroniques, et Gαβ composée d'intégrales bi-électroniques. Ces
dernières, lors de l'utilisation d'une base contenant Mbase fonctions, nécessitent un effort
numérique enM4base. Cette quantité représente les ressources mobilisées par le système afin
d'effectuer le calcul. Il peut s'agir de mémoire, ou du temps passé à effectuer les opérations
(CPU). L'effort numérique peut devenir très important lorsque la base utilisée est très
étendue, et ainsi nécessiter l'utilisation de larges ressources. Lors d'une procédure SCF,
la moitié du temps de calcul est passée à calculer et à écrire les intégrales sur le disque.
Il est donc primordial de chercher à réduire au maximum ce temps. Cela peut être réalisé
avec un bon choix de bases atomiques pour la description des orbitales moléculaires.
Comme il a été dit précédemment, la méthode Hartree-Fock est une méthode de champ
moyen, où l'électron ne voit que l'influence moyenne des électrons qui l'entourent. Afin
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de mieux étudier le système considéré, et ainsi arriver à une description plus précise de la
liaison chimique, il faut considérer des méthodes allant au-delà de la simple approximation
de HF, c'est-à-dire des méthodes corrélées.
1.8 Bases atomiques
La méthode Hartree-Fock fait appel à l'utilisation d'orbitales moléculaires (OM), déve-
loppées sur une base d'orbitales atomiques selon l'approximation de LCAO (voir équation
(1.48)). Ainsi, on a besoin de définir une base d'orbitales permettant de décrire le mieux
possible les OM. Si cette base est complète, alors les OM sont décrites exactement. Dans
la pratique, il est absolument nécessaire de faire une représentation approximative des
fonctions de base car les bases utilisées sont finies.
Le choix de la base a une forte influence sur les ressources de calcul utilisées. En effet,
l'effort numérique pour les intégrales bi-électroniques croît en M4base (Mbase étant la taille
de la base). Plus la base sera petite, moins les ressources nécessaires pour calculer les
intégrales seront importantes. Par contre, moins la base sera précise pour décrire les OM,
plus la précision des résultats obtenus sera mauvaise.
On voit donc que le choix de la base d'orbitales est primordial pour les calculs de chimie
quantique. Il existe deux types de fonctions de base principalement utilisées dans les
calculs de structures électroniques : les Orbitales de Type Slater [19](STO) et celles de
Type Gaussiennes (GTO).
Il existe bien entendu d'autres types de bases, comme les grilles numériques, les ondelettes,
mais aussi les bases d'ondes planes (utilisées pour l'étude de systèmes périodiques). Ces
bases dépassant le cadre de ce travail, elles ne seront pas abordées.
1.8.1 Orbitales de type Slater (STO)
Au tout début de la chimie quantique, Slater a proposé l'utilisation de fonctions de la
forme :
χζ,n,l,m (r, θ, ϕ) = NYl,m (θ, ϕ) r
n−1e−ζr, (1.55)
où N est une constante de normalisation, et les fonctions Yl,m sont de type harmonique
sphérique. La dépendance exponentielle de la distance entre le noyau et les électrons est
celle des orbitales de l'atome d'hydrogène. Ainsi, une combinaison linéaire de plusieurs
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STO permet de reproduire correctement les vraies orbitales. Même si la dépendance en
r permet de d'écrire correctement le comportement des orbitales lorsque r → 0, le calcul
des intégrales à trois ou quatre centres (comme les intégrales bi-électroniques) n'est pas
possible analytiquement. Ainsi, ces orbitales ne sont généralement utilisées que pour les
systèmes atomiques et di-atomiques où une grande précision de calcul est exigée.
1.8.2 Orbitales de type Gaussiennes (GTO)
Une alternative aux orbitales de Slater est l'utilisation de gaussiennes, qui s'écrivent dans
le système de coordonnées cartésiennes sous la forme :




avec lx + ly + lz déterminant le type d'orbitales (par exemple, lx + ly + lz = 0 représente
une orbitale de type s, lx + ly + lz = 1 les orbitales de type p et lx + ly + lz = 2 permet
d'obtenir des orbitales de type d et s). L'indice α est appelé exposant. Le centre de la
fonction coïncide généralement avec le centre du noyau.
La multiplication de deux gaussiennes résulte en une gaussienne. Ainsi, les intégrales
bi-électroniques sont beaucoup plus simples à évaluer avec des gaussiennes qu'avec des
fonctions de Slater. Par contre, elles présentent l'inconvénient de ne pas décrire correc-
tement l'orbitale exacte au voisinage du noyau (r → 0), mais aussi de décroître trop
rapidement en fonction de r. Ainsi, la représentation des orbitales moléculaires nécessite
beaucoup plus de gaussiennes que de fonctions de Slater (on considère de manière grossière
que trois GTO permettent de modéliser une STO). Malgré cet inconvénient, la facilité de
calcul des intégrales bi-électroniques fait des fonctions gaussiennes les orbitales les plus
utilisées en chimie quantique.
1.8.3 Bases contractées
Considérons un atome de carbone (1s22s12p3). Soit pour cet atome une base composée d'un
certain nombre de fonctions décrivant les orbitales s et p. Lors d'un calcul Hartree-Fock,
on cherche à minimiser l'énergie. Pour ce faire, on optimise les coefficients des orbitales
moléculaires. Comme les électrons situés sur l'orbitale 1s sont ceux qui contribuent le plus
à l'énergie totale à cause de leur proximité avec le noyau, la base de fonctions va être, lors
d'un calcul Hartree-Fock, optimisée principalement pour les électrons de c÷ur, non pour
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ceux de valence. Cependant, lors de la formation d'une molécule avec la participation
de cet atome de carbone, l'orbitale 1s (très basse en énergie) ne va que peu contribuer
à la formation de la liaison chimique. Ce sont les électrons situés sur les orbitales 2s et
2p de valence qui vont se mettre en commun avec ceux d'un autre atome afin de créer
la liaison chimique. Ainsi, les fonctions les plus internes (avec les plus gros exposants)
serviront à décrire l'orbitale 1s alors que les fonctions restantes permettront la description
des orbitales de valence. La majorité des fonctions sera donc chargée de décrire l'orbitale
1s, dont les coefficients ne seront que peu modifiés par la présence d'un autre atome.
On peut donc considérer les coefficients des fonctions internes comme constants pour
un calcul moléculaire. Ainsi, l'orbitale 1s sera décrite par une combinaison linéaire d'un
certain nombre de fonctions. En agissant ainsi, on réduit le nombre de coefficients à traiter





aiχi (PGTO) . (1.57)
Dans l'équation (1.57), on contracte k orbitales primitives (Primitive Gaussian Type Or-
bitals : PGTO) en une orbitale contractée (Contracted Gaussian Type Orbital : CGTO).
Dans le cas des orbitales de valence, on peut garder plus de flexibilité en laissant certaines
fonctions de base décontractées.
L'influence de la contraction n'est pas négligeable, car la fixation des coefficients des
orbitales de c÷ur va augmenter l'énergie lors d'un calcul variationnel (à cause du rajout
d'une contrainte au Lagrangien), mais le temps de calcul va être largement diminué.
Il existe deux méthodes de contraction des orbitales : la segmentée et la générale.
La méthode segmentée consiste à n'utiliser qu'une unique fois un certain nombre de primi-
tives afin de créer une contractée. Par exemple, une base contenant dix PGTO s peut être
contractée en trois CGTO s en prenant les six premières PGTO pour former la première
CGTO, les trois suivantes pour faire la seconde CGTO, et la dernière PGTO pour former
la troisième CGTO. Pour cette méthode, chaque PGTO n'est utilisée qu'une seule fois.
La méthode générale met en jeu toutes les orbitales primitives pour la formation de toutes
les contractées. Ainsi, on utilisera une combinaison linéaire de dix primitives pour former
la 1s, une autre combinaison linéaire des mêmes dix primitives pour former la 2s, etc.
La notation pour les base contractée est :
(10s3p) / [2s1p] , (1.58)
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avec entre parenthèses les orbitales primitives et entre crochets les contractées. Ici, dix
fonctions gaussiennes s et trois p sont contractées en deux et une fonction respectivement.
1.8.4 Classification des bases
1.8.4.1 Base minimale/STO-nG
Une base minimale comprends le plus petit nombre de fonctions possibles permettant la
description de tous les électrons des atomes neutres. Ainsi, l'atome d'hydrogène est décrit
par une fonction représentant l'orbitale 1s, le lithium avec 1s et 2s, le carbone avec 1s, 2s
et un ensemble de fonctions 2p (2px,2py et 2pz).
Les bases minimales les plus utilisées sont celles développées par le groupe de John Pople
[20]. Elles sont nommées STO-nG, ou n représente le nombre de gaussiennes primitives





Comme les fonctions de type Slater décrivent les orbitales de la manière la plus précise mais
présentent l'inconvénient de ne pas être simples à multiplier afin d'obtenir des intégrales
bi-électroniques, on les approxime grâce à un nombre n de gaussiennes.
Les bases minimales permettent de décrire correctement des atomes neutres. Par contre,
lorsque plusieurs atomes sont liés d'une certaine manière les uns aux autres afin de former
une molécule, les densités électroniques des atomes sont modifiées à cause des interactions
avec les autres.
Prenons l'exemple de la molécule de fluorure d'hydrogène (HF) . Le fluor est beaucoup
plus électronégatif que l'hydrogène. Ainsi, le nuage électronique de l'atome H va être
modifié par la présence de F. La densité électronique du fluor va augmenter et s'étendre
à cause de la présence de l'hydrogène, alors que celle de ce dernier va décroître et se
contracter. La description de la molécule n'est donc pas possible avec une base minimale.
Il est donc nécessaire d'aller plus loin.
1.8.4.2 Base double,triple, quadruple zeta
Une manière d'augmenter la flexibilité de la base est de doubler le nombre d'orbitales, et
ainsi obtenir une base Double Zeta (DZ). Pour l'hydrogène, cette base contiendra deux
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orbitales 1s et 1s', avec des exposants différents. Pour l'atome de fluor, il y aura quatre
orbitales s (1s, 1s', 2s et 2s') et deux jeux d'orbitales p.
Ainsi, cet ensemble d'orbitales permettra au nuage électronique des atomes de se contrac-
ter/décontracter par rapport à une base minimale.
De la même manière que DZ, il existe des bases Triple Zeta (TZ), Quadruple Zeta (QZ)
et Quintuple Zeta (5Z).
Ces bases ont été par la suite améliorée par Dunning et al., qui ont créé les bases dites cor-
relation consistent, qui sont obtenues en ajoutant des couches de fonctions à un ensemble
de fonctions Hartree-Fock
1.8.4.3 Base du groupe de John Pople
Pour une base DZ, le doublement des orbitales de c÷ur (1s et 1s' pour l'atome de fluor)
n'est pas nécessaire car elles sont tellement internes qu'elles ne participent pas à la liaison
chimique, et ainsi ne sont pas déformées. De plus, plus le nombre de fonctions de base est
grand, plus l'effort numérique est important.
Le groupe de John Pople a présenté un intermédiaire entre les bases minimales et les bases
VXZ (avec X=D,T,Q,5) : les bases à valence séparée (split valence basis set). Elles sont
Double Zeta uniquement pour les orbitales de valence.
Un exemple est la base de Pople 6-31G. Dans cet ensemble, pour les atomes du lithium (Li)
au néon (Ne), il y a une seule orbitale 1s (décrite par une contraction de six gaussiennes
primitives). Les orbitales 2s et 2p sont séparées d'une telle manière que les plus contractées
sont décrites par la contraction de trois gaussiennes, et les plus diffuses par une fonction
gaussienne. Une telle base s'écrit aussi sous la forme (10s4p) / [3s2p], avec les primitives
à gauche de la barre oblique, et les contractées à droite.
L'écriture générale de ces bases est X-YZG, avec X le nombre de gaussiennes primitives
comprenant chaque fonction de base d'orbitale atomique de c÷ur, Y et Z indiquent que les
orbitales de valence sont composées chacune de deux fonctions. La première est composée
d'une combinaison linéaire de Y fonctions gaussiennes primitives, l'autre d'une combinai-
son linéaire de Z fonctions gaussiennes primitives.
1.8.4.4 Fonctions de polarisation
Soit un atome d'hydrogène placé dans un environnement moléculaire qui le polarise dans
une certaine direction. L'utilisation de bases comme DZ ne permettra pas de décrire cette
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déformation, car les orbitales s ont une symétrie sphérique. Par contre, si on ajoute une
fonction de type p à l'atome d'hydrogène, la polarisation peut être décrite, car le mélange
d'une orbitale p à une orbitale s brise la symétrie. Ce type de fonction rajoutée possédant
un moment angulaire plus élevé est appelé fonction de polarisation. Les fonctions de
polarisation sont des orbitales p pour l'atome d'hydrogène, des orbitales d pour les atomes
du lithium au néon, et des orbitales f pour les métaux de transition.
Les fonctions de polarisation sont libellées par le symbole étoile (*). Par exemple, la base
6-31G* (ou 6-31G(d)) contient une fonction de polarisation pour les atomes autres que
l'hydrogène, alors que la notation 6-31G** (ou 6-31G(d,p)) indique une orbitale rajoutée
sur tous les atomes, hydrogène compris.
1.8.4.5 Fonctions diffuses
Pour les systèmes à liaisons hydrogènes (cas où le proton donneur et le proton accepteur
sont à grande distance l'un de l'autre) et pour les anions (un électron est très faiblement
lié au noyau par la force de Coulomb), il est nécessaire d'utiliser des fonctions avec des
exposants très faibles, c'est-à-dire des orbitales très diffuses. En général, les fonctions
diffuses sont incluses par une fonction s et un jeu de fonctions p sur tous les atomes.
Pour les bases de Pople, l'ajout de fonctions diffuses est représenté par le symbole +. Par
exemple, la base 6-31+G est une base à laquelle ont été ajoutées des orbitales diffuses sur
tous les atomes sauf l'hydrogène. La base 6-31++G signifie que des diffuses sont comprises
pour tous les atomes.
1.8.4.6 bases d'orbitales atomiques naturelles
Pour les calculs Hartree-Fock, une fonction d'onde de bonne qualité peut être obtenue
avec une base de type DZ. Par contre, la prise en compte de la corrélation électronique
nécessite des bases contenant beaucoup plus de fonctions, ce qui augmente les ressources
informatiques mobilisées lors d'un calcul. Il faut donc trouver un compromis entre la taille
de la base et la qualité des résultats obtenus.
Les fonctions de base diagonalisant la matrice densité (1.53) sont appelées orbitales natu-
relles (Natural orbitals : NO), et les valeurs propres associées sont nommées nombres
d'occupation orbitalaire. Pour une orbitale donnée, ce nombre correspond au nombre
d'électrons dans l'orbitale. Par exemple, pour un calcul Hartree-Fock couches-fermées,
les orbitales naturelles seront les orbitales canoniques avec un nombre d'occupation de 0
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ou 2. Pour des fonctions prenant en compte la corrélation, ce nombre pourra varier entre
0 et 2.
L'obtention des base d'orbitales atomiques naturelles [21] (atomic natural orbitals : ANO)
est basée sur des calculs avec corrélation (généralement au niveau CISD) réalisés sur des
atomes. Après, la matrice densité est diagonalisée. Les orbitales (vecteurs propres de
la matrice) sont sélectionnées en fonction de l'importance de leur nombre d'occupation
orbitalaire. Les orbitales possédant les plus grands coefficients (par rapport à une valeur
seuil) constituent des PGTO qui sont ensuite regroupées en CGTO, selon la méthode de
contraction générale.
1.8.4.7 bases correlation consistent
Malheureusement, les bases ANO ne sont pas optimales pour traiter le problème de la
corrélation électronique dans certains cas. Par exemple, lors de la formation d'atomes en
molécules, les fonctions atomiques sont polarisées par leurs voisins. Des fonctions de pola-
risation sont donc nécessaires afin de décrire ces effets. De plus, les bases ANO nécessitent
un grand nombre de fonctions afin d'atteindre la limite de base.
Une façon d'aller au-delà des bases ANO consiste à utiliser les bases correlation consistent,
définies par Dunning et al. [22]. Ces bases sont similaires aux bases ANO, sauf pour les
fonctions les plus diffuses qui sont laissée décontractées. Ces bases sont notées par exemple
cc-pVTZ. Ces bases peuvent aussi être améliorées avec l'addition de fonctions diffuses. Les
bases résultantes sont ainsi notées aug-cc (par exemple : aug-cc-pVTZ).
1.8.4.8 Erreur de superposition de base (Basis Set Superposition Error :
BSSE)
Comme il a été vu dans les paragraphes précédents, les bases utilisées dans les calculs
de chimie quantique ne comportent qu'un nombre fini de fonctions : on dit que les bases
sont finies. L'évaluation de l'énergie exacte nécessiterait, outre un calcul d'IC complète,
une base infinie, comprenant un nombre infini de fonctions. Dans la pratique, il faut se
contenter d'un certain nombre toujours fini de fonctions.
L'erreur de superposition de base (BSSE) provient du caractère fini des bases. Prenons
l'exemple de deux systèmes A (assorti d'une base a) et B (avec une base b). Lorsque ces
deux systèmes se combinent pour former un système plus gros (avec la base associée ab),
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l'énergie de liaison est donnée par l'expression :
∆Eliaison = E (AB)
∗
ab − E (A)a − E (B)b . (1.60)
La géométrie du complexe est dénotée par le symbole étoile (*).
On voit que la base du système (ab) n'est pas la même que la base des systèmes isolés. Le
cortège électronique du système A présent dans le complexe AB va donc être décrit non
seulement par les fonctions composant la base a, mais aussi par les fonctions de la base b.
Les systèmes isolés seront quant à eux uniquement tributaires de leur propre base. C'est
ce déséquilibre, provoquant un abaissement artificiel de l'énergie, qui est nommé erreur
de superposition de base.
Un moyen d'évaluer la correction à apporter à cette erreur est l'utilisation de la méthode
approximée de Counterpoise Correction (CP) [23].
Pour estimer cette correction, il faut calculer quatre contributions énergétiques. En uti-
lisant la base a pour le système A, et la base b pour le système B, on calcule l'énergie
électronique de ces deux systèmes avec la géométrie qu'ils ont dans le système total, c'est-
à-dire on calcule E (A)∗a et E (B)
∗
b . Ensuite, on évalue l'énergie électronique du complexe
A avec la base ab, sans la présence du complexe B : E (A)∗ab. On réalise la même opération
pour le système B. La CP est donc définie par :
∆ECP = E (A)
∗
ab + E (B)
∗
ab − E (A)∗a − E (B)∗b . (1.61)
L'énergie de liaison corrigée par la counterpoise correction est donnée par :
∆ECPliaison = ∆Eliaison −∆ECP . (1.62)
1.9 Méthodes post Hartree-Fock : traitement de la cor-
rélation électronique
1.9.1 Notations
Pour la suite, nous adopterons les conventions suivantes : les orbitales libellées par i, j, · · ·
sont des orbitales occupées, a, b, · · · sont virtuelles et r, s, · · · sont quelconques. La nota-
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tion χ fera référence aux orbitales atomiques, φ aux orbitales moléculaires, ψ aux déter-
minants de Slater et Ψ à la fonction d'onde électronique totale.
1.9.2 La corrélation électronique
L'approximation Hartree-Fock consiste à remplacer le terme d'interaction inter-électronique
de l'équation de Schrödinger par une interaction de champ moyen. Dans ce cadre, un élec-
tron est soumis au champ de répulsion moyen créé par les autres électrons. L'utilisation
de la méthode Hartree-Fock avec une base de fonctions suffisamment importante permet
de récupérer ∼99% de l'énergie. Néanmoins, les ∼1% restants sont souvent cruciaux pour
décrire les phénomènes chimiques, comme par exemple la formation de liaisons. La diffé-
rence d'énergie entre l'énergie exacte non-relativiste et l'énergie Hartree-Fock est l'énergie
de corrélation électronique [24].
Ecorr = Eexacte − EHF . (1.63)
Généralement, la corrélation peut être séparée en deux types : la corrélation courte-portée
et la corrélation longue-portée, même si la frontière entre les deux reste vague.
1.9.2.1 Corrélation courte-portée/dynamique
La fonction d'onde électronique d'un système physique doit satisfaire l'équation de Schrö-
dinger (1.5) :
HΨ(r1, r2) = EΨ(r1, r2) . (1.64)



















On constate que lorsque r12 tend vers zéro, il y a un paradoxe. En effet, la partie de gauche
de l'équation (1.64) semble devenir infinie (à cause de la singularité créée par le terme en
1/r12), alors que la partie de droite reste raisonnable. L'énergie HΨ/Ψ ne peut pas avoir
de singularité car elle est constante. Il doit donc y avoir à gauche de l'équation (1.64) un
terme supplémentaire qui annule la singularité de la composante en 1/r12 au voisinage de
r12 = 0. La transformation de l'équation (1.65) dans le référentiel du centre de masse, et
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C'est la condition du cusp électronique [25, 26, 27, 28] (ou trou de Coulomb), qui montre
que quel que soit la direction dans laquelle on se déplace aux alentours de r12 = 0, la
fonction d'onde croît linéairement. Une étude du comportement de la fonction d'onde
Hartree-Fock pour l'atome d'hélium au voisinage de r12 = 0 montre que la condition
énoncée équation (1.66) n'est pas respectée.
De la même manière qu'il existe un trou de Coulomb pour les électrons présentant des
spins opposés, il existe un trou de Fermi pour les électrons de spins parallèles. Par contre,
la méthode Hartree-Fock permet de prendre en compte une grande partie de la corrélation
apportée par cette condition de répulsion par le biais du principe de Pauli, qui stipule
que deux électrons possédant les mêmes nombres quantiques ne peuvent se trouver dans
la même spin-orbitale.
La corrélation électronique est ainsi plus importante pour les électrons de spins opposés.
La corrélation courte-portée est récupérée par les méthodes de type Interaction de Confi-
guration (IC), et est aussi appelée corrélation dynamique. Dans les systèmes où la corré-
lation dynamique est importante, Hartree-Fock va généralement surestimer les longueurs
de liaisons.
1.9.2.2 Corrélation longue-portée/non dynamique
La corrélation longue-portée est importante pour les molécules où l'état fondamental est
décrit par plusieurs déterminants de Slater possédant de large coefficients. Pour la plupart
des systèmes dans leurs états fondamentaux près de la géométrie d'équilibre, la corrélation
dynamique prime. Par contre, pour des molécules dans des états excités, ou proches de
la dissociation, la corrélation non dynamique est prédominante. Toutes les méthodes qui
s'appuient sur un état obtenu après un calcul Hartree-Fock ne sont ainsi pas valables pour
traiter la corrélation longue-portée (CC, MP2 ...). Une des manières d'obtenir une bonne
description de cette corrélation consiste à utiliser des approches multi-déterminantales
comme la méthode CASSCF (Complete Active Space Self-Consistent-Field), ou MCSCF
(Multi-Configurational Self-Consistent Field). Ces méthodes ne seront pas abordées dans
cette thèse.
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Les forces de type van der Waals sont des forces de corrélation longue-portée, ayant un
comportement asymptotique en R−6.
1.9.3 Méthode IC (Interaction de Configurations)
Comme il a été présenté lors de la section précédente, la récupération de la corrélation
électronique passe par l'utilisation d'une fonction d'onde qui soit capable de représenter
le système dans son intégralité. La forme la plus évidente et qui sert de base à d'autres
méthodes post Hartree-Fock plus complexes est l'Interaction de Configuration (IC). Elle
consiste à développer la fonction d'onde sous la forme d'une somme de déterminants de




CI |ΨI〉 . (1.67)
Cette formule peut aussi être développée de façon plus explicite :
|Ψ〉 = C0 |Ψ0〉+ CS |ΨS〉+ CD |ΨD〉+ · · · . (1.68)
avec |Ψ0〉 représentant le déterminant de Slater de l'état fondamental, |ΨS〉 les déter-
minants prenant en compte toutes les simples excitations, |ΨD〉 les doubles excitations,
etc. Les coefficients C représentent le poids des différentes configurations. Si maintenant
on introduit dans l'équation (1.68) l'opérateur de simple excitation Eai, qui détruit un
électron dans l'orbitale occupée i et qui en crée un autre dans l'orbitale vide (virtuelle)
a, on réécrit la formule (1.67) sous la forme :






CijabEaiEbj |Ψ0〉+ · · · . (1.69)
Par souci de simplicité, il est utile de réécrire l'action des opérateurs d'excitation sur les
fonctions d'onde sous la forme :
|Ψai 〉 = Eai |Ψ0〉 , (1.70)∣∣Ψabij 〉 = EaiEbj |Ψ0〉 . (1.71)
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|φr (i) 〉〈φs (i)| , (1.72)
ce qui permet d'écrire :







∣∣Ψabij 〉+ · · · . (1.73)
L'évaluation de l'énergie passe par le principe variationnel, c'est-à-dire par la diagonali-
sation de la matrice 〈Ψ |H|Ψ〉 . La détermination des éléments de la matrice précédente
s'effectue à l'aide des règles de Slater-Condon (voir Table 1.1, page 15). De plus, comme
le Hamiltonien consiste en une somme d'opérateurs mono- et bi-électroniques, si deux
déterminants diffèrent par plus de deux excitations, alors l'élément de matrice entre ces
deux déterminants sera nul. De plus, d'après le théorème de Brillouin, les éléments de
matrice 〈Ψai |H|Ψ0〉 sont nuls. Ainsi, il est possible de montrer que la matrice à résoudre
est de la forme suivante :
EHF 0 x 0 0 0 0
0 ES x x 0 0 0
x x ED x x 0 0
0 x x ET x x 0
0 0 x x EQ x x
0 0 0 x x E5 x




où chaque terme (sauf EHF ) est un bloc, x représentant des termes non-nuls et différents
selon leur position.
D'un point de vue pratique, sauf pour quelques systèmes contenant peu d'électrons, il est
très difficile (voire impossible) de prendre en compte toutes les excitations. Généralement,
les méthodes utilisées sont dites IC tronquée, car on se limite à un nombre relativement
faible d'excitations. Comme la prise en compte des premières excitations n'apporte aucune
amélioration par rapport au calcul Hartree-Fock (car les éléments extra-diagonaux de la
matrice (1.74) sont alors nuls, ce qui a pour conséquence de ne pas tenir compte de
la corrélation électronique), il faut au moins aller jusqu'à l'ordre deux des excitations
afin d'observer les effets de la corrélation électronique. On parle alors de méthode ICSD
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(Simples et Doubles excitations). Si Mbase est le nombre de fonctions composant la base
utilisée, l'effort numérique d'un calcul d'ICSD est en M6base .
1.9.4 Cohérence de taille
Considérons une super-molécule composée de deux molécules de même nature mais n'in-
teragissant pas. D'un point de vue physique, il est clair que l'énergie de ce super-système
doit être égale à la somme des énergies des molécules séparées, car il est supposé que
les deux monomères n'interfèrent pas. Une méthode de calcul de chimie quantique per-
mettant d'obtenir cette propriété est dite cohérente en taille. Par exemple, la méthode
Hartree-Fock est cohérente en taille, tout comme une IC totale. Ce n'est pas le cas des IC
tronquées. Si on considère par exemple une super-molécule composée de deux molécules
de H2, et que l'on applique une méthode CISD, la description de la fonction d'onde ne sera
pas complète. En effet, une des configuration possible de ce système est d'avoir les deux
molécules doublement excitées simultanément. Il faudrait pour cela l'intervention d'un
opérateur de quadruple excitation, ce qui n'est pas possible à ce niveau d'approximation.
La fonction d'onde tronquée de ce super-système n'a pas suffisamment de flexibilité pour
amener à deux fois l'énergie CISD du monomère. Ce problème de cohérence de taille est
résolu par les méthodes de type Coupled Cluster.
1.9.5 Méthode Coupled Cluster (CC)
La méthode Coupled Cluster a été initialement développée par Coester et Kümmel dans
les années cinquante, mais n'est devenue populaire qu'au début des années soixante quand
Sinanoglu a introduit l'ansatz exponentiel pour exprimer la fonction d'onde [29]. Cette
méthode est l'une des plus utilisées à l'heure actuelle pour les calculs de précision, car
elle permet de récupérer une fraction importante de la corrélation dynamique, tout en
présentant l'avantage d'être cohérente en taille, contrairement par exemple à la méthode
d'Interaction de Configuration Simple et Double (ICSD).
Comme il a été vu dans la partie sur la méthode IC, le traitement de la corrélation
électronique passe par le développement de la fonction d'onde sur une base constituée de
plusieurs déterminants, pondérés par leurs coefficients CI . Ces déterminants sont générés
par excitations à partir du niveau fondamental Ψ0. On peut écrire l'opérateur responsable
de ces excitations sous la forme [30] :
T = T 1 + T 2 + T 3 + · · · , (1.75)
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avec T 1, T 2 responsables respectivement des mono- et bi-excitations, dont l'action est
définie de la manière suivante :





tai |Ψai 〉 , (1.76)






∣∣Ψabij 〉 . (1.77)
Ainsi, T 1 crée une excitation de l'électron de l'orbitale i vers l'orbitale a. Les coefficients
t sont appelés amplitudes Coupled Cluster, et sont similaires aux coefficients C définis
(1.67). Ainsi, en les intégrant dans la fonction d'onde (1.73), on écrit :
|Ψ〉 = (1+ T )Ψ0 = (1+ T 1 + T 2 + T 3 + · · · ) |Ψ0〉 . (1.78)
La théorie du Coupled Cluster consiste à exprimer la fonction d'onde du système étudié
en définissant l'ansatz suivant [29] :
|ΨCC〉 = eT |Ψ0〉 . (1.79)













T 3 + · · · . (1.80)
L'utilisation de (1.80) et (1.75) dans (1.79) permet d'exprimer la fonction d'onde Coupled
Cluster avec l'intervention explicite des excitations i-électroniques :














+ · · · . (1.81)
Le premier terme engendre l'état de référence Hartree-Fock, le second les simples exci-
tations. Le premier terme entre parenthèses engendre toutes les doubles excitations, de
deux manières différentes. T 2 est un terme d'excitation dit connecté (c'est-à-dire que les
deux électrons interagissent de manière simultanée), alors que le terme T 21 est qualifié de
déconnecté (c'est-à-dire que l'on obtient le même niveau d'excitation à l'aide d'opérateurs
d'ordre inférieur).
On constate la présence dans la fonction d'onde CC (1.81) des excitations déconnectées,
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termes non présents dans une fonction d'onde IC tronquée. Ils sont très importants car
ils assurent la cohérence en taille.
L'application de l'ansatz CC à l'équation aux valeurs propres (1.5) implique :
HeT |Ψ0〉 = EeT |Ψ0〉 . (1.82)
Il est possible d'obtenir l'énergie Coupled Cluster ECC en résolvant (1.82) de façon varia-
tionelle comme dans un cas d'IC, mais ce procédé présente le principal inconvénient de
conduire à l'apparition de termes problématiques ne disparaissant pas, ce qui entraîne des
expressions très compliquées, sauf pour les petits systèmes. Pour pallier à ce problème, il
est préférable de projeter l'équation de Schrödinger Coupled Cluster (1.82) sur la fonction
d'onde de référence. Ainsi, la multiplication par 〈Ψ0| de (1.82) entraîne :〈
Ψ0
∣∣HeT ∣∣Ψ0〉 = Ecc 〈Ψ0 ∣∣eTΨ0 〉 ,





L'utilisation du développement de Taylor pour l'exponentielle (1.80) permet d'écrire :





















Il reste à déterminer les amplitudes CC. Une des manières pour les obtenir consiste à
multiplier par la gauche l'équation (1.82) par l'opérateur de désexcitation e−T :
e−THeT |Ψ0〉 = Ecc |Ψ0〉 . (1.85)
Les équations pour les amplitudes sont obtenues en multipliant par la gauche l'équation
(1.85) par les différents états excités 〈Ψem|,
〈
Ψefmn
∣∣,· · · :
〈
Ψem
∣∣e−THeT ∣∣Ψ0〉 = 0, (1.86)〈
Ψefmn
∣∣e−THeT ∣∣Ψ0〉 = 0, (1.87)〈
Ψefgmnl
∣∣e−THeT ∣∣Ψ0〉 = 0. (1.88)
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La première équation donne l'amplitude tem, la seconde t
ef
mn, etc. Une fois ces amplitudes
déterminées, il faut les injecter dans l'expression (1.84) afin d'obtenir ECC . Il est possible
de montrer que (1.86) se réécrit :〈
Ψem (1− T 1) |H|
(

















De manière similaire, le développement de (1.87) engendre l'apparition de termes d'exci-
tation allant jusqu'à l'ordre quatre. La résolution des équations Coupled Cluster devient
très chère pour la résolution d'équations d'ordre trois ou plus.
1.9.5.1 Coupled Cluster Tronqué
Pour le moment, la théorie CC a été traitée de manière exacte, sans faire intervenir
d'approximation. Malheureusement, la prise en compte de toutes les excitations n'est
possible que pour les systèmes de petite taille. Pour traiter des systèmes plus conséquents,
il faut tronquer les équations CC à un certain niveau d'excitation. Cette troncature va
entraîner une approximation des amplitudes, ce qui va amener une approximation de
l'énergie CC.
La troncation la plus répandue consiste à s'arrêter aux doubles excitations (T = T 1+T 2).
C'est le modèle CCSD (Coupled Cluster Simple et Double). Les ressources mobilisées
croissent en N6 (avec N la taille du système). L'équation (1.80) devient :








La troncation d'ordre supérieur avec T = T 1 + T 2 + T 3 se nomme CCSDT et croît en
N8, et est beaucoup plus exigeante que ICSDT.
Il existe aussi la méthode CCSD(T), qui est un intermédiaire entre CCSD et CCSDT.
Dans ce cas, un calcul CCSD est réalisé, et les composantes de triples excitations sont
rajoutées grâce à un calcul basé sur la théorie des perturbations. Les ressources utilisées
par CCSD(T) croissent alors en N7.
1.9.6 Théorie des perturbations
Une autre manière de traiter le problème de la corrélation électronique est d'utiliser la
théorie des perturbations. On considère alors que le Hamiltonien exact est constitué d'un
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Hamiltonien modèle dont la solution est connue, plus une perturbation petite, dépendante
d'un paramètre λ , représentant la force de la perturbation appliquée.




La forme de (1.91) implique que les solutions de l'équation de Schrödinger (1.1), c'est-à-
dire l'énergie et la fonction d'onde, peuvent être réécrites en utilisant un développement
de Taylor :
E = E(0) + λE(1) + λ2E(2) + · · · , (1.92)
|Ψ〉 = ∣∣Ψ(0)〉+ λ ∣∣Ψ(1)〉+ λ2 ∣∣Ψ(2)〉+ · · · . (1.93)
Pour λ = 0, E = E(0) et |Ψ〉 = ∣∣Ψ(0)〉. Ce sont les énergies et fonctions d'onde non
perturbées. L'introduction de (1.92) et (1.93) dans l'équation de Schrödinger (1.1) permet
d'obtenir une somme en puissances de lambda qui permet d'écrire les équations aux
différents ordres de perturbations :
λ(0) : H (0)
∣∣Ψ(0)〉 = E(0) ∣∣Ψ(0)〉 , (1.94)
λ(1) : H(0)
∣∣Ψ(1)〉+ H (1) ∣∣Ψ(0)〉 = E(0) ∣∣Ψ(1)〉+ E(1) ∣∣Ψ(0)〉 , (1.95)
λ(2) : H (0)
∣∣Ψ(2)〉+ H(1) ∣∣Ψ(1)〉+ H (2) ∣∣Ψ(0)〉 = E(0) ∣∣Ψ(2)〉+ E(1) ∣∣Ψ(1)〉
+ E(2)
∣∣Ψ(0)〉 . (1.96)
avec la condition de normalisation intermédiaire suivante :
〈
Ψ(0)|Ψ(λ)〉 = 0, (1.97)〈
Ψ(λ)|Ψ(λ)〉 = 1. (1.98)
La multiplication des équations (1.95), (1.94) et (1.96) par
〈
Ψ(0)
∣∣ permet d'obtenir les
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∣∣∣H(1)∣∣∣Ψ(1)〉+ 〈Ψ(0) ∣∣∣H(2)∣∣∣Ψ(0)〉 , (1.101)
· · · · · · · · ·
La connaissance de la fonction d'onde aux différents ordres de perturbation permet d'ob-
tenir les valeurs des énergies perturbées.
1.9.7 Théorie de Møller-Plesset
La théorie de Møller-Plesset à l'ordre deux (MP2) est une application à la chimie quan-
tique de la théorie des perturbations. Dans ce cas, le Hamiltonien de référence, dont on
connait les valeurs propres et les vecteurs propres est constitué tout simplement de la




f (i) , (1.102)
avec f (i) l'opérateur de Fock défini par :







Ainsi, la perturbation appliquée au système s'écrit sous la forme :
H (1) = H −
N∑
i=1
f (i) . (1.104)
Les solutions du Hamiltonien non-perturbé (1.102) sont connues. En effet, si on considère
le choix Ψ(0) = ΨHF , les solutions ne sont rien d'autre que les énergies des orbitales mo-
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∣∣∣H(0)∣∣∣ΨHF〉 = 2 N/2∑
i=1
i. (1.105)
Ainsi, on a :
〈
ΨHF |H|ΨHF〉 = 〈ΨHF ∣∣∣H(0) + H(1)∣∣∣ΨHF〉 ,
= E(0) + E(1), (1.106)
= EHF .
Le développement par perturbation au premier ordre permet uniquement de retrouver
l'énergie Hartree-Fock. Pour obtenir des améliorations par rapport à cette méthode, il
faut développer l'énergie au moins jusqu'à l'ordre deux. Afin d'obtenir E(2)(1.101), on
a besoin de la fonction d'onde à l'ordre un (Ψ(1)). Cette fonction sera développée en
fonction de déterminants de Slater excités. D'après les règles de Slater-Condon, seuls
les déterminants qui diffèrent au plus de deux spin-orbitales par rapport au déterminant





sont nuls. La fonction d'onde d'ordre un est ainsi une combinaison











avec T ijab les amplitudes MP2. La définition des φ
ab
ij (1.71) présente l'inconvénient de ne
pas répondre aux conditions d'orthonormalisation. Pour contrer cela, il est utile de définir










avec les relations suivantes :〈
φ˜abij |φcdkl
〉
= δacδbdδikδjl + δadδbcδilδjk, (1.109)〈
φ˜abij |Ψ(1)
〉
= T ijab, (1.110)〈
φ˜abij |H|Ψ(0)
〉
= (ai|bj) . (1.111)
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avec (ai|bj) =  dr1r2ψ∗a (r1)ψi (r1) 1r12ψ∗b (r2)ψj (r2).










T˜ ijab = 2T
ij
ab − T jiab. (1.113)
Dans le cas MP2, le Hamiltonien perturbé au second ordre (H(2)) est négligé. Ainsi, en





























dans l'expression précédente, on a introduit la notation Kijab = (ai|bj), avec K la matrice
d'échange.
Il nous reste à déterminer l'expression des amplitudes contravariantes T˜ afin de pouvoir






∣∣∣(H(0) − E(0))∣∣∣Ψ(1)〉+ 〈φ˜abij |H|Ψ(0)〉 = 0, (1.115)






















R est le résidu, fkj sont les éléments de la matrice de Fock. Dans le cas d'orbitales cano-
niques, l'opérateur de Fock est diagonal dans la base des orbitales moléculaires optimisées,
ce qui implique que fij = iδij, fab = aδab et fia = 0. Ces conditions nous permettent
d'obtenir pour les amplitudes la formule suivante :
T ijab =
−Kijab
(a + b − i − j) . (1.117)
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Cette expression simple n'est valable que pour l'utilisation d'orbitales canoniques. Dans
le cas d'orbitales locales, l'opérateur de Fock n'est pas diagonal, ce qui implique un for-
malisme un peu plus compliqué, et une résolution itérative de l'équation (1.116).




















(a + b − j − i) . (1.118)
Qui est l'expression de l'énergie MP2.
La méthode MP2 présente pour avantage d'être une des méthodes post Hartree-Fock
les moins coûteuses, tout en permettant de récupérer un pourcentage significatif de la
corrélation électronique. En effet, les ressources utilisées croissent en N5. Par contre, elle
présente l'inconvénient de ne pas être variationnelle.
1.9.8 Méthodes de corrélation locales
Les méthodes de corrélation électronique comme MP2 utilisent des orbitales moléculaires
canoniques, c'est-à-dire délocalisées sur l'intégralité du système étudié. Comme il a été
expliqué dans le chapitre précédent, MP2 est une méthode en O (N5), avec N le nombre
de fonctions de base utilisées. Cela implique que plus N augmente, plus les quantités
comme le temps de calcul ou la quantité de mémoire utilisée vont augmenter très rapi-
dement (en N5). La prise en compte de toutes les orbitales moléculaires n'est pas très
utile, car la contribution à une partie de la molécule des orbitales les plus éloignées est
faible. Une méthode pour réduire la croissance des ressources est d'utiliser non plus des
orbitales canoniques délocalisées, mais plutôt des orbitales locales. Cette méthode à tout
d'abord été initiée par Pulay [31], avant de subir des développements ayant permis sont
implémentation dans différentes méthodes post Hartree-Fock.
1.10 Théorie de la Fonctionnelle Densité (DFT)
Une alternative au traitement de la corrélation électronique par les méthodes ab initio est
la Théorie de la Fonctionnelle Densité (DFT). Elle énonce que l'énergie d'un système à
plusieurs électrons peut être exprimée à l'aide de la densité électronique, ce qui permet
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d'utiliser cette dernière à la place de la fonction d'onde afin de calculer l'énergie. La
densité électronique est le carré de la fonction d'onde, intégrée sur N − 1 coordonnées
électroniques. Alors que la fonction d'onde d'un système à N électrons dépend des 3N
coordonnées d'espace mais aussi de N coordonnées de spin, entraînant une dépendance à
4N variables, la densité électronique dépend uniquement des 3 coordonnées d'espace et
de la coordonnée de spin. Ainsi, alors que la complexité de la fonction d'onde augmente
avec le nombre de variables, la densité électronique, elle, reste indépendante de la taille
du système. Le but des méthodes DFT est de trouver une fonctionnelle (c'est-à-dire une
fonction dépendante d'une fonction) permettant de connecter la densité avec l'énergie.
Les premières bases de la DFT ont été données en 1964 par Hohenberg et Kohn [32],
qui ont démontré la possibilité de calculer les propriétés d'un système à l'aide de la
densité électronique. Ensuite, Kohn et Sham [33] ont rendu possible les applications de la
DFT en chimie quantique. Dans leur formalisme, ils font intervenir une fonctionnelle dite
d'échange-corrélation qui modélise le trou d'échange-corrélation, partie critique des calculs
de chimie quantique. Dans ce chapitre, nous rappellerons les théorèmes de Hohenberg et
Kohn, le principe de la méthode de Kohn et Sham, et nous parlerons des différentes
méthodes d'approximation de la fonctionnelle d'échange-corrélation.
1.10.1 Densités électroniques et matrices densités
Le point de départ de la DFT est l'expression de la densité électronique. Si on considère
un système comprenant N électrons décrits par la fonction d'onde Ψ, la probabilité de
trouver l'électron libellé 1 dans la portion d'espace délimitée par x1 et x1+dx1 est donnée
par :
ρ (x1) dx1 = N

Ψ(x1,x2, · · · ,xN)Ψ∗ (x1,x2, · · · ,xN) dx2 · · · dxN , (1.119)
avec x1 la coordonnée de spin-orbite. ρ (r1) est la fonction densité associée à l'électron 1.
L'intégration sur la coordonnée de spin σ1 permet de définir la densité électronique :
ρ (r1) =

ρ (x1) dσ1 (1.120)
l'intégration de la densité électronique par rapport à r1 (coordonnée spatiale associée à
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l'électron 1) permet de retrouver le nombre d'électrons :

ρ (r1) dr1 = N, (1.121)
De la même manière, on définit la densité d'ordre deux, qui représente la densité de
probabilité de trouver un électron simultanément en x1 et en x2 :
γ2 (x1,x2) = N (N − 1)

Ψ(x1,x2, · · · ,xN)Ψ∗ (x1,x2, · · · ,xN) dx3 · · · dxN . (1.122)
L'intégration par rapport aux variables de spin σ1 et σ2 permet d'obtenir la densité bi-
électronique γ2 (r1, r2) :
γ2 (r1, r2) =

γ2 (x1,x2) dσ1dσ2.













1,x2, · · · ,xN
)
dx2 · · · dxN . (1.123)
L'intégration de cette quantité sur les coordonnées de spin engendre la matrice densité
















Il est possible de montrer que l'énergie d'un système à N électron peut s'exprimer en


























La densité bi-électronique γ2 (r1, r2) représentant la densité de probabilité de trouver
simultanément un électron en r1 et en r2, peut se réécrire en utilisant les densité de
probabilité corrélées et décorrélées :
γ2 (r1, r2) = ρ (r1) ρ (r2) + ρ (r1) ρXC (r1, r2) , (1.125)
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avec ρXC (r1, r2) le trou d'échange-corrélation.






































1.10.2 Théorèmes de Hohenberg et Kohn
Une fois les différentes quantités définies, il est maintenant nécessaire de poser les fon-
dements de la DFT. Il ont été exprimés pour le première fois en 1964 par Hohenberg et
Kohn [32], et se déclinent en deux théorèmes.
1.10.2.1 Premier théorème
Le premier théorème de Hohenberg et Kohn énonce que toute observable d'une état fonda-
mental stationnaire non-dégénéré peut être calculée, exactement en théorie, par le biais de
la densité électronique de cet état fondamental. En effet, le Hamiltonien d'un système ne
dépend que du nombre d'électrons considéré et du potentiel extérieur Vne, qui représente
l'interaction entre les électrons et les noyaux. Il est possible de démontrer qu'à une densité
ρ (r) donnée correspond un unique potentiel extérieur (à une constante près). La connais-
sance de la densité entraîne ainsi celle du potentiel, qui entraîne celle du Hamiltonien, et
donc des valeurs moyennes associées.
Ce théorème est valide pour les cas où la densité est N-représentable (c'est-à-dire quand
l'intégration de la densité sur la coordonnée spatiale restante permet de retrouver le
nombre d'électrons N et quand la densité est non-négative), et V-représentable (il existe
un potentiel extérieur à partir duquel la densité peut être dérivée) .
Dans les conditions de validité de ce théorème, la fonctionnelle énergie s'exprime :
E [ρ] = T [ρ] +Vee [ρ] + vext [ρ], (1.127)
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avec T [ρ] la fonctionnelle d'énergie cinétique, Vee [ρ] le potentiel d'interaction et Vne [ρ] le
potentiel externe.
Les deux premières quantités sont rassemblées en une fonctionnelle universelle FHK , in-
dépendante du potentiel extérieur :
E [ρ] =

ρ (r1) vext (r1) dr1 + FHK [ρ] . (1.128)
1.10.2.2 Second théorème
Le second théorème de Hohenberg et Kohn énonce que l'énergie d'un état fondamental
non dégénéré peut être déterminée, exactement en théorie, par la densité minimisant
l'énergie de l'état fondamental. C'est-à-dire que pour la densité ρ, N-représentable et
V-représentable, on a :
E0 ≤ E [ρ] . (1.129)
Ainsi, pour obtenir l'énergie de l'état fondamental, on va chercher à minimiser la fonc-





La minimisation de l'énergie passe par l'intermédiaire de l'utilisation du formalisme de
Lagrange, c'est-à-dire par l'établissement d'un Lagrangien avec comme restriction la N-
représentabilité de la densité (1.121) :
L [ρ] = E [ρ]− µ
[
ρ (r) dr −N
]
, (1.131)







ρ (r) dr −N
]}
= 0. (1.132)





δf (x) dx, (1.133)
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δρ (r) dr = 0. (1.134)









1.10.3 Théorème de Kohn et Sham
L'équation (1.135) semble simple de prime abord, mais la fonctionnelle universelle FHK
est inconnue. Plus particulièrement, la fonctionnelle d'énergie cinétique T [ρ] n'est pas
connue avec assez de précision. D'un autre côté, T [ρ] est très bien définie si la fonction
d'onde Ψ est connue. En 1965, Kohn et Sham proposèrent un formalisme qui permet de
calculer l'énergie E [ρ] en se basant sur une fonction d'onde constituée de déterminants de
Slater [33]. Le point de départ est un Hamiltonien de référence dans lequel les électrons
n'interagissent pas entre eux. Ils ne sont soumis qu'au potentiel extérieur vs (r). Ce Ha-
miltonien se comporte de telle sorte que la densité extraite de la résolution des équations
associées à H soit égale à la densité réelle du système. Le Hamiltonien s'écrit dans cette













vs (i) . (1.136)
Ce Hamiltonien présente pour solution un déterminant de Slater ΨS. Les orbitales molé-





2 + vs (r)
]
φi = iφi. (1.137)
La résolution de cette équation permet de déterminer la valeur de la fonctionnelle d'énergie
cinétique sans interaction Ts :


















+ vs (r) . (1.140)
On a vu que l'expression de l'énergie d'un système contenant N électrons interagissant
entre eux est donnée par (1.127) :
E [ρ] = T [ρ] +

ρ (r) vext (r) dr + Vee [ρ] (1.141)
Avec T [ρ] la fonctionnelle d'énergie cinétique du système en interaction, vext (r) le po-
tentiel extérieur et Vee [ρ] contenant à la fois la fonctionnelle d'échange-corrélation et le
potentiel de Coulomb. La différence entre les deux énergies cinétiques (1.138) et (1.141)
est notée ∆T [ρ]. L'objectif est maintenant d'exprimer (1.141) en fonction de Ts [ρ], qui
à ce point du développement est connue, car calculée à l'aide des orbitales moléculaires.
On peut montrer que l'on peut écrire (1.141) sous la forme :
E [ρ] =
T [ρ]︷ ︸︸ ︷
TS [ρ] + ∆T [ρ] +

ρ (r1) vext (r1) dr1 + J [ρ] + (Vee [ρ]− J [ρ]) , (1.142)
= TS [ρ] +

vext (r) ρ (r) dr + J [ρ] + EXC [ρ] , (1.143)
avec





ρ (r1) ρ (r2)
r12
dr1dr2. (1.145)
la fonctionnelle d'échange-corrélation EXC [ρ] contient tous les termes qui ne sont pas
connus avec exactitude. Il est aussi à noter que le formalisme de Kohn-Sham n'est pas
uniquement basé sur l'utilisation de la densité électronique au sens strict, car le calcul du
terme Ts [ρ] se fait à partir des orbitales moléculaires. Néanmoins, cette approximation
est la manière la plus efficace d'appliquer la DFT. L'application du principe fondamental
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Cette dernière équation peut être réécrite, après regroupement des trois derniers termes,




+ veff (r) , (1.147)
avec









En comparant l'équation (1.147) avec (1.140), on constate que l'équation à résoudre pour
un système avec interaction est semblable à celle sans interaction (1.137), la seule diffé-
rence résidant dans l'utilisation de potentiels différents. On doit ainsi résoudre :
hKSφi = iφi, (1.150)




2 + veff (~r) . (1.151)
Cette équation étant de type Hartree-Fock, la résolution s'effectue de la manière suivante :
tout d'abord, un ensemble d'orbitales moléculaires d'essai est utilisé afin de déterminer
la densité. Cette dernière permet le calcul du potentiel effectif veff (r) , qui permet de
déterminer les solutions de (1.150), nommément les valeurs propres i et les vecteurs
propres φi. Cette procédure doit être répétée jusqu'à la convergence.
Dans l'expression du Hamiltonien de Kohn-Sham hKS (1.151), la seule inconnue est le
potentiel d'échange-corrélation vXC [ρ]. Plus la connaissance de cette dernière sera précise,
plus la densité sera connue avec précision, et donc plus l'énergie sera proche de l'énergie
exacte. Cela implique qu'il est nécessaire de trouver une expression pour la fonctionnelle
d'échange-corrélation qui se rapproche le plus de l'expression exacte. Pour cela, il existe
plusieurs approximations. La plus simple est l'approche LDA (Local Density Approxima-
tion) qui consiste à considérer la densité comme celle d'un gaz d'électrons homogènes,
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c'est-à-dire que la densité varie lentement en fonction de la position. Vient ensuite l'ap-
proche LSDA (Local Spin Density Approximation) qui est un modèle LDA prenant en
compte le spin, puis les méthodes GGA (Generalised Gradient Approximation) où l'éner-
gie d'échange-corrélation dépend non seulement de la densité mais aussi de ses dérivées,
puis les méthodes meta-GGA et enfin les fonctionnelles hybrides.
1.10.3.1 Local Density Approximation (LDA)
L'approximation LDA est la plus simple et consiste à considérer la densité comme étant
équivalente à celle d'un gaz d'électrons homogènes. Elle varie donc lentement en fonction
de la coordonnée r1. Plusieurs valeurs pour l'énergie d'échange peuvent ainsi être utilisées.
Par exemple, l'énergie d'échange formulée par Dirac est de la forme :
ELDAX [ρ] = −CX

ρ4/3 (r) dr, (1.152)






La méthode Xα proposée par Slater [34] donne quant à elle :





ρ4/3 (r) dr, (1.153)
avec α une variable. La valeur α = 2/3 permet de retrouver l'expression de Dirac. La
valeur α = 3/4 permet d'obtenir de bons résultats pour les atomes et les molécules.
L'énergie de corrélation EC [ρ] est nulle dans la méthode Xα.
Une fonctionnelle de corrélation Ec a été proposée par Vosko, Wilk et Nusair [35] et par
Perdew et Wang [36]. Les paramètres contenus dans cette fonctionnelle ont été déterminés
à partir de l'interpolation d'un ensemble de valeurs d'énergie de corrélation basées sur
des calculs Monte Carlo quantiques. Cette fonctionnelle de corrélation est à utiliser en
connexion avec ELDAX définie par Dirac (1.152).
1.10.3.2 Local Spin Density Approximation (LSDA)
Pour les systèmes à couches-fermées, les deux densités de spin ρα et ρβ sont identiques.
Ce n'est pas le cas lorsque le système traité possède des orbitales partiellement occupées.
Dans ce cas, il faut résoudre les équations pour les densités α et β séparément. Cette
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manière de procéder est équivalente à la méthode Unrestricted Hartree-Fock (UHF), et
est nommée Unrestricted Kohn-Sham (UKS).
1.10.3.3 Generalized Gradient Approximation (GGA)
Cette méthode consiste à introduire le gradient de la densité dans la description des effets
d'échange et de corrélation. Alors que la méthode LDA est locale de par la considération
d'une densité équivalente à celle d'une gaz homogène, on incorpore ici des éléments non-
locaux. En effet, le gradient de la densité permet de prendre en compte la variation de la
densité au voisinage de chaque point. On écrit donc :
EGGAXC [ρ,∇ρ] =

f (ρ,∇ρ) dr. (1.154)
Il est possible de démontrer que l'échange exact présente, lorsque la distance entre les deux
électrons r est très grande, une valeur limite : lim
r→∞
X [ρ] = − 12r , alors que cette limite dans
le cas de l'échange LDA tend exponentiellement vers zéro. Il a donc été développé des
fonctionnelles qui permettent de retrouver les limites correctes, même si il est difficile de
développer des potentiels GGA permettant de retrouver la bonne limite.
Par exemple, l'énergie d'échange-corrélation dans l'approche non-empirique de Perdew,
Burke et Ernzerhof [37] est :
EPBEX [ρ] =

ρLDAX (ρ)FX (s) dr, (1.155)







avec κ = 0, 804, b = 0, 21951, kF = (3pi2ρ)
1/3.
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LDAC (ρ) +H (t)
]
, (1.158)




















4kF/pi, β = 0, 066725 et γ = 0, 031091.
Les différents paramètres apparaissant dans les équations précédentes ne sont pas ajustés
à partir de valeurs expérimentales, mais sont déterminés à partir de diverses conditions.
Par exemple, lorsque la densité devient constante, le gaz d'électron homogène doit être
retrouvé. Aussi, les comportements asymptotiques des énergies et des potentiels doivent
être respectés. Toutes les conditions auxquelles doivent satisfaire les paramètres ont été
données par Perdew et al. [37].
1.10.3.4 Fonctionnelles meta-GGA
Dans ce cas, les fonctionnelles d'échange-corrélation dépendent non seulement de la densité
et de sa première dérivée, mais aussi des dérivées d'ordre supérieur. On introduit ainsi la







Cette dernière dépend explicitement des orbitales occupées obtenues après un calcul Kohn-
Sham. Ces orbitales sont des fonctionnelles de la densité, et ainsi, la fonctionnelle peut
être réécrite comme une fonctionnelle de la densité.
mais aussi le Laplacien de la densité ∆ρ (r) . On a donc :
Emeta−GGAXC [ρ] =

f (ρ,∇ρ, τ,∆ρ) dr (1.163)
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1.10.3.5 La connexion adiabatique
La prochaine étape dans la recherche de l'énergie la plus proche possible de l'énergie
exacte du système s'appelle la connexion adiabatique [38]. Elle consiste à ajouter à la
fonctionnelle d'échange-corrélation une portion d'échange exact (échange Hartree-Fock).
Pour ce faire, on considère un système avec une interaction électron-électron en λ/r12.
La variable λ est appelée paramètre de couplage. λ = 0 correspond à un système sans
interaction inter-électronique alors que λ = 1 est équivalent à un système avec interaction,
c'est-à-dire réel. Le potentiel externe vλS (r) est ajusté de telle manière que pour n'importe



















L'énergie du système pour le cas λ = 0 est donnée par :
E (0) = TS [ρ] +

ρ (r) v0S (r) dr, (1.165)
alors que pour λ = 1, elle s'écrit :
E (1) = TS [ρ] +





ρ (r1) ρ (r2)
r12
dr1dr2 + EXC [ρ] . (1.166)
Il faut trouver une expression pour la fonctionnelle d'échange-corrélation qui soit la plus









W λXC [ρ] dλ, (1.168)
où vλXC est le potentiel d'échange-corrélation d'un système avec interaction inter-électronique
de la forme λ/r12.
Cette dernière expression est utilisée pour obtenir des approximation à l'énergie d'échange-
corrélation.
Par exemple, la fonctionnelle d'échange-corrélation B3LYP [39, 40], est une des plus po-
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pulaire :
EB3LY PXC = (1− a)ELSDAX + aEexactX + b∆EB88X + (1− c)ELSDAC + cELY PC (1.169)
où ELY PC est la partie de corrélation définie par Lee, Yang et Paar, ∆E
B88
X celle d'échange
définie par Becke, et les paramètres a,b et c sont déterminés par ajustement par rapport
à des données expérimentales. Généralement, les valeurs typiques sont a=0,2 ; b=0,7 et
c=0,8. L'introduction d'échange exact permet d'améliorer les résultats des calculs, même
si la fraction d'échange à utiliser dépend du système étudié. Généralement, a=0,2 est une
valeur correcte pour de nombreux systèmes.
1.11 Méthode mixte sr -DFT/lr -WFT
Les méthodes post Hartree Fock présentent l'avantage de traiter correctement les interac-
tions longue-portée (interactions du type forces de van der Waals, forces de London, etc.).
Par contre, la reproduction du trou de Coulomb nécessite l'utilisation de bases contenant
beaucoup de fonctions, ce qui entraîne une augmentation du temps de calcul et des res-
sources mobilisées. L'utilisation de méthodes de calcul permettant de récupérer une large
fraction de corrélation (comme CCSD(T)) devient donc très rapidement problématique.
Le calcul de l'énergie d'échange-corrélation ne peut donc se faire de manière précise qu'au
prix d'une énorme mobilisation de ressources.
D'un autre côté, la DFT permet de traiter correctement le trou de Coulomb grâce aux
fonctionnelles d'échange-corrélation, qui sont calibrées pour décrire de la façon la plus
précise les interactions à courte-portée. Par contre, la DFT n'est pas capable de reproduire
de manière adaptée les liaisons faibles [41].
Ces deux approches présentent donc des avantages complémentaires. Cette idée de rassem-
bler une méthode DFT (pour les interactions courte-portée) et les méthodes WFT (pour
les interactions longue-portée) a tout d'abord été développée par Savin et al. [1, 42]. L'idée



















Figure 1.1: Comportement des fonctions erf, V LRee et V
SR
ee en fonction de rij avec µ=1
bohr−1.
a. erf
b. V lree c. V
sr
ee
où erf est la fonction d'erreur standard (figure 1.1.a), erfc = 1− erf est le complément
de la fonction d'erreur standard, rij est la distance entre les électrons i et j, et V LRee ,V
SR
ee
(figures 1.1.b et 1.1.c) sont respectivement les parties longue-portée et courte-portée as-
sociées au potentiel Vee. µ est le paramètre de couplage sr -DFT/lr -WFT, et s'exprime
en bohr−1. µ−1 représente la distance inter-électronique à laquelle intervient la séparation
entre les deux méthodes. De manière grossière, on peut considérer que si Rij=µ−1, les
interactions inter-électroniques telles que rij <Rij seront traitées par la DFT, alors que
celles pour lesquelles rij >Rij le seront par un calcul WFT. La partie à courte portée V SRee
est traitée par un calcul DFT de type Kohn-Sham, alors que la partie longue-portée est
traitée par un calcul WFT. La séparation entre les deux méthodes intervient de manière
douce grâce à la fonction d'erreur. Avec ce découpage, on retrouve pour µ = 0 la valeur
d'un calcul Kohn-Sham et pour µ→∞ la valeur d'un calcul WFT.
L'expression de l'énergie de l'état fondamental est obtenue par application du formalisme






〈Ψ |T + Vne + Vee|Ψ〉
)
. (1.173)
















∣∣T + Vne + V LRee ∣∣Ψ〉) . (1.174)
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On constate que les premier et deuxième termes à droite du signe égal contiennent tous








∣∣T + Vne + V LRee ∣∣Ψ〉) , (1.175)
ESR0 [ρ] = min
Ψ→ρ




∣∣T + V LRee ∣∣Ψ〉 . (1.176)
ESR0 [ρ] est une fonctionnelle universelle à courte-portée de type Hohenberg et Kohn, com-
posée d'un opérateur de Coulomb J et d'une contribution d'échange-corrélation EXC [ρ]
(qui devient ainsi non seulement dépendante de ρ, mais aussi de µ) :
ESR0 [ρ] = J








ρ (r2) dr1dr2, (1.178)
ESRXC [ρ] =

vSRXC (ρ) ρ (r) dr. (1.179)





∣∣T + Vne + V LRee ∣∣Ψ〉+ JSR [ρΨ] + ESRXC [ρΨ]} . (1.180)
La variation de cette équation implique que la fonction d'onde ΨLR minimisant E0 doit
être une fonction propre du Hamiltonien :




J [ρ] + V
SR
XC [ρ] . (1.181)
Le Hamiltonien du système est remplacé par (1.181). L'opérateur bi-électronique Vee est
séparé en trois parties : une partie longue-portée bi-électronique V LRee , et deux potentiels
courte-portée mono-électroniques obtenus en dérivant les opérateurs JSR et V SRXC de la
manière suivante : V SRJ [ρ] = δJ
SR/δρ et V SRXC [ρ] = δE
SR
XC/δρ. Il est intéressant de faire
le lien entre les formules précédentes et la connexion adiabatique. En effet, lorsque µ=0,
l'opérateur HLRSR−KS devient l'opérateur de Kohn-Sham usuel. La fonction d'onde longue-
portée ΨLR devient ainsi un déterminant de Kohn-Sham, qui ne correspond pas au système
physique, car ΨLR ne contient pas explicitement les effets d'échange-corrélation courte-
portée. Par contre, la vraie fonction d'onde est retrouvée lorsque µ→∞.
D'un point de vue pratique, le calcul mixte sr -DFT/lr -WFT s'effectue de la manière
suivante :
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 calcul des intégrales bi-électroniques modifiées (longue-portées), qui sont stockées sur
le disque,
 un calcul Kohn-Sham est effectué avec un Hamiltonien prenant en compte les différentes
contributions d'échange longue-portée, de corrélation et d'échange courte-portée, et de
Coulomb total,
 les orbitales issues du calcul Kohn-Sham sont utilisées pour calculer la densité, qui
permet elle-même de calculer l'énergie. Le processus se répète jusqu'à convergence de
la densité,
 enfin, la contribution de corrélation longue-portée est ajoutée. Il a été démontré par
Ángyán et al. [8] que la densité n'est pas affectée par l'ajout de termes perturbatifs
(tout au moins pour les méthodes jusqu'au second ordre). Il n'est donc pas nécessaire
de faire une mise à jour de la densité.
Les prémices de la méthode mixte sr -DFT/lr -WFT ont été posés dans les années 80 par
Savin et al. [1]. Elle a ensuite été implémentée dans le programme de calcul ab initio
Molpro [3] à la fin des années 90 [44]. Par la suite, cette méthode a subi de nombreuses
amélioration, autant au niveau DFT qu'au niveau WFT.
Au niveau sr -DFT, la première fonctionnelle courte-portée développée a été sr -LDA
[2, 42]. La contribution d'échange a été calculée analytiquement dans l'approximation
d'un gaz d'électrons homogène. La contribution de corrélation a été construite à partir
de l'interpolation de calculs Coupled-Cluster dans l'approximation du gaz d'électrons ho-
mogène pour différentes valeurs de µ et du rayon de Wigner-Seitz (rs). Cela a conduit à
multiplier la fonctionnelle de corrélation VWN [35] par un facteur de correction courte-
portée. Ensuite, une fonctionnelle courte-portée de type GGA a été développée, tout
d'abord pour les systèmes à couches-fermées [45], puis pour ceux à couches-ouvertes [5].
La contribution d'échange PBE est obtenue en faisant dépendre explicitement l'énergie
originelle (1.155)(1.156) de µ. Cette dépendance se retrouve dans le paramètre b (1.156),
alors que le paramètre κ reste inchangé. La contribution de corrélation a été obtenue de
la même manière [46]. Enfin, en 2009, une fonctionnelle courte-portée méta-GGA a été
développée [6].
Au niveau lr -WFT, la première méthode développée a été l'Interaction de Configuration
lr-CI [44]. Ensuite, la partie longue-portée a été étendue aux méthodes lr -MP2 [8], lr -
CCSD et lr -CCSD(T) [4]. En 2008, Goll et al . ont proposé l'extension des formalismes
longue-portée à l'utilisation d'orbitales locales [46]
Les méthodes mixtes sr -DFT/lr -WFT, ont été appliquées à de nombreux systèmes. Tout
d'abord à des atomes et molécules diatomiques d'éléments de la première période du
65
tableau périodique [44], puis de la second période [7]. Ensuite, aux dimères de gaz rares






1.12 Programmation dans MOLPRO : démarche
Molpro [3] est un programme de chimie théorique initialement développé par Hans-
Joachim Werner à l'Institut für Theoretische Chemie de Stuttgart et par Peter John
Knowles à l'université de Cardiff depuis plus de vingt ans. Depuis, de nombreuses per-
sonnes à travers le monde sont chargées de développer de nouvelles fonctionnalités mais
aussi d'entretenir le programme afin que les nouvelles options soient compatibles avec ce
qui a déjà été fait. La principale particularité de Molpro est l'utilisation de méthodes
de corrélation électronique très poussées (multiconfiguration SCF, multiconfiguration CI,
méthodes explicitement corrélées F12...) afin d'obtenir pour les systèmes analysés la pré-
cision la plus grande possible quant aux propriétés étudiées. Même si les calculs post
Hartree-Fock sont principalement favorisés, il est aussi possible de faire des calculs DFT.
Les différentes méthodes de calcul utilisées par Molpro sont réparties dans 57 répertoires,
qui contiennent chacun en moyenne une cinquantaine de fichiers écrits en langage C, C++
et Fortran. Le code contient plus de un million de lignes.
La programmation dans Molpro est donc complexe car l'appel d'une routine provoque
généralement l'appel d'une subroutine qui déclenche quant à elle l'appel d'une autre su-
broutine, etc. Même les modifications qui peuvent paraître anodines se révèlent rapide-
ment beaucoup plus compliquées à mettre en ÷uvre que prévu. Le développement d'un
nouveau code nécessite de localiser avec précision la partie du logiciel dans laquelle insérer
ses modifications, mais aussi de comprendre les différentes routines afférentes dans le but
d'apporter le bon changement, tout en veillant à ne pas dégrader d'autres parties du code
dont pourraient dépendre les routines modifiées.
Mon travail de programmeur s'est déroulé en plusieurs étapes. Tout d'abord, il m'a fallu
analyser l'architecture de Molpro, c'est-à-dire identifier les différentes routines utiles à
l'implémentation des gradients, et les comprendre afin d'être à même de les modifier pour
apporter mes changements. Cette étape a été longue, car comme les fichiers contiennent
en moyenne plus de mille lignes de code, il n'est pas forcément aisé de déterminer le point
précis où apporter ses modifications.
Une fois ce premier travail effectué, j'ai entamé la phase de programmation, qui consiste
à transformer une formule théorique en une série de lignes de code Fortran comprenant
des multiplication de matrices et des boucles.
La troisième étape, qui fut la plus fastidieuse mais hélas indispensable, a été la recherche
intensive d'erreurs de codage, inhérentes au travail de programmeur.
Enfin, il a fallu optimiser le code pour qu'il soit le plus efficace possible, c'est-à-dire
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mobiliser le moins de ressources temporelles et informatiques possibles, mais aussi adapter
le formalisme utilisé au cas d'un calcul en parallèle.
1.13 Propriétés moléculaires : calcul des gradients
Une propriété moléculaire est la réponse d'une fonction d'onde, d'une énergie ou d'un
opérateur à une perturbation. Cette dernière peut être de différente nature. Par exemple,
un champ électrique externe, un champ magnétique, ou, dans le cas qui nous intéresse,
un changement dans la géométrie moléculaire. Il existe plusieurs manières de calculer
la réponse d'un système à une perturbation. Dans les chapitres précédents, on a vu un
développement basé sur la théorie des perturbations, qui a conduit au formalisme de
Møller-Plesset d'ordre deux (MP2). Une autre manière de procéder consiste à dériver
directement l'objet subissant la perturbation par rapport à cette dernière.
Par exemple, si l'objet soumis à la perturbation est l'énergie et que la perturbation est
caractérisée par un paramètre de force λ, l'expansion de l'énergie en série de Taylor permet
d'écrire :








+ · · · . (1.182)
La dérivée première de l'énergie par rapport à la position est appelée gradient de l'énergie,
et la dérivée seconde est appelée Hessien. Le gradient peut être calculé de deux manières :
 soit numériquement, en utilisant la méthode des différences finies,
 soit analytiquement, avec pour point de départ les équations associées à une méthode
de calcul.
1.13.1 Dérivées numériques
La dérivée de l'énergie peut être calculée d'une manière simple en utilisant la méthode




E (∆R)− E (−∆R)
2∆R
, (1.183)
avec ∆R un pas de déplacement choisi. Le principal avantage d'un tel formalisme est que
l'on n'a besoin que de l'énergie du système à un point donné. Par contre, cette méthode
présente quelques inconvénients :
 le coût de calcul. En effet, la différenciation numérique requiert le calcul de l'énergie en
(au moins) deux points différents.
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 La dépendance des gradients au pas de déplacement choisi.
Une alternative au calcul des gradients numériques est la différenciation analytique.
1.13.2 Dérivées analytiques : généralités
Les gradients analytiques présentent l'avantage d'être exacts et de consommer beaucoup
moins de ressources informatiques que leurs homologues numériques. Il est donc de grand
intérêt de disposer en chimie quantique de gradients analytiques pour calculer la réaction
d'un système à un changement de géométrie des noyaux, dans l'objectif d'avoir accès à la
géométrie la plus stable du composé.
L'énergie du système et la fonction d'onde associée Ψ dépendent d'un changement de
coordonnées nucléaires. Ces deux quantités dépendent donc de la perturbation de deux
manières différentes : explicitement par l'intermédiaire de paramètres fixés (par exemple
les fonctions de base centrées sur les noyaux), implicitement par le biais des paramètres
de la fonction d'onde déterminés par des jeux d'équations (par exemple les coefficients
des orbitales moléculaires, les amplitude MP2, etc). Ces derniers paramètres sont pour la
suite regroupés dans la notation c.
L'énergie s'exprime donc :
E = E (x, c (x)) , (1.184)
et l'équation pour les paramètres c est donnée par :
g (c (x)) = 0. (1.185)
Les restrictions auxquelles doivent répondre les paramètres c sont représentées par la


















La première contribution de (1.186) correspond à la dépendance explicite à la perturba-
tion. Elle consiste en la dérivée des intégrales mono- et bi-électroniques par rapport à la
perturbation. La seconde contribution est plus problématique, car elle inclut les dérivées
des coefficients contenus dans c, dérivées qui ne sont pas connues explicitement.
Il est maintenant nécessaire de faire la distinction entre les paramètres variationnels et
non-variationnels. Les premiers sont par exemple les coefficients des orbitales moléculaires
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dans la théorie Hartree-Fock, ou les coefficients CI dans la théorie d'interaction de confi-
gurations. Les paramètres non-variationnels sont par exemple les amplitudes CC dans la
théorie Coupled-Cluster.




La condition (1.187) est due au fait que l'énergie est variationnelle par rapport à un
changement de ses coefficients. On n'a donc pas besoin de calculer explicitement la dérivée
de E par rapport à c.
La situation se complique dans le cas où les coefficients ne sont pas variationnels. Une
alternative possible consiste en la construction d'un Lagrangien L, comprenant un multi-
plicateur de Lagrange κ, assorti de restrictions concernant les paramètres. Ces restrictions
sont représentées par la fonction g. Le Lagrangien s'écrit ainsi :
L (x, c (x) , κ) = E (x, c (x)) + κg (x, c (x)) . (1.188)







Si ces conditions sont respectées, le Lagrangien est alors équivalent à l'énergie définie




































comme la valeur du Lagrangien est égale à celle de l'énergie, l'expression (1.192) est aussi
celle du gradient. On n'a donc pas besoin de calculer explicitement la dérivée des pa-
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ramètres. Par contre, contrairement au cas variationnel, on a besoin de s'assurer que la
condition de stationnarité (1.190) est remplie, ce qui occasionne des calculs supplémen-
taires.
La technique lagrangienne est très souvent employée pour obtenir les gradients. Des appli-
cations de ce formalisme sont présentées dans les paragraphes suivants pour les gradients
Hartree-Fock et MP2.
1.13.3 Gradients Hartree-Fock























































avec Fαβ = Hαβ +
∑
γδ
(〈χαχγ|χβχδ〉 − 12 〈χαχγ|χδχβ〉). Les deux premiers termes sont

















































La dérivée de l'opérateur G disparait car il ne dépend pas de la position des noyaux.
Le dernier terme de l'équation (1.195) contient la dérivée de la matrice densité Dαβ =∑Mocc
i CαiC
†














Comme la fonction Hartree-Fock est optimisée variationnellement, il n'est pas nécessaire
de calculer directement la dérivée des coefficients. En utilisant l'équation de Roothaan-



































L'utilisation des conditions d'orthonormalité des orbitales moléculaires permet de réex-













































L'équation (1.201) est l'expression du gradient Hartree-Fock. Elle fait intervenir les dé-







Il n'a pas été besoin de dériver explicitement les coefficients moléculaires, mais cela doit
généralement être fait dans le cas de méthodes où l'énergie n'est pas directement va-
riationnelle. L'expression du gradient Hartree-Fock reste ainsi relativement simple. Pour
l'obtention des gradients MP2, la situation est beaucoup plus compliquée.
1.13.4 Gradients MP2
Afin de dériver la formule des gradients MP2, il est préférable non pas de prendre pour




∣∣∣H(0) − E(0)∣∣∣Ψ(1)〉+ 2 〈Ψ(1) |H|Ψ(0)〉 , (1.202)
avec H(0) le Hamiltonien non-perturbé, Ψ(0) et Ψ(1) respectivement les fonctions d'onde
à l'ordre zéro et un. Ψ(0) est la fonction d'onde obtenue après le calcul Hartree-Fock de


















avec les configurations doublement excitées définies comme :
φabij = EaiEbj
∣∣Ψ(0)〉 . (1.204)
Afin d'établir l'expression des gradients MP2, il est nécessaire que l'énergie soit station-
naire par rapport à une variation des amplitudes MP2 (T ), contenues dans le dévelop-
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pement de Ψ(1). La recherche de cette condition se fait par la minimisation de l'énergie
(1.202) par rapport à T . On introduit les amplitudes contravariantes définies par :
T˜
ij
= 2T ij − T ji. (1.205)
En utilisant ces amplitudes, la dérivée de l'énergie se réexprime sous la forme :
∂E2
∂T˜ ijab
= 2Rijab = 0, (1.206)




∣∣∣H (0) − E(0)∣∣∣Ψ(1)〉+ 〈φ˜abij |H|Ψ(0)〉 . (1.207)
L'équation (1.207) est obtenue en remplaçant la fonction d'onde au premier ordre par son
expression, et en dérivant par rapport aux amplitudes.
Si l'équation (1.206) est résolue, l'énergie de Hylleraas est égale à l'énergie MP2, et est
stationnaire par rapport à de petites variations d'amplitude T ijab.
En utilisant les règles de Slater-Condon pour les éléments de matrices (voir Table 1.1,
page 15), il est possible de montrer que le résidu s'écrit explicitement sous la forme :
Rijab =
[










avec Kijab = (ai|bj) la matrice d'échange. Dans le cas d'orbitales canoniques, l'expression
développée du résidu (1.208) permet d'obtenir l'expression des amplitudes en fonction de
K et des énergies des orbitales moléculaires. Cette expression a déjà été présentée dans
la section consacrée au calcul MP2 (1.114). Par contre, si l'opérateur de Fock n'est pas
diagonal, comme c'est le cas par exemple pour des orbitales localisées, les amplitudes
doivent être déterminées en résolvant un jeu d'équations linéaires.
























avec 〈AB〉 =∑rsArsBsr. La matrice d(2)rs s'exprime de façon différente selon que rs sont



























Cette matrice représente la correction à apporter à la matrice densité Hartree-Fock d(0)
dans le cas d'un calcul MP2.
Maintenant que l'expression de l'énergie MP2 est trouvée, il faut construire le Lagrangien
qui permettra d'obtenir l'expression des gradients. L'énergie (1.209) est stationnaire par
rapport aux amplitudes MP2. Le Lagrangien doit aussi répondre à la condition de sta-
tionnarité par rapport à une rotation entre orbitales occupées et virtuelles. En d'autres
termes, les conditions de Brillouin fai = 0 doivent être remplies. Ces conditions s'ex-
priment à l'aide des multiplicateurs de Lagrange z. De plus, les conditions d'orthonor-
malité C†SC = 1 doivent être respectées pour les orbitales occupées comme pour les
virtuelles. Le multiplicateur de Lagrange associé à cette condition est x. Le Lagrangien
MP2 s'exprime finalement sous la forme :









































L'énergie E2 est stationnaire par rapport à un changement d'amplitudes T˜ . Ainsi, ∂L∂T˜ = 0.
Il reste à déterminer les multiplicateurs de Lagrange x et z . Ils sont déterminés en utilisant
les conditions de stationnarité du Lagrangien par rapport à une rotation d'orbitales Urs.
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= 0. Pour cela, il est plus pratique de poser U = V + 1, ce qui implique
C˜ = C+CV . Le Lagrangien (1.211) se développe donc selon un développement de Taylor











L (0) est le Lagrangien non-perturbé par la rotation d'orbitales.
L'équation (1.211) est composée de termes qui doivent être développés au premier ordre
en V . Comme nous aurons besoin par la suite de développer les gradients pour notre
méthode mixte, nous allons ici nous attarder sur le mécanisme qui permet d'obtenir les
termes du développement, afin d'être en mesure d'expliquer le plus précisément possible
le processus permettant d'obtenir les gradients sr -DFT/lr -MP2.
Le premier terme du Lagrangien (1.211) fait intervenir les coefficients orbitalaires par





















T˜ ijrs (ai|bj) (1.216)




































L'équation précédente contient des termes jusqu'au quatrième ordre en V , alors que nous
n'avons besoin pour la suite que des termes au premier ordre. En supprimant dans l'équa-














Vrj (ai|br) . (1.218)


































































































est appelée opérateur d'échange extérieur.





se décompose en 2 parties grâce à l'intervention de l'expression de














. La décomposition de〈
d(2)h
〉

































































Le regroupement des différentes contributions (1.222), (1.221) et (1.220) dans le Lagran-
gien (1.214) permet d'obtenir :




























































La quantité Ari représente la contribution entre une orbitale quelconque r et une orbitale
occupée i, Aar entre une virtuelle a et une quelconque r et A˜rs entre deux orbitales















A + A˜− x
]
= 0. (1.227)
La matrice x est hermitienne (x† = x), ce qui permet de définir les deux équations :
0 = Ars + A˜rs − xrs, (1.228)



















τ est l'opérateur de permutation de deux particules. La deuxième condition (1.231) est
automatiquement satisfaite pour les blocs externes et internes, mais pas pour le mélange
des deux. Pour ce dernier cas, on écrit :




= Aai + A˜ai − Aia − A˜ia (1.232)
L'utilisation des éléments du Lagrangien (1.224) (1.225), (1.226), ainsi que celle des
propriétés de l'opérateur de Fock dans la base des orbitales atomiques (fij = iδij et
fab = aδab) et de la densité Hartree-Fock (d
(0)
ij = 2δij) permet d'obtenir l'équation sui-
vante :
0 = Aai − Aia + (a − i) zai + 4g (z¯)ia
m
zai = −Aai − Aia + 4g (z¯)ai
(a − i) . (1.233)
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avec :












G (Z) correspond à la partie bi-électronique de l'opérateur de Fock évaluée dans la base
des orbitales atomiques. La contribution (1.233) est nommée équation Z-HF [49], et doit
être résolue de façon itérative.
Une fois cette équations résolue, le Lagrangien est stationnaire par rapport à tous ses
paramètres. La détermination du gradient total se fait en ajoutant les gradients Hartree-


































d(0) + d(2) + z¯
]
C† (1.237)
Les conventions suivantes sont adoptées : x signifie que la quantité est dérivée par rapport
à toutes ses variables, (x) que la quantité est évaluée avec la dérivée des intégrales (les
coefficients SCF et MP2 n'étant pas modifiés) et [x] une contribution évaluée avec la
dérivée des coefficients SCF (les intégrales n'étant pas dérivées).
D est la matrice densité effective à une particule. Elle comprend la matrice Hartee-Fock
d(0), assortie de corrections MP2 (d(2) et z¯). La matrice densité effective du second ordre
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1.14 Gradients mixtes sr -KS/lr -HF
1.14.1 Formalisme





































L'adaptation de cette formule au cas mixte s'effectue en deux étapes :
 modification de la dérivée des intégrales bi-électroniques (c'est-à-dire le remplacement
des intégrales normales par les intégrales longue-portée),
 incorporation dans l'expression du gradient Hartree-Fock (1.239) des dérivées des éner-
gies de Coulomb courte-portée (JSR(x)) et d'échange-corrélation courte-portée (ESR(x)XC ).
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χ∗ρ (r2)χσ (r2) dr1dr2. (1.244)
La fonctionnelle d'échange-corrélation ESRXC est évaluée sur une grille de points repérés par
λ. La dépendance à la grille est signifiée dans la partie d'échange corrélation par la notation






(par l'intermédiaire de la densité) dépendent
ainsi de la grille. Dériver ESRXC par rapport aux cordonnées atomiques X entraîne une
variation de la grille, qui entraîne une variation des poids mais aussi de la fonctionnelle.




















































































On rappelle que la notation χ représente des orbitales atomiques.













L'introduction de l'expression de la dérivée de la densité (1.247) dans la dérivée de la
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La dérivée JSR(x) de la contribution de Coulomb courte-portée s'obtient d'une manière










ρσ (µν|ρσ)SR(x) . (1.249)
L'injection de la dérivée de l'énergie d'échange-corrélation (1.248) et de la dérivée de
l'énergie de Coulomb (1.249) dans l'expression des gradients Hartree-Fock (1.239) permet


































































Cette formule doit maintenant être intégrée dans le programme Molpro [3].
1.14.2 Implémentation dans Molpro
L'implémentation des gradients mixtes sr -KS/lr -HF dans Molpro se fait en trois étapes :
 Modification des dérivées des intégrales bi-électroniques,
 Ajout de la contribution JSR(x),
 Ajout de ESR(x)XC .
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1.14.2.1 Modification des dérivées des intégrales bi-électroniques
Les intégrales bi-électroniques sont obtenues avec le code de calcul d'intégrales SEWARD
[50]. Pour une intégrale 〈ab|cd〉 composée de quatre fonctions gaussiennes, le préfacteur





Pour quatre gaussiennes nommées a, b, c, d avec respectivement les quatre exposants
α, β, γ, δ, on définit les éléments κab , κcd comme le produit des préfacteurs des gaussiennes
a, b et c, d respectivement, et η = α+ β et ζ = γ + δ.
Ce préfacteur est crucial lors du calcul des intégrales. En effet, si sa valeur est en dessous
d'un certain seuil (fixée par l'utilisateur de Molpro), les intégrales seront automatiquement
négligées. Cela permet d'éliminer des contributions inutiles, et ainsi augmenter la vitesse
d'évaluation des intégrales, qui est la partie la plus coûteuse lors d'un calcul en chimie
quantique (croissance en O (N4), avec N la taille de la base).
L'adaptation des intégrales bi-électroniques au cas mixte entraîne uniquement un chan-
gement de préfacteur [44]. Ce dernier doit être remplacé par l'expression :
2pi5/2κabκcd
1√





La séparation courte-portée/longue-portée est réalisée dans les intégrales par l'intermé-
diaire du paramètre µ. On constate que lorsque µ est très grand (µ→∞), on retrouve les
intégrales usuelles. Il a donc fallu changer le préfacteur calculé dans la partie de Molpro
effectuant les dérivées des intégrales (programme ALASKA [51]).
1.14.2.2 Ajout de la dérivée de l'énergie coulombienne
Lors de l'exécution d'un calcul de gradients mixtes, le programme utilisera toujours, après
modification du préfacteur, la dérivée des intégrales longue-portée. Ainsi, d'après l'expres-
sion des gradients Hartree-Fock (1.239), les contributions d'échange et de Coulomb seront
toutes deux longue-portée. Or on a besoin de la partie de Coulomb évaluée avec les inté-
grales totales (non-modifiées), et de la contribution d'échange évaluée avec les intégrales
longue-portée. Il faut donc modifier le calcul de la partie de Coulomb afin d'utiliser dans
ce cas là (et seulement dans ce cas là) les intégrales non-modifiées.
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D'un point de vue pratique, la modification d'un paramètre dans le code ALASKA [51]
permet de calculer les dérivées des contributions de Coulomb et d'échange séparément. On
calcule tout d'abord la partie d'échange en utilisant les intégrales longues-portées (XLR(x)).
Ensuite, on court-circuite le calcul de la partie d'échange, et on calcule le potentiel de
Coulomb J (x) avec les intégrales non-modifiées. La dernière étape consiste à additionner
ces deux contributions afin de reconstituer les gradients mixtes.
1.14.2.3 Ajout de la dérivée de l'énergie d'échange-corrélation
Il reste à ajouter la dérivée de l'énergie de la fonctionnelle courte-portée aux contributions
précédentes. Pour ce faire, nous avons utilisé la routine calculant les gradients DFT, qui,
utilisés avec les fonctionnelles courte-portée disponibles - ecerf, exerf pour LDA courte-
portée [2, 42] et ecerfpbe, exerfpbe pour PBE courte-portée [45, 5] - et les intégrales
longue-portée permettent de calculer la contribution manquante.
Les gradients sr -KS/lr -HF sont implémentés dans la version Molpro 2009.2. Ils fonc-
tionnent non seulement avec des orbitales canoniques, mais aussi avec des orbitales loca-
lisées.
1.15 Gradients sr -KS/lr -MP2





∣∣T + Vne + V lree ∣∣Ψ〉+ JSR [ρΨ] + ESRXC [ρΨ]} . (1.253)





































































La contribution MP2 aux gradients (sans tenir compte de la contribution Hartree-Fock
E
(x)

























































Il faut maintenant adapter ce formalisme au cas d'un calcul de gradients mixtes sr -
DFT/lr -MP2. Cette modification se décompose en quatre points clefs, présentés succinc-
tement ci-dessous, avant d'être détaillés ultérieurement dans les paragraphes afférents.
 La dérivée des intégrales bi-électroniques doit être remplacée par celle des intégrales
longue-portée. Cette modification a déjà été explicitée pour les gradients sr -KS/lr -HF
(voir section 1.14.2.1) et ne sera donc pas redétaillée ici.
 La matrice X (1.255) contient une référence à l'opérateur de Fock f . Ce dernier doit
tenir compte dans le cas mixte des potentiels de Coulomb et d'échange-corrélation
courte-portée. Il doit donc être modifié en conséquence.
 Il faut rajouter aux gradients les dérivées par rapport aux fonctions de base des contri-
butions courte-portée : V SR(x)XC et J
SR(x). Ces opérateurs n'ont pas les mêmes expressions
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que celles établies lors des gradients sr -KS/lr -HF.
 Les éléments A et A˜ des gradients MP2 (voir les équations (1.224),(1.225) et (1.226))
contiennent une référence explicite à l'opérateur de Fock. Comme ce dernier a été mo-
difié par l'ajout des contributions courte-portée, et que ces formules servent de base au
calcul des équations CPHF, il va falloir ajouter des termes aux éléments A et A˜.
1.15.1 Opérateur de Fock mixte
Comme dans le cas des gradients sr -KS/lr -HF, il est nécessaire de compléter l'opérateur
de Fock longue-portée préexistant par sa contre-partie courte-portée :
F = F LR + F SR. (1.259)
Avec, dans la base des orbitales atomiques :



















































1.15.2 Addition des contributions courte-portée




















les intégrales longue-portée. Or, pour réaliser le couplage sr -DFT/lr -MP2, on a besoin de







, les deux évaluées avec les intégrales courte-portée.










D(0)ρσ (µν|ρσ)SR(x) . (1.264)
(1.264) nécessite l'utilisation de la matrice densité D (1.256), composée de la matrice
non-perturbée D(0), d'une correction MP2 à la matrice densité D(2), et du multiplicateur
de Lagrange Z.
Concernant la contribution d'échange-corrélation courte-portée, on doit tout d'abord ajou-
ter la contribution Hartree-Fock, calculée avec la matrice densité non-perturbée D(0) gar-







































































On doit ensuite rajouter la contribution MP2 déterminée à partir de l'énergie de Hylleraas,











∣∣V SRXC (ρ(0))∣∣ ν〉 se développe sur la grille de points comme :〈
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La dérivée de la contribution d'échange-corrélation (1.268) est obtenue en dérivant l'équa-
tion (1.266) en fonction de toutes ses composantes dépendantes des coordonnées ato-
miques. Ainsi, on obtient une expression contenant la dérivée des poids de la fonc-















L'équation (1.268) contient la dérivée première par rapport à la densité du potentiel








. Cette quantité n'étant pas disponible
initialement dans Molpro pour les fonctionnelles courte-portée, il a fallu la calculer. Au-
tant le calcul de la dérivée du potentiel d'échange courte-portée LDA ne présente pas de
difficulté particulière, autant celui de la contribution de corrélation contient des termes
beaucoup plus compliqués et a donc nécessité l'utilisation du logiciel Mathematica [52]
afin d'obtenir ses différentes composantes. Les détails concernant les formules analytiques
de ces potentiels sont donnés Annexes B-1 et B-2.
1.15.3 Équations CPHF
Le gradient MP2 est obtenu à l'aide de la minimisation du Lagrangien (1.211) par rapport
aux amplitude MP2, aux fonctions de base χ et aux coefficients moléculaires C. On a vu
que cette dernière condition pouvait être exprimée à l'aide d'une matrice U simulant des
rotations orbitalaires. Dans cette partie, on va s'intéresser à la stationnarité du Lagrangien
par rapport à cette rotation d'orbitales. Cette condition va conduire à l'établissement des
équations Coupled-Perturbed Hartree-Fock (CPHF) dans le cas d'une méthode mixte.
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Lorsque l'on désire réaliser un calcul sr -DFT/lr -MP2, il est nécessaire de compléter
l'opérateur de Fock f à l'aide des contributions de Coulomb courte-portée JSR (avec
JSRµν =
∑








































C†SC − 1)〉 .
Le remplacement de fSR par sa valeur implique l'apparition de nouveaux termes dépen-
dants des coefficients moléculaires. Ces termes doivent donc être développés en fonction

















(1.271) en faisant appa-
raître explicitement la matrice de rotation V . L'utilisation de l'expression du potentiel



























La modification des orbitales lors d'une rotation est modélisée par :






L'introduction de (1.276) dans (1.275) et le développement au premier ordre en V entraîne








































































Les deux premiers membres de (1.277) sont identiques. La densité ρ(0)λ présente dans





































































































L'expression (1.281) est un terme mixte. En effet, elle fait à la fois référence à la méthode
Kohn-Sham par l'intermédiaire du potentiel d'échange-corrélation V SRXC , et à celle MP2
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grâce à la matrice densité corrigée d(2).




(1.272) est réalisé de manière analogue à celui de (1.271),

































qui est une densité non pas évaluée avec la matrice densité d usuelle, mais avec la quantité
z¯ (1.233), (1.212).
Les termes contenant le potentiel courte-portée JSR ((1.273) et (1.274)) se développent
de la même manière que les termes contenant le potentiel longue-portée JLR. Cette dé-
composition a déjà été explicitée dans la partie concernant les gradients MP2.
L'addition des différentes contributions étudiées ci-dessus au Lagrangien (1.211) entraîne :















































Il est possible de réécrire l'équation précédente. En effet, l'opérateur de Fock complet
s'écrit f = fLR + JSR + V SRXC . On peut donc regrouper les termes comprenant J
SR et
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V SRXC dans cet opérateur. Le Lagrangien mixte sr -DFT/lr -MP2 se réexprime ainsi :





























































− 〈V †x〉 .
L'opérateur g contient la contribution de Coulomb avec les intégrales non-modifiées et
celle d'échange évaluée avec les intégrales longue-portée. La dérivée du Lagrangien (1.285)



























































































Ces expressions représentent les différentes interactions classifiées selon la nature des orbi-
tales qui contribuent au Lagrangien (1.211). En effet, Ari (1.286) est l'élément de matrice
entre une orbitale quelconque r et une orbitale occupée i, Aar (1.287) entre une orbitale
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virtuelle a et une quelconque r et A˜rs entre deux orbitales quelconques.
Le seul fait de modifier l'opérateur de Fock longue-portée en lui rajoutant sa contre-partie
courte-portée manquante permet de tenir compte des termes décrits ci-dessus. Par contre,
les termes comprenant la dérivée du potentiel d'échange-corrélation courte-portée V SR
′
XC
restent à prendre en compte dans l'établissement des équations CPHF.
D'après (1.223), le Lagrangien s'écrit maintenant à l'aide de (1.286), (1.287), (1.288) sous
la forme :




A + A˜− x
)〉
(1.289)
La condition de stationnarité du Lagrangien par rapport à une rotation d'orbitales repré-

























Ars + A˜rs + Asr + A˜sr
)
(1.291)
0 = Ars + A˜rs − Asr − A˜sr (1.292)
La deuxième condition est remplie pour les blocs internes et externes, mais pas pour le
mélange des deux. Dans dernier cas, on obtient :
0 = Aai + A˜ai − Aia − A˜ia. (1.293)
Dans le cas d'un calcul MP2 avec des orbitales canoniques, on a vu que la condition
(1.293) entraîne la valeur de z suivante (1.233) :
zai = −Aai − Aia + 4g (z¯)ai
(a − i) . (1.294)
Dans le cas mixte, la présence de termes supplémentaires pour les contributions A et A˜ va
occasionner des modifications de l'expression de z. En ne tenant compte que des termes
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inédits en V SR
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L'utilisation de l'expression de Γ(1.281) et des propriétés de la matrice densité d'ordre















Le terme (1.296) vient se rajouter à (1.233) pour ainsi former la matrice z mixte, dont
les éléments sont donnés par :
zai = −













(a − i) , (1.297)
avec :














Les équations CPHF mixtes représentent l'étape la plus coûteuse lors d'un calcul ana-
lytique de gradients. En effet, ces équations sont résolues de manière itérative jusqu'à
l'obtention de la convergence. La grille DFT doit être recalculée lors de chaque itération.
A titre d'exemple, une grille qualifiée de 'fine' lors d'un calcul sur une molécule d'eau est
composée de 506604 points. Par contre, le nombre de points ne dépend pas de la base
utilisée.
De plus, les ressources utilisées pour les équations CPHF augmentent en ngridpoints ×N2,
où ngridpoints est le nombre de points composant la grille, et N est la taille de la base. On
voit donc que pour des bases importantes, les équations CPHF sont très demandeuses en
ressources informatiques.
Ce désavantage est contrebalancé par le fait que dans le cas général, la résolution des
équations CPHF n'excède pas plus de dix itérations.
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Tableau 1.2: H2O : erreur absolue de la composante dE/dz entre les gradients numériques
et analytiques pour différentes valeurs de µ (bohr−1), et pour différentes bases.
µ/base vdz [53] vtz [53] vqz [22]
0,1 1,10−6 9,72.10−7 9,99.10−7
0,2 9,99.10−7 9,65.10−7 9,57.10−7
0,3 9,91.10−7 9,69.10−7 9,85.10−7
0,4 9,79.10−7 9,70.10−7 1,01.10−6
0,5 9,68.10−7 9,72.10−7 9,57.10−7
0,6 9,77.10−7 9,50.10−7 9,44.10−7
0,7 9,67.10−7 9,40.10−7 9,31.10−7
0,8 9,56.10−7 9,30.10−7 9,08.10−7
0,9 9,47.10−7 9,916.10−7 9,51.10−7
1,0 9,45.10−7 9,48.10−7 9,55.10−7
1.16 Bilan
Les formules précédentes ont été implémentées dans la version de développement 2009.2
de Molpro. Les diagrammes concernant l'implémentation des gradients ainsi que quelques
détails concernant les subroutines sont donnés Annexe C.
Des tests ont été réalisés pour différents composés (notamment C2H4, H2O et HF), diffé-
rentes bases et différentes valeurs de µ. Les résultats obtenus ont été comparés avec ceux
réalisés par une procédure de calcul de gradients numériques la plus précise possible (grille
DFT très fine). Dans tous les cas, la différence des gradients des énergies en coordonnées
cartésiennes obtenue par ces deux méthodes n'excède pas 1, 10−6 Hartree (voir Table 1.2
pour le cas de H2O)
Le calcul du gradient numérique est basé sur la méthode des différences finies. La dérivée




f (a+ h)− f (a)
h
(1.299)
où h est le pas. Dans notre cas, ce sera la différence de coordonnées entre deux géométries.
L'avantage des gradients analytiques sur ceux numériques est manifeste, en effet, le temps
de calcul des gradients numériques est beaucoup plus important que celui des gradients
analytiques. Pour la molécule C2H4, le temps CPU (Central Processing Unit) est de
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986 secondes pour les gradients analytiques, contre 27728 secondes pour les gradients
numériques. Cela représente presque un facteur 30 entre les deux calculs.
Cette forte diminution du temps de calcul nous permet de pouvoir optimiser des systèmes







Application aux interactions non-liées
Les interactions moléculaires peuvent être classées en deux catégories : les interactions
liées et les interactions non-liées. Les premières peuvent être subdivisées en interactions
covalentes, ioniques, métalliques, etc. Les secondes en interactions de transfert de charge
(Charge Transfer), liaisons hydrogènes (Hydrogen Bond), dipolaires (Dipolar Interaction)
et en force de London. L'analyse de ces interactions est primordiale car elle permet de com-
prendre la formation de liaisons dans beaucoup de composés d'intérêt biologique comme
les protéines, l'ADN ou l'ARN. Originellement, beaucoup d'études DFT ont été réali-
sées sur les complexes liés, alors que les complexes non-liés n'ont été analysés que plus
tard avec l'apparition de nouvelles fonctionnelles. La DFT, avec les fonctionnelles de type
LDA ou GGA, n'est pas capable de traiter ces interactions avec suffisamment de précision
[41]. Cela peut s'expliquer par le fait que les fonctionnelles d'échange-corrélation ne com-
portent pas de termes susceptibles de modéliser les interactions de dispersion, qui sont
parfois dominantes dans les interactions non-liées.
Zhao et al. ont développés [13] quatre ensembles de composés, dont ils ont étudiés les
énergies de liaison en utilisant une large gamme de fonctionnelles d'échange-corrélation.
Les performances des différentes fonctionnelles ont été comparées avec les résultats obtenus
au niveau ab initio.
Ces bases de données sont détaillées dans les lignes suivantes, et les différents composés
sont représentées Figure 2.1.
 CT7/04 (Charge Transfer) comprenant sept complexes à transfert de charge : C2H4 · · ·F2,
NH3 · · ·F2, C2H2 · · ·ClF , HCN · · ·ClF , NH3 · · ·Cl2, H2O · · ·ClF et NH3 · · ·ClF .
 DI6/04 (Dipole Interaction) comprenant six complexes avec interactions dipolaires :
(H2S)2, (HCl)2, HCl · · ·H2S, CH3Cl · · ·HCl, CH3SH · · ·HCN et CH3SH · · ·HCl.
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 WI9/04 (Weak Interaction) comportant neuf complexes avec interactions faibles :HeNe,
HeAr, Ne2, NeAr, CH4 · · ·Ne, C6H6 · · ·Ne, (CH4)2, (C2H2)2 et (C2H4)2.
 HB6/04 (Hydrogen Bond) constituée de six complexes avec liaisons hydrogènes : (NH3)2,
(HF )2, (H2O)2, NH3 · · ·H2O, (HCONH2)2et (HCOOH)2.
Ces composés ont précédemment été étudiés par des méthodes LR (Long-Range Correc-
ted), prenant pour point de départ la séparation du potentiel inter-électronique en deux
parties (1.170), mais créant un partitionnement en fonction de µ entre échange HF et
échange DFT [59], la corrélation utilisée étant celle DFT. D'autres groupes ont développé
des fonctionnelles permettant de modéliser les interactions de dispersion [60]. D'autres ont
appliqué des méthodes basées sur la théorie de la réponse linéaire et sur la méthode des
propagateurs [61]. Enfin, Goll et al. [46] ont appliqué la méthode mixte sur ces différentes
bases de données avec la fonctionnelle PBE en courte-portée, et différentes méthodes ab
initio pour la partie longue-portée.
Il nous a donc semblé pertinent d'appliquer notre méthode de gradients analytiques sr -
DFT/lr -MP2 aux composés de cette famille.
Pour tous ces composés, nous avons calculé les énergies de liaison De (kJ/mol), ainsi
que les géométries obtenues après optimisation avec les méthodes sr -LDA/lr -MP2 et sr -
PBE/lr -MP2 [62]. Trois bases ont été utilisées : DIDZ [63, 64] (une abréviation pour
qualifier la base 6-31+G(d,p)), MG3S [54, 55, 56, 57, 58] (correspondant approximative-
ment à 6-311+G(3df,2p)) et aug-cc-pVTZ [65, 66, 22]. Pour chaque réaction, les erreurs de
superposition de base (BSSE) sont estimées à l'aide d'une méthode de type counterpoise
correction. Les calculs ont été réalisés avec (cp) et sans counterpoise correction (no-cp).








Les valeurs de références ont été calculées soit à l'aide de la méthode Weizmann-1 (W1)[67]
par Zhao et al. [13], soit par Boese et al. [68, 69, 70, 71]. La méthode W1 consiste en l'extra-
polation des résultats CCSD(T) jusqu'à la limite de complétude de base. Les géométries
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Figure 2.1: Molécules composants les bases de données HB6/04, CT7/04, DI6/04 et
WI9/04.
(a) CT7/04 (b) DI6/04
(c) WI9/04 (d) HB6/04
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Figure 2.2: (H2O)2 : De (kJ/mol) en fonction de µ (bohr
−1) avec optimisation de géométrie
sr -LDA/lr -MP2. Base : MG3S [54, 55, 56, 57, 58]. La ligne bleue est la valeur de référence
W1 [13].















de départ, optimisées au niveau MC-QCISD/3 [72, 73], sont disponibles sur le site du
groupe de Truhlar [74].
La valeur typique du paramètre µ utilisée pour faire les calculs mixtes se situe entre 0,3
et 0,5 bohr−1 [75, 44, 8].
La Figure 2.2 représente l'évolution de l'énergie de liaison De (kJ/mol) en fonction de la
variation du paramètre µ pour la molécule (H2O)2. On constate que la convergence vers
la valeur limite W1 est achevée à plus de 95% pour µ=0,5 bohr−1. Cette convergence a été
observée pour tous les calculs présentés ci-après. Ainsi, tous les résultats ont été obtenus
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Figure 2.3: CT7/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, sans correction de l'erreur de superposition























































avec cette valeur de µ (sauf pour les BLA des Polyacétylènes où nous avons choisit la
valeur µ=0,33 bohr−1, afin de rester cohérents avec les calculs précédemment réalisés).
2.1 Composés CT7/04
Les résultats obtenus pour cette série sont représentés Figures 2.3 (sans correction de
BSSE) et Figure 2.4 (avec correction de BSSE). Les tables de valeurs correspondantes
pour ces composés sont regroupées Annexe D-1. Comme attendu, on constate tout d'abord
en comparant les figures et les tables que l'utilisation de la correction d'erreur de super-
position de base permet d'obtenir des résultats plus proches de ceux W1. Ainsi, on se
concentrera principalement sur ces résultats dans les discussions ultérieures.
La MAD obtenue avec la méthode sr -LDA/lr -MP2 (1,80 kJ/mol) n'est pas très différente
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Figure 2.4: CT7/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition























































de celle MP2 (1,09 kJ/mol). Il apparait que dans ce cas, la méthode mixte n'apporte pas
d'améliorations par rapport à une méthode purement ab initio. Ce résultat a déjà été
constaté par Goll et al. [46]. En effet, ils ont obtenus une MAD de 3,31 kJ/mol avec une
base aug-cc-pVTZ sans optimisation de géométrie pour un calcul sr -PBE/lr -CCSD(T),
alors que la MAD sr -PBE/lr -MP2 est plus faible (2,76 kJ/mol). Cette constatation est
aussi valable pour la comparaison des calculs CCSD(T) (1,97 kJ/mol) et MP2 (1,21
kJ/mol). Cette observation est confirmée par nos calculs. En effet, nous avons aussi réalisé
des calculs MP2 et CCSD(T) avec correction de BSSE, sans optimisation de géométrie,
avec la base MG3S. On observe ainsi pour MP2 une MAD de 1,59 kJ/mol, alors que la
MAD CCSD(T) est de 3,47 kJ/mol.Comme le niveau de corrélation électronique récupérée
par la méthode CCSD(T) est plus élevé que pour MP2, il semble que dans ce cas la
méthode MP2 bénéficie d'une compensation d'erreurs entre la méthode et les effets de
base, ce qui a pour effet de diminuer la MAD.
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On constate que la MAD sr -PBE/lr -MP2 (2,26 kJ/mol) n'est pas aussi bonne que celle sr -
LDA/lr -MP2 (1,80 kJ/mol), mais reste quand même proche de celle MP2 (1,09 kJ/mol).
Par contre, la proximité des deux MAD mixtes montre que l'on obtient des résultats équi-
valents malgré l'utilisation de fonctionnelles courte-portée différentes. Ce n'est clairement
pas le cas pour les fonctionnelles purement LDA (MAD : 47,20 kJ/mol) et PBE (MAD :
20,79 kJ/mol), ce qui traduit un traitement insuffisant des interactions de dispersion par
les fonctionnelles LDA ou GGA.
Tableau 2.1: CT7/04 : comparaison des énergies de dissociation (kJ/mol) avec différentes
bases, avec (cp) et sans (no-cp) correction de BSSE, dans le cas sr -PBE/lr -MP2, avec
optimisation de géométrie.
sr -PBE/lr -MP2 DIDZ MG3S aug-cc-pVTZ
no-cp cp no-cp cp no-cp cp
C2H4...F2 5,82 2,76 5,23 3,64 4,90 4,52
NH3...F2 12,18 8,08 7,82 6,11 7,07 6,82
C2H2...ClF 15,56 12,34 19,71 18,28 19,41 18,83
HCN...ClF 22,26 20,25 24,98 23,64 24,81 24,02
NH3...Cl2 25,10 20,38 23,05 21,17 22,22 21,76
H2O...ClF 22,26 24,48 27,15 24,60 25,40 24,94
NH3...ClF 52,68 46,61 52,26 49,45 50,54 49,79
MAD 3,35 1,47 3,51 2,26 3,22 2,38
La Table 2.1 montre l'évolution de l'énergie de dissociation en fonction de trois bases
différentes (DIDZ, MG3S et aug-cc-pVTZ) avec la méthode mixte sr -PBE/lr -MP2. La
différence de MAD entre la base possédant le moins de fonctions (DIDZ) et celle en pos-
sédant le plus (aug-cc-pVTZ) est de 0,96 kJ/mol avec correction de BSSE. Ces différences
sont plus importantes dans les cas LDA, PBE et MP2 où les valeurs sont respectivement
égales à 3,35 ; 4,39 et 2,47 kJ/mol. On constate ainsi clairement que les méthodes mixtes
présentent une sensibilité à la base moindre par rapport aux méthodes purement ab initio.
Un autre avantage des méthodes mixtes pour ce type de système se situe au niveau de la
différence de géométrie avec et sans optimisation. Les géométries de départ disponibles sur
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Figure 2.5: CT7/04 : distance intermoléculaire (Å) avec différentes méthodes. Après
optimisation de géométrie. Base MG3S. Correction de l'erreur de superposition de base.
La MAD est calculée par rapport à la distance de référence obtenue avec une méthode
MC-QCISD/3 [74].
le site du groupe de Truhlar [74] sont optimisées au niveau MC-QCISD/3 [73, 72]. Lors de
nos calculs, ces géométries ont donc été réoptimisées à l'aide de différentes méthodes. En
comparant nos résultats avec ceux originels de Zhao et al. [13], on constate que la MAD
est quasiment doublée (même avec la fonctionnelle PBE) pour les différentes bases de
données. Plus particulièrement, les calculs sans optimisation de géométrie, sans correction
de superposition de base avec MG3S entraînent une MAD de 11,00 kJ/mol pour PBE
[74], alors que nos calculs avec optimisation donnent une MAD de 20,79 kJ/mol. Dans ce
cas, l'optimisation dégrade la MAD. Ce fait est confirmé par la Figure 2.5, qui présente
la distance intermoléculaire obtenue après optimisation avec différentes méthodes, avec
correction de l'erreur de superposition de base, avec la base MG3S (voir Annexe D-1
pour les tables complètes). Les distances de référence ont été extraites des géométries
MC-QCISD/3 données par Truhlar [74]. La variation de géométrie est très importante
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Figure 2.6: DI6/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition










































au niveau DFT (la MAD LDA est de 0,498 Å et celle PBE de 0,354 Å). Par contre,
cette variation est beaucoup moins importante avec les méthodes mixtes (0,042 Å pour
sr -LDA/lr -MP2 et 0,051 pour sr -PBE/lr -MP2), ce qui montre que l'optimisation avec la
méthode mixte n'altère pas beaucoup la géométrie pour les approches mixtes.
2.2 Composés DI6/04
Les tables sont regroupées Annexe D-2.
La Figure 2.6 donne les énergies de dissociation (De) pour µ=0,5 bohr−1 pour différentes
méthodes avec correction de l'erreur de superposition de base.
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Figure 2.7: DI6/04 : distance intermoléculaire (Å) avec différentes méthodes, après op-
timisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition
de base. La MAD est calculée par rapport à la distance de référence obtenue avec une
méthode MC-QCISD/3 [74].
A nouveau, on constate que les MAD sr -LDA/lr -MP2 (1,38 kJ/mol) et sr -PBE/lr -MP2
(1,51 kJ/mol) sont très voisines. On constate aussi que les MAD PBE (1,97 kJ/mol) et
MP2 (1,00 kJ/mol) sont proches des MAD mixtes. Notons cependant que, comme pour la
base de données précédente, la MAD MP2 sans optimisation de géométrie (0,25 kJ/mol)
[46] semble surévaluée comparée à celle CCSD(T) (1,21 kJ/mol) [46]. On constate aussi
que l'inclusion de la correction de l'erreur de superposition de base (cp) permet d'améliorer
notablement les résultats. Par exemple, au niveau sr -PBE/lr -MP2, la MAD est de 2,38
kJ/mol sans counterpoise correction, et est ramenée à 1,51 kJ/mol avec correction.
La Figure 2.7 présente la distance intermoléculaire pour plusieurs méthodes avec l'erreur
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Figure 2.8: WI9/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, avec correction de superposition de base.










































de superposition de base corrigée, pour la base MG3S. On constate que les MAD sr -
LDA/lr -MP2 (0,034 Å) et sr -PBE/lr -MP2 (0,041 Å) sont très proches l'une de l'autre,
ce qui indique que même une fonctionnelle courte-portée ne tenant pas compte des effets
du gradient de la densité (sr-LDA) permet d'obtenir des résultats comparables à ceux
obtenus avec une fonctionnelle courte-portée GGA (sr-PBE). Les écarts étant petits, on
peut en conclure qu'une optimisation de géométrie mixte n'altère pas trop la géométrie au
niveau mixte. On voit aussi que les résultats mixtes sont du même ordre de grandeur que
ceux MP2. Par contre, les résultats obtenus avec les méthodes DFT entraînent comme
attendu des MAD très différentes les unes des autres (LDA : 0,311 Å, PBE : 0,066 Å).
2.3 Composés WI9/04
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Figure 2.9: WI9/04 : distance intermoléculaire (Å) avec différentes méthodes, après op-
timisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition
de base. La MAD est calculée par rapport à la distance de référence obtenue avec une
méthode MC-QCISD/3 [74].
Les tables sont regroupées Annexe D-3.
Les énergies de dissociation obtenues avec les diverses méthodes et la base MG3S après
correction de l'erreur de superposition de base sont présentés Figure 2.8. Cette fois, on
constate que les MAD sont plus importantes avec correction de BSSE (cp) que sans (no-cp)
pour les méthodes mixtes : les MAD sans/avec counterpoise correction sont de 0,21/0,42
kJ/mol pour sr -LDA/lr -MP2 et 0,25/0,42 pour sr -PBE/lr -MP2. Les MAD mixtes sont
quasiment confondues les unes avec les autres, alors qu'il existe une différence de presque
un facteur trois entre les MAD LDA (2,80 kJ/mol) et PBE (0,84 kJ/mol). L'utilisation
d'une fonctionnelle appartenant au premier barreau de l'échelle de Perdew [76, 77] permet
donc de donner grâce à la méthode mixte d'aussi bons résultats que ceux obtenus avec
une meilleure fonctionnelle de type GGA comme PBE.
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Figure 2.10: HB6/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition
















































La Figure 2.9 présente l'évolution des distances intermoléculaires en fonction de différentes
méthodes, pour la base MG3S, après optimisation de géométrie. Les MAD mixtes sr -
LDA/lr -MP2 (0,187 Å) et sr -PBE/lr -MP2 (0,166 Å) sont les plus petites comparées aux
autres méthodes. Cela indique qu'une optimisation mixte dégrade moins la géométrie
qu'avec la DFT ou MP2. De plus, la différence de MAD entre les deux méthodes mixtes
est faible (0,021 Å) par rapport à la différence entre les deux fonctionnelles DFT (2,858
Å), ce qui signifie que les méthodes mixtes proposent des résultats comparables malgré
l'utilisation d'approximations différentes des contributions d'échange-corrélation.
2.4 Composés HB6/04
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Figure 2.11: HB6/04 : distance intermoléculaire (Å) avec différentes méthodes, après
optimisation de géométrie, avec la base MG3S, avec correction de l'erreur de superposition
de base. La MAD est calculée par rapport à la distance de référence obtenue avec une
méthode MC-QCISD/3 [74].
Les tables sont regroupées Annexe D-4.
Pour cette dernière collection de molécules, les MAD sans correction de BSSE ne sont pas
aussi bonnes que pour les cas précédents. En effet, dans ce cas la MAD MP2 est de 1,13
kJ/mol, alors qu'elle croît jusqu'à 6,49 kJ/mol pour sr -LDA/lr -MP2 et 5,73 kJ/mol pour
sr -PBE/lr -MP2. La correction de l'erreur de superposition de base permet d'améliorer
ces résultats. Avec cette correction, la MAD sr -LDA/lr -MP2 est réduite à 3,93 kJ/mol
(comparé à 6,49) et la MAD sr -PBE/lr -MP2 à 3,39 kJ/mol (contre 5,73). Ces résultats
sont alors proches de ceux obtenus avec la correction de BSSE pour MP2 (3,81 kJ/mol).
Il faut cependant noter que la MAD PBE (1,21 kJ/mol) reste meilleure que celle obtenue
avec toutes les autres méthodes étudiées ici. La différence entre les MAD sr -LDA/lr -MP2
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et sr -PBE/lr -MP2 est de nouveau très petite. Les MAD sont, comme attendu, moins
sensibles à la base pour les méthodes mixtes que pour celles LDA, PBE et MP2. Par
exemple, la différence des MAD entre les bases la plus complète (aug-cc-pVTZ) et celle
la moins précise (DIDZ) est de 2,68 kJ/mol pour MP2 ; 8,16 kJ/mol pour LDA, et est
réduite à 0,25 kJ/mol pour sr -LDA/lr -MP2. On constate aussi que la différence de De
avec et sans optimisation de géométrie est faible. En effet, on observe une MAD de 3,64
kJ/mol après optimisation pour sr -PBE/lr -MP2, contre 4,06 kJ/mol sans optimisation.
La Figure 2.11 montre les distances intermoléculaires après optimisation de géométrie, en
incluant la correction de BSSE, pour différentes méthodes. Dans ce cas, les MAD sont
comparables pour toutes les méthodes, mais celles MP2 (0,026 Å)et PBE (0,035 Å) sont
les plus petites. Les MAD sr -LDA/lr -MP2 (0,061 Å) et sr -PBE/lr -MP2 (0,061 Å) sont
identiques.
2.5 Bilan
Lors de ces études, on a pu constater la supériorité des méthodes mixtes sr -DFT/lr -MP2
sur les différentes fonctionnelles DFT. Nous avons aussi mis en évidence la grande simili-
tude de résultats obtenus avec les méthodes sr -LDA/lr -MP2 et sr -PBE/lr -MP2, malgré
la différence de précision des fonctionnelles courte-portée. De plus, la faible dépendance
à la base utilisée - qui est l'une des propriété les plus importantes des méthodes mixtes -




Alternance des longueurs de liaisons
pour les polymères conjugués
3.1 Fonctionnelles incorporant de la corrélation longue-
portée
La fonctionnelle d'échange-corrélation B3LYP [39, 40] permet, grâce au caractère déloca-
lisé de l'échange Hartree-Fock, d'obtenir de meilleurs résultats qu'avec les fonctionnelles
de type LDA et GGA. Par la suite, des fonctionnelles comprenant des corrections longue-
portée ont été développées. Le point de départ pour la définition de ces fonctionnelles
est le même que celui utilisé dans notre méthode mixte [2, 44, 78]. Par contre, ces ap-
proches diffèrent dans le traitement de l'énergie de corrélation. Alors que notre méthode
mixte crée une séparation à la fois de la corrélation et de l'échange entre des contributions
courte-portée et longue-portée, les fonctionnelles longue-portée utilise la corrélation DFT
sur tout l'espace, et c'est uniquement l'échange qui est séparé à l'aide du paramètre µ
(bohr−1).


















alors que la fonctionnelle courte-portée est une fonctionnelle GGA modifiée. Ce type de
fonctionnelle est nommée LC-GGA [11].
Il existe aussi un partitionnement différent du terme d'interaction inter-électronique ayant










avec les relations 0 ≤ α+β ≤ 1, 0 ≤ α ≤ 1 et 0 ≤ β ≤ 1. Le paramètre α permet d'incor-
porer une certaine portion α d'échange Hartree-Fock sur tout l'espace, et le paramètre β
permet d'incorporer la contre-partie d'échange DFT. Pour la fonctionnelle CAM-B3LYP,
les paramètres α, β et µ ont été respectivement figés à 0,19 ; 0,46 et 0,33. La fonctionnelle
d'échange DFT utilisée est B88 [80], et la corrélation est traitée par les fonctionnelles
VWN5 [35] (avec une fraction de 0,19) et LYP [81] (avec une fraction de 0,81).
Afin d'incorporer dans les calculs DFT la contribution des orbitales virtuelles, Grimme
[12] a développé récemment une fonctionnelle, nommée B2PLYP, comprenant de la cor-
rélation au niveau MP2. Dans ce formalisme, l'énergie d'échange corrélation s'exprime
sous la forme :
EXC = (1− aX)EB88X + aXEHFX + (1− c)ELY PC + cEPT2C , (3.4)
où aX (0,53) et c (0,27) représentent respectivement les fractions d'échange Hartree-Fock










(a + b − j − i) .
est l'énergie de corrélation MP2 usuelle (cf. (1.118)), mais évaluée avec les orbitales Kohn-
Sham et les valeurs propres correspondantes.
Les résultats obtenus avec ces différentes fonctionnelles ont été utilisés par la suite comme
comparaison avec ceux obtenus pour notre méthode basée sur les gradients mixtes. Les
tables de résultats sont regroupées Annexe E.
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3.2 Polyacétylène
Figure 3.1: all-trans polyacétylène, fonction du nombre de cellule N.
Le polyacétylène est un polymère organique dans lequel l'unité de répétition est l'éthyne
(C2H2)n. Ces composés présentent de nombreuses propriétés physiques. Par exemple, ils
présentent une haute conductivité après dopage, ce qui en fait des composés très utilisés
en micro-électronique [82, 83]. La différence énergétique existante entre le dernier niveau
occupé (HOMO) et le premier niveau vide (LUMO) est reliée à la géométrie du composé,
plus particulièrement à l'alternance de la longueur de liaison (Bond Lengh Alternation :
BLA). Cette dernière quantité est définie dans une molécule conjuguée comme la diffé-
rence entre la longueur de la liaison C-C centrale et celle de la liaison adjacente. Comme
le gap de bande est directement proportionnel au BLA [83, 82], la conductivité dépend de
la géométrie de la molécule. Malheureusement, peu de données expérimentales existent
sur le BLA du polyacétylène, car la plupart des structures cristallines sont uniquement
disponibles pour des chaînes courtes, alors que le BLA est une propriété hautement dé-
pendante de la longueur de la chaîne. Yannoni et al. ont donné une estimation du BLA
de 0,08 ± 0,03 Å par une technique RMN [84].
Réaliser des calculs de BLA sur ces composés est une tâche ardue avec les méthodes
ab initio existante, car plus le nombre de cellules considérées est important, plus les
ressources systèmes mobilisées augmentent. Ainsi, la plupart des études sont réalisées avec
la méthode MP2, qui présente l'avantage d'avoir un coût en ressources restreint tout en
permettant de récupérer une large fraction de corrélation. La méthode MP2 est considérée
comme une limite inférieure fiable (par rapport à d'autres méthodes plus corrélées) pour
les BLA [15].
Des calculs à l'aide de la DFT ont aussi été réalisés. Il ressort de ces études que les fonc-
tionnelles LDA échouent à reproduire le BLA. Pour une chaîne de longueur infinie, le
BLA est trois fois trop petit [85]. Les fonctionnelles GGA, mais aussi meta-GGA pro-
duisent quant à elles des résultats éloignés des valeurs MP2 et CCSD(T) [86, 87, 88]. Les
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fonctionnelles hybrides comme B3LYP sont plus aptes à décrire correctement l'évolution
du BLA en fonction du nombre de cellules, et présentent ainsi des valeurs proches des
résultats MP2 [89]. Mais ces résultats sont dus à des compensations d'erreurs : la contri-
bution d'échange-corrélation tend à créer une description trop délocalisée des molécules
organiques, alors que l'échange Hartree-Fock présente les caractéristiques opposées. De
plus, les BLA dépendent fortement de la quantité d'échange Hartree-Fock utilisée [15].
Ainsi, le choix de la bonne fonctionnelle hybride dépend du système étudié. Les méthodes
LC-GGA et CAM-B3LYP permettent néanmoins d'obtenir des résultats proches de ceux
CCSD [14].
Il est donc intéressant d'appliquer notre méthode de gradients mixtes sur ces compo-
sés afin de voir si il est possible d'obtenir de meilleurs résultats qu'avec des approches
fonctionnelles hybrides ou longue-portée.
Pour chaque chaîne de molécules, nous avons réalisé une optimisation de géométrie dans
la symétrie C2v. Nous avons choisi la valeur 0,33 bohr−1 pour le paramètre de couplage µ,
en accord avec celui utilisé lors des calculs DFT avec des fonctionnelles longue-portée [14].
Les orbitales 1s ont été gelées lors des calculs MP2. Nous avons utilisé la base 6-31G(d)
[90]. Comparée à une base contenant plus de fonctions (6-311G(3df)), la différence de
BLA pour l'hexamère (N=6) est de 0,0027 Å au niveau MP2 [91, 14].
La Figure 3.2 présente la comparaison des BLA obtenus avec notre méthode de gradients
mixtes avec d'autres approches (DFT et ab initio) [92]. Il est clair que les méthodes sr -
DFT/lr -MP2 (sr -LDA/lr -MP2 et sr -PBE/lr -MP2) donnent de meilleurs résultats que
les fonctionnelles pures (LDA, PBE), mais aussi, de manière plus inattendue, que les
fonctionnelles longue-portée (B2PLYP, CAM-B3LYP, LC-PBE et LC-BLYP). En effet,
pour N=4 (N=6), le BLA CCSD(T) est de 0,0941 (0,0880) Å, alors que ceux sr -LDA/lr -
MP2, sr -PBE/lr -MP2 et CAM-B3LYP sont respectivement de 0,0974 (0,0882) Å, 0,0997
(0,0905) Å et 0,1031 (0,0958) Å. Les valeurs B2PLYP et MP2 sont quasiment confondues,
mais restent quand même éloignées des résultats CCSD(T). Cette tendance a été observée
pour beaucoup d'oligomères [14]. Il a été montré que la valeur MP2 constitue la limite
inférieure pour les BLA, alors que les résultats CCSD(T) sont situés entre les valeurs
MP2 et CCSD [14]. Dans le cas du polyacétylène, notre approche mixte corrige donc de
manière quasiment systématique la sous-estimation de MP2.
On peut aussi étudier l'influence de la corrélation longue-portée en comparant les valeurs
obtenues avec les méthodes sr -PBE/lr -HF et LC-PBE. On constate que ces deux courbes
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Figure 3.2: BLA (Å) pour les all-trans Polyacétylènes (PA) avec la base 6-31G(d). Réfé-
rences HF tirées de [87], CCSD(T), LC-BLYP, LC-PBE et CAM-B3LYP de [14], et B2PLYP de [15].























sont très proches, cela indique que la corrélation longue-portée n'est pas bien représentée
par la fonctionnelle PBE. On note aussi, que la prise en compte de la corrélation longue-
portée au niveau MP2 est très importante. En effet, la courbe sr -LDA/lr-HF est proche
de celle HF, mais est très éloignée de celle sr -LDA/lr -MP2.
On a ensuite étudié l'évolution du BLA en fonction de la base utilisée. En effet, comme
nous l'avons déjà indiqué, un des principal avantage de l'utilisation d'une méthode mixte
consiste en la diminution de la dépendance à la base. Cette propriété est due à la DFT, qui
est peu sensible à la base utilisée. Ainsi, en utilisant une base plus petite que 6-31G(d), il
devrait être possible d'obtenir des résultats de même précision. La Figure 3.3 présente les
BLA pour différentes méthodes avec les bases 6-31G(d) et 4-31G. On constate que l'effet
de base est très faible pour les méthodes DFT (LDA et PBE), alors qu'il est très important
pour MP2 (0,0103 Å). L'effet de base est, comme attendu, très faible pour les méthodes
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Figure 3.3: all-trans PA : comparaison des BLA en fonction de la base. Lignes pointillées :
base 4-31G, lignes pleines : 6-31G(d).
mixtes. La différence de valeur pour N=16 est de 0,0007 Å pour sr -LDA/lr -MP2, et de
0,0001 Å pour sr -PBE/lr -MP2. On constate aussi que l'effet de base est également très
faible pour sr -DFT/lr -HF. La large différence au niveau MP2 provient donc du traitement
explicite de l'échange et de la corrélation.
Nous avons ensuite testé l'influence du paramètre µ en effectuant des calculs avec la valeur
usuelle µ=0,5 bohr−1 pour la petite base. Ce changement de valeur n'induit qu'une petite
différence entre les BLA calculées. La déviation la plus large observée est de 0,0006 Å





Figure 3.5: différentes conformations des PMI pour N=6.
a : trans-trans
b : cis-trans
Les polyméthineimines sont des polymères présentant le même nombre d'électrons que les
polyacétylènes, mais avec la moitié des groupes CH remplacés par des atomes d'azote N
(voir Figure 3.4).
Ces polymères existent sous différentes conformations. La conformation trans-trans PMI-
TT (Figure 3.5.a) n'est pas la plus stable [93], mais présente l'avantage d'offrir une com-
paraison directe avec celle des polyacétylènes. Les PMI tendent généralement à adopter
une symétrie hélicoïdale (moins stable), ou bien Gliding-plane (GP, plus stable) (Figure
3.5.b). Elles sont dues à des déformations extra-planaires des structures trans-trans.
Comme pour les PA, les fonctionnelles de type LDA, GGA et meta-GGA échouent dans
la description des BLA [94, 95]. Par contre, contrairement aux PA, même les fonction-
nelles hybrides comme PBE0 [96] et B3LYP [39] ne décrivent pas correctement l'évolution
des BLA [95]. Pour les composés all-trans, les méthodes de corrélation longue-portée per-
mettent d'obtenir des BLA compris entre les limites CCSD et MP2 , mais la décroissance
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Figure 3.6: BLA (Å) pour les trans-trans Polyméthineimines (PMI) avec la base 6-31G(d).
Références B3LYP et CAM-B3LYP tirées de [14], CCSD(T) de [94].



















avec la taille des cellules est trop rapide [14]. Pour les composés Gliding-plane, les BLA
ne sont pas compris entre les limites MP2 et CCSD, et la décroissance est trop rapide.
Notre étude s'est tout d'abord portée sur les PMI-TT car, même s'ils ne sont pas de vrais
minima de la surface d'énergie potentielle, les résultats obtenus présentent l'avantage
d'être directement comparables avec ceux des PA. Nous avons ainsi réalisé une optimi-
sation de géométrie mixte sr -DFT/lr -MP2 avec la valeur µ=0,5 bohr−1, pour la base
6-31G(d). Les orbitales 1s ont été maintenues gelées, en forçant la symétrie C2.
La figure 3.6 représente les BLA pour les polymères trans-trans, de N=2 à N=16, avec
différentes approches [92].
Pour N=6, on obtient une valeur CCSD(T) de 0,1097 Å. Les approches sr -LDA/lr -MP2
(0,1035 Å) et sr -PBE/lr -MP2 (0,1049 Å) sont plus proches de la valeur CCSD(T) que
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Figure 3.7: BLA (Å) pour les PMI Gliding Plane avec la base 6-31G(d).
















B3LYP (0,0934 Å), mais donnent de moins bons résultats que CAM-B3LYP (0,1108 Å).
Comme pour les PA, les fonctionnelles LDA et PBE donnent de très mauvais résultats
pour les BLA. Pour toutes les autres fonctionnelles, même celles contenant une partie de
corrélation MP2, les résultats décroissent trop rapidement en fonction de N. Par exemple,
le BLA MP2 est réduit de seulement 0,0025 Å entre l'hexamère et le décamère (c'est-à-dire
que les BLA MP2 ont presque convergés vers leur valeur à l'infini pour N=12), alors que
les méthodes sr -PBE/lr -MP2 et B3LYP présentent respectivement une décroissance de
0,0091 et 0,0083 Å. On constate aussi que les BLA B2PLYP sont plus grandes que celles
B3LYP, comme pour les PA. On constate que l'utilisation de fonctionnelles double-hybride
permet d'améliorer le BLA par rapport aux fonctionnelles hybrides, mais de manière trop
limitée.
La figure 3.7 montre le même type d'étude pour les PMI en conformation Gliding Plane
(GP), avec la base 6-31G(d). Ces calculs ont été réalisés sans symétrie. On constate que
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Figure 3.8: Comparaison des BLA (Å) pour les PMI trans-trans avec les base 6-31G(d)











les méthodes mixtes sr -DFT/lr -MP2 produisent un BLA plus petit que MP2. De plus,
contrairement aux conformères all-trans, la convergence est atteinte pour de plus petites
valeurs de N. Pour les grandes valeurs de N, les courbes sr -LDA/lr -MP2 et sr -PBE/lr -
MP2 sont toutes deux presque parallèles à celle MP2. En effet, le BLA MP2 décroît de
0,0034 Å entre N=10 et N=16, alors que les variations sont de 0,0134 Å pour B3LYP,
0,0093 Å pour CAM-B3LYP et de 0,0091 Å pour B2PLYP. Cette décroissance est de
0.0052 Å pour sr -LDA/lr -MP2 et de 0,0069 Å pour sr -PBE/lr -MP2. On remarque aussi
que la courbe B2PLYP, même si elle décroît de manière plus rapide, offre des résultats
similaires à ceux mixtes.
Les effets de base sont représentés à la Figure 3.8 pour les bases 6-31G(d) et 4-31G. Comme
pour le polyacétylène, on constate que la dépendance à la base est beaucoup plus faible
pour les méthodes mixtes sr -LDA/lr -MP2 et sr -PBE/lr -MP2 que pour MP2. Pour les
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méthodes DFT, la différence de BLA entre les deux bases pour N=16 est de 0,005 (0,006)
Å pour LDA (PBE). Pour les méthodes mixtes sr -LDA/lr -MP2 (sr -PBE/lr -MP2), cette
différence est du même ordre de grandeur 0,009 (0,010) Å. Par contre, la différence du
BLA MP2 est de 0,015 Å.
3.4 Bilan
L'étude du BLA de ces polymères nous a permis de mettre en évidence la supériorité
des méthodes mixtes sr -DFT/lr -MP2 sur les méthodes DFT. Pour le polyacétylène,les
méthodes sr -DFT/lr -MP2 délivre des résultats proches des valeurs CCSD(T), même avec
des bases plus petites. Pour le polyméthineimine, la situation est certes moins favorable,
mais les méthodes mixtes permettent d'obtenir de meilleurs BLA qu'avec les méthodes





La dernière étude exhaustive utilisant les gradients menée au cours de ce travail de thèse
concerne certaines réactions de la base de données NHTBH38/04 (Non-Hydrogen Transfer
Barrier Height) [16, 17]. Cette base de données est composée en tout de dix-neuf réactions :
six réactions de transferts d'atomes lourds, huit réactions de substitutions nucléophiles
et cinq réactions d'associations uni-moléculaires. Parmi toutes ces réactions, nous nous
sommes intéressés à celles où les réactifs et les produits sont des composés à couches-
fermées, afin de pouvoir appliquer notre méthode mixte d'optimisation de géométrie. Il
en résulte un choix de quinze réactions, pour lesquelles nous avons appliqué la méthode
sr -DFT/lr -MP2 avec les deux fonctionnelles courte-portée disponibles (sr-LDA [97] et
sr-PBE couches-fermées [45, 5]).
La base utilisée lors des calculs est MG3S [54, 55, 56, 57, 58] (équivalente à une base
6-311+G (3d2f,2df,2p)), qui a été utilisée précédemment par Zhao [16] afin d'obtenir les
énergies de réaction pour différentes méthodes de calculs DFT ou WFT, auxquelles nous
avons pu comparer nos résultats. Les géométries de départ sont celles disponibles sur le
site de Zhao [16]. Elles ont été initialement optimisées avec la méthode QCISD/MG3.
Afin de définir une tendance générale pour tous les résultats obtenus, nous avons calculé
la MAD (Mean Absolut Deviation) pour la toute la série de réactions couches-fermées.







où ∆E (i) est la valeur de l'énergie de réaction pour la réaction i, et ∆
ref
E (i) est l'énergie
de référence associée. Dans le cas des réactions NHTBH38/04, la valeur de référence a été
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Figure 4.1: Réactions F− + CH3F → FCH3 · · ·F− et Cl− + CH3F → ClCH3 · · ·F− :
évolution de l'énergie de réaction ∆E (kJ/mol) avec µ (bohr−1). La ligne bleue correspond
à la valeur W1. Base MG3S. Méthode sr -LDA/lr -MP2. Optimisation de géométrie.






















(b) Cl− + CH3F → ClCH3 · · ·F−
obtenue par la méthode W1 (Weizmann-1) [67]. Les MAD sont alors calculées par rapport
à la référence W1.
4.1 Évolution de l'énergie de réaction en fonction de µ
Dans cette partie sont présentés les résultats obtenus sur l'énergie de réaction en fonction
de l'évolution de la variable de couplage µ. La Figure 4.1 (a) représente ∆E (kJ/mol) en
fonction de µ pour la réaction CH3F + F− → F− · · ·CH3F . La valeur µ=0,5 bohr−1 a
été déterminée par d'autres études [98] comme fournissant les résultats optimaux (c'est-
à-dire les résultats les plus proches des valeurs obtenues avec des méthodes de traitement
de la corrélation plus perfectionnées). On constate que cette valeur permet d'obtenir des
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Figure 4.2: F− + CH3Cl → F · · ·CH3Cl− et F− + CH3Cl → FCH3 · · ·Cl− : ∆E
(kJ/mol) en fonction de µ. Bases MG3S (traits pleins) et aug-cc-pVTZ (traits pointillés).
sr -LDA/lr -MP2 et sr -PBE/lr -MP2. Sans optimisation de géométrie.













(a) F− + CH3Cl→ F · · ·CH3Cl−













(b) F− + CH3Cl→ FCH3 · · ·Cl−
résultats proches de la valeur de référence W1 (ligne bleue). Cette constatation est valable
pour la majorité des réactions étudiées (voir les figures Annexe F).
Par contre, dans certains autres cas, comme par exemple celui de la Figure 4.1 (b) où est
représentée l'évolution de ∆E (kJ/mol) pour la réaction Cl− + CH3F → ClCH3 · · ·F−,
la valeur pour µ=0,5 bohr−1 est très éloignée de la référence W1. Ce gros écart à la valeur
de référence nous amène à nous demander si la valeur µ=0,5 bohr−1 est réellement la
valeur optimale pour les réactions NHTBH38/04. En tout, quatre réactions sur quinze
sont concernées par cet écart à la valeur de référence (OH− + CH3F → CH3OH + F−,
OH−+CH3F → OHCH3 · · ·F−, F−+CH3OH → FCH3 · · ·OH− et OH− · · ·CH3F →
OHCH3 · · ·F−). Compte tenu de ces variations, il est légitime de s'interroger sur la
pertinence du choix de µ=0,5 bohr−1 comme valeur optimale.
Tableau 4.1: MAD (kJ/mol) pour sr -LDA/lr -MP2 par rapport à la référence W1 en
fonction de µ (bohr−1). Base MG3S. Optimisation de géométrie.
µ(bohr−1) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0
MAD (kJ/mol) 19,37 13,01 9,41 8,41 8,66 9,12 9,37 9,46 9,50 9,50
Pour lever toute ambiguïté, nous avons suivis l'évolution de la MAD sr -LDA/lr -MP2
calculée par rapport à la référence W1 en fonction de µ. L'observation des valeurs de la
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Figure 4.3: F− + CH3Cl→ F · · ·CH3Cl− : évolution des différentes contributions éner-
gétiques en fonction de µ (bohr−1). Base MG3S. Sans optimisation de géométrie. La ligne
bleue représente la valeur de référence (W1).




















Table 4.1 montre que µ=0,4 bohr−1 présente la MAD la plus faible (8,41 kJ/mol), suivie
ensuite de µ=0,5 bohr−1. On voit donc que la valeur µ=0,5 bohr−1 reste néanmoins une
valeur appropriée, malgré le comportement erratique des énergies avec µ pour certaines
réactions. Par la suite, nous utiliserons cette valeur de µ dans nos calculs.
Nous avons ensuite tenter d'analyser les différentes réactions problématiques afin de tenter
de comprendre l'origine de la forme particulière de ces courbes.
L'étude des réactions F− + CH3Cl → F · · ·CH3Cl− et F− + CH3Cl → FCH3 · · ·Cl−
est emblématique. En effet, ces deux réactions présentent toutes deux les mêmes réactifs,
mais des produits différents. La seule explication dans la différence de forme des courbes
d'énergie de réaction réside donc dans l'énergie de la molécule produite.
Nous avons donc tout d'abord étudié la variation de l'énergie de réaction en fonction de la
base et de la fonctionnelle courte-portée utilisées. Les Figures 4.2 (a) et 4.2 (b) représentent
ces variations, avec les bases MG3S et aug-cc-pVTZ [65, 66, 22] et les fonctionnelles sr -
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Figure 4.4: F− + CH3Cl→ FCH3 · · ·Cl− : évolution des différentes contributions éner-
gétiques en fonction de µ (bohr−1). Base MG3S. Sans optimisation de géométrie.
















LDA/lr -MP2 et sr -PBE/lr -MP2, sans optimisation de géométrie.
On constate que le fait de changer de base n'influe que peu sur les résultats de la Figure
4.2 (a). L'augmentation du nombre de fonctions de base ne crée qu'une petite translation
de la courbe. On voit aussi que l'utilisation de la fonctionnelle sr -PBE/lr -MP2 au lieu de
sr -LDA/lr -MP2 permet juste de lisser un peu plus le tracé.
Par contre, la Figure 4.2 (b) montre que la réaction F− + CH3Cl → FCH3 · · ·Cl− est
beaucoup plus sensible à la base et à la fonctionnelle utilisées. En effet, pour la limite
µ=0, point où on retrouve les résultats d'un calcul Kohn-Sham, les fonctionnelles LDA et
PBE présentent des valeurs très différentes (-188,82 kJ/mol pour LDA et -170,50 kJ/mol
pour PBE avec la base MG3S). Ainsi, la forme de la courbe se trouve modifiée pour
les petites valeurs de µ. L'augmentation du nombre de fonctions de base résulte aussi,
comme pour la réaction F− + CH3Cl → F · · ·CH3Cl−, en une translation de la courbe
d'amplitude équivalente à celle précédemment présentée. La forme de la courbe n'est
donc pas fondamentalement modifiée, ni par un changement de fonctionnelle, ni par une
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augmentation de la base.
Figure 4.5: NHTBH38/04 : énergie de réaction ∆E (kJ/mol) pour différentes méthodes de
calcul avec optimisation de géométrie (sauf pour la référence W1). µ=0,5 bohr−1 pour sr -
LDA/lr -MP2. Base utilisée : MG3S [54, 55, 56, 57, 58]. La MAD est calculée par rapport

























































































































































































Nous avons ensuite étudié l'influence des différentes contributions énergétiques pour les
deux réactions. Emono désigne l'énergie des intégrales mono-électroniques, Ebi des inté-
grales bi-électroniques, Enucl le potentiel nucléaire, Esr−c la contribution de la fonctionnelle
de corrélation courte-portée, Esr−x pour l'échange et Ec−MP2 pour l'énergie de corrélation
apportée par le calcul lr -MP2.
La Figure 4.3 représente le poids des différentes contributions pour la réaction F− +
CH3Cl→ F · · ·CH3Cl−. On constate que la forme de la courbe n'évolue que peu malgré
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Figure 4.6: NHTBH38/04 : énergie de réaction ∆E (kJ/mol) pour différentes méthodes
de calcul avec optimisation de géométrie (sauf pour la référence W1). µ=0,5 bohr−1 pour
sr -PBE/lr -MP2. Base utilisée : MG3S [54, 55, 56, 57, 58]. La MAD (kJ/mol) est calculée

























































































































































































l'addition des différentes composantes. La convergence est déjà quasiment atteinte uni-
quement avec les contributions Enucl +Emono +Ebi. L'ajout des contributions d'échange-
corrélation courte-portée et de corrélation MP2 permet de diminuer l'énergie, et ainsi
d'obtenir la valeur la plus proche de la courbe W1 pour µ=0,5 bohr−1.
Les contributions dans le cas de la réaction F−+CH3Cl→ FCH3 · · ·Cl− sont représen-
tées Figure 4.4. La forme particulière de la courbe est déjà présente même sans les diffé-
rentes contributions d'échange et de corrélation courte-portée. On peut donc conclure que
la forme de la courbe n'est pas due à un excès d'échange courte-portée ou de corrélation.
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Figure 4.7: NHTBH38/04 : comparaison des énergies de réaction ∆E (kJ/mol) pour les
méthodes LDA, sr -LDA/lr -MP2 et PBE, sr -PBE/lr -MP2. µ=0,5 bohr−1. Base utilisée :

























































































































































































4.2 Comparaison avec d'autres méthodes
Pour chaque réaction, nous avons étudié l'évolution de l'énergie de réaction obtenue avec
les méthodes mixtes pour µ=0,5 bohr−1 avec celle déterminée par d'autres méthodes de
calcul.
136
Figure 4.8: NHTBH38/04 : comparaison des énergies de réaction ∆E (kJ/mol) LDA,PBE
et MP2 en fonction des base DIDZ (barres hachurées) et MG3S (barres pleines). µ=0,5
























































































































































































La Figure 4.5 représente l'énergie de réaction obtenue avec la méthode sr -LDA/lr -MP2,
en comparaison avec les résultats LDA, MP2 et W1. On constate tout d'abord que la MAD
LDA est très grande 22,05 kJ/mol). Ceci s'explique par le fait que la modélisation des
liaisons longues-portées est problématique pour cette fonctionnelle, qui est la plus basique
de toutes les approches DFT. La MAD MP2 (3,51 kJ/mol) est quasiment deux fois moins
importante que son homologue DFT. On observe que l'utilisation d'une approche mixte,
même avec une fonctionnelle courte-portée insuffisante comme LDA permet de réduire
largement la MAD (sr-LDA/lr -MP2 : MAD=8,62 kJ/mol). Par contre, la MAD mixte
reste plus importante que celle MP2.
La Figure 4.6 représente cette fois-ci l'évolution de l'énergie de réaction pour les méthodes
PBE, sr -PBE/lr -MP2, MP2 et W1. La MAD PBE (8,66 kJ/mol) est très importante, mais
reste quand même moins élevée que celle LDA 22,05 kJ/mol). L'utilisation de l'approche
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Figure 4.9: NHTBH38/04 : comparaison des énergies de réaction∆E (kJ/mol) sr -LDA/lr -
MP2, sr -PBE/lr -MP2 en fonction des base DIDZ (barres hachurées) et MG3S (barres























































































































































































mixte sr -PBE/lr -MP2 permet de fortement diminuer la MAD, qui est réduite à 7,61
kJ/mol. La MAD mixte reste quand même plus importante que celle MP2 (3,51 kJ/mol).
Il est aussi intéressant de comparer les résultats obtenus entre les différentes fonction-
nelles. Ces résultats sont représentés Figure 4.7. On constate que les MAD sr -LDA/lr -
MP2 et sr -PBE/lr -MP2 sont très proches les unes des autres (8,62 et 7,61 kJ/mol). Cela
montre que même l'utilisation d'une approximation basique (sr -LDA) pour la fonction-
nelle d'échange-corrélation nous permet d'obtenir des résultats proches de ceux obtenus
avec une fonctionnelle de meilleure qualité (sr -PBE) lorsqu'elles sont utilisées dans une
méthode mixte. Cela n'est clairement pas le cas pour les calculs purement DFT. En effet,
dans ce cas-ci, on a une MAD de 22,05 kJ/mol pour la fonctionnelle LDA contre 8,66
kJ/mol pour PBE.
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La similarité des résultats sr -LDA/lr -MP2 et sr -PBE/lr -MP2 constitue une des proprié-
tés fondamentales jouant en faveur de notre méthode mixte.
La Figure 4.8 représente les valeurs de l'énergie de réaction pour les méthodes LDA, PBE
et MP2 avec les bases DIDZ (6-31+G(d,p)) [63, 64] et MG3S. La base DIDZ contient moins
de fonctions que MG3S. On constate que les MAD LDA sont très proches entre les deux
bases (DIDZ : 22,72 kJ/mol et MG3S : 22,05 kJ/mol). Comme attendu, l'utilisation de la
DFT diminue la sensibilité à la base, et la diminution du nombre de fonctions nécessaires
pour décrire les molécules n'affecte que peu les résultats. Les MAD PBE restent proches
l'une de l'autre (DIDZ : 15,69 kJ/mol, MG3S : 8,66 kJ/mol), quoique la différence entre
les deux bases soit plus importante que pour LDA. Les MAD MP2 présentent aussi une
différence assez importante entre les deux bases (DIDZ : 10,75 kJ/mol et MG3S : 3,51
kJ/mol).
Une des propriété les plus importante de notre méthode mixte est le peu de sensibilité à
la base utilisée. Dans le cas des composés NHTBH38/04, nous avons représenté Figure 4.9
l'évolution de l'énergie des réactions pour les bases DIDZ et MG3S. On constate que, par
rapport aux méthodes purement DFT ou ab initio, la différence de MAD est largement
diminuée (sr -LDA/lr -MP2 : 11,88/8,62 kJ/mol et sr -PBE/lr -MP2 : 10,59/7,61 kJ/mol)
par rapport aux résultats obtenus avec la méthode MP2 (10,75/3,51 kJ/mol). Le fait de





Composés à valence mixte :
triarylamine
5.1 Composés à valence mixte : définition
Les composés à valence mixte sont caractérisés par des transferts de charges entre au moins
deux éléments ayant des états d'oxydation différents. Par exemple, l'état d'oxydation du
fer présent dans la magnétite (Fe3O4) est de +8/3. Dans ce cas, certains atomes de fer
se trouvent dans l'état d'oxydation +II, et d'autres dans l'état +III. Le transfert de
charge est assuré par un ligand via une liaison covalente entre les deux sites redoxs.
Les composés à valence mixte sont connus des chimistes depuis des siècles à cause de
leurs couleurs intenses caractéristiques. Ainsi, le bleu de Prusse, découvert au début du
XIXème siècle, a très rapidement été utilisé comme pigment dans la fabrication de l'encre.
Les composés à valence mixte présentent aussi des propriétés électriques et magnétiques
particulières. Le mécanisme de transfert de charge intramoléculaire a été découvert par
Creutz et Taube en 1969 [99]. Les composés à valence mixte ont été classés par Robin
et Day [18] en trois catégories en fonction de l'importance des interactions électroniques
entre les centres redoxs :
 classe I : il n'existe pas de couplage électronique entre les centres, les électrons restent
localisés sur les centres redoxs. Ce sont des isolants, avec une conductivité inférieure à
10−1 Ω−1cm−1. La coloration observée est celle propre aux ions.
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Figure 5.1: Représentation de la surface d'énergie adiabatique pour les systèmes de classe
II (a) et III(b). Q est la coordonnée de réaction. Hab est l'élément de couplage électronique.
 classe II : la charge est partiellement localisée, le couplage électronique entre les centre
est faible. Ce sont des semi-conducteurs avec une conductivité comprise entre 10−1 et
10−8 Ω−1cm−1, présentant une coloration intense, principalement dans le rouge. Les
composés appartenant à cette classe présentent une brisure de symétrie. Voir Figure
(5.1).a.
 classe III : la charge est complètement délocalisée, le couplage électronique entre les
centres est fort. Le matériau est conducteur, et présente une coloration très intense
(Figure (5.1).b).
Le passage de l'une à l'autre des classe peut s'effectuer en modifiant différents facteurs,
tels que la composition, la température ou le solvant utilisé [100].
5.2 Cation bis-Triarylamine
Les composés à valence mixte peuvent être soit inorganiques, soit organiques. Les centres
rédoxs de la première catégorie sont des métaux de transition, alors que ceux de la seconde
catégorie sont des systèmes pi tels que l'hydrazine ou les triarylamines. Parmi tous ces com-
posés organiques à valence mixte, nous nous sommes intéressés au cation bis-Triarylamine
(bis{4-[N,N-di(4-methoxyphenyl)amino]-phenyl}butadiyne), représenté Figure 5.2, com-
posé de deux groupes triphénylamines connectés par un pont d'hydrocarbones conjugués.
142
Figure 5.2: Cation bis-Triarylamine.
Le pont présente un fort caractère pi. En principe, les deux atomes d'azote servent de
couple donneur-accepteur, alors que le pont permet le transport des charges.
Le composé à l'état neutre se trouve dans la symétrie D2. Le retrait d'un électron va
déformer la symétrie de la molécule, et va ainsi amener le composé dans le groupe de
symétrie inférieur C2, sauf pour le point de la coordonnée de réaction où la charge sera
totalement délocalisée (à cet endroit, le groupe de symétrie redeviendra D2).
Le cation bis-Triarylamine est classé dans la catégorie des composés classe II/III bor-
derline. Cette famille de composés présente un paramètre de couplage faible. En effet,
les résultats expérimentaux ont montré que le cation bis-Triarylamine est un composé de
classe II [101]. Des calculs Hartree-Fock précédemment effectués surestiment le caractère
localisé des charges, amenant ainsi à un composé de classe II [101, 102]. Par contre, les
méthodes DFT tendent à créer une description trop délocalisée [102, 103], conduisant à
un composé de classe III. Renz et al. [100] ont montré que la fraction d'échange conte-
nue dans les fonctionnelles DFT est primordiale pour la détermination de la classe. Nous
avons donc effectué des calculs préliminaires sur ce système à l'aide de notre méthode
d'optimisation de géométrie mixte sr -DFT/lr -HF.
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Tableau 5.1: Cation bis-Triarylamine : énergies absolue (u.a) pour différentes méthodes
avec optimisation de géométrie. Les calculs ont été effectués en symétrie C2 et D2. Base
utilisée : Roos [104].
méthode symétrie ∆E(eV ) classe
D2 C2
LDA -2086,94608843 -2086,94637127 0,0077 II
PBE -2102,79309222 -2102,79319158 0,0027 II
B3LYP -2103,84507444 -2103,84506546 -0,0002 III
sr -LDA/lr -HF -2087,12908620 -2087,12903808 -0,0013 III
sr -PBE/lr -HF -2100,67673018 -2100,68995456 0,3598 II
HF -2091,49272411 -2091,51912235 0,7183 II
5.3 Résultats
Les résultats de nos calculs sont présentés Table (5.1). La base utilisée est de type Roos
[104]. Les calculs ont été réalisés en en forçant les symétries D2 et C2, pour différentes
méthodes de calcul (LDA, PBE, B3LYP, sr -LDA/lr -HF, sr -PBE/lr -HF et HF), avec
optimisation de géométrie. Pour chaque méthode, nous avons calculé l'énergie d'activation
en soustrayant l'énergie obtenue après optimisation en symétrie C2 de celle obtenue en
symétrie D2.
La méthode Hartree-Fock donne un composé de classe II avec une énergie d'activation
élevée (0,7183 eV), ce qui est cohérent par rapport aux observations Hartree-Fock pré-
cédentes [101, 102]. Les fonctionnelles DFT donnent des composés de classe II (LDA,
PBE) ou III (B3LYP), mais avec une énergie d'activation tellement faible qu'il existe
une ambiguïté quant à la classe du composé. La méthode mixte sr -LDA/lr -HF conduit à
un composé de classe III, mais avec une énergie d'activation très faible (0,0013 eV). Par
contre, la méthode sr -PBE/lr -HF donne un composé de classe II, avec cette fois-ci une
énergie d'activation beaucoup plus importante (0,3598 eV). Il est intéressant de remar-
quer que l'énergie d'activation obtenue avec la méthode sr -PBE/lr -HF (0,3598 eV) est
intermédiaire entre l'énergie Hartree-Fock (0,7183 eV) et l'énergie PBE (0,0027 eV). La





Pour favoriser la popularisation et la diffusion des méthodes de calcul de chimie théorique,
il est nécessaire de pouvoir proposer le calcul du plus grand nombre de propriétés chi-
miques et physiques possible. Parmi toutes ces propriétés, l'accès à la géométrie de l'état
de plus basse énergie d'une molécule par l'intermédiaire des gradients est une des plus
fondamentale. Avant ce travail, seuls les gradients numériques pour les méthodes mixtes
sr -DFT/lr -WFT étaient disponibles.
Dans cette thèse, nous avons présenté le développement et l'implémentation des gradients
analytiques pour les méthodes mixtes sr -DFT/lr -HF et sr -DFT/lr -MP2. Ces gradients
permettent de réaliser des optimisations de géométrie sr -LDA/lr -HF, sr -PBE/lr -HF, sr -
LDA/lr -MP2 et sr -PBE/lr -MP2, avec ou sans utilisation d'orbitales locales. Toutes ces
méthodes sont disponibles à partir de la version 2009.2 de Molpro [3].
Afin de valider les différents gradients implémentés, nous avons appliqué la méthode d'op-
timisation de géométrie mixte à différents cas problématiques de la DFT.
 Nous avons tout d'abord étudié les molécules contenues dans les bases de données
développées par Zhao et al. [13]. On observe une amélioration des résultats par rapport
à la DFT. On constate aussi une dégradation moindre de la géométrie après optimisation
par rapport aux méthode DFT, voire même par rapport à la méthode MP2 pour la base
de données WI9/04.
 Ensuite, nous avons étudié l'alternance de longueur de liaison pour les polyacétylènes et
les polyméthineimines. Dans ces deux cas, l'utilisation d'une optimisation mixte permet
d'améliorer le BLA, et ainsi de le rendre comparable à celui déterminé avec des méthodes
de traitement de la corrélation électronique plus poussées (comme CCSD(T)). On a
aussi constaté que les méthodes mixtes délivrent de meilleur résultats que les méthodes
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DFT utilisant des fonctionnelles longue-portée.
 Nous nous sommes ensuite intéressés à l'énergie de réaction des composés inclus dans la
base de données NHTBH38/04. Nous avons tout d'abord analysé la pertinence du choix
de la valeur µ=0,5 bohr−1 comme paramètre de calcul. Sauf pour quelques cas litigieux,
cette valeur semble être une des plus appropriées. Nous observons aussi qu'avec cette
valeur de µ, les résultats mixtes sont bien meilleurs que ceux obtenus avec la DFT.
 Nous avons finalement étudié la classe (définie par Robin et Day [18]) du composé
cation bis-Triarylamine. Ce composé a été déterminé expérimentalement comme ap-
partenant à la classe II. Ce résultat est confirmé par la méthode sr -PBE/lr -HF, qui
donne un composé appartenant à la classe II avec une forte énergie d'activation. Les
autres méthodes de calcul donnent un composé de classe II ou III, mais avec une énergie
d'activation trop faible pour pouvoir trancher.
Les propriétés phares des méthodes mixtes, que sont la faible dépendance à la base utilisée
et à la fonctionnelle, ont été observées dans les applications effectuées.
Pour augmenter les possibilités de systèmes à traiter par les méthodes mixtes sr -DFT/lr -
WFT, des implémentations de fonctionnelles courte-portée dans lesquelles le paramètre µ
dépend de la position ont été effectuées [105, 106]. Il serait aussi nécessaire de développer
un algorithme de gradients pour les systèmes à couches-ouvertes. Il est aussi important
d'avoir accès au calcul d'autres propriétés physicochimiques, et notamment aux états
excités. Actuellement, la programmation du calcul des énergies des états excités par une
méthode mixte sr -DFT/lr -DF-LCC2 est en cours.
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Annexe A : obtention des équations CPHF
L'obtention des équations CPHF se fait en développant les différents termes du Lagran-
gien en série de Taylor au premier orde en V. Parmi les nombreux termes composant le







Ce terme fait intervenir la densité MP2, et la partie bi-électronique de l'opérateur de Fock
















































On développe maintenant les intégrales bi-électroniques en introduisant la matrice V.
Comme nous n'avons besoin que du Lagrangien au premier ordre en V, nous nous conten-































































Le regroupement des différents termes s'effectue facilement pour les deux premiers termes







































Les termes (6.9) et (6.10) sont identiques, et ont été obtenus en utilisant les propriétés de





Les derniers termes (6.7) et (6.8) sont un peu plus compliqués à développer. Par exemple,





















































Dans l'expression précédente, nous avons permuté les matrices densité d(0) et d(2). Il est
possible de montrer que le dernier terme (6.8) se développe de la même manière que











































Annexe B-1 : Dérivées de la fonctionnelle sr -xLDA.
















La valeur de la fonctionnelle KSRX sera différente selon la valeur de a (ρ) :
 si a < 10−9 :






















 si a < 100 :
















2a (ρ)− 4a3 (ρ)) exp(− 1
4a2 (ρ)
)
− 3a (ρ) + 4a3 (ρ)
}














































 si a < 109 :















KSRX (ρ) = 0




Annexe B-2 : Dérivées de la fonctionnelle sr -cLDA.
Ac = 0.03109 α1 = 0.21370 β1 = 7.5957




a2 = 5.84605 c2 = 3.91744






Fg0 = 0.752411 Dg0 = −0.0127713 Eg0 = 0.00185898





























(Gd (rs)− eclr (rs))














































































































































































3 + a2 (rs)µ
4 + a3 (rs)µ
5 + a4 (rs)µ























































































































− (Qrpa (rs) + a1 (rs)µ3 + a2 (rs)µ4 + a3 (rs)µ5 + a4 (rs)µ6 + a5 (rs)µ8)
∗
{
















Qrpa (rs) + a1 (rs)µ
3 + a2 (rs)µ
4 + a3 (rs)µ
5 + a4 (rs)µ














Qrpa (x) = Acoul.ln
(
1 + a2x+ b2x
2 + c2x
3






b2 [(2 + a2x) + c2x (3 + 2a2x) + d2 (−2− a2x+ c2x3)]







1 + a2x+ b2x2 + c2x3
−
(
a2 + 2b2x+ 3c2x
2
1 + a2x+ b2x2 + c2x3
)2
− 2d2




1 + a2x+ d2x2
)2}
a1 (rs) = 4b
6
0.coe3 (rs) + b
8
0coe5 (rs)
a2 (rs) = 4b
6
0coe2 (rs) + b
8
0coe4 (rs) + 6b
4
0.Gd (rs)
a3 (rs) = b
8
0coe3 (rs)




b20coe2 (rs) + 4.Gd (rs)
)























































































































































































coe3 (rs) = −g0f (rs)√
2pir3s
coe4 (rs) = − 9
64r3s
















































































































































































































d2anti (rs) = (−0.388 + 0.676.rs) e
−0.547.rs
rs





















(0.547)2 (−0.388) r2s + 0.676 (0.547)2 r3s







2 (0.31) r2s + 2rs − 4.95 (0.31)2 r2s
(0.31)2 r3s + 4 (−4.95) (0.31) rs − 6 (4.95)
}















































)2 1 + (p3p − 0.454555)x









−2 + (0.454555− 4p3p)x+ (−4p2p + p3p (0.90911− 2p3p)x)






















5p22p − 3x3p4pp23p − 6x5p4pp22p







−3x2p3pp4p − 3x3p2pp4p + 10p22px4 + 9p3px+ 9p23px2 + 3








3 − p4pw + 3p33px3 − 8p2pp3pp4px4




Annexe C : Diagramme de programmation et quelques
routines
Figure 6.1: Structure du programme pour le calcul des gradients sr -DFT/lr -HF. Le nom
des subroutines est en rouge.
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Figure 6.2: Structure du programme pour le calcul des gradients sr -DFT/lr -MP2. Le nom
des subroutines est en rouge.
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subroutine mp2ymat_hybrid












Γλia, qui est ajouté à la contribu-
tion Aai − Aia déjà existante afin de former Aai − Aia (1.298) :





inter (iorbitale−symetrie) = ρ(2) (igrille) ∗ φ (iorbitale−symetrie, igrille)
∗ω (igrille) ∗ V SR′XC (igrille)
DO j=1,i
final (itg1) = final (itg1) ∗ inter (iorbitale−symetrie)
∗φ (iorbitale−symetrie, igrille)



















Γλia, qui est inséré dans les équa-
tions CPHF afin de former l'élément zai (1.297) . L'algorithme utilisé est le même que celui
utilisé pour la subroutine mp2ymat_hybrid (6.1), sauf la densité qui est préalablement
évaluée avec la matrice z, au lieu de la matrice densité usuelle d.
subroutine dft_gety_closed_nograd_RHS


































∣∣∣V SRXC (ρ(0)λ )∣∣∣ ν〉(x)
1.268.
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Algorithme 6.2 subroutine dft_gety_closed_nograd_RHS
DO igrille=1,Npoints−de−grille
w2rhoc2 = 2 ∗ ρ (igrille) ∗ ω (igrille) ∗ V SR′XC (igrille)
w2vrhoc = 2 ∗ ω (igrille) ∗ V SRXC (igrille)
DO iorbitale−symetrie,Norbitale−par−symetrie
yscalar (igrille, iorbitale−symetrie) = w2vrhoc2 ∗ bxc (igrille, iorbitale−symetrie)
+ w2vrhoc
* (bxdenmp2 (igrille, iorbitale−symetrie)
+ bxc (igrille, iorbitale−symetrie))
ENDDO
ENDDO
Les deux matrices bxc et bxdenmp2 sont calculée dans la subroutine dft_bxden :
Algorithme 6.3 subroutine dft_bxden
bxden (igrille, iorbitale−symetrie) =
∑
iorbitale−symetrie
χ (igrille, iorbitale−symetrie) d (iorbitale−symetrie)
bxc est évaluée avec la matrice densité SCF (d(0)), alors que bxdenmp2 est évaluée avec(
d− d(0)).
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Annexe D-1 : composés CT7/04
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Tableau 6.1: CT7/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, en utilisant la base MG3S, après Optimisation de géométrie.
µ=0,5 bohr−1 pour les méthodes mixtes. Les calculs sont réalisés avec (cp) et sans (no-cp) correction de superposition de base.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 W1 [74]
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
C2H4...F2 72,17 43,18 20,59 18,54 4,85 3,22 5,23 3,64 6,53 3,60 4,44
NH3...F2 84,60 81,59 59,83 57,57 7,15 5,36 7,82 6,11 8,33 5,56 7,57
C2H2...ClF 61,38 59,45 32,89 31,59 18,24 16,74 19,71 18,28 20,46 16,48 15,94
HCN...ClF 59,45 56,69 28,87 27,28 24,31 22,8 24,98 23,64 23,93 20,38 20,33
NH3...Cl2 64,89 62,97 40,25 38,58 21,71 19,75 23,05 21,17 23,39 19,46 20,42
H2O...ClF 61,42 58,37 36,74 34,23 26,32 20,08 27,15 24,6 25,1 20,08 22,43
NH3...ClF 106,48 103,76 75,23 73,3 50,63 47,45 52,26 49,45 50 43,43 44,43
MAD 53,56 47,2 22,68 20,79 2,64 1,8 3,51 2,26 3,18 1,09
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Tableau 6.2: CT7/04 : distance intermoléculaire (Å) avec différentes méthodes, avec (cp) et sans (no-cp) counterpoise correction,
après optimisation de géométrie. µ=0,5 bohr−1 pour les méthodes mixtes. Base : MG3S.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 MC-QCISD/3[74]
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
C2H4...F2 2,272 2,287 2,490 2,510 3,014 3,095 2,960 3,054 2,912 3,020 3,053
NH3...F2 1,859 1,864 1,932 1,937 2,678 2,730 2,629 2,673 2,646 2,743 2,696
C2H2...ClF 2,371 2,381 2,529 2,542 2,827 2,846 2,790 2,806 2,800 2,865 2,876
HCN...ClF 2,076 2,095 2,308 2,334 2,532 2,554 2,515 2,535 2,548 2,606 2,609
NH3...Cl2 2,277 2,283 2,388 2,394 2,644 2,663 2,611 2,624 2,603 2,660 2,688
H2O...ClF 2,246 2,255 2,369 2,380 2,476 2,494 2,461 2,482 2,512 2,564 2,557
NH3...ClF 2,120 2,127 2,195 2,204 2,241 2,259 2,237 2,253 2,234 2,276 2,302
MAD 0,509 0,498 0,367 0,354 0,053 0,042 0,082 0,051 0,075 0,022
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Annexe D-2 : composés DI6/04
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Tableau 6.3: DI6/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, en utilisant la base MG3S, après optimisation de géométrie.
µ=0,5 bohr−1 pour les méthodes mixtes. Les calculs sont réalisés avec (cp) et sans (no-cp) correction de superposition de base.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 W1 [74]
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
(H2S)2 18,16 17,11 7,78 7,07 7,95 7,20 7,95 7,24 7,87 6,49 6,95
(HCl)
2
20,92 19,79 9,16 8,33 9,33 8,41 9,41 8,54 9,37 7,57 8,41
HCl · · ·H2S 34,06 32,68 18,62 17,53 16,11 14,94 16,15 15,02 15,69 13,39 14,02
CH3Cl · · ·HCl 33,14 31,92 14,98 14,10 16,28 15,19 16,61 15,56 16,32 13,72 14,85
HCN · · ·CH3SH 28,91 28,16 15,52 15,06 17,03 17,03 17,15 17,15 16,36 14,39 15,02
CH3SH · · ·HCl 47,15 45,73 25,73 24,56 23,47 22,13 23,60 22,26 22,84 19,62 17,41
MAD 17,61 16,44 2,51 1,97 2,26 1,38 2,38 1,51 1,97 1,00
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Tableau 6.4: DI6/04 : distance intermoléculaire (Å) avec différentes méthodes, avec (cp) et sans (no-cp) counterpoise correction, en utilisant la base
MG3S, après optimisation de géométrie. µ=0,5 bohr−1 pour les méthodes mixtes. La MAD est calculée par rapport à la référence MC-QCISD/3.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 MC-QCISD/3 [74]
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
(H2S)2 3,752 3,756 4,054 4,083 4,106 4,136 4,096 4,096 4,110 4,184 4,115
(HCl)
2
3,464 3,470 3,722 3,742 3,774 3,779 3,767 3,774 3,778 3,742 3,787
HCl · · ·H2S 3,438 3,448 3,612 3,622 3,699 3,708 3,694 3,708 3,731 3,779 3,756
CH3Cl · · ·HCl 3,330 3,335 3,574 3,566 3,571 3,592 3,558 3,570 3,599 3,644 3,611
HCN · · ·CH3SH 3,295 3,297 3,625 3,645 3,563 3,565 3,548 3,549 3,597 3,645 3,616
CH3SH · · ·HCl 3,315 3,320 3,489 3,495 3,538 3,550 3,533 3,545 3,571 3,621 3,607
MAD 0,316 0,311 0,072 0,066 0,040 0,034 0,049 0,041 0,017 0,036
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Tableau 6.5: WI9/04 : énergie de dissociation De (kJ/mol) avec différentes méthodes, en utilisant la base MG3S, après optimisation de géométrie.
Les calculs sont réalisés avec (cp) et sans (no-cp) correction de superposition de base. µ=0,5 bohr−1 pour les méthodes mixtes.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 W1 [74]
no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp
NeHe 1,67 1,38 0,54 0,38 0,13 0,04 0,08 0,04 0,21 0,04 0,17
ArHe 1,63 1,46 0,42 0,29 0,25 0,17 0,21 0,17 0,21 0,13 0,25
Ne2 2,47 1,76 0,88 0,46 0,38 0,04 0,33 0,04 0,75 0,04 0,33
ArNe 2,97 2,34 0,96 0,59 0,54 0,17 0,50 0,17 0,88 0,13 0,54
CH4 · · ·Ne 3,51 2,68 1,13 0,63 0,75 0,25 0,71 0,25 1,21 0,17 0,92
C6H6 · · ·Ne 6,40 4,73 1,63 0,79 2,13 0,88 2,09 0,92 2,64 0,54 1,97
(CH4)2 5,15 4,77 0,67 0,67 1,72 1,51 1,84 1,63 1,72 1,34 2,13
(C2H2)2 10,63 11,34 4,27 5,15 6,19 5,73 6,40 5,90 6,23 5,31 5,61
(C2H4)2 12,97 12,68 2,34 2,22 6,36 5,52 6,69 6,32 6,57 4,90 5,94
MAD 3,26 2,81 0,92 0,84 0,21 0,42 0,25 0,42 0,38 0,59
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Tableau 6.6: WI9/04 : distance intermoléculaire (Å) avec différentes méthodes, avec (cp) et sans (no-cp) counterpoise correction, en utilisant la
base MG3S, après optimisation de géométrie. µ=0,5 bohr−1 pour les méthodes mixtes. La MAD est calculée par rapport à la référence MC-QCISD/3.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 MC-QCISD/3 [74]
NeHe 2,476 2,911 3,449 3,433 3,059 3,031
ArHe 2,937 3,495 3,617 3,604 3,708 3,480
Ne2 2,583 3,156 3,553 3,544 3,648 3,091
ArNe 3,016 3,490 3,494 3,493 3,868 3,489
CH4 · · ·Ne 2,971 3,536 3,683 3,723 3,769 3,486
C6H6 · · ·Ne 3,183 3,784 3,692 3,660 3,950 3,509
(CH4)2 3,329 4,040 3,759 3,712 3,788 3,615
(C2H2)2 3,530 3,867 3,442 3,453 3,477 3,456
(C2H4)2 3,551 2,911 3,849 3,856 3,892 3,834
MAD 0,396 3,254 0,187 0,166 0,241
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Tableau 6.7: HB6/04 : énergie de dissociation De (kJ/mol) des composés HB6/04 avec différentes méthodes avec la base MG3S, après optimisation
de géométrie. Les calculs sont réalisés avec (cp) et sans (no-cp) correction de superposition de base. µ=0,5 bohr−1 pour les méthodes mixtes.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 W1 [74]
no-cp cp co-cp cp no-cp cp no-cp cp no-cp cp
(NH3)2 25,65 24,81 13,97 13,22 14,64 13,60 14,69 13,68 13,93 12,18 13,18
(HF )
2
35,94 33,51 21,38 19,54 22,97 20,63 22,22 20,29 20,54 16,57 19,12
(H2O)2 38,87 36,07 23,35 21,13 25,27 22,89 24,77 22,59 22,89 19,00 20,79
NH3...H2O 47,78 45,98 30,33 28,83 30,96 29,12 30,54 28,87 28,37 24,98 26,82
(HCONH2)2 97,36 95,06 60,12 58,53 70,42 67,15 69,71 66,73 62,26 55,44 62,51
(HCOOH)
2
122,55 117,95 70,88 67,95 85,06 80,29 82,42 78,12 68,16 58,99 67,57
MAD 26,36 23,89 2,47 1,21 6,49 3,93 5,73 3,39 1,13 3,81
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Tableau 6.8: HB6/04 : distance intermoléculaire (Å) avec différentes méthodes, avec (cp) et sans (no-cp) counterpoise correction, en utilisant la
base MG3S, après optimisation de géométrie. µ=0,5 bohr−1 pour les méthodes mixtes. La MAD est calculée par rapport à la référence MC-QCISD/3.
LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 MC-QCISD/3[74]
(NH3)2 3,272 3,257 3,230 3,221 3,247 3,267
(HF )
2
2,569 2,750 2,720 2,720 2,820 2,783
(H2O)2 2,732 2,917 2,883 2,883 2,980 2,937
NH3 · · ·H2O 2,757 2,910 2,902 2,901 2,974 2,967
(HCONH2)2 2,697 2,862 2,833 2,833 2,911 2,881
(HCOOH)
2
2,478 2,633 2,600 2,614 2,720 2,702
MAD 0,173 0,035 0,061 0,061 0,026
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Annexe E : BLA
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Tableau 6.9: BLA (Å) pour les PA. Bases 6-31G(d)/4-31G, après optimisation de géométrie. µ=0,33 bohr−1 pour les méthodes mixtes.
N LDA PBE sr -LDA/lr -HF sr -PBE/lr -HF sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2
2 0,0986/0,1005 0,1049/0,1063 0,1281/0,1281 0,1303/0,1298 0,1225/0,1232 0,1247/0,1249 0,1135/0,1190
4 0,0625/0,0632 0,0678/0,0684 0,1085/0,1075 0,1108/0,1094 0,0974/0,0974 0,0997/0,0992 0,0862/0,0928
6 0,0481/0,0489 0,0528/0,0530 0,1032/0,1021 0,1055/0,1041 0,0882/0,0885 0,0905/0,0903 0,0753/0,0832
8 0,0399/0,0407 0,0441/0,0445 0,1013/0,1003 0,1037/0,1022 0,0838/0,0842 0,0862/0,0861 0,0697/0,0785
10 0,0345/0,0353 0,0385/0,0392 0,1006/0,0996 0,1030/0,1015 0,0815/0,0820 0,0839/0,0840 0,0667/0,0761
12 0,0307/0,0315 0,0345/0,0352 0,1003/0,0993 0,1027/0,1012 0,0802/0,0808 0,0827/0,0828 0,0650/0,0747
14 0,0278/0,0286 0,0316/0,0322 0,1002/0,0992 0,1026/0,1011 0,0795/0,0801 0,0821/0,0822 0,0640/0,0740
16 0,0254/0,0263 0,0293/0,0299 0,1002/0,0991 0,1025/0,1010 0,0791/0,0798 0,0817/0,0818 0,0634/0,0737
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Tableau 6.10: BLA pour les PMI-TT avec les bases 6-31G(d)/4-31G, après optimisation de géométrie. µ=0,5 bohr−1 pour sr -LDA/lr -MP2 et
sr -PBE/lr -MP2.
N LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2
2 0,1166/0,1236 0,1254/0,1327 0,1380/0,1424 0,1393/0,1434 0,1318/0,1452
4 0,0835/0,0878 0,0915/0,0965 0,1153/0,1188 0,1168/0,1201 0,1115/0,1245
6 0,0660/0,0702 0,0736/0,0786 0,1035/0,1081 0,1049/0,1095 0,1028/0,1155
8 0,0562/0,0606 0,0636/0,0688 0,0969/0,1028 0,0983/0,1041 0,0999/0,1126
10 0,0494/0,0540 0,0566/0,0621 0,0922/0,0994 0,0937/0,0994 0,0981/0,1113
12 0,0444/0,0493 0,0514/0,0574 0,0886/0,0966 0,0901/0,0984 0,0972/0,1110
14 0,0405/0,0456 0,0474/0,0537 0,0856/0,0953 0,0871/0,0967 0,0964/0,1110
16 0,0372/0,0425 0,0442/0,0507 0,0832/0,0928 0,0846/0,0954 0,0958/0,1110
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Tableau 6.11: BLA pour les PMI-GP avec la bases 6-31G(d) après optimisation de géométrie. µ=0,5 bohr−1 pour sr -LDA/lr -MP2 et sr -PBE/lr -
MP2.
N LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2
2 0,1097 0,1162 0,1285 0,1312 0,1280
4 0,0698 0,0822 0,1018 0,1039 0,1086
6 0,0581 0,0706 0,0921 0,0955 0,1036
8 0,0499 0,0615 0,0854 0,0883 0,1003
10 0,0435 0,0549 0,0801 0,0838 0,0985
12 0,0419 0,0490 0,0774 0,0797 0,0968
14 0,0398 0,0439 0,0765 0,0791 0,0958
16 0,0372 0,0390 0,0749 0,0769 0,0957
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Annexe F : NHTBH38/04
Figure 6.3: sr -LDA/lr -MP2. Base MG3S, après optimisation de géométrie.
(a) HCN→HNC











(b) F−+CH3F→FCH3 · · ·F−
(c) Cl−+CH3Cl→ClCH3 · · ·Cl− (d) F−+CH3Cl→F· · ·CH3Cl−
(e) F−+CH3Cl→FCH3 · · ·Cl−
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(a) Cl− · · ·CH3F→ClCH3 · · ·F− (b) Cl−+CH3F→ClCH3 · · ·F−
(c) Cl−+CH3F→Cl· · ·CH3F− (d) F−+CH3Cl→FCH3+Cl−
(e) OH−+CH3F→CH3OH+F−
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Figure 6.5: sr -LDA/lr -MP2. Base MG3S, après optimisation de géométrie.
(a) OH−+CH3F→OHCH3 · · ·F− (b) OH−+CH3F→OH· · ·CH3F−
(c) F−+CH3OH→FCH3 · · ·OH− (d) F−+CH3OH→F· · ·CH3OH−
(e) OH− · · ·CH3F→OHCH3 · · ·F−
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Figure 6.6: sr -PBE/lr -MP2. Base MG3S, après optimisation de géométrie.
(a) HCN→HNC (b) F−+CH3F→FCH3 · · ·F−
(c) Cl−+CH3Cl→ClCH3 · · ·Cl− (d) F−+CH3Cl→F· · ·CH3Cl−
(e) F−+CH3Cl→FCH3 · · ·Cl−
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Figure 6.7: sr -PBE/lr -MP2. Base MG3S, après optimisation de géométrie.
(a) Cl− · · ·CH3F→ClCH3 · · ·F− (b) Cl−+CH3F→ClCH3 · · ·F−
(c) Cl−+CH3F→Cl· · ·CH3F− (d) F−+CH3Cl→FCH3+Cl−
(e) OH−+CH3F→CH3OH+F−
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Figure 6.8: sr -PBE/lr -MP2. Base MG3S, après optimisation de géométrie.
(a) OH−+CH3F→OHCH3 · · ·F− (b) OH−+CH3F→OH· · ·CH3F−
(c) F−+CH3OH→FCH3 · · ·OH− (d) F−+CH3OH→F· · ·CH3OH−
(e) OH− · · ·CH3F→OHCH3 · · ·F−
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Tableau 6.12: énergie de réaction ∆E (kJ/mol) pour différentes méthodes de calcul sans optimisation de géométrie. Base utilisée : MG3S. La MAD
est calculée par rapport à la référence W1.
réaction/∆E LDA PBE MP2 CCSD(T) W1
HCN → HNC 58,95 62,72 74,22 62,47 62,97
F− + CH3F → FCH3 · · ·F− -77,11 -62,68 -58,74 -60,67 -57,40
Cl− + CH3Cl→ ClCH3 · · ·Cl− -55,27 -44,64 -44,52 -44,43 -43,97
F− + CH3Cl→ F · · ·CH3Cl− -92,47 -77,61 -66,61 -69,87 -64,56
F− + CH3Cl→ FCH3 · · ·Cl− -186,23 -169,66 -181,46 -193,05 -176,40
Cl− · · ·CH3F → ClCH3 · · ·F− 93,76 92,05 114,85 123,18 111,84
Cl− + CH3F → ClCH3 · · ·F− 46,15 54,64 75,23 83,89 72,05
Cl− + CH3F → Cl · · ·CH3F− -55,27 -44,64 -39,62 -39,29 -39,79
F− + CH3Cl→ FCH3 + Cl− -138,62 -132,26 -141,84 -141,84 -136,61
OH− + CH3F → CH3OH + F− -86,65 -84,89 -85,14 -84,64 -84,14
OH− + CH3F → OHCH3 · · ·F− -257,90 -223,26 -215,27 -216,15 -209,12
OH− + CH3F → OH · · ·CH3F− -73,47 -58,91 -59,04 -60,00 -57,49
F− + CH3OH → FCH3 · · ·OH− 13,18 26,02 26,15 24,64 26,65
F− + CH3OH → F · · ·CH3OH− -171,25 -138,36 -130,08 -131,50 -124,98
OH− · · ·CH3F → OHCH3 · · ·F− -184,43 -164,39 -156,23 -156,15 -151,63
MAD 19,62 7,70 3,39 5,23
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Tableau 6.13: énergie de réaction ∆E (kJ/mol) pour différentes méthodes de calcul avec optimisation de géométrie (sauf pour la référence W1).
µ=0,5 bohr−1 pour sr -LDA/lr -MP2 et sr -PBE/lr -MP2. Bases utilisées : MG3S [54, 55, 56, 57, 58] et DIDZ [63, 64]. La MAD est calculée par rapport
à la référence W1.
réaction/∆E LDA PBE sr -LDA/lr -MP2 sr -PBE/lr -MP2 MP2 W1∗
MG3S DIDZ MG3S DIDZ MG3S DIDZ MG3S DIDZ MG3S DIDZ
HCN → HNC 58,79 56,74 62,55 60,63 57,49 54,64 57,49 55,06 74,89 75,94 62,97
F− + CH3F → FCH3 · · ·F− -80,58 -79,87 -63,76 -63,93 -59,91 -58,70 -61,42 -60,25 -58,74 -58,24 -57,40
Cl− + CH3Cl→ ClCH3 · · ·Cl− -58,41 -58,12 -45,23 -45,52 -44,10 -41,13 -45,19 -41,80 -44,64 -40,04 -43,97
F− + CH3Cl→ F · · ·CH3Cl− -97,45 -94,56 -80,58 -69,33 -66,27 -61,21 -68,32 -62,97 -66,65 -58,41 -64,56
F− + CH3Cl→ FCH3 · · ·Cl− -188,82 -189,79 -170,50 -172,63 -180,29 -168,95 -181,50 -170,12 -181,50 -153,13 -176,40
Cl− · · ·CH3F → ClCH3 · · ·F− 91,38 95,23 89,91 97,86 114,01 107,74 113,18 107,15 114,85 94,73 111,84
Cl− + CH3F → ClCH3 · · ·F− 41,17 44,56 52,13 -39,25 73,89 68,32 72,26 67,03 75,27 54,98 72,05
Cl− + CH3F → Cl · · ·CH3F− -50,21 -50,67 -37,78 -39,25 -40,12 -39,41 -40,92 -40,12 -39,66 -39,75 -39,79
F− + CH3Cl→ FCH3 + Cl− -138,62 -139,12 -132,72 -133,39 -140,21 -129,54 -140,58 -130,04 -141,84 -113,39 -136,61
OH− + CH3F → CH3OH + F− -86,99 -96,32 -84,73 -93,81 -101,46 -112,47 -98,78 -109,70 -85,19 -100,37 -84,14
OH− + CH3F → OHCH3 · · ·F− -262,96 -271,21 -225,27 -234,39 -240,37 -248,11 -235,27 -243,26 -215,60 -221,54 -209,12
OH− + CH3F → OH · · ·CH3F− -78,32 -81,67 -61,67 -65,06 -61.25 -63,05 -62,43 -64,31 -59,25 -62,09 -57,49
F− + CH3OH → FCH3 · · ·OH− 8,66 14,64 23,10 28,58 40,21 49,37 36,32 45,40 25,90 38,28 26,65
F− + CH3OH → F · · ·CH3OH− -175,98 -174,39 -140,54 -140,12 -138,95 -135,65 -136,48 -133,60 -130,42 -121,00 -124,98
OH− · · ·CH3F → OHCH3 · · ·F− -184,64 -189,07 -163,59 -168,87 -179,16 -185,06 -172,80 -178,95 -156,31 -159,28 -151,63
MAD 22,05 22,72 8,66 15,69 8,62 11,88 7,61 10,59 3,51 10,75
∗ : calcul sans optimisation de géométrie
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Tableau 6.14: Énergie de réaction ∆E (kJ/mol) pour les réactions NHTBH38/04 après optimisation de géométrie. Méthode sr -LDA/lr -MP2. Base
MG3S [54, 55, 56, 57, 58].
réaction/µ(bohr−1) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1,0 W1
HCN→HNC 58,41 57,36 56,61 56,48 57,11 58,32 60,00 61,76 63,51 65,06 62,97
F−+CH3F→FCH3 · · ·F− -77,45 -68,95 -62,97 -60,54 -59,87 -59,79 -59,75 -59,75 -59,66 -59,50 -57,40
Cl−+CH3Cl→ClCH3 · · ·Cl− -54,31 -47,40 -44,69 -44,10 -44,06 -44,22 -44,39 -44,52 -44,64 -44,69 -43,97
F−+CH3Cl→F· · ·CH3Cl− -92,47 -79,58 -70,96 -67,36 -66,27 -66,19 -66,40 -66,69 -66,94 -67,11 -64,56
F−+CH3Cl→FCH3 · · ·Cl− -186,86 -181,04 -177,90 -178,24 -180,29 -182,88 -185,27 -187,28 -188,87 -190,04 -176,40
Cl− · · ·CH3F→ClCH3 · · ·F− 94,39 101,46 106,90 110,83 114,01 116,69 118,87 120,58 121,92 122,93 111,84
Cl−+CH3F→ClCH3 · · ·F− 47,24 59,45 66,78 70,84 73,93 76,53 78,70 80,54 82,01 83,14 72,05
Cl−+CH3F→Cl· · ·CH3F− -47,15 -41,97 -40,12 -40,00 -40,08 -40,17 -40,12 -40,04 -39,96 -39,79 -39,79
F−+CH3Cl→FCH3+Cl− -139,70 -139,03 -137,74 -138,24 -140,62 -142,67 -145,14 -147,23 -148,91 -150,21 -136,61
OH−+CH3F→CH3OH+F− -86,57 -88,78 -93,76 -98,45 -101,42 -102,59 -102,55 -101,71 -100,54 -99,24 -84,14
OH−+CH3F→OHCH3 · · ·F− -258,95 -249,87 -243,93 -241,50 -240,45 -239,57 -238,11 -236,69 -235,22 -233,72 -209,12
OH−+CH3F→OH· · ·CH3F− -74,77 -67,03 -62,63 -61,42 -61,30 -61,25 -61,21 -61,09 -60,88 -60,63 -57,49
F−+CH3OH→FCH3 · · ·OH− 11,84 21,76 31,13 37,07 40,21 41,34 41,34 40,67 39,71 38,62 26,65
F−+CH3OH→F· · ·CH3OH− -172,38 -161,08 -150,16 -143,01 -138,95 -136,73 -135,56 -134,98 -134,64 -134,47 -124,98
OH− · · ·CH3F→OHCH3 · · ·F− -184,22 -182,84 -181,25 -180,08 -179,12 -178,11 -176,90 -175,64 -174,35 -173,09 -151,63




Development and implementation of the hybrid sr-DFT/lr-WFT analytical gradients and
their applications to critical DFT cases
ABSTRACT:
This thesis presents the development of the analytical gradients for a range-separated
short-range DFT / long-range WFT scheme. These gradients were implemented in the ab
initio program for molecular electronic structure calculation MOLPRO, and applied to
systems of chemical/biological interest: conjugated oligomers (polyacetylene, polymethin-
eimine), valence mixed coumponds, and to the weakly bond system databases HB6/04,
CT7/04, DI6/04, WI9/04 and NHTBH38/04.
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DFT, WFT, range-separated methods, analytical gradients, conjugated oligomers, poly-
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