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Abstract
We show that a C⋆-algebra B contains a dense left or right Fre´chet ideal A,
with A a nuclear locally convex space, if and only if the primitive ideal space
Prim(B) of B is discrete and countable, and B/I is finite dimensional for each I ∈
Prim(B). We show the forward implication holds for a general Banach algebra
B, if the ideal is assumed two-sided. For C⋆-algebras, we construct all two-sided
dense nuclear ideals by defining a set of matrix-valued Schwartz functions on the
countable discrete space Prim(B).
AMS Subject Classification 2010: 46H20 (structure, classification of topological
algebras), 46H10 (ideals and subalgebras), 46A11 (nuclear or Schwartz spaces),
46A45 (sequence spaces, including Kothe), 46L87 (noncommutative differential ge-
ometry). Keywords: Nuclear Fre´chet space, C⋆-algebra, discrete spectrum, dense
ideal, power series space of infinite type.
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2
1 Introduction
Dense subalgebras of C⋆-algebras are well-known to be useful in the study of C⋆-algebras.
The dense subalgebra can be viewed as C∞ functions on a manifold, where instead of a
manifold we have an underlying “noncommutative space”. To be more useful, the dense
subalgebra often has a Fre´chet topology and is spectral invariant in the C⋆-algebra (see
Remark 3.2). While some C⋆-algebras have nice dense subalgebras, others don’t seem to.
If we insist that the dense subalgebra be an ideal in the C⋆-algebra, we get a much
stronger condition than spectral invariance. Few C⋆-algebras can have a “smooth” dense
ideal. For example, any compact manifold M without boundary has a spectral invariant
Fre´chet algebra of smooth functions C∞(M), dense in the C⋆-algebra of continuous func-
tions C(M). But C∞(M) is an ideal in C(M), if and only if M is discrete (and therefore
finite by compactness).
In this paper, I will classify which C⋆-algebras have dense nuclear Fre´chet ideals.
The nuclearity property plays the role of making elements of the subalgebra “smooth” or
“differentiable”. For example, C∞(M) is a nuclear Fre´chet space [Treves, 1967], Chapters
10 and 51.
The notion of nuclearity for a locally convex space is different than nuclearity for a
C⋆-algebra [Kad Ring II, 1997], Chapter 11. If a C⋆-algebra were nuclear as a locally
convex space, it would be finite dimensional (Proposition 2.1 (b) below). However, it is
reasonable that a dense Fre´chet subalgebra of an infinite dimensional nuclear C⋆-algebra
be a nuclear locally convex space (see Corollary 4.7 below).
In §2, we recall definitions and properties of nuclear locally convex spaces and Fre´chet
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spaces from the literature. We define Schwartz functions on a countable set. Every
nuclear Fre´chet space with basis is one of these.
In §3, we go over definitions and basic lemmas on dense Fre´chet ideals of Banach
algebras, and state the example of ℓp(X) and Schwartz functions S(X) as dense ideals
of the commutative pointwise-multiplication C⋆-algebra c0(X). We show the property
of having a dense nuclear ideal is preserved by taking quotients and subalgebras formed
using idempotents.
In §4, we apply nuclearity and results of §3 to see that a C⋆-algebra has a dense
nuclear left or right ideal only if its spectrum is discrete and countable. We do this by
showing that the “finite socle” is dense. In the commutative case, a shorter proof is
given.
In §5, we generalize our results on discrete spectrum to the case of an arbitrary Banach
algebra. We prove that any Banach algebra with a dense nuclear two-sided ideal is both
left and right completely continuous. We also show the primitive ideal space is countable,
and that primitive quotients are finite dimensional. Complete continuity on both sides
of a Banach algebra is already known to imply discrete spectrum and finite dimensional
primitive quotients [Kaplansky, 1949], [Kaplansky, 1948], Lemma 4.
In §6, we construct dense nuclear two-sided ideals for every C⋆-algebra B which is
the direct sum of simple finite dimensional C⋆-algebras (i.e. full matrix algebras). We
define our dense ideal to be matrix-valued Schwartz functions on the countable discrete
spectrum of B.
In §7, we note that both the C⋆-algebra and dense ideal can be decomposed into
direct sums of two ideals, the matrix algebras which occur with finite multiplicity and
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those that occur with infinite multiplicity. In many cases, the underlying Fre´chet space
structure of the dense ideal is isomorphic to standard Schwartz functions on a countably
infinite set X , namely
Sγ(X) = {ϕ : X → C | for each n = 0, 1, 2, . . . , sup
x∈X
γ(x)n|ϕ(x)| <∞}, (1)
where γ is an enumeration of X .
In §8, we give examples of dense nuclear ideals, including the convolution algebra of
C∞ functions on a compact Lie group, and C∞ functions on the Cantor set.
In Appendix A, we show that the constants mn and Cn in the dense ideal inequality
(32) can be made to satisfy mn = n and Cn = 1 by choosing an equivalent family of
increasing norms {‖ · ‖n}∞n=0 for the topology of the dense Fre´chet ideal.
In Appendix B, we give counterexamples to our theorems, when various hypotheses
are dropped.
Throughout the paper, X will denote a countable set (with discrete topology), usually
infinite. All algebras in this paper are over the field of complex numbers C. The set of
natural numbers {0, 1, 2, . . .} is denoted by N, and N+ = {1, 2, 3, . . .}.
2 Nuclearity and Fre´chet Spaces with Basis
We state some basics facts about nuclear Fre´chet spaces used throughout the paper. The
reader unfamiliar with these concepts can consult standard references, such as [Pietsch,
1972] and [Treves, 1967].
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Proposition 2.1. Nuclearity Facts.
(a) A nuclear Fre´chet space is separable.
(b) A nuclear Banach space must be finite dimensional.
(c) If a Fre´chet space F contains an infinite dimensional Banach space E, and the topol-
ogy on E inherited from F is stronger than the Banach space topology, then F is not
nuclear.
(d) A bounded set in a nuclear Fre´chet space is relatively compact.
Proof: For separability, see [Pietsch, 1972], Theorem 4.4.10. For finite dimensionality of
a nuclear normed space, see [Pietsch, 1972], Theorem 4.4.14, or [Treves, 1967], Chapter
50-12, Corollary 2.
Let F be a Fre´chet space containing an infinite dimensional Banach space E. Since the
Banach space topology on E is assumed weaker than the Fre´chet space topology inherited
from F , these two topologies agree on E [Treves, 1967], Chapter 17-7, Corollary 2. But
a subspace of a nuclear Fre´chet space is nuclear [Pietsch, 1972], Proposition 5.1.5, or
[Treves, 1967], Proposition 50.1 (50.3). E is not nuclear by (b), so therefore F cannot be
nuclear.
A bounded set in a nuclear locally convex space is precompact by [Pietsch, 1972],
4.4.7, or [Treves, 1967], Proposition 50.2 (50.12).
Remark 2.2. The hypotheses of Proposition 2.1 (c) imply that E is a closed subspace
of F , namely E
F
= E. Here is a counterexample when the Banach space is not a
closed subspace of the Fre´chet space. Let F = lu(X) be the nuclear Fre´chet space of
complex-valued sequences onX (allowed to be unbounded), topologized by the seminorms
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‖ϕ‖n = maxγ(x)≤n |ϕ(x)| (see [Pietsch, 1972], 4.3.4 or [Treves, 1967], Theorem 51.1), and
let E be the Banach space ℓp(X) for any 1 ≤ p ≤ ∞.
We will often cite the following obvious Corollary to Proposition 2.1 (a).
Corollary 2.3. A Banach space with a dense nuclear Fre´chet subspace is separable.
For any locally convex space E, recall that the polar M0 of a set M ⊆ E is defined
to be the set
{ϕ ∈ E ′ | |ϕ(m)| ≤ 1, m ∈M}. (2)
Here E ′ denotes the topological dual of E, the set of linear functionals on E which are
continuous. We will use the following consequence of the Uniform Boundedness Theorem
in §5.
Theorem 2.4. Uniform Boundedness. Let E be a Banach space with unit ball U . If
{ϕn}∞n=0 ⊆ E ′ is a sequence of continuous linear functionals converging to zero pointwise,
then sup { ‖ϕn‖U0 | n ∈ N } <∞.
Proof: See [Rudin, 1973], Theorem 2.6.
Definition 2.5. Fre´chet Space with Basis. A sequence {ek}∞k=0 in a Fre´chet space F
is a basis if every f ∈ F has a unique series expansion f = ∑∞k=0 fkek which converges
in F , where each fk is a complex number. By [Husain, 1991], Chapter I, Theorem 4.3,
any basis in a Fre´chet space is a Schauder basis, meaning that the coordinate functional
f 7→ fk is a continuous linear map from F to C for each k ∈ N. The basis is unconditional
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if the series expansion converges to f in any order. If for every n ∈ N, there is some
C > 0 and q ∈ N such that |fk|‖ek‖n = ‖fkek‖n ≤ C‖f‖q, for all f ∈ F and k ∈ N, then
the basis is equicontinuous [Pietsch, 1972], 10.1.2. According to [Pietsch, 1972], Theorem
10.1.2, every Schauder basis in a Fre´chet space is equicontinuous. If F is nuclear, an
equicontinuous basis is absolute [Pietsch, 1972], 10.2.1. This means that for each n ∈ N
there exists C > 0 and q ∈ N for which ∑∞k=0 |fk|‖ek‖n ≤ C‖f‖q, for all f ∈ F . Then
the series
∑∞
k=0 fkek converges absolutely and unconditionally to f . For each ek, let
e′k : F → C denote the dual coordinate functional e′k(f) = fk, f ∈ F .
We say two bases {ek}∞k=0 and {e˜k}∞k=0 for (possibly different) Fre´chet spaces are equiv-
alent if for every sequence of complex numbers {fk}∞k=0, the series
∑∞
k=0 fkek converges
if and only if the series
∑∞
k=0 fke˜k converges, in their respective Fre´chet spaces. The
two bases are semi-equivalent if there exists some sequence of non-zero scalars rk 6= 0
for which {ek}∞k=0 and {rke˜k}∞k=0 are equivalent [Crone Rob, 1975], §1. If the bases are
absolute, we take rk > 0 in the definition [Dubinsky, 1979], (6.3.4).
Definition 2.6. Scales and Families of Scales. Let X be a countable set. A function
σ : X → [1,∞) is a scale on X . A scale σ dominates another scale τ if there exists C > 0
such that τ(x) ≤ Cσ(x) holds for all x ∈ X . We use the notation τ . σ. If τ also
dominates σ, we say that σ and τ are equivalent, and write σ ∼ τ . The scales σ and
τ are semi-equivalent if there exists a function r : X → (0,∞) for which σ and rτ are
equivalent, and use the notation σ ∼si τ .
Let σ be a scale on X and τ a scale on another countable set Y , with π : X ∼= Y a
bijection. Noting that τ ◦ π is a scale on X , we say σ ∼ τ when σ ∼ τ ◦ π, and σ ∼si τ
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when σ ∼si τ ◦ π,
If σ = {σn}∞n=0 is a family of scales on X , we require that for any pair σn, σm ∈ σ,
there exists some σp ∈ σ which dominates σn and σm. Then we can replace σ with an
equivalent increasing family of scales, so that σ0 ≤ σ1 ≤ · · ·σn ≤ · · · . We sometimes
adopt the convention σ0 ≡ 1. A family σ dominates another family τ if for every n ∈ N
there exists m ∈ N such that τn . σm. As for single scales, we say that σ is equivalent to
τ if both σ . τ and τ . σ. To define semi-equivalence σ ∼si τ , we use the same function
r : X → (0,∞) for all scales in the family τ , and generalize the definitions in the previous
paragraphs. If σ is a scale, an associated family σ is given by the powers σn = σ
n.
Definition 2.7. Sequence Spaces defined using Scales. Following the definition of
a sequence space in [Pietsch, 1972], Definition 6.1.1, we define the linear space
S
1
σ(X) =
{
ϕ : X → C
∣∣∣∣ ‖ϕ‖1n <∞ , n ∈ N
}
, (3)
which is a Fre´chet space for the norms
‖ϕ‖1n =
∑
x∈X
σn(x)|ϕ(x)|. (4)
Call this Fre´chet space S1σ(X) the ℓ
1-norm σ-rapidly vanishing functions on X , or simply
Schwartz functions on X . Let δx denote the step function at x ∈ X . Then span{δx | x ∈
X} is the dense subspace of finite support functions in S1σ(X), denoted by cf(X). The
set of functions {δx}x∈X is an absolute basis for S1σ(X) since
∑
x∈X |ϕ(x)|‖δx‖1n = ‖ϕ‖1n.
Similarly, define S∞σ (X) using sup-norms in place of ℓ
1 norms:
‖ϕ‖∞n = sup
x∈X
{
σn(x)|ϕ(x)|
}
. (5)
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Define the sup-norm σ-rapidly vanishing functions on X , S∞σ (X), to be the completion
of S1σ(X) (or equivalently of cf(X)) in the norms (5). We may also refer to S
∞
σ (X) as
Schwartz functions on X . If ϕ = {ϕk}∞k=0 is a Cauchy sequence in this completion,
then {ϕk(x)}∞k=0 is Cauchy in C for each x ∈ X , since we are using sup-norms. The
pointwise limit ϕ(x) is the unique coordinate of ϕ in the unconditional basis {δx}x∈X .
Since |ϕ(x)|‖δx‖∞n ≤ ‖ϕ‖∞n , the basis is equicontinuous.
The identity map id: X → X extends to a continuous inclusion of Fre´chet spaces
S
1
σ(X) →֒ S1τ (X) or S∞σ (X) →֒ S∞τ (X) if and only if τ . σ. If σ is a family of powers
of a single scale σ on X , we use the notation S1σ(X) and S
∞
σ (X) to stand for S
1
σ(X) and
S
∞
σ (X), respectively.
Remark 2.8. Power Series of Infinite Type. Let α be an ordered sequence of real
numbers 0 ≤ α1 ≤ α2 ≤ · · ·αk ≤ · · · . The set of sequences ϕ : X → C which satisfy
‖ϕ‖1α,ρ =
∑
x∈X
ραγ(x) |ϕ(x)| <∞, (6)
for every real number ρ satisfying 0 < ρ <∞, is the α-power series space of infinite type
on X , where γ is some fixed enumeration of X [Pietsch, 1972], 6.1.5 or [Dubinsky, 1979],
Chapter 1, (4.1). If σ is a scale on X , we can define α by α(x) = ln(σ(x)). Then S1σ(X)
is precisely the α-power series space of infinite type, since the norms
‖ϕ‖1σ,n =
∑
x∈X
σ(x)n|ϕ(x)| =
∑
x∈X
enα(x)|ϕ(x)| = ‖ϕ‖1α,ρ (7)
are equal, taking ρ = en.
Theorem 2.9. Nuclear Fre´chet Spaces with Basis. Let X be a countable set, and
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F a Fre´chet space with absolute basis {ex}x∈X . Assume there exists a continuous norm
‖ · ‖00 on F for which ‖ex‖00 = 1, x ∈ X. (This can be arranged by replacing each ex
with ex/‖ex‖00.) Let {‖ · ‖n}∞n=0 be an increasing family of norms dominating ‖ · ‖00 and
topologizing F . Then σn(x) = ‖ex‖n defines a family of scales σ on X, and the Fre´chet
spaces F ∼= S1σ(X) are naturally isomorphic.
Moreover, F is nuclear if and only if σ satisfies the summability condition
(∀n ∈ N) (∃m > n)
∑
x∈X
σn(x)
σm(x)
< ∞, (8)
and if and only if the Fre´chet spaces F ∼= S1σ(X) ∼= S∞σ (X) are naturally isomorphic.
Proof: The isomorphism F ∼= S1σ(X) is [Pietsch, 1972], Theorem 10.1.4. The second
paragraph is [Pietsch, 1972], Theorems 6.1.2 and 6.1.3.
Remark 2.10. Defining S∞σ (X) without completion. We say that a map f : X →
(0,∞) is proper if 1/f vanishes at infinity. If the summability condition (8) holds for σ,
then σm/σn is a proper map X → (0,∞), for any pair m and n for which the summation
holds. We show that when for any n ∈ N, there is an m ≥ n for which σm/σn is proper,
then S∞σ (X) is identical to the set of functions{
ϕ : X → C
∣∣∣∣ ‖ϕ‖∞n <∞ , n ∈ N
}
. (9)
For let ϕ be in this set. Since |σnϕ(x)| ≤ σnσm (x)‖ϕ‖∞m , the function σnϕ vanishes at infinity
on X . If S is a finite subset of X , then
∥∥∑
x∈S ϕ(x)δx(·)− ϕ(·)
∥∥∞
n
= supx∈X−S |σnϕ(x)|.
The right hand side can be as small as we like, by taking larger and larger finite sets S.
Since this is true for each n ∈ N, we have shown that ϕ is approximated by elements of
cf(X) in the sup-norms (5), and hence ϕ ∈ S∞σ (X).
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Definition 2.11. Enumerations and Regularity. We call a scale γ an enumeration
of a countably infinite set X if γ : X ∼= N+ is a bijection. If ϕ is a complex-valued function
on X , we write ϕ = (ϕ1, ϕ2, ϕ3, . . . ϕk, . . . ), where ϕk is short for ϕ(γ
−1(k)). The step
functions δx for x ∈ X may be written δk, where k = γ(x). We write (x1, x2, . . . xk, . . . )
in place of (γ−1(1), γ−1(2), . . . γ−1(k), . . . ).
If γ = {γn}∞n=1 is a family of enumerations on X , we define the γ-family of scales on X
by σγ = {γ1 · · · γn}∞n=0. Also define σ2γ and √σγ , the γ-family of squared and square-root
scales on X , in the obvious way.
If σ is a proper scale on X , it is not hard to see there exists an enumeration of X for
which σ(x1) ≤ σ(x2) ≤ · · ·σ(xk) ≤ · · · .
An absolute basis {ex}x∈X for some Fre´chet space is γ-regular if σn(xk)/σm(xk) ≥
σn(xk+1)/σm(xk+1) for m ≥ n and k ∈ N+ [Dubinsky, 1979], Chapter 1, (6.3.1), where
the family of scales σ is defined by σn(xk) = ‖exk‖n. In this framework, we also say σ is
γ-regular. Note that if σ is powers of a single scale, σn = σ
n, then γ-regular means that
σ is γ-ordered, that is σ(x1) ≤ σ(x2) ≤ · · ·σ(xk) ≤ · · · .
Proposition 2.12. Enumerations and Summability. Let γ be a family of enumera-
tions of X. The families σγ, σ
2
γ, and
√
σγ satisfy summability with m = n+2, m = n+1,
and m = n+ 4, respectively.
A family of scales σ is summable if and only if for every n ∈ N there exists an enu-
meration γ of X such that σ dominates the scale σn
√
γ. In particular, if σ is summable,
then σ dominates
√
σγ for some sequence of enumerations γ.
If we make the additional assumption that σ is γ-regular for some enumeration γ of
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X, then the summability of σ implies that σ dominates every power of γ.
Proof: First note that (
σ2γ
)
n(
σ2γ
)
n+1
=
1
γ2n+1
. (10)
Then
∑
x∈X 1/γn+1(x)
2 =
∑∞
k=1 1/k
2 = π2/6 < ∞ shows that σ2γ satisfies summability
with m = n+ 1.
Next note that (
σγ
)
n(
σγ
)
n+2
=
1
γn+1γn+2
. (11)
Then
∑
x∈X 1/γn+1(x)γn+2(x) ≤ ‖1/γn+1‖2 ‖1/γn+2‖2 = π2/6 < ∞ shows that σγ
satisfies summability with m = n + 2, where we used the Cauchy-Schwartz inequality.
Similarly
√
σγ satisfies summability with m = n+ 4.
Next let σ be a family satisfying the condition of the second paragraph. Apply the
condition four times to get four enumerations γ1, γ2, γ3, γ4 of X such that
√
γ1 ≤
C1σm/σn,
√
γ2 ≤ C2σp/σm, √γ3 ≤ C3σq/σp, and √γ4 ≤ C4σr/σq. Then, using the
Cauchy-Schwartz inequality and setting C = C1C2C3C4, we have
∑
x∈X
σn(x)
σr(x)
=
∑
x∈X
σn
σm
σm
σp
σp
σq
σq
σr
(x)
≤ C
∑
x∈X
(
1
γ1γ2γ3γ4
(x)
)1/2
≤ C( ‖1/γ1‖2 ‖1/γ2‖2 ‖1/γ3‖2 ‖1/γ4‖2 )1/2
= C
(√
π2
6
√
π2
6
√
π2
6
√
π2
6
)1/2
=
Cπ2
6
< ∞, (12)
so σ is summable.
Conversely, find an enumeration γ of X such that (σn/σm) ◦ µ is non-increasing,
where µ = γ−1. Apply the Cauchy Condensation Test [Mars Hoff, 1999], p. 194, for
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convergence of the series
∑∞
k=1(σn/σm) ◦ µ(k), to see that
∑∞
i=0 2
i(σn/σm) ◦ µ(2i) < ∞.
Let C > 0 be such that σn/σm ◦µ(2i) ≤ C/2i, i ∈ N. Since the terms are non-increasing,
σn/σm ◦ µ(k) ≤ C/2i = C/
√
22i for 2i ≤ k < 22i, so σn/σm ◦ µ(k) ≤ C/
√
k, k ∈ N+.
Replacing k with γ(x), we see σn(x)
√
γ(x) ≤ Cσm(x), x ∈ X .
To finish the second paragraph, let γ = γ1, γ2, . . . , γn, . . . be a family of enumerations,
and {mn}∞n=0 an increasing sequence of natural numbers, with the property that σ1
√
γ1 .
σm1 , σm1
√
γ2 . σm2 , . . . , σmn−1
√
γn . σmn , and so on. Then
(√
σγ
)
n
=
√
γ1 . . . γn ≤
σ1
√
γ1 . . . γn . σm1
√
γ2 . . . γn . · · · . σmn−1
√
γn . σmn , so σ dominates
√
σγ.
Now assume γ-regularity. Then (σn/σm) ◦ µ is non-increasing for any m,n satisfying
m ≥ n, where µ = γ−1. For those m > n for which the series is summable, we have just
seen there exists constants Cm,n > 0 such that σn(x)
√
γ(x) ≤ Cm,nσm(x). For d ∈ N+,
find a sequence of natural numbers 0 < m1 < m2 < · · · < m2d for which
σ0(x)
√
γ(x) ≤ Cm1,0σm1(x),
σm1(x)
√
γ(x) ≤ Cm2,m1σm2(x),
...
σm2d−1(x)
√
γ(x) ≤ Cm2d,m2d−1σm2d(x). (13)
Combining these 2d inequalities and canceling the telescoping terms gives
γ(x)d =
√
γ(x)
2d
≤ Cm1,0Cm2,m1 · · ·Cm2d,m2d−1σm2d(x)/σ0(x)
= Cσm2d(x)/σ0(x) C = product of constants
≤ Cσm2d(x) since σ0 ≥ 1, (14)
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so σ dominates γd.
Corollary 2.13. Single Scales and Summability. The family of scales associated
with a single scale σ is summable if and only if σ dominates every enumeration γ of X
which orders σ.
Proof: If the scale σ is summable, it is proper and there is an enumeration γ of X which
orders σ. Then σ is γ-regular, and by the last statement of Proposition 2.12, σ dominates
every power of γ. On the other hand, if there exists C, d such that γ(x) ≤ Cσ(x)d, x ∈ X ,
then
1
C2
∑
x∈X
1
σ(x)2d
≤
∑
x∈X
1
γ(x)2
=
∞∑
k=1
1
k2
= π2/6 <∞, (15)
and σ is summable.
Proposition 2.14. Equivalence and Semi-Equivalence. Let σ and τ be families
of scales on sets X and Y , respectively, and let π be a bijection π : X ∼= Y . Then σ is
equivalent (semi-equivalent) to τ if and only if the basis {δx}x∈X for S1σ(X) is equivalent
(semi-equivalent) to the basis {δy}y∈Y of S1σ(Y ).
The map π : X ∼= Y extends to an isomorphism of Fre´chet spaces S1σ(X) ∼= S1τ (Y ) if
and only if σ is equivalent to τ .
If σ is semi-equivalent to τ , the map π : X ∼= Y extends to an isomorphism of Fre´chet
spaces S1σ(X)
∼= S1τ (Y ), when scaled by the semi-equivalence function r.
Assume the family σ satisfies the summability condition, and is regular for some
enumeration of X. If S1σ(X) is isomorphic to a Fre´chet space E, then E is identified
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with S1τ (Y ) for some countable set Y and summable family τ which is regular for some
enumeration of Y , with σ semi-equivalent to τ .
Proof: Equivalence. Assume that σ and τ are equivalent. Then
∥∥∥∥∑
x∈X
fxδx
∥∥∥∥
d
=
∑
x∈X
|fx|σd(x)
≤ Cd
∑
x∈X
|fx|τmd(π(x)) since τ ◦ π dominates σ
= Cd
∑
y∈Y
|fπ−1(y)|τmd(y)
= Cd
∥∥∥∥∑
y∈Y
fπ−1(y)δy
∥∥∥∥
md
. (16)
A similar inequality can be derived in the reverse direction. Therefore the tail of a series
∑
x∈X fxδx converges to zero in S
1
σ(X) if and only if the corresponding tail of the series∑
y∈Y fπ−1(y)δy converges to zero in S
1
τ (Y ), so the two bases are equivalent.
To prove that the map π : X ∼= Y extends to an isomorphism if the two bases {δx}x∈X
and {δy}y∈Y are equivalent, we give a general argument that equivalent bases imply
isomorphic Fre´chet spaces. This is an application of the Uniform Boundedness Theorem
[Rudin, 1973], Theorem 2.6. Let {ek}∞k=0 and {e˜k}∞k=0 be equivalent bases for two possibly
different Fre´chet spaces E and E˜ (see Definition 2.5). Define a linear map T : E → E˜
by T (ek) = e˜k. Let Pn : E → span{e0, . . . en−1} ⊆ E be the projection Pn
(∑∞
k=0 fkek
)
=
(∑n−1
k=0 fkek
)
. Each Pn is a continuous linear map since {ek}∞k=0 is a basis for E. Since
any linear map of finite dimensional spaces is continuous, the composition T ◦ Pn is
continuous for each n ∈ N+. Fix e ∈ E, and let e = ∑∞k=0 fkek be the expansion for e.
By assumption of equivalent bases,
∑∞
k=0 fkT (ek) =
∑∞
k=0 fke˜k is a convergent series in
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E˜. Then the partial sums
T ◦ Pn(e) = T
(n−1∑
k=0
fkek
)
=
n−1∑
k=0
fkT (ek) =
n−1∑
k=0
fke˜k (17)
are bounded in E˜, as n varies. Applying uniform boundedness, we get for each seminorm
‖ · ‖d on E˜, a seminorm ‖ · ‖md on E such that
‖T ◦ Pn(e)‖d ≤ Cd‖e‖md , (18)
for all e ∈ E, where md and Cd > 0 do not depend on n. Let xn → 0 in E. Choose M
large enough so that ‖xm‖md < ǫ for m > M . Then for fixed m > M ,
‖T (xm)‖d =
∥∥∥∥T ◦ Pn(xm) +
∞∑
k=n
fm,ke˜k
∥∥∥∥
d
for any n ∈ N+
≤ Cdǫ +
∥∥∥∥
∞∑
k=n
fm,ke˜k
∥∥∥∥
d
, (19)
where
∑∞
k=0 fm,kek is the series expansion for xm in E. Since m is fixed, the tail of the
series in (19) tends to zero for large n. Thus we have ‖T (xm)‖d ≤ Cdǫ + ǫ for m > M ,
and T is a continuous map of Fre´chet spaces. The same argument in reverse shows that
T−1 is continuous, so T is an isomorphism of Fre´chet spaces.
Now assume the map π : X ∼= Y extends to an isomorphism of Fre´chet spaces S1σ(X) ∼=
S
1
τ (Y ). Then for every d ∈ N, there are Cd > 0 and md ∈ N for which ‖ϕ ◦ π−1‖d ≤
Cd‖ϕ‖md , ϕ ∈ S1σ(X). Taking ϕ = δx gives
τd(π(x)) = ‖δπ(x)‖d = ‖δx ◦ π−1‖d ≤ Cd‖δx‖md = Cdσmd(x), (20)
so σ dominates τ . (This spells out the “only if” direction of the remark at the end of
Definition 2.7.) Similarly τ dominates σ, so the two families of scales are equivalent.
This completes the proof of statements about equivalence.
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Semi-Equivalence. Let σ and τ be semi-equivalent families of scales, with r : X →
(0,∞) and σ ∼ r · τ ◦ π. Then
∥∥∥∥∑
x∈X
fxδx
∥∥∥∥
d
=
∑
x∈X
|fx|σd(x)
≤ Cd
∑
x∈X
|fx|r(x)τmd(π(x)) since r · τ ◦ π dominates σ
= Cd
∑
y∈Y
|fπ−1(y)|r(π−1(y))τmd(y)
= Cd
∥∥∥∥∑
y∈Y
fπ−1(y)r(π
−1(y))δy
∥∥∥∥
md
. (21)
A similar inequality can be derived in the reverse direction. Therefore the tail of a
series
∑
x∈X fxδx converges to zero in S
1
σ(X) if and only if the corresponding tail of the
series
∑
y∈Y fπ−1(y)r(π
−1(y))δy converges to zero in S
1
τ (Y ), so the two bases {δx}x∈X and
{r ◦ π−1 · δy}y∈Y are equivalent. The two bases {δx}x∈X and {δy}y∈Y are then semi-
equivalent, by definition.
Next assume the conclusion we just reached, that the two bases {δx}x∈X and {r◦π−1 ·
δy}y∈Y are equivalent. The proof we gave of the second paragraph of the proposition,
gives an isomorphism of Fre´chet spaces S1σ(X) and S
1
τ (Y ), where the isomorphism is given
by
θ(δx) = r ◦ π−1 · δy
or equivalently
θ(ϕ)(y) = (rϕ) ◦ π−1(y), (22)
for ϕ ∈ S1σ(X). Then for every d ∈ N, there are Cd > 0 and md ∈ N for which
‖θ(ϕ)‖d ≤ Cd‖ϕ‖md. Taking ϕ = δx for fixed x gives
r(x) · τd(π(x)) = ‖r(x)δπ(x)‖d = ‖rδx ◦ π−1‖d = ‖θ(ϕ)‖d ≤ Cd‖ϕ‖md = Cdσmd(x). (23)
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Since this is true for every x ∈ X , σ dominates rτ . Similarly rτ dominates σ, so σ and
τ are semi-equivalent.
Assume σ is summable, and γ-regular for some enumeration γ of X . Then if S1σ(X)
is isomorphic to some Fre´chet space E, [Crone Rob, 1975], Theorem, says there exists
a regular basis {ek}∞k=1 for E which is semi-equivalent to the basis {δx}x∈X for S1σ(X)
(see also [Dubinsky, 1979], (6.3.5)). By the nuclearity of E, we make the identification
E ∼= S1τ (Y ) for some countable set Y , by Theorem 2.9, where {ek}∞k=1 is identified with
the basis {δy}y∈Y . Let ζ be the enumeration of Y for which eζ(y) = δy. Then τn(y) =
‖δy‖n with τ ζ-regular. The semi-equivalence of {ek}∞k=1 with {δx}x∈X says there exists
some function r : N+ → (0,∞) such that {δγ−1(k)}∞k=1 and {rkδζ−1(k)}∞k=1 are equivalent
bases for S1σ(X) and S
1
τ (Y ), respectively. Since {δγ−1(k)}∞k=1 is the same as {δx}x∈X and
{rkδζ−1(k)}∞k=1 is the same as {r◦π−1 ·δy}y∈Y , where π = ζ−1◦γ : X → Y and r(x) = rγ(x),
the semi-equivalence of σ with τ is what was shown in the previous paragraph.
Example 2.15. Semi-Equivalence Classes of Scales. Let γ be an enumeration of
X . We show that powers of the two scales γ and eγ are not semi-equivalent. Assume
for a contradiction there is some r : X → (0,∞) for which the families γ and reγ are
equivalent. Then for each d ∈ N+, we have numbers nd, md ∈ N and constants Cd, Dd > 0
such that
γ(x)d ≤ Cd r(x) endγ(x)
r(x) edγ(x) ≤ Dd γ(x)md , (24)
for x ∈ X . By the first equation with d = 1, the reciprocal 1/r(x) is bounded by
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Cγ(x)−1enγ(x). Then the second equation says for each d ∈ N,
edγ(x) ≤ Ddγ(x)
md
r(x)
≤ Ddγ(x)md
(
Cγ(x)−1enγ(x)
)
= CDdγ(x)
md−1enγ(x), (25)
for x ∈ X . For fixed d > n, we have e(d−n)γ(x) ≤ CDdγ(x)md−1, which is a contradiction
since e(d−n)k is not bounded by kmd−1 for k ∈ N+.
By Proposition 2.14, there is no Fre´chet space isomorphism between S1γ(X) and
S
1
eγ (X).
Proposition 2.16. Single Scales and Semi-Equivalence. The families of scales
associated with single scales σ, τ are semi-equivalent if and only if σ is equivalent to τ .
Proof: Recall that semi-equivalence means that for all d ∈ N we have numbers nd, md ∈ N
and constants Cd, Dd > 0 such that
σ(x)d ≤ Cd r(x) τ(x)nd
r(x) τ(x)d ≤ Dd σ(x)md , (26)
for x ∈ X , where r : X → (0,∞). By the first equation with d = 1, the reciprocal 1/r(x)
is bounded by C1σ(x)
−1τ(x)n1 . Then the second equation says for each d ∈ N,
τ(x)d ≤ Ddσ(x)
md
r(x)
≤ Ddσ(x)md
(
C1σ(x)
−1τ(x)n1
)
= C1Ddσ(x)
md−1τ(x)n1 . (27)
Plugging d = n1 + 1 into this equation, and dividing both sides by τ(x)
n1 , gives
τ(x) ≤ C1Dn1+1σ(x)mn1+1−1, (28)
so τ . σ.
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By the second equation of (26) with d = 1, r(x) is bounded by D1τ(x)
−1σ(x)m1 . Then
the first equation of (26) says for each d ∈ N,
σ(x)d ≤ Cdr(x)τ(x)nd ≤ Cdτ(x)nd
(
D1τ(x)
−1σ(x)m1
)
= CdD1τ(x)
nd−1σ(x)m1 . (29)
Plugging d = m1 + 1 into this equation, and dividing both sides by σ(x)
m1 , gives
σ(x) ≤ Cm1+1D1σ(x)nm1+1−1, (30)
so σ . τ .
3 Fre´chet Ideals
Definition 3.1. Fre´chet Ideals and Continuous Inclusion. Let B be a Banach
algebra, with norm ‖ · ‖B, and A a subalgebra of B. The algebra A is called a Fre´chet
algebra when endowed with a locally convex Fre´chet space topology for which multipli-
cation is jointly continuous. Let {‖ · ‖n}∞n=0 be an increasing family of seminorms giving
the topology for A. When we say that A is a Fre´chet subalgebra of B, we require the
inclusion map A →֒ B be continuous. In terms of seminorms, this means that if n ∈ N
is sufficiently large, there exists a constant C > 0 such that
‖a‖B ≤ C‖a‖n, (31)
for a ∈ A. Define new norms {‖·‖′n}∞n=0 onA by ‖a‖′0 = ‖a‖B and ‖a‖′n+1 = max{‖a‖n, ‖a‖B}.
By continuous inclusion (31), the “primed” norms also topologize A, and we will use them
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in place of our original family, so that we may work with a countable family of norms for
A, with zeroth norm equal to ‖ · ‖B.
We say that A is a right Fre´chet ideal in B if a ∈ A and b ∈ B implies ab ∈ A, and this
multiplication operation is continuous for the respective topologies. In terms of norms,
this means that for each n ∈ N there exists an integer m ≥ n and constant Cn > 0 such
that the inequality
‖ab‖n ≤ Cn‖a‖m‖b‖B (32)
holds for all a ∈ A and b ∈ B. Similarly, a left Fre´chet ideal and two-sided Fre´chet ideal
is defined.
If {‖·‖′n}∞n=0 is an equivalent increasing family of seminorms for A, then the inequality
(32) is still satisfied but with adjusted constants C ′n and integers m
′
n. If ‖ · ‖′B is an
equivalent Banach algebra norm on B, then the constants Cn will scale uniformly in n,
with each mn staying the same for a given n in (32).
Remark 3.2. Spectral Invariance. A subalgebra A of an algebra B is spectral
invariant in B if every element a ∈ A is quasi invertible in B if and only if it is quasi
invertible in A. An element x ∈ B is a quasi-inverse for y ∈ B if x ◦ y = y ◦ x = 0, where
x ◦ y is defined as x + y + xy for any x, y ∈ B. If A is a left or right ideal in an algebra
B, then A is spectral invariant in B. For let x ∈ A have quasi-inverse y ∈ B. If A is a
right ideal, then xy ∈ A. So 0 = x◦ y = x+ y+xy and y = −x−xy ∈ A. For left ideals,
apply the same argument with yx in place of xy.
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We say that a scale σ on X is proper if the inverse map σ−1 takes bounded subsets
of [1,∞) to finite subsets of X .
Example 3.3. Let B = c0(X) be the commutative C
⋆-algebra of complex-valued se-
quences which vanish at infinity, with pointwise multiplication and sup-norm ‖ · ‖B =
‖ · ‖∞.
(a) Let A be the dense Banach subalgebra ℓp(X) for some 1 ≤ p < ∞, with pointwise
multiplication. The inequality ‖ϕψ‖p ≤ ‖ϕ‖p‖ψ‖∞ is satisfied for all ϕ, ψ ∈ A, so A is a
dense Banach ideal in B. A is not nuclear by Proposition 2.1 (b).
(b) Let σ be a proper scale on X , and let A be the Fre´chet space of σ-rapidly vanishing
sequences S∞σ (X), topologized by the sup-norms ‖ϕ‖n = ‖σnϕ‖∞ (see Definition 2.7).
The inequalities ‖ϕψ‖n ≤ ‖ϕ‖n‖ψ‖∞ are satisfied, so A is a dense Fre´chet ideal in B.
A is nuclear if and only if there exists a p ∈ N+ for which ∑x∈X 1σ(x)p < ∞ (Theorem
2.9). For example, this sum is bounded with p = 2 when σ is an enumeration of X (see
Corollary 2.13).
Proposition 3.4. Unital Banach Algebras. Let A be a subalgebra of a Banach
algebra B. If A is dense in B, then a (left or right) unit for A is also a (left or right)
unit for B.
If B has a two-sided unit or left (right) unit, and A is a dense right (left) ideal, then
A contains the same unit. If B has a left (right) unit 1B, and A is a dense left (right)
ideal, then A contains a left (right) unit, possibly different than 1B.
If A and B have the same left (right) unit, and A is a right (left) ideal in B, then
A = B. If A is a right (left) Fre´chet ideal, the equality A = B is topological, and A is a
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Banach algebra exactly equal to B.
In other words, dense ideals can only be proper when the Banach algebra B is non-unital.
Remark 3.5. One-sided Units Not Unique. If B has a left unit 1L, and A is a dense
left ideal, then A will contain a left unit, but maybe different than 1L. (A similar state-
ment holds for right units.) Let B = ℓ2(N) with multiplication χ ∗ η = χ0η. Then 1L =
(1, 0, . . . , 0, . . . ) is a natural left unit to take for B. Let ξ = (1, 1/2, 1/3, . . . 1/k, . . . ) ∈
ℓ2(N), and take A = Cξ ⊕ (ξ⊥ ∩ cf(N)). Note that A is a left ideal in B, but not a right
ideal, and ξ ∈ A is a left unit for B, but 1L /∈ A. To see that A is dense in B, let χ ∈ ξ⊥
and ǫ > 0. Let η ∈ cf(N) satisfy ‖η−χ‖2 < ǫ. Then η′ = η− < η, ξ > δ0 is in ξ⊥∩ cf (N),
and ‖η′ − χ‖2 ≤ ǫ + | < η, ξ > | = ǫ + | < η − χ, ξ > | ≤ ǫ + ‖η − χ‖2‖ξ‖2 ≤ ǫ + ǫ‖ξ‖2,
using the Cauchy-Schwartz inequality. To make A a nuclear left Fre´chet ideal, replace
ξ⊥ ∩ cf (N) with ξ⊥ ∩ S(N).
Proof of Proposition 3.4: Let A be a dense subalgebra of B, and 1L a left unit in A,
satisfying 1La = a for every a ∈ A. Let b ∈ B, and aǫ ∈ A satisfy ‖aǫ − b‖B < ǫ. Then
‖1Lb − b‖B ≤ ‖1Lb − 1Laǫ‖B + ‖1Laǫ − b‖B ≤ ‖1L‖Bǫ + ǫ. Letting ǫ → 0, we see that
1Lb = b and 1L is a left unit for B. The same argument works for a right unit.
Let 1B be a two-sided unit in B, and let a ∈ A be close to 1B in ‖ ·‖B, so that b = a−1
exists in B. If A is a right ideal, then 1B = ab ∈ A, so A is unital with the same unit as
B. The same argument holds if A is a left ideal.
Let 1L ∈ B be a left unit for B. If A is a right ideal, then A1L is a dense right ideal of
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the closed subalgebra B1L of B since a1L
(
b1L
)
=
(
a11Lb
)
1L ∈ AB1L ⊆ A1L. If A is a left
ideal, then A1L is a dense left ideal of B1L since
(
b1L
)
a1L =
(
b1La
)
1L ∈ BA1L ⊆ A1L.
Since 1L is a two-sided unit for B1L, we know 1L ∈ A1L by the previous paragraph. If
A is a right ideal, 1L ∈ A1L ⊆ A. If A is a left ideal, let a0 ∈ A be such that 1L = a01L.
Then a0 is a left unit for B contained in A. A similar argument applies to right units.
Next assume that A is a right ideal and 1L ∈ A is a left unit for A and B. Then for
every b ∈ B, b = 1Lb ∈ A, so A = B. If A is a right Fre´chet ideal, then ‖a‖n = ‖1La‖n ≤
Cn‖1L‖m‖a‖B = C ′n‖a‖B for all a ∈ A, so each seminorm for A is bounded by ‖ · ‖B. By
the continuity of inclusion A →֒ B, A has a topology equivalent to B’s.
Proposition 3.6. Quotients and Idempotent Subalgebras. Let A be a Fre´chet
subalgebra of a Banach algebra B.
(a) If J is a closed two-sided ideal of B, then the image of A in the quotient Banach
algebra B/J is a Fre´chet subalgebra. The image of A in the quotient B/J is a left (right)
Fre´chet ideal if A is a left (right) Fre´chet ideal in B. The image is nuclear if A is nuclear,
and dense if A is dense in B.
(b) Let e be an idempotent in B. Then Be and eB are closed subalgebras of B. If A is
a left (right) Fre´chet ideal in B, then the subalgebra Ae (eA) inherits a natural quotient
Fre´chet topology from A, and is a left (right) Fre´chet ideal in B. Both Ae and eA are
nuclear if A is, and Ae (eA) is dense in Be (eB) if A is dense in B. If e ∈ A, then Ae
and eA are closed subalgebras of A.
Note that Remark 3.5 gives an example when e /∈ A, and Ae is not contained in A.
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Proof of (a): Let π : B −→ B/J be the canonical quotient map. The Fre´chet algebra A
maps into B/J by a composition of continuous maps π ◦ ι : A→ B/J , where ι : A →֒ B
is the inclusion map. So the kernel I = J ∩ A is a closed two-sided ideal in A, and we
identify A/I with a Fre´chet subalgebra of B/J .
Assume that A is a right Fre´chet ideal in B, and let a ∈ A and b ∈ B. Then ab ∈ A
so π(a)π(b) ∈ A/I. Let {‖ · ‖n}∞n=0 be increasing seminorms for A, and ‖ · ‖B the norm
on B. The nth quotient seminorm for A/I is
‖π(a)‖n = inf
i∈I
‖a+ i‖n,
and similarly infj∈J ‖b + j‖B is the norm on B/J . Using the seminorm inequality (32)
for right ideals,
‖π(a)π(b)‖n = inf
i∈I
‖ab+ i‖n
= inf
i∈I
inf
j∈J
‖a(b+ j) + i‖n since AJ ⊆ A ∩ J = I
≤ inf
i∈I
inf
j∈J
‖(a+ i)(b+ j)‖n since IB ⊆ A ∩ J = I
≤ inf
i∈I
inf
j∈J
Cn‖(a+ i)‖m‖(b+ j)‖B by inequality (32)
= Cn‖π(a)‖m‖π(b)‖B, (33)
so A/I is a right Fre´chet ideal in B/J . The “left” case is handled in the same way.
If A is nuclear, then A/I is nuclear, since quotients by closed linear subspaces preserve
nuclearity [Pietsch, 1972], Proposition 5.1.3, or [Treves, 1967], Proposition 50.1 (50.4).
If ak ∈ A is a sequence approaching b in B, then by continuity π(ak) approaches π(b) in
B/J . So A/I is dense in B/J whenever A is dense in B.
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Proof of (b): Let e be an idempotent in B, and consider the linear subspace Be =
{be | b ∈ B} of B. If {bk}k∈N is a sequence in the Banach algebra B, such that bke
converges in B to a limit b0, then b0e = b0, since multiplication is continuous. So Be is
a closed linear subspace of B, and clearly a subalgebra. Similarly for eB. If e ∈ A, the
same argument shows Ae and eA are closed subalgebras of the Fre´chet algebra A.
Assume that A is a left Fre´chet ideal in B. Then Ae is a left ideal in B since
b(ae) ∈ B(Ae) ⊆ (BA)e ⊆ Ae, for a ∈ A and b ∈ B. Note that I = { a ∈ A | ae = 0 } is
a closed left ideal in A, with quotient A/I = Ae. The inherited topology on Ae is given
by the quotient seminorms ‖ae‖′n = inf i∈I ‖a+ i‖n, for ae ∈ Ae. For b ∈ B, ae ∈ Ae, we
have
‖b(ae)‖′n = inf
i∈I
‖ba + i‖n
≤ inf
i∈I
‖b(a + i)‖n
≤ Cn ‖b‖B inf
i∈I
‖a+ i‖m
= Cn ‖b‖B ‖ae‖′m, (34)
so Ae is a left Fre´chet ideal in B.
If A is nuclear, then Ae is nuclear, since quotients by closed linear subspaces preserve
nuclearity [Pietsch, 1972], Proposition 5.1.3, or [Treves, 1967], Proposition 50.1 (50.4).
If be ∈ B and ak → b in B, then ake → be in Be, by continuity of multiplication, so Ae
is dense in Be if A is dense in B.
Remark 3.7. Note that the quotient Fre´chet ideal A/I ⊆ B/J in Proposition 3.6
(a) satisfies inequality (32) with the same integers mn and constants Cn as the original
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Fre´chet ideal A ⊆ B. The same is true for the ideals Ae ⊆ B (or eA ⊆ B).
Proposition 3.8. Algebraic Ideals. Let A be a Fre´chet subspace of a Banach algebra
B, with continuous inclusion ι : A →֒ B. If A is a left (right) ideal in the purely algebraic
sense, then A is a left (right) Fre´chet ideal in B.
Proof: Let Lb : A → A denote left multiplication by some b ∈ B. Assume aα → 0 and
Lb(aα) → a0 in A. Then aα → 0 and Lb(aα) → a0 in B, by continuous inclusion. But
since B is a Banach algebra, the multiplication is continuous, and a0 = 0. Apply the
closed graph theorem to see that Lb is a continuous linear map from A to A.
Let Ra : B → A denote right multiplication by some a ∈ A. Let bα → 0 in B and
bαa→ a0 in A. Then bαa→ a0 in B, by continuous inclusion, and so a0 = 0. Apply the
closed graph theorem again to see that Ra is continuous from B to A.
We have shown that the bilinear map of multiplication M : B ×A→ A is separately
continuous. By [Rudin, 1973], Theorem 2.17, M is jointly continuous.
4 Dense Nuclear Ideals in C⋆-Algebras
In this section and the next, we apply the dense ideal condition together with nuclearity,
to get results about the structure of the Banach algebra. Here we obtain complete results
for C⋆-algebras, but wait until §5 for the general Banach algebra case.
An algebra is semiprime if it has no non-zero nilpotent ideal. (One can use two-sided,
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left, or right ideals to define semiprime; the resulting definitions are equivalent [Palmer,
1994], Proposition 4.4.2 (d).)
Proposition 4.1. Let A be a dense nuclear left (right) Fre´chet ideal of a Banach algebra
B. Let e ∈ B be an idempotent. Then Ae (eA) is a finite dimensional Banach algebra
equal to Be (eB).
Assume further that B is semiprime. Then Be, eB, and BeB are all finite dimen-
sional Banach algebras equal to Ae, eA, and AeA respectively. The Fre´chet ideal A can
be either left or right for this to work.
Remark 4.2. If B is not semiprime, it may happen that A is a dense nuclear left
Fre´chet ideal, but eB and BeB are not finite dimensional, for some idempotent e ∈ A.
Let B be the Hilbert space ℓ2(X) and A be Schwartz functions Sγ(X), with the natural
inclusion map A →֒ B. For χ, η ∈ B, define multiplication by χ ∗ η = χ1η. Then B is
a Banach algebra and A is a Fre´chet algebra for this multiplication. B is not semiprime
since the (two-sided) ideal I = {χ ∈ B | χ1 = 0} satisfies I2 = 0. The Fre´chet algebra
A is a dense nuclear left Fre´chet ideal in B, but not a right ideal since AB = B. Let
e = (1, 0, 0, . . . ) ∈ A. Note that e2 = e, Be = Ce, eB = B and BeB = B.
Proof of Proposition 4.1: By Proposition 3.6 (b), Ae is a dense nuclear left Fre´chet ideal
in Be. Since e is a right unit for Be, Proposition 3.4 tells us e ∈ Ae. So by the last part
of Proposition 3.4, Ae is a Banach algebra exactly equal to Be. Being a nuclear Banach
space, Ae = Be is finite dimensional (Proposition 2.1 (b)).
Next, I will imitate the proof of the first Lemma of [Smyth, 1980], to show that eB
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is also finite dimensional, with the added assumption that B is semiprime. We just
proved that Be is finite dimensional, so eBe must also be finite dimensional. Assume the
dimension is some positive integer N , and let θ : eBe → CN be a linear bijective map.
For each y ∈ eB, define a linear map ϕy : Be→ CN by ϕy(x) = θ(yx), x ∈ eB. The map
y 7→ ϕy from eB to the (finite dimensional) space of linear maps L(Be,CN) is linear.
If ϕy0 = 0 for some y0 ∈ eB, then y0Be = 0, and (By0)2 = (Bey0)2 (since y0 ∈ eB)
= Be(y0Be)y0 = 0. So the left ideal By0 is nilpotent with order 2, contradicting our
assumption that B is semiprime. Therefore the mapping y ∈ eB 7→ ϕy ∈ L(Be,CN ) is
one-to-one, and hence dim(eB) < dim(L(Be,CN)) = dim(Be) ·N <∞.
Now we know that both eB and Be are finite dimensional. Let b1, . . . bK ∈ B and
c1, . . . cL ∈ B satisfy eB = C−span{ebi | i = 1, . . .K} and Be = C−span{cie | i =
1, . . . L}. Then BeB has dimension at most KL since BeB = C−span{biecj | i =
1, . . .K, j = 1, . . . L}.
Theorem 4.3. Let B be a commutative C⋆-algebra, with maximal ideal space M . Then
B has a dense nuclear Fre´chet ideal if and only if M is discrete and countable.
Proof: The maximal ideal space M is locally compact, and B is isomorphic to the C⋆-
algebra C0(M) of continuous functions vanishing at infinity onM [Dixmier, 1982], §1.4.1.
Let m ∈ M , and let U ⊆ M be an open, relatively compact set about m. The set of
functions f ∈ B which vanish on the closure U , is a closed ideal IU in B. Let A be a
dense nuclear Fre´chet ideal in B. Applying Proposition 3.6 (a), we find the image π(A)
of A in the quotient B/IU is again a dense nuclear Fre´chet ideal. Since B/IU
∼= C(U)
is unital by the compactness of U , Proposition 4.1 (with e = 1C(U)) tells us that π(A) is
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equal to B/IU and finite dimensional. But C(U) can only be finite dimensional if U is
a finite set of points. Thus every point m ∈ M has a finite neighborhood. This proves
that M is discrete.
To see that M is countable, let δm denote the unit step function at m ∈ M . An
element b ∈ B can satisfy ‖b−δm‖B < 1/4 for at most one m ∈M , since ‖δm1−δm2‖B =
1 for distinct m1, m2 ∈ M . By Corollary 2.3, B has a countable dense set S. The
correspondence m 7→ “choose b ∈ S within distance 1/4 of δm” gives an injective map
from M into S, so M is countable.
Since M is discrete and countable, it must be either finite or countably infinite. For
the infinite case, B ∼= c0(X), and A = Sγ(X), Schwartz functions on X , is a dense nuclear
Fre´chet ideal (see Equation (1) or Example 3.3 (b)).
Lemma 4.4. Existence of Projections. Let B be a C⋆-algebra with a dense nuclear
left or right Fre´chet ideal A. Let I be any proper closed two-sided ideal in B. Then A
contains a nontrivial projection which does not lie in I.
Proof: Let a be an element of A − I, with image [a] in the quotient B/I. Let {eλ}λ∈Λ
be an approximate identity for the ideal I. Assume A is a right Fre´chet ideal, and
note that ‖a − aeλ‖B approaches ‖[a]‖B/I . By the Fre´chet ideal condition, ‖aeλ‖n ≤
Cn‖a‖m‖eλ‖B = Cn‖a‖m, n ∈ N, λ ∈ Λ. Since a bounded set in a nuclear locally convex
space is relatively compact (Proposition 2.1 (d)), there is a cluster point i0 ∈ I ∩ A for
the net {aeλ}λ∈Λ, converging in the Fre´chet topology of A. Replace a with a− i0 so now
we have ‖a‖B = ‖[a]‖B/I 6= 0. Replace a with aa⋆/‖a‖2B. This new a remains in A, is
positive, and satisfies ‖a‖B = ‖[a]‖B/I = 1.
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For each k ∈ N, a2k has C⋆-norm equal to one, by applying the C⋆-identity ‖a2k+1‖B =
‖a2k‖2B repeatedly. By the Fre´chet ideal condition, ‖a2k‖n ≤ Cn‖a2k−1‖B‖a‖m ≤ Cn‖a‖m,
k, n ∈ N. Since a bounded set in a nuclear locally convex space is relatively compact
(Proposition 2.1 (d)), there is a subsequence {aki}∞i=0, converging in the Fre´chet topology
of A. The limit point, a0 ∈ A, must also have unit norm in B. Moreover, the image [a0]
of a0 in B/I also has norm 1, since ‖[aki]‖B/I = 1 for eack ki.
Consider the commutative C⋆-subalgebra C⋆(a) of B generated by a. This algebra
must be isomorphic to continuous functions on a locally compact space M , vanishing
at infinity. We may think of a and a0 as real-valued functions on M , with range in
[0, 1], both taking on the value 1 for at least one point of M . Since aki → a0 in the
sup-norm, aki(m) → a0(m) for each m ∈ M . It follows that a0(m) ∈ {0, 1}, and a0 is a
projection.
Definition 4.5. The Finite Socle. Let A be any algebra. The left (right) finite socle
of A is the sum of all minimal left (right) finite dimensional ideals of A. If the left and
right finite socles are equal, their common value is the finite socle of A, denoted by Afin.
For a ∈ A and minimal left ideal L of A, La is a minimal left ideal or {0} [Palmer,
1994], Proposition 8.2.8. If L is finite dimensional, so is La. Hence the left finite socle is
a right, and therefore two-sided, ideal of A. Similarly the right finite socle is a two-sided
ideal of A.
Let S be the set { e | e is a minimal idempotent in A }, and assume A is semiprime.
Then {Ae | e ∈ S } ({ eA | e ∈ S }) gives all the minimal left (right) ideals of A [Palmer,
1994], Corollary 8.2.3. By the first Lemma of [Smyth, 1980], we know that dim(Ae) is
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finite if and only if dim(eA) is finite. Let Sfin denote those e ∈ S for which Ae (or eA)
is finite dimensional. Then the left (right) finite socle is equal to ASfin (SfinA). By the
previous paragraph, these are both two-sided ideals in A. But then they must both equal
ASfinA, so the left and right finite socles agree, and Afin = ASfin = SfinA = ASfinA. Note
that C⋆-algebras are semiprime.
Theorem 4.6. Let B be a C⋆-algebra containing a dense nuclear left or right Fre´chet
ideal A. Then the finite socle Bfin is dense in both B and A, the primitive ideal space
Prim(B) is discrete and countable, and B/I is finite dimensional for any I ∈ Prim(B). B
is the countable direct sum, or restricted product, of finite dimensional matrix algebras.
Proof: We do the proof for a left ideal A. The closure I = B
B
fin is a two-sided ideal in B.
Assume for a contradiction that I 6= B. Apply Lemma 4.4 to get a nontrivial projection
p ∈ A − I. By Proposition 4.1, Ap = Bp is finite dimensional. If I ∩ Bp 6= {0},
find only finitely many e1, . . . ek ∈ Sfin such that eip 6= 0. A simple calculation shows
e′ = p− e1−· · ·− ek is an idempotent in B which is orthogonal to I. Since p /∈ I, e′ 6= 0.
By Proposition 4.1, Ae′ = Be′ is finite dimensional. This is a left ideal of B whose
intersection with I is {0}. Let emin be a minimal idempotent contained therein. Then
Bemin is a minimal left finite dimensional ideal in B, which is not in Bfin, a contradiction.
Let e be any idempotent in B. The second part of Proposition 4.1 tells us eA = eB.
Since e ∈ eB, we know e ∈ eA. But eA ⊆ A since A is a left ideal. So A contains any
idempotent of B, Sfin ⊂ A, and Bfin ⊆ A.
The distance in B between two idempotents e, f ∈ Sfin is at least one, since ‖e −
f‖B‖e‖B ≥ ‖e − ef‖B = ‖e‖B ≥ 1. By Corollary 2.3, B is separable, so Sfin is at most
33
countable.
For e ∈ Sfin, BeB is a finite dimensional matrix algebra with dimension (dimBe)2. So
as a C⋆-algebra, B is the direct sum of finite dimensional matrix algebras, and Prim(B)
is well-known to be discrete [Fell Dor, 1988], Proposition 5.21. Also B/I is one of the
finite dimensional direct summands for each I ∈ Prim(B).
To see that Bfin is dense in A, let PK =
∑
k≤K 1k be the sum of of the first K identity
matrices, from the matrix algebras in the direct sum for B. Then {PK}∞K=0 is a bounded
approximate unit for B. For any a ∈ A, the left ideal condition tells us that the set
{PKa |K ∈ N} is bounded in A. By Proposition 2.1 (d), some a0 ∈ A is a cluster point.
But a0 is also a cluster point in the topology of B, so since PKa→ a in B, we must have
a0 = a. Since PKa ∈ Bfin, this shows that Bfin is dense in A.
There is a notion of nuclearity for C⋆-algebras [Kad Ring II, 1997], Chapter 11, which
is different from the notion of nuclearity for locally convex spaces.
Corollary 4.7. Nuclearity of the C⋆-algebra. Let B be a C⋆-algebra with a dense
left or right Fre´chet ideal A. If A is nuclear as a locally convex space, then B is nuclear
as a C⋆-algebra.
Proof: By Theorem 4.6, every irreducible representation of B is finite dimensional, and
B is separable by Corollary 2.3. Applying [Dixmier, 1982], §9.1 Theorem (iv) ⇒ (i),
we find that B is a Type I C⋆-algebra. But every Type I C⋆-algebra is nuclear in the
C⋆-algebraic sense [Paterson, 1988], (1.31).
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5 Complete Continuity and the General Banach Case
In this section we generalize Theorem 4.6 for an arbitrary Banach algebra.
For any Banach algebra B, we give Prim(B) the Jacobson topology [Dixmier, 1982],
§3.1.1. Our main goal in this section is to show that Prim(B) has a discrete topology,
whenever B has a dense nuclear Fre´chet ideal. The proof of Theorem 4.3 does not easily
generalize to the noncommutative case, and the proofs of Theorem 4.6 and Lemma 4.4
rely on the theory of C⋆-algebras. In this section, we find a different approach to the
problem, with the concept of complete continuity.
If E and F are Banach spaces, a continuous linear map T : E → F is completely
continuous if it maps weakly converging sequences in E to norm converging sequences in
F . A Banach algebra B is said to be left completely continuous if for every b ∈ B, the left
multiplication operator Lb : B → B, given by x ∈ B 7→ bx, is a completely continuous
map from B to itself. Similarly, B is right completely continuous if right multiplication
Rb is completely continuous for every b ∈ B, and B is completely continuous if it is both
left and right completely continuous [Kaplansky, 1949].
Theorem 5.1. Let B be a Banach algebra containing a dense nuclear left (right) Fre´chet
ideal A. Then B is right (left) completely continuous.
Proof: We do the proof for right Fre´chet ideals. Let {xk}∞k=0 be a sequence in B, and
a a fixed element of A. It is not hard to show that if xk converges to a limit x in the
norm of B, then axk converges to ax in the Fre´chet topology of A, using the right ideal
inequality (32). But we must begin by assuming xk converges weakly, not in norm.
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Let ϕ be a continuous linear functional on A. Then ϕ ◦ La is continuous on B, since
|ϕ ◦ La(x)| = |ϕ(ax)| ≤ C‖ax‖n C, n exist since ϕ is continuous on A
≤ CCn‖a‖m‖x‖B by the ideal inequality (32), (35)
for any x ∈ B. Thus if our original sequence {xk}∞k=0 converges weakly to zero in B, then
axk converges weakly to zero in A. To simplify notation, define yk = axk. We wish to
prove that yk → 0 in the norm of B, by using the fact that yk → 0 weakly in A.
Let U be the unit ball of B. Then U ∩ A is absolutely convex, and by continuous
inclusion A →֒ B, U ∩ A is a zero neighborhood of A. Apply nuclearity [Pietsch, 1972],
Proposition 4.1.4, to find an absolutely convex zero neighborhood V of A, and sequence
of continuous linear functionals ϕn ∈ A′ satisfying
∞∑
n=0
‖ϕn‖V 0 <∞, (36)
such that the inequality ‖x‖B ≤
∑∞
n=0 |ϕn(x)| holds for all x ∈ A. Taking x = yk, we get
‖yk‖B ≤
∞∑
n=0
|ϕn(yk)| (37)
holds for every k ∈ N.
Lemma 5.2. The sequence {yk}∞k=0 is bounded in the seminorm ‖ · ‖V on A.
Proof: Since yk → 0 weakly in the Fre´chet space A, the set {yk}∞k=0 is weakly bounded
in A. In the terminology of [Rudin, 1973], Theorem 3.18, V is an original neighborhood
of A. So {yk}∞k=0 is contained in tV for some t > 0.
We use Lemma 5.2 to show that the right hand side of inequality (37) tends to zero
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as k → ∞. Let ǫ > 0. Let N be large enough so that ∑∞n=N+1 ‖ϕn‖V 0 < ǫ/2M , where
M is the bound on ‖yk‖V from Lemma 5.2. This is possible since the full series in
(36) converges. Using weak convergence of {yk}∞k=0 to zero, find K large enough so that∑N
n=0 |ϕn(yk)| < ǫ/2 for k ≥ K. So we have
∞∑
n=0
|ϕn(yk)| ≤
N∑
n=0
|ϕn(yk)| +
∞∑
n=N+1
|ϕn(yk)|
≤ ǫ/2 +
∞∑
n=N+1
|ϕn(yk)| since k ≥ K
≤ ǫ/2 +
∞∑
n=N+1
‖ϕ‖V 0M since ‖yk‖V ≤ M by Lemma 5.2
≤ ǫ/2 + ǫ/2 = ǫ. (38)
Thus the right hand side of inequality (37) is less than ǫ for k ≥ K, so the left hand side
‖yk‖B is also less than ǫ for k ≥ K. Thus yk → 0 in the norm of B.
We have proved that if {xk}∞k=0 is a sequence in B converging weakly to zero, and
a ∈ A, then yk = axk converges to zero in the norm of B. To finish Theorem 5.1 and
prove the complete continuity of B, we would like to replace a ∈ A with an arbitrary
element b of B. Since xk → 0 weakly in B, the Uniform Boundedness Principle (Theorem
2.4), gives us an M <∞ for which ‖xk‖B ≤ M for all k ∈ N. Let ǫ > 0 and pick a ∈ A
such that ‖a − b‖B < ǫ/2M . Let K be big enough so that ‖axk‖B < ǫ/2 for k ≥ K.
Then
‖bxk‖B ≤ ‖(a− b)xk‖B + ‖axk‖B
≤ ‖a− b‖B‖xk‖B + ǫ/2 since k ≥ K (39)
≤ (ǫ/2M)M + ǫ/2 = ǫ,
so bxk → 0 in the norm of B. This completes the proof of Theorem 5.1.
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A primitive ideal of a Banach algebra B is the kernel of a non-zero algebraically
irreducible, continuous left Banach-space representation of B. (This is equivalent to
the purely algebraic definition of primitive ideal [Palmer, 1994], Corollary 4.2.9.) The
primitive ideal space of B, or Prim(B), is the set of all primitive ideals in B. We also
call Prim(B) the spectrum of B.
Corollary 5.3. Let B be a Banach algebra containing a dense nuclear two-sided Fre´chet
ideal A. Then B is completely continuous and the primitive ideal space of B is discrete.
Proof: By Theorem 5.1 just proved, containment of a dense nuclear two-sided Fre´chet
ideal implies B is completely continuous on both sides. By [Kaplansky, 1949], Theorem
5.1, a completely continuous Banach algebra has discrete primitive ideal space.
Proposition 5.4. Let B be a Banach algebra with a dense nuclear left or right Fre´chet
ideal. Then B/I is finite dimensional for each I ∈Prim(B).
Proof: Let V be an algebraically irreducible left Banach B-module. Then I = {b ∈
B | bV = 0} ∈Prim(B) is the primitive ideal corresponding to V . Let v be a nonzero
element of V , and define M = {b ∈ B | bv = 0}. Then M is a maximal modular closed
left ideal of B, and V = B/M as left B-modules.
Let A be a dense nuclear left Fre´chet ideal of B. Then Av is dense in V (since Bv = V
and A is dense in B), so there must be an a0 ∈ A such that a0v 6= 0. Since A is a left
ideal in B, we have Av ⊇ (Ba0)v = B(a0v) = V . Let N = M ∩ A = {a ∈ A | av = 0}.
Then N is a closed left ideal in A, V = A/N as left B-modules, and A/N is nuclear
[Pietsch, 1972], Proposition 5.1.3, or [Treves, 1967], Proposition 50.1 (50.4).
The map a ∈ A 7→ av ∈ V is continuous, so the Fre´chet topology on A/N is at least
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as strong as the original Banach space topology on V .1 By [Treves, 1967], Chapter 17-7,
Corollary 2, the topologies must agree. So V is a nuclear Banach space and therefore
finite dimensional (Proposition 2.1 (b)). Since B/I is represented faithfully on V , it must
also be finite dimensional.
Remark 5.5. An alternative proof of Proposition 5.4 (assuming a dense nuclear two-
sided ideal) is given by applying the complete continuity of B from Theorem 5.1, and
[Kaplansky, 1948], Lemma 4.
The Jacobson radical AJ of an algebra A is the intersection of all primitive ideals of
A. A is semisimple if AJ = 0, and radical if AJ = A [Palmer, 1994], §4.3.1. A semisimple
algebra is also semiprime [Palmer, 1994], Theorems 4.4.6 and 4.5.9.
Theorem 5.6. Let B be a Banach algebra containing a dense nuclear two-sided Fre´chet
ideal A. Then Prim(B) is discrete and countable, and B/I is finite dimensional for each
I ∈ Prim(B).
Proof: Proposition 3.6 (a) shows the quotient of B by its Jacobson radical still has a
dense nuclear Fre´chet ideal. Since the Jacobson radical BJ is the intersection of all kernels
of primitive ideals, Prim(B) = Prim(B/BJ ). So without loss of generality, I will assume
that B is semisimple.
I will construct an idempotent for each primitive ideal. Let I ∈ Prim(B) and let {I}c
denote the complement of the singleton {I}, namely {J ∈Prim(B)|J 6= I}. Discreteness
(Corollary 5.3) tells us the intersection L of all elements of {I}c is not contained in I.
1The same is true if we give V the Banach space topology of B/M .
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(The closure of {I}c in the Jacobson topology is by definition the set of primitive ideals
containing L. By discreteness this closure must only be {I}c and nothing more.) Note
that L, being the intersection of closed two-sided ideals, is itself a closed two-sided ideal
in B. Intersecting L with I gives the zero ideal, since L∩ I = ⋂{J |J ∈Prim(B)} and B
is semisimple. So LI = IL ⊆ L ∩ I = 0, and B is the direct sum of ideals B = L ⊕ I.
Since Prim(B) is discrete, the singleton {I} is a closed set, so I is not contained in any
other primitive ideal. This implies L must be simple.
We need a unit for L. By Proposition 5.4, L is finite dimensional, and L is semiprime
since B is [Palmer, 1994], Proposition 4.4.2 (e). By the Wedderburn Theorem [Palmer,
1994], Theorem 8.1.1, a finite dimensional semiprime algebra which is simple is isomorphic
to a full matrix algebra, and therefore unital. Let eI be the unit of L.
Since LI = IL = 0, we know eII = IeI = 0. Let J ∈Prim(B), J 6= I, with
corresponding idempotent eJ , satisfying eJJ = JeJ = 0. Since the singleton {J} is closed
in Prim(B), J cannot be contained in I, so L ∩ J 6= 0. Since L ∩ J is a two-sided ideal,
and L is simple, we have L ⊆ J , so eI ∈ J . It follows that eIeJ = eJeI = 0. The distance
between these two orthogonal idempotents is at least one, because ‖eI − eJ‖B‖eI‖B ≥
‖eI − eJeI‖B = ‖eI‖B.
An element b ∈ B can satisfy ‖b − eI‖B < 1/4 for at most one I ∈Prim(B), since
‖eI−eJ‖B = 1 for distinct I, J ∈Prim(B). By Corollary 2.3, B has a countable dense set
S. The correspondence I 7→ “choose b ∈ S within distance 1/4 of eI” gives an injective
map from Prim(B) into S, so Prim(B) is countable.
The last statement follows from Proposition 5.4.
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6 Construction of Dense Nuclear Ideals for C⋆-Algebras
Assume that a C⋆-algebra B is a countably infinite direct sum of finite dimensional
matrix algebras. Let p = {pz}z∈Z be the dimensions, with Z a countably infinite set, so
that B =
⊕
z∈Z Mpz(C). Note that p is a scale on Z, and repeated values of the same
dimension are allowed. We think of elements of B as matrix-valued functions f on Z,
where f(z) ∈Mpz(C) for each z ∈ Z. The C⋆-norm on B is
‖f‖B = sup
z∈Z
‖f(z)‖op, (40)
and B consists of those functions f which vanish at ∞ [Dixmier, 1982], §1.9.14. In this
section, we construct dense nuclear ideals in B.
Let Y be the disjoint union of finite sets
Y =
⋃
z∈Z
{z} × {1, . . . pz} × {1, . . . pz}, (41)
and let ey = ez,ij be matrix elements for the pz × pz matrices Mpz(C), for each tuple y =
{z, i, j} ∈ Y . These are partial isometries which form a Schauder basis for the C⋆-algebra
B (Definition 2.5). Any b ∈ B has a coordinate functional by =< ez,iibez,jj, ey >∈ C, and
unique series expansion b =
∑
y∈Y byey which converges unconditionally in B.
Let cf(Y ) be the linear span of the ey’s. The finite socle Bfin of B (Definition 4.5)
is identified with cf(Y ), and equals the algebraic direct sum of the matrix algebras⊕
z∈Z Mpz(C).
Definition 6.1. Socle-Specific Schwartz Spaces. Let ℓ be any family of scales on
Z, with countably infinite sets Y and Z defined above. The Fre´chet space S∞,opℓ (Y ) is
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defined to be the completion of cf(Y ) in the norms
‖ϕ‖∞,opn = sup
z∈Z
ℓn(z)‖ϕ(z)‖op, (42)
where ‖ · ‖op is the operator norm on Mpz(C).
Theorem 6.2. Existence of Dense Nuclear Fre´chet Ideals. Let a C⋆-algebra B
be the countably infinite direct sum of finite dimensional C⋆-algebras, with dimensions
p = {pz}z∈Z . If ℓ is any family of scales on Z, then S∞,opℓ (Y ) is a dense two-sided
Fre´chet ideal in B, in which {ey}y∈Y is an equicontinuous, unconditional basis.
The Fre´chet ideal S∞,opℓ (Y ) is nuclear if and only if ℓ satisfies the p-summability
condition
(∀n ∈ N) (∃m > n)
∑
z∈Z
p2zℓn(z)
ℓm(z)
< ∞, (43)
and if and only if S∞,opℓ (Y )
∼= S1σ(Y ) ∼= S∞σ (Y ), where σ is the family of scales on Y
defined by σn(z, i, j) = ℓn(z) for {z, i, j} ∈ Y , n ∈ N.
Remark 6.3. Existence of Dense Nuclear Fre´chet Ideals. It follows from Theorem
6.2 that a dense nuclear Fre´chet ideal always exists, for any C⋆-algebra B satisfying the
hypotheses of Theorem 6.2, since if ζ is any enumeration of Z, then ℓ = ζp is a scale whose
associated family of scales satisfies (43). Since the ideal produced by this construction is
isomorphic to the Fre´chet space S1σ(Y ), the functions which vanish rapidly with respect
to powers of the single scale σ, it has the additional property of being a power series
space of infinite type, as described in Remark 2.8.
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Proof of Theorem 6.2: Since ℓ ≥ 1, ‖·‖∞,op0 ≥ ‖·‖B, and the inclusion map S∞,opℓ (Y ) →֒ B
is continuous. For f ∈ B and ϕ ∈ S∞,opσ (Y ), we have
‖fϕ‖∞,opn = sup
z∈Z
ℓn(z)
∥∥f(z) ∗ ϕ(z)∥∥
op
definition of ‖ · ‖∞,opn
≤
(
sup
z∈Z
‖f(z)‖op
) (
sup
z∈Z
ℓn(z)‖ϕ(z)‖op
)
= ‖f‖B‖ϕ‖∞,opn , (44)
so S∞,opℓ (Y ) is a left Fre´chet ideal in B. Similarly it is a right, and therefore two-sided,
Fre´chet ideal in B.
The basis is equicontinuous since for ϕ ∈ S∞,opℓ (Y ), y = (z, i, j) ∈ Y , and n ∈ N,
|ϕ(z)ij |‖ey‖∞,opn = ‖ϕ(z)ijey‖∞,opn = ℓn(z)‖ez,iiϕ(z)ez,jj‖op ≤ ℓn(z)‖ϕ(z)‖op ≤ ‖ϕ‖∞,opn .
Use the fact that ‖ϕ(z)‖op becomes smaller if matrix entries are set to zero, to prove the
basis is unconditional.
Since the operator norm on Mpz(C) is bounded by the sum of the matrix entries, and
is greater than or equal to any single matrix entry, we have ‖ · ‖∞n ≤ ‖ · ‖∞,opn ≤ ‖ · ‖1n.
This proves the continuity of inclusion maps S1σ(Y ) →֒ S∞,opℓ (Y ) →֒ S∞σ (Y ). Since σ is
constant along each matrix algebra, the p-summability condition (43) is equivalent to the
summability condition (8), so Theorem 2.9 tells us the three spaces are isomorphic and
nuclear if the summability condition is satisfied.
Conversely, assume S∞,opℓ (Y ) is a nuclear Fre´chet space. We need to find a sequence
space, as defined in Definition 2.7, which is nuclear, to deduce the p-summability condi-
tion (43) for ℓ. The subspace of diagonal matrices is an obvious candidate. Let YD be the
countable disjoint union of diagonal sets YD =
⋃
z∈Z{z} × {{1, 1}, . . . {pz, pz}}. Define a
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family of scales τ on YD by τn(z, {i, i}) = ℓn(z), and embed θ : S∞τ (YD) →֒ S∞,opℓ (Y ), via
the diagonal map θ(ϕ)(y) = ϕ(z, {i, i})δ(i− j). For ϕ ∈ S∞τ (YD),
‖θ(ϕ)‖∞,opn = sup
z∈Z
ℓn(z)‖θ(ϕ)(z)‖op = sup
z∈Z
{
ℓn(z) sup
i≤pz
∣∣ϕ(z, {i, i})∣∣} = ‖ϕ‖∞n ,
since each θ(ϕ)(z) is a diagonal matrix. So θ is isometric in all the norms. Since a
subspace of a nuclear Fre´chet space, with inherited topology, is nuclear [Pietsch, 1972],
Proposition 5.1.5, or [Treves, 1967], Proposition 50.1 (50.3), S∞τ (YD) is nuclear.
Notice that for each z ∈ Z and i ≤ pz, the linear functional xz,i = ℓn(z)e′zi on S∞τ (YD)
is continuous, since |xz,i(ϕ)| = ℓn(z)|ϕ(z, i)| ≤ ‖ϕ‖∞n . For each n ∈ N, the countable
set Sn = {xz,i}z∈Z,i≤pz converges weakly to zero in S∞τ (YD)′. Proof: For ϕ ∈ cf(YD),
only finitely many xz,i ∈ Sn have x(ϕ) nonzero, those whose pair z, i lie in the support
of ϕ. Since by definition S∞τ (YD) is the completion of cf(YD), for any ϕ ∈ S∞τ (YD) find
ϕǫ ∈ cf (YD) ǫ-close to ϕ. Then
∣∣xz,i(ϕ)∣∣ ≤ ∣∣xz,i(ϕ− ϕǫ)∣∣ + ∣∣xz,i(ϕǫ)∣∣
≤ ∥∥ϕ− ϕǫ∥∥∞n + ∣∣xz,i(ϕǫ)∣∣
≤ ǫ + ∣∣xz,i(ϕǫ)∣∣. (45)
For z, i outside the finite set supp(ϕǫ), this shows |xz,i(ϕ)| ≤ ǫ.
The set Sn is an essential subset of the polar of the unit ball for ‖ · ‖∞n , in the sense of
[Pietsch, 1972], §2.3.1. By nuclearity and [Pietsch, 1972], Theorem 2.3.3, for any n ∈ N,
there exists an m ∈ N and a summing sequence czi of positive numbers so that for all
ϕ ∈ S∞τ (YD),
‖ϕ‖∞n ≤
∑
z∈Z,i≤pz
czi|ϕ(z, i)|ℓm(z).
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For each z0 and i0, plug in ϕ(z, i) = δ(z− z0, i− i0)/ℓm(z). The result is ℓn(z0)/ℓm(z0) ≤
cz0i0 . Hence we have
∑
z∈Z
pzℓn(z)
ℓm(z)
=
∑
z∈Z,i≤pz
ℓn(z)
ℓm(z)
≤
∑
z∈Z,i≤pz
czi <∞.
Repeat the same argument to find a p ∈ N such that
∑
z∈Z
pzℓm(z)
ℓp(z)
<∞.
Let C1, C2 > 0 be constants bounding these respective sums. Then
∑
z∈Z
p2zℓn(z)
ℓp(z)
=
∑
z∈Z
pzℓn(z)
ℓm(z)
pzℓm(z)
ℓp(z)
≤ C1 sup
z∈Z
pzℓm(z)
ℓp(z)
< C1C2, (46)
which is the p-summability condition (43).
We show that every dense nuclear two-sided Fre´chet ideal is given by Theorem 6.2.
Theorem 6.4. Classification of Dense Nuclear Two-Sided Ideals. Let a C⋆-
algebra B be the countable infinite direct sum of finite dimensional C⋆-algebras, with
sequence of dimensions p = {pz}z∈Z. Let A be any dense nuclear two-sided Fre´chet
ideal in B. Then there exists a family of scales ℓ on Z satisfying the p-summability
condition (43) such that the map a 7→ {y 7→ ay} gives an isomorphism of Fre´chet ideals
A ∼= S∞,opℓ (Y ).
Proof: First we show that {ey}x∈Y is an absolute basis for A. Since A ⊂ B, every element
a of A also has a unique expansion in {ey}y∈Y . We will show the series for a converges in
the Fre´chet topology. Pick some enumeration ζ of Z. For K ∈ N+, let PK =
∑
ζ(z)≤K 1z
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be the sum of the units of the first K matrix algebras which make up B. By Theorem
4.6, the socle cf(Y ) is dense in A. Let ϕ ∈ cf(Y ) be ǫ close to a in ‖ · ‖m. For large
enough K, PKϕ = ϕ, and we have
∥∥∥∥ ∑
ζ(z)≤K
axex − a
∥∥∥∥
n
≤
∥∥∥∥ ∑
ζ(z)≤K
axex − ϕ
∥∥∥∥
n
+ ‖ϕ− a‖n
= ‖PK(a− ϕ)‖n + ‖ϕ− a‖n
≤ Cn‖a− ϕ‖m + ‖ϕ− a‖n ≤ Cnǫ+ ǫ,
where we used the left ideal condition, ‖PK‖B = 1, and ‖ · ‖n ≤ ‖ · ‖m in the last
step. This shows that {ey}y∈Y is a basis for the Fre´chet algebra A. By the discussion in
Definition 2.5, this basis is Schauder and equicontinuous, and by the nuclearity of A, it
is also absolute.2
By Appendix A, we can find an equivalent family {‖·‖n}∞n=0 of norms for the topology
of A which are increasing, and satisfy ‖ · ‖0 = ‖ · ‖B and ‖ab‖n ≤ ‖a‖n‖b‖0, ‖ba‖n ≤
‖b‖0‖a‖n for all b ∈ B, a ∈ A. Use these norms to define a family of scales σ on Y by
σn(y) = ‖ey‖n. Since ‖ey‖B = 1 for each y ∈ Y , σn ≥ 1. Also σ0 = 1 and σn ≤ σn+1. By
the ideal condition, σn(y) = ‖ey‖n = ‖ez,i1ez,11ez,1j‖n ≤ ‖ez,11‖n = σn(z, 1, 1). Similarly
σn(z, 1, 1) ≤ σn(y) for any y ∈ Y with first component z. Therefore the σn’s are constant
on each matrix algebra. For each z ∈ Z, let ℓn(z) be the common value of σn(z, i, j),
i, j ≤ pk.
Apply Theorem 2.9 to see that A ∼= S1σ(Y ) ∼= S∞σ (Y ), where, by nuclearity, σ satisfies
the summability condition (8), and ℓ satisfies the p-summability condition (43). By
2Note we can apply the dense ideal condition on both sides |ax|‖ex‖n = ‖axex‖n = ‖ez,iiaez,jj‖n ≤
C‖a‖q, to see directly that the basis is equicontinuous.
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Theorem 6.2, S∞,opℓ (Y ) is isomorphic to S
1
σ(Y )
∼= S∞σ (Y ), and hence also isomorphic to
A.
Remark 6.5. Automatically Involutive. Note that the ideals of Theorems 6.4 and
6.2 are involutive.
7 The Structure of Dense Nuclear Fre´chet Ideals in
C⋆-Algebras
In this section, we decompose the C⋆-algebra and dense Fre´chet ideal constructed in
§6 into a direct sum of subideals, one with finite multiplicities, the other with infinite
multiplicities. We investigate the properties of the subideals in each case. In particular,
we ask when a maximal dense nuclear Fre´chet ideal is isomorphic to the Fre´chet space of
standard Schwartz functions.
Definition 7.1. Decomposition Into Direct Sums of Subideals. Let A be a dense
two-sided Fre´chet ideal of a C⋆-algebra B. If B is a direct sum of two-sided C⋆-subideals
B1 and B2, and A is a direct sum of Fre´chet subideals A1 and A2 such that A1 is a dense
Fre´chet ideal in B1 and A2 is a dense Fre´chet ideal in B2, we call the pair of direct sums
B = B1 ⊕ B2, A = A1 ⊕A2 a decomposition into direct sums of subideals.
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For the dense nuclear ideals constructed in §6, a decomposition into direct sums of subide-
als occurs when the countable set Z is partitioned into two disjoint subsets Z1 and Z2.
Proof: Since B in §6 is already a direct sum of matrix algebras ⊕z∈Z Mpz(C), we can
partition the sum into two summands
B =
(⊕
z∈Z1
Mpz(C)
)
⊕
(⊕
z∈Z2
Mpz(C)
)
= B1 ⊕ B2. (47)
Since multiplication is pointwise along z ∈ Z, that is f∗g(z) = f(z)∗g(z), the subalgebras
B1 and B2 are naturally ideals in B.
In §6, we constructed dense nuclear Fre´chet ideals A in B, and showed that every
such ideal is of the form A ∼= S∞,opℓ (Y ), where ℓ is a family of scales on Z satisfying the
p-summability condition. Using our partition of Z into Z1 and Z2, we can partition Y
accordingly:
Y1 =
⋃
z∈Z1
{z} × {1, . . . pz} × {1, . . . pz},
Y2 =
⋃
z∈Z2
{z} × {1, . . . pz} × {1, . . . pz}. (48)
Recall that S∞,opℓ (Y ) is defined as the completion of cf(Y ), and A1 = S
∞,op
ℓ↾Z1
(Y1) and
A2 = S
∞,op
ℓ↾Z2
(Y2) are defined as completions of cf(Y1) and cf (Y2), respectively. Since the
norms on the two ideals A1 and A2 are restrictions of norms on S
∞,op
ℓ (Y ), and Y has
discrete topology, it is not hard to show that {ϕ ↾Yi |ϕ ∈ S∞,opℓ (Y )} is equal to S∞,opℓ↾Zi (Yi)
for i = 1, 2. So we have A ∼= A1 ⊕ A2.
48
We partition Z as follows:
Zfin =
{
z ∈ Z
∣∣∣∣ pz occurs finitely many times in p
}
,
Zinf =
{
z ∈ Z
∣∣∣∣ pz occurs infinitely many times in p
}
. (49)
The set Zfin could be empty, finite, or infinite. We are mostly interested in the infinite
case. Fix some enumeration ζfin of Zfin, with the constraint pk−1 ≤ pk. In the direct sum
of subideals decomposition, B = Bfin ⊕ Binf where
Bfin =
⊕
z∈Zfin
Mpz(C)
=
dfin⊕
k=1
Mpk(C). (50)
The set Zinf is either empty or infinite. Since any pz ∈ Zinf occurs infinitely many times,
we can determine Zinf by a sequence of dimensions
p˜inf = {p˜k}dinfk=1 , where p˜k = pz for some z ∈ Zinf, (51)
and the p˜k’s are ordered so that p˜k < p˜k+1. Then p˜1 < p˜2 < · · · < p˜dinf if dinf < ∞ and
p˜1 < p˜2 < · · · < p˜k < · · · if dinf =∞. We have
Binf =
⊕
z∈Zinf
Mpz(C)
=
dinf⊕
k=1
Mp˜k(C)⊕Mp˜k ⊕ · · · ⊕Mp˜k(C)⊕ · · ·︸ ︷︷ ︸
infinitely many times
=
dinf⊕
k=1
c0
(
Zk,Mp˜k(C)
)
, (52)
where c0
(
Zk,Mp˜k(C)
)
is matrix-valued functions vanishing at infinity, with component-
wise multiplication, and Zk = { z ∈ Z | pz = p˜k } is a countably infinite set for each
k.
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Similarly, we decompose the Fre´chet ideal, A = Afin ⊕ Ainf where
Afin =


Bfin dfin <∞
S
∞,op
ℓ↾Zfin
(Yfin) dfin =∞,
(53)
where Bfin is finite dimensional when dfin < ∞ and Yfin is defined as Y1 in (48) with
Z1 = Zfin. For infinite multiplicities, we have
Ainf = S
∞,op
ℓ (Yinf) Yinf defined as Y2 in (48) with Z2 = Zinf
=


⊕dinf
k=1 S
∞,op
ℓ↾Zk
(
Zk,Mp˜k(C)
)
dinf <∞
S
∞
(
N+, S∞,opℓ↾Zk
(
Zk,Mp˜k(C)
))
dinf =∞,
(54)
where the norm of ϕ ∈ Ainf is given by
‖ϕ‖n = dinfsup
k=1
(
sup
z∈Zk
ℓn ↾Zk (z)
∥∥ϕ(k, z)∥∥
op
)
. (55)
Next we derive the appropriate summability formulas for the restricted scales.
∑
z∈Z
p2zℓn(z)
ℓm(z)
=
∑
z∈Zfin
p2zℓn(z)
ℓm(z)
+
∑
z∈Zinf
p2zℓn(z)
ℓm(z)
=
∑
z∈Zfin
p2zℓn ↾Zfin (z)
ℓm ↾Zfin (z)
+
∑
z∈Zinf
p2zℓn ↾Zinf (z)
ℓm ↾Zinf (z)
. (56)
The left summand, for finite multiplicities, becomes
∑
z∈Zfin
p2zℓn ↾Zfin (z)
ℓm ↾Zfin (z)
=
dfin∑
k=1
p2kℓn ↾Zfin (k)
ℓm ↾Zfin (k)
. (57)
The right summand, for infinite multiplicities, becomes
∑
z∈Zinf
p2zℓn ↾Zinf (z)
ℓm ↾Zinf (z)
=
dinf∑
k=1
p˜2k
(∑
z∈Zk
ℓn ↾Zinf (z)
ℓm ↾Zinf (z)
)
note |Zk| =∞ for each k
=
dinf∑
k=1
p˜2k
(∑
z∈Zk
ℓn ↾Zk (z)
ℓm ↾Zk (z)
)
, (58)
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where the inner sum has infinitely many terms for every k.
Finding a Maximal Afin, a Minimal pfin-Summable Scale on Zfin. We restrict to
the infinite dimensional case, dfin =∞.
Definition 7.2. Scales on Yfin. Let ζfin be an enumeration of Zfin, which satisfies
pk−1 ≤ pk. Define a scale ℓfin : Zfin → N+ by
ℓfin(k) = p
2
1 + · · · + p2k−1 + p2k, k = 1, 2, . . . , (59)
and corresponding scale σfin : Yfin → N+ by
σfin(k, i, j) = ℓfin(k), k = 1, 2, . . . , i, j = 1, 2, . . . pk. (60)
Define an enumeration γfin : Yfin → N+ by
γfin(k, i, j) = p
2
1 + · · · + p2k−1 + (i− 1) + (j − 1)pk + 1,
k = 1, 2, . . . , i, j = 1, . . . pk. (61)
Then γfin : Yfin → N+ is a bijection of sets, since for fixed k, γfin increases, in steps of 1 if
we move down rows, one column at a time, from p21 + · · · p2k−1 + 1 (at i = j = 1) up to
p21 + · · ·p2k−1 + p2k (at i = j = pk). Note that γfin orders σfin, and γfin ≤ σfin.
Let pfin = p ↾Zfin be the sequence of dimensions restricted to Zfin. Then pfin is a scale
on Zfin which is ordered by ζfin, and which satisfies p
2
fin ≤ ℓfin. We say that pfin satisfies
the growth condition if pk+1 ≤ C
(
kpk
)d
, k ∈ N+, for some C > 0 and d ∈ N+.
Proposition 7.3. ℓfin is a Minimal pfin-Summable Scale on Zfin. The scale ℓfin
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on Zfin satisfies the pfin- summability condition, so Afin = S
∞,op
ℓfin
(Yfin) is a dense nuclear
two-sided Fre´chet ideal in Bfin.
The scale ℓfin is equivalent to the scale ζfin · pfin on Zfin. It is minimal in the sense
that if κ is any other ζfin-ordered scale on Zfin which is pfin-summable, and κ . ℓfin, then
κ ∼ ℓfin.
The scale σfin on Yfin is equivalent to an enumeration of Yfin if and only if the sequence
of dimensions pfin satisfies the growth condition.
Proof: Since ζfin(k) = k ≤ ℓfin(k) and pfin ≤ p2fin ≤ ℓfin, the product ζfin · pfin is always less
than or equal to ℓ2fin, so ℓfin dominates the scale ζfin · pfin, which we noted in Remark 6.3
was pfin-summable. Therefore ℓfin is pfin-summable. By Theorem 6.2, Afin = S
∞,op
ℓfin
(Yfin)
is a dense nuclear two-sided Fre´chet ideal in Bfin.
By definition,
ℓfin(k) = p
2
1 + · · ·+ p2k−1 + p2k
≤ p2k + · · ·+ p2k + p2k︸ ︷︷ ︸
k times
since the pk’s are ordered
= kp2k
= ζfin(k)pfin(k)
2
≤ ζfin(k)2pfin(k)2, (62)
so ζfin · pfin dominates ℓfin. Hence ζfin · pfin ∼ ℓfin.
Let κ be a ζfin-ordered scale on Zfin which is pfin-summable. Then ζfin ≤ κ. Since
∞∑
k=1
pk
κ(k)p
<∞, (63)
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for some p ∈ N+, the terms in the series are bounded so there is a C > 0 such that
pk ≤ Cκ(k)p for k ∈ N+. Then we can bound the product ζfin(k)pk ≤ Cκ(k)p+1, so
ζfin ·pfin . κ. With the additional assumption that κ . ℓfin, we have ζfin ·pfin . κ . ℓfin .
ζfin · pfin, and so κ ∼ ℓfin.
For the last paragraph, assume the growth condition holds. We show that σfin is
equivalent to γfin. Define a scale βfin : Yfin → N+ by
βfin(k, i, j) =


1 k = 1, i, j = 1, 2, . . . p1,
p21 + · · · + p2k−1 k = 2, 3, . . . , i, j = 1, 2, . . . pk.
(64)
By the growth condition,
σfin(k) = p
2
1 +
(
p22 + · · ·+ p2k
)
≤ p21 +
(
(C · (1 · p1)d)2 + · · ·+ (C · (k − 1 · pk−1)d)2
)
≤ p21 +
(
(C · (k − 1 · p1)d)2 + · · ·+ (C · (k − 1 · pk−1)d)2
)
= p21 + C
2(k − 1)2d
(
p2d1 + · · ·+ p2dk−1
)
≤ p21 + C2βfin(k)2dβfin(k)d
≤ (p21 + C2)βfin(k)3d, (65)
which holds for all k ∈ N+. So σfin . βfin. Since βfin ≤ γfin ≤ σfin, we have βfin . γfin .
σfin . βfin and so σfin ∼ γfin.
Conversely, let γ : Yfin ∼= N+ be an enumeration which is equivalent to σfin. We prove
that the growth condition holds. Define a scale ℓ(z) = minij γ(z, i, j), for z ∈ Zfin. Then
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ℓ ∼ ℓfin since
ℓ(z) ≤ γ(z, i, j) since ℓ is the min
≤ Cσfin(z, i, j)d since σfin ∼ γ by assumption
= Cℓfin(z)
d (66)
ℓfin(z) = σfin(z, i, j) for any i, j = 1, . . . pz
≤ Cγ(z, i, j)d. since σfin ∼ γ by assumption (67)
Since the left hand side of (67) is independent of i and j, we can take the min over i and
j to get ℓfin(z) ≤ Cℓ(z)d.
Let ζ be an enumeration of Zfin, with inverse ρ, which satisfies ℓ(ρ(1)) < ℓ(ρ(2)) < . . . .
Since γ maps Yfin ontoN
+, ℓ(ρ(1)) = 1. The smallest the set of values {γ(ρ(1), i, j)}i,j=1,...pρ(1)
could be is {1, 2, . . . p2ρ(1)}. So ℓ(ρ(2)) can be no bigger than p2ρ(1)+1. Similarly ℓ(ρ(k)) ≤
p2ρ(1) + p
2
ρ(2) + · · · p2ρ(k−1) + 1.
Since σfin ∼ γ, there is some d ∈ N+ and C1 > 0 such that γ(z, i, j) ≤ C1ℓfin(z)d,
z ∈ Zfin, i, j = 1, . . . pz. Since γ is one to one, for any z ∈ Zfin the set of values
{γ(z, i, j)}i,j=1,...pz must contain a number as big as p2z. Hence p2z ≤ C1ℓfin(z)d. So we
have
p2ρ(k) ≤ C1ℓfin(ρ(k))d
≤ C1Cdℓ(ρ(k))m since ℓ ∼ ℓfin
≤ C1Cd(p2ρ(1) + p2ρ(2) + · · · p2ρ(k−1) + 1)m. (68)
Let ρfin = ζ
−1
fin . We would like the growth condition (68) to have ρfin’s instead of ρ’s.
If pρ(k−1) > pρ(k) for some k ∈ 2, 3, . . . , let ρ′ be ρ with the k and k−1th values switched.
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Then the growth condition (68) still holds true for ρ′:
p2ρ′(k−1) < p
2
ρ(k−1) ≤ C1Cd(p2ρ(1) + p2ρ(2) + · · · p2ρ(k−2) + 1)m
= C1Cd(p
2
ρ′(1) + p
2
ρ′(2) + · · · p2ρ′(k−2) + 1)m, (69)
p2ρ′(k) = p
2
ρ(k−1) ≤ C1Cd(p2ρ(1) + p2ρ(2) + · · · p2ρ(k−2) + 1)m
= C1Cd(p
2
ρ′(1) + p
2
ρ′(2) + · · · pρ′(k−2) + 1)m
< C1Cd(p
2
ρ′(1) + p
2
ρ′(2) + · · · pρ′(k−2) + pρ′(k−1) + 1)m. (70)
Since we didn’t change C1, Cd, or m, we can make as many of these switches as we need,
and the same growth condition (68) continues to hold. Continuing all the way up the
sequence gives a non-decreasing ordering ρ′(k− 1) ≤ ρ′(k) for all k = 2, 3, . . . . Next note
that by the same argument, if ρ′(k− 1) = ρ′(k), we can swap these two equal values and
the growth condition will hold as well. Since ρfin can be obtained from ρ
′ in this way,
we’ve shown that the growth condition (68) holds for ρfin. We have
p2k ≤ C1Cd(p21 + p22 + · · · p2k−1 + 1)m
≤ C1Cd
(
2(p21 + p
2
2 + · · · p2k−1)
)m
since 1 ≤ pi for each i
≤ C1Cd2m(k − 1 · p2k−1)m. since pi ≤ pk−1 for i < k − 1 (71)
It follows that the growth condition pk ≤ C(k−1 ·pk−1)m holds for each k = 2, 3, . . . .
Making Ainf Standard Schwartz. Assume that Ainf is nonempty, so dinf ≥ 1. Recall
from (54) that Ainf is a direct sum of Schwartz spaces. We can factor out the first direct
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summand:
Ainf =


S
∞,op
ℓ↾Z1
(
Z1,Mp˜1(C)
)⊕⊕dinfk=2 S∞,opℓ↾Zk (Zk,Mp˜k(C)) dinf <∞
S
∞,op
ℓ↾Z1
(
Z1,Mp˜1(C)
)⊕ S∞(N+ \ {1}, S∞,opℓ↾Zk (Zk,Mp˜k(C))
)
dinf =∞
= S∞,opℓ↾Z1
(
Z1,Mp˜1(C)
)⊕ S∞,opℓ↾Zinf\Z1(Yinf \ Y1). (72)
By taking ℓ ↾Z1 to be an enumeration of the infinite set Z1, the first direct summand
becomes standard Schwartz functions on an infinite set (1), and the second direct sum-
mand is Schwartz functions on Yinf \ Y1, which vanish rapidly with respect to powers of
a single scale.
We now prove a proposition and two lemmas, required in the proof of Corollary 7.7.
Proposition 7.4. Direct Sums of Infinite Type Power Series. If a nuclear Fre´chet
space A is a direct sum of power series spaces A1 and A2 of infinite type, then A is also
a power series space of infinite type. The scale obtained for A is dominated by the scales
defining A1 and A2.
Proof: Assume that A1 and A2 are power series spaces of infinite type, which means they
are isomorphic to ℓ1-norm σi-rapidly vanishing functions for single scales σi, i = 1, 2,
respectively (Remark 2.8). By nuclearity, each scale is summable, and Ai ∼= S1σi(Xi) ∼=
S
∞
σi
(Xi) for countably infinite sets Xi (Theorem 2.9). Let σ be the scale on the disjoint
union X = X1 ∪X2 defined by
σ(x) =


σ1(x) x ∈ X1
σ2(x) x ∈ X2,
(73)
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for x ∈ X . For ϕ ∈ S∞σ (X),
∥∥ϕ∥∥∞
n
= sup
x∈X
σ(x)n
∣∣ϕ(x)∣∣
= max
{
sup
x∈X1
σ(x)n
∣∣ϕ(x)∣∣, sup
x∈X2
σ(x)n
∣∣ϕ(x)∣∣} since X = X1 ∪X2
= max
{
sup
x∈X1
σ1(x)
n
∣∣ϕ ↾X1 (x)∣∣, sup
x∈X2
σ2(x)
n
∣∣ϕ ↾X2 (x)∣∣
}
by (73)
= max
{∥∥ϕ ↾X1∥∥∞n , ∥∥ϕ ↾X2∥∥∞n
}
. (74)
Hence S∞σ (X)
∼= S∞σ1(X1) ⊕ S∞σ2(X2), and so A ∼= S∞σ (X). By nuclearity A ∼= S1σ(X) as
well, so A is a power series space of infinite type.
Lemma 7.5. Injective Scales With Partitioned Range. Let σ be a summable scale
on a countably infinite set X. Then there exists an equivalent scale τ on X which is
one-to-one and integral valued. Furthermore, if d ∈ N+ and i ∈ N with i < d, the range
of τ can be made to lie inside the set dN+ + i.
Proof of Lemma 7.5: We saw in Corollary 2.13 that σ dominates an enumeration γ of
X which orders σ. Define a new scale on X by τ1 = γσ. Since σ dominates γ, it is easy
to show that σ ∼ τ1. If xk, xk+1 are two consecutive elements of X , τ1(xk) = τ1(xk+1)
would imply σ(xk) = σ(xk+1)
k+1
k
, contradicting σ(xk) ≤ σ(xk+1). So τ1 : X → [1,∞) is
one-to-one. Moreover
τ1(xk+1)− τ1(xk) = (k + 1)σ(xk+1)− kσ(xk) ≥ (k + 1− k)σ(xk) = σ(xk) ≥ 1. (75)
Define a new scale on X by τ2 = ⌈τ1⌉, the least integer greater than τ1. By (75), τ2 is
strictly increasing and one-to-one. Since τ1 ≤ τ2 and τ2 ≤ τ1+1, we have τ1 ∼ τ2. Finally
define a third equivalent scale τ3 = dτ2 + i to see the last statement of the Lemma.
57
Proof of last statement of Proposition 7.4: By Lemma 7.5, we may assume that σ1 and
σ2 are one-to-one, and that they assume only odd and even integral values, respectively.
Define σ as before, using (73). Then σ is one-to-one and integral-valued, and range(σ)=
range(σ1)∪ range(σ2). Let γ be the (unique) enumeration of X that orders σ, and let
γ1, γ2 be the enumerations of X1, X2 which order σ1, σ2, respectively. We want to show
σ(γ−1(k)) ≤ σ1(γ−11 (k)) and σ(γ−1(k)) ≤ σ2(γ−12 (k)) for all k ∈ N+, which is what is
meant by the last statement of the Proposition.
First show that
γ1(x) ≤ γ(x) for x ∈ X1 and γ2(x) ≤ γ(x) for x ∈ X2. (76)
Assume we have shown this for x1, x2, . . . xk ∈ X , ordered with respect to γ. If xk+1 ∈ X1,
then σ1(xk+1) is the smallest σ1(x) that has not already occured in the list σ(x1), σ(x2),
. . . σ(xk). Evidently, γ1(xk+1) ≤ k + 1 = γ(xk+1). Similarly if xk+1 had been in X2, we
find γ2(xk+1) ≤ γ(xk+1).
It follows from (76) that for each k ∈ N+, k = γ1(γ−11 (k)) ≤ γ(γ−11 (k)) and similarly
k ≤ γ(γ−12 (k)). Applying σ ◦ γ−1 to both sides of the first inequality, we get σ(γ−1(k)) ≤
σ(γ−1
(
γ(γ−11 (k))
)
) = σ(γ−11 (k)) = σ1(γ
−1
1 (k)). Similarly σ(γ
−1(k)) ≤ σ2(γ−12 (k)).
Lemma 7.6. Dominated by an Enumeration. If a summable scale on a countable set
X is dominated by an enumeration of X, then the scale is equivalent to an enumeration
which orders it.
Proof: Let σ be a scale on X , and assume
σ(x) ≤ Cγ(x)d, x ∈ X, (77)
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for some C > 0, d ∈ N+, and γ an enumeration of X . Let x1, x2 ∈ X with σ(x1) < σ(x2)
but γ(x2) < γ(x1). Then
σ(x1) < σ(x2) ≤ Cγ(x2)d,
σ(x2) ≤ Cγ(x2)d < Cγ(x1)d. (78)
So we if γ′ is γ with the values for x1 and x2 switched, we still have σ ≤ Cγ′d. Since C and
d are the same, we can make as many switches as we like, resulting in an enumeration
γ′′ which both satisfies the inequality σ ≤ Cγ′′d and orders σ. By Corollary 2.13, σ
dominates γ′′, so σ ∼ γ′′.
Corollary 7.7. Maximal Fre´chet Space Structure of The Direct Sum A =
Afin⊕Ainf. There exists a p-summable scale on Z, which makes A, Afin, and Ainf power
series spaces of infinite type.
If dfin =∞, and pfin satisfies the growth condition, then using the scale ℓfin on Zfin,
both A and Afin are isomorphic as Fre´chet spaces to standard Schwartz functions.
If dinf ≥ 1, by choosing the scale on Z1 = {z ∈ Z | pz = p˜1} to be an enumeration,
then A and Ainf are both isomorphic as Fre´chet spaces to standard Schwartz functions.
If dfin = ∞, dinf = 0, and pfin does not satisfy the growth condition, then A = Afin
is not isomorphic as a Fre´chet space to standard Schwartz functions.
See (1) for the definition of standard Schwartz functions, and Remark 2.8 for the definition
of power series space of infinite type. By Corollary 2.13, every summable scale dominates
any enumeration with the same ordering. In this sense standard Schwartz functions are
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maximal among nuclear power series spaces of infinite type.
Proposition 7.3 gives a minimality property of the scale ℓfin, which corresponds to
the maximality of Afin. That result applies indepenently of the growth condition being
satisfied.
Proof of Corollary 7.7: As noted in Remark 6.3, the scale ℓ = ζp on Z is p-summable,
making A = S∞,opℓ (Y ), Afin = S
∞,op
ℓ↾Yfin
(Yfin) and Ainf = S
∞,op
ℓ↾Yinf
(Yinf) all power series spaces of
infinite type.
By the last paragraph of Proposition 7.3, if the growth condition is satisfied, the scale
ℓfin makes Afin isomorphic to standard Schwartz functions on Yfin. Writing A as a direct
sum of Afin and Ainf, with all three power series spaces of infinite type, Proposition 7.4
tells us the scale σ on Y used to define A is dominated by the scales on both summands.
In particular σ is dominated by σfin, which is equivalent to an enumeration. By Lemma
7.6, σ is equivalent to an enumeration, and A is standard Schwartz.
If dinf ≥ 1, we saw in (72) that Ainf has a direct summand of functions vanishing
rapidly with respect to an enumeration. Proposition 7.4 says the scale for Ainf is domi-
nated by this enumeration. By Lemma 7.6, the scale is equivalent to some enumeration
which orders it, and therefore Ainf is standard Schwartz. Since A has Ainf as a direct
summand, the same argument shows that A is standard Schwartz.
If dinf = 0, then A = Afin. If the growth condition is not satisfied, then by the last
paragraph of Proposition 7.3, σfin is not equivalent to an enumeration of Yfin. Assume for a
contradiction that S1σfin(Yfin) is isomorphic to standard Schwartz functions S
1
γ(X) for some
enumeration γ of X . By the last paragraph of Proposition 2.14, σfin is semi-equivalent
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to γ. By Proposition 2.16, σfin is equivalent to γ, which gives the contradiction.
8 Examples and Remarks
Remark 8.1. Reordering Zfin to Satisfy the Growth Condition. If each pk occurs
only finitely many times, and the growth condition is satisfied for an enumeration of the
sequence {pk}∞k=1, we can always reorder so that pk ≤ pk+1. For let C, d be such that
pk+1 ≤ C(kpk)d. If pk+1 is the first out of order element of the sequence, find the smallest
l > k+1 for which pl belongs at the k+1th spot. Define β(k+1) = l, β(k+2) = k+1,
. . . β(l) = l − 1, and β(i) = i otherwise. Then {pβ(k)}∞k=1 is in order up to k + 1, and
pβ(k+1) = pl < pk+1 ≤ C(kpk)d = C(kpβ(k))d
pβ(k+2) = pk+1 ≤ C(kpk)d = C(kpβ(k))d ≤ C(kpβ(k+1))d ≤ C(k + 1 · pβ(k+1))d
...
pβ(l) = pl−1 ≤ C(l − 2 · pl−2)d = C(l − 2 · pβ(l−1))d ≤ C(l − 1 · pβ(l−1))d
pβ(l+1) = pl+1 ≤ C(l · pl)d ≤ C(l · pl−1)d = C(l · pβ(l))d, since pl−1 ≥ pk+1 > pl (79)
so the growth condition holds with the same constants C, d. Continuing all the way up
the sequence gives a nondecreasing ordering, which still satisfies the growth condition.
Example 8.2. Polynomial Growth. If pk ≤ Ckd, k ∈ N+, then since pk ≥ 1 for each
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k,
pk+1 ≤ C(k + 1)d ≤ 2dCkd ≤ 2dC(kpk)d, (80)
so the growth condition holds with constants 2dC, d.3 The sequence pk = e
k does not
have polynomial growth, but satisfies the growth condition with C = e, d = 1 since
pk+1 = e
k+1 = e · ek = e · pk ≤ e(kpk)1.
Remark 8.3. Alternative Construction of Nuclear Fre´chet Ideals. Let ℓ and
σ be as in Theorem 6.2, with the p-summability condition (43) satisfied. Pick a family
of scales β on Y so that ℓn(z) ≤ βn(i, j, z). Also insure that for each n ∈ N there is a
sufficiently large m ∈ N so that βn(i, j, z) ≤ ℓm(z). Then clearly σ ∼ β. So S1β(Y ) is
a dense nuclear two-sided Fre´chet ideal in the C⋆-algebra B, by its isomorphism with
S
∞,op
σ (Y ).
Example 8.4. C∞(G), G Compact Connected Lie Group. By [Sug, 1971], The-
orem 4, the Fre´chet space C∞(G) is isomorphic to standard Schwartz functions on D,
where D is the set of all dominant G-integral forms on the Lie algebra of a maximal
toral subgroup of G. For example, consider the circle group G = T. The Fre´chet space
C∞(T) is topologized by seminorms ‖ϕ‖i = ‖∂iϕ‖∞, ϕ ∈ C∞(T), where ∂ = ddθ . The
Fourier transform ̂ changes C∞(T) into S(Z), C⋆(T) into c0(Z), and convolution mul-
tiplication of functions into pointwise multiplication. The transformed seminorms are
‖ϕ̂‖i = supk∈Z |kiϕ̂(k)|.
It is well-known that C∞(G) is a dense two-sided Fre´chet ideal in the convolution
3Note that k
k+1
≥ 1
2
.
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algebras L1(G) and C⋆(G).
Example 8.5. C∞ Functions on the Cantor Group. The Cantor group K is a
compact locally compact group, which is not a Lie group. It is totally disconnected and
can be described as the dual group of the discrete abelian group K̂ = Z[1
2
]/Z of dyadic
rationals from 0 to 1. Define a proper scale σ( l
2p
) = 2p on K̂, for any p ∈ N. Here l
is any positive odd number less than 2p. The additive identity is 0, when p = 0 and
l = 0. Let A = S∞σ (K̂) be σ-rapidly vanishing functions on K̂, with sup-norm. A is a
dense Fre´chet ideal in B = c0(K̂), the C
⋆-algebra of functions vanishing at∞ on K̂, with
pointwise multiplication. (Note that convolution multiplication on K becomes pointwise
multiplication on K̂ via the Fourier transform.) Since σ is summable, A is also nuclear
[Sch, 1998], Lemma 1.2 with q = 2, Theorem 1.6.
We show that A is standard Schwartz functions. Let γ : K̂ → N+ be the map γ( l
2p
) =
2p−1 + ⌊l/2⌋ + 1, where ⌊·⌋ is the largest integer not greater than, and we set γ(0) = 1.
For each p ∈ N+, note that ⌊l/2⌋ goes from 0 to 2p−1− 1, in increments of 1. The scale γ
is an enumeration of K̂, and γ ≤ σ. Also σ ≤ 2γ, so γ and σ are equivalent scales on K̂.
Remark 8.6. If Multiplication is Trivial, Dense Nuclear Ideals Always Ex-
ist. Let B be any separable Banach algebra with b1b2 = 0 for all b1, b2 ∈ B. Let
a1, a2, . . . ak, . . . be a countable sequence of elements of norm 1 of B, with dense lin-
ear span. Let A0 be the Fre´chet algebra with standard Schwartz functions Sγ(X) as
underlying Fre´chet space, and zero multiplication.
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Define a linear map θ : A0 → B by
θ(ϕ) =
∑
x∈X
ϕ(x)aγ(x),
ϕ ∈ A0. Since ϕ is a Schwartz function, and the ak’s have norm 1, this series converges ab-
solutely to a well-defined element of B. We have ‖θ(ϕ)‖B ≤
∑
x∈X |ϕ(x)|‖aγ(x)‖B = ‖ϕ‖1,
where ‖ · ‖1 is the ℓ1-norm, so θ is continuous, and trivially an algebra homomorphism.
Usually θ is not 1-1, unless for example {ak}∞k=1 were a basis for B. Let A be the image
θ(A0) in B. Then A is a dense Fre´chet ideal in B, and is nuclear since quotients by closed
linear subspaces preserve nuclearity [Pietsch, 1972], Proposition 5.1.3 or [Treves, 1967],
Proposition 50.1 (50.4).
A Appendix. Refining the Ideal Condition, and m-
Convexity
We show that the constants Cn can always be taken equal to 1 in the dense ideal inequality
(32), and also mn = n, by passing to an equivalent family of seminorms. We also note
that any Fre´chet algebra satisfying the ideal inequality is m-convex.4
Let A be a right Fre´chet ideal in a Banach algebra B, and let {‖ · ‖n}∞n=0 be an
increasing family of norms giving the topology for A, with ‖ · ‖0 = ‖ · ‖B, as in Definition
4A Fre´chet algebra A is m-convex if it can be topologized by a family of submultiplicative seminorms,
i.e. ones that satisfy ‖a1a2‖n ≤ ‖a1‖n‖a2‖n for a1, a2 ∈ A.
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3.1. Define a new family of seminorms by
‖a‖∗n = sup{ ‖ab‖n | ‖b‖0 ≤ 1, b ∈ B }, (81)
for a ∈ A. Using the right ideal inequality (32) we see that ‖a‖∗n ≤ Cn‖a‖m, so the
topology given by {‖ · ‖∗n}∞n=0 is dominated by the original topology on A. These new
seminorms satisfy the right ideal inequality with mn = n and Cn = 1:
‖ab‖∗n = sup{ ‖abb1‖n | ‖b1‖0 ≤ 1, b1 ∈ B } by definition (81)
≤ sup{ ‖ab2‖n | ‖b2‖0 ≤ ‖b‖0, b2 ∈ B } b2 = bb1, so ‖b2‖0 ≤ ‖b‖0
= ‖b‖0 sup{ ‖ab3‖n | ‖b3‖0 ≤ 1, b3 ∈ B } b3 = b2/‖b‖0
= ‖a‖∗n‖b‖0 by definition (81). (82)
Note we used the submultiplicativity of the norm ‖ · ‖0 on B in the second step. The
inequality
‖ab‖n ≤ ‖a‖∗n‖b‖0 (83)
can also be verified from the definition (81).
Since B may not be unital, the seminorms {‖ · ‖∗n}∞n=0 are not necessarily equivalent
to our original family. (For example, B could be a radical Banach algebra with ab = 0
for all a, b ∈ B, in which case ‖a‖∗n = 0 for all n.) So define new norms by ‖a‖∗+n =
max{‖a‖∗n, ‖a‖n}, a ∈ A. Note that ‖ · ‖∗+0 = ‖ · ‖0 = ‖ · ‖B, and ‖ab‖∗+n ≤ ‖a‖∗n‖b‖0
by our estimates above. The new family {‖ · ‖∗+n }∞n=0 gives a topology equivalent to the
original family {‖ · ‖n}∞n=0, and satisfies the right ideal inequality ‖ab‖∗+n ≤ ‖a‖∗+n ‖b‖0.
Hence for any Banach algebra B with right Fre´chet ideal A, it is always possible to find
an equivalent family of norms giving the topology on A, such that the new norms satisfy
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the right Fre´chet ideal inequality (32) with Cn = 1 and mn = n for every n ∈ N, and the
zeroth norm ‖ · ‖0, which is the norm ‖ · ‖B on B, remains unchanged.
The new norms are submultiplicative for every n: ‖a1a2‖∗+n ≤ ‖a1‖∗+n ‖a2‖∗+0 ≤
‖a1‖∗+n ‖a2‖∗+n , a1, a2 ∈ A. Hence dense Fre´chet ideals are always m-convex Fre´chet
algebras.
The same results hold for left ideals, by switching the order in the above argu-
ments. In the left case, we define ‖a‖†n = sup{ ‖ba‖n | ‖b‖0 ≤ 1, b ∈ B }, and ‖a‖†+n =
max{‖a‖†n, ‖a‖n}.
Finally, assume that A is a two-sided Fre´chet ideal in the Banach algebra B. As
before, A is topologized by increasing norms {‖ · ‖n}∞n=0, with ‖ · ‖0 = ‖ · ‖B, and left
and right ideal inequalities are satisfied: ‖ab‖n ≤ Cn‖a‖m‖b‖0, ‖ab‖m ≤ Cm‖a‖k‖b‖0,
and ‖ba‖n ≤ Cn‖b‖0‖a‖m, ‖ba‖m ≤ Cm‖b‖0‖a‖k, for all a ∈ A and b ∈ B. Define a new
family of seminorms by
‖a‖twon = sup{ ‖cab‖n | ‖c‖0, ‖b‖0 ≤ 1, c, b ∈ B }, (84)
for a ∈ A. Using the right and left ideal inequalities we see that ‖a‖twon ≤ CnCm‖a‖p, so
the topology given by {‖ · ‖twon }∞n=0 is dominated by the original topology on A. These
new seminorms satisfy the right ideal inequalities with mn = n and Cn = 1:
‖ab‖twon = sup{ ‖cabb1‖n | ‖c‖0, ‖b1‖0 ≤ 1, c, b1 ∈ B } by definition (84)
≤ sup{ ‖cab2‖n | ‖c‖0 ≤ 1, ‖b2‖0 ≤ ‖b‖0, c, b2 ∈ B } b2 = bb1, so ‖b2‖0 ≤ ‖b‖0
= ‖b‖0 sup{ ‖cab3‖n | ‖c‖0, ‖b3‖0 ≤ 1, c, b3 ∈ B } b3 = b2/‖b‖0
= ‖a‖twon ‖b‖0 by definition (84). (85)
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Again we used the submultiplicativity of the norm ‖·‖0 on B in the second step. Similarly,
the left ideal inequality holds: ‖ba‖twon ≤ ‖b‖0‖a‖twon , a ∈ A, b ∈ B.
Since the seminorms {‖ · ‖twon }∞n=0 could give a weaker topology on A (as we discussed
in the right ideal case above), we define our final set of norms on A by ‖a‖two+n =
max{‖a‖two+n , ‖a‖∗n, ‖a‖†n, ‖a‖n}. Note that ‖ · ‖two+0 = ‖ · ‖0 = ‖ · ‖B. We have the four
inequalities:
‖ab‖twon ≤ ‖a‖twon ‖b‖0 by (85)
‖ab‖∗n ≤ ‖a‖∗n‖b‖0 by (82)
‖ab‖†n = sup{‖cab‖n | ‖c‖0 ≤ 1, c ∈ B} by definition of ‖ · ‖†n above
≤ ‖a‖twon ‖b‖0 by definition (84) of ‖ · ‖twon
‖ab‖n ≤ ‖a‖∗n‖b‖0, by (83)
for a ∈ A and b ∈ B. Putting these together shows that the norms {‖ · ‖two+n }∞n=0 satisfy
the right ideal inequality with Cn = 1, mn = n for every n ∈ N. Similarly, they satisfy
the left ideal inequalities with the same constraints.
We have shown that for any Banach algebra B with two-sided Fre´chet ideal A, it
is always possible to find an equivalent family of norms giving the topology on A, such
that the new norms satisfy the right and left Fre´chet ideal inequalities with Cn = 1 and
mn = n for every n ∈ N, and the zeroth norm ‖ · ‖0, which is the norm ‖ · ‖B on B,
remains unchanged.
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B Appendix. Counterexamples
Example B.1. Non-Summable Family of Scales That Dominates Every Power
of an Enumeration, with Regularity Satisfied. If γ is an enumeration of X , define
a family of scales by σ0 ≡ 1 and σn(x) = eγ(x) for n ≥ 1. Note that σ1 = σ2 = · · · =
σn = · · · , so the summability condition (8) cannot be satisfied. Also σn/σm = 1, except
at n = 0 we have σ0/σm = 1/σm for all m. Regularity is satisfied since e
1 ≤ e2 ≤ · · · ≤
ek ≤ · · · . The family σ dominates every power of γ since eγ(x) ≥ γ(x)k
k!
, using the series
expansion for e.
Example B.2. Enumerations are Not Minimal Scales. If γ1 is an enumeration of
X , one can find another enumeration γ2 such that γ2 . γ1 (in fact γ2 ≤ γ1+1) but γ1 6. γ2.
Let γ1 be the identity enumeration of X = N
+. Let γ2 be defined by γ2(k) = k + 1 for
every k except on the set { ⌈eii⌉ | i ∈ N}.5 Set γ2(1) = 1 and γ2(⌈e(i+1)(i+1)⌉) = ⌈eii⌉ + 1,
i ∈ N. To be clear, γ2(1) = 1, γ2(2) = 3, γ2(3 = ⌈e11⌉) = ⌈e00⌉ + 1 = 2, γ2(4) = 5,
γ2(5) = 6, . . . γ2(54) = 55, γ2(55 = ⌈e22⌉) = ⌈e11⌉ + 1 = 4, γ2(56) = 57, . . . γ2(⌈e27⌉ =
⌈e33⌉) = ⌈e22⌉ + 1 = 56, γ2(⌈e27⌉ + 1) = ⌈e27⌉ + 2, . . . . The function e(i+1)(i+1) is not
bounded by Cedi
i
for i ∈ N+, for any fixed power d, so γ1 6. γ2.
Example B.3. When Standard Schwartz Functions are Not an Ideal. Assume
that dfin = ∞ and dinf = 0 in §7. We show explicitly that when the growth condition
5Here set 00 = 0, so e0
0
= 1, and ⌈·⌉ is the least integer greater than.
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(see Definition 7.2) fails, then standard Schwartz functions on Y = Yfin is not an ideal in
B. Corollary 7.7 says this must be the case. For an example when the growth condition
fails, take pk = e
(
e(e
k)
)
, k ∈ N+.6 Arrange that the sequence of dimensions p = {pk}∞k=1
is ordered, so pk ≤ pk+1. Let γ(k, i, j) = p21+ · · · p2k−1+(i−1)+(j−1)pk+1, {k, i, j} ∈ Y
be as in Definition 7.2. Then γ is an enumeration of Y , and Sγ(Y ) is the Fre´chet space
of standard Schwartz functions on Y .
Define a scale β on Y by β(k, i, j) = ikpk−1 + (j − 1)pk. Then β ∼ γ, and our
calculations will simplify using β in place of γ. For each k ∈ N+, let c1(k) be 1’s in the
first column:
c1(k) =


1 0 · · · 0
...
...
. . .
...
1 0 · · · 0


∈Mpk(C).
Then ‖c1(k)‖op = √pk, so
Sk =
c1(k)√
pk
∈ cf (X)
satisfies ‖Sk‖B = 1. The nth norm in S1β(X) is
‖Sk‖n =
pk∑
i=1
β(k, i, 1)n√
pk
=
knpnk−1√
pk
pk∑
i=1
in
≥ k
npnk−1√
pk
pnk ≥ pn−1/2k .
And for each k ∈ N+,
Tk = ek,11 ∈ cf (X)
6 e
(
e(e
k+1)
)
= e
(
e(e·e
k)
)
= e
(
e(e
k)
)
e
> e
(
e(e
k)
)2
so ln(pk+1) > ln(pk)
2, which contradicts pk+1 ≤
C(kpk)
d; ln(pk+1) ≤ C1 + C2 · ln(pk).
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is an element of Sβ(X) with mth norm equal to
‖Tk‖m = β(k, 1, 1)m = kmpmk−1. (86)
Since c1(k)ek,11 = c1(k), SkTk = Sk. The left ideal condition implies that for each n ∈ N,
there is some m ∈ N for which
‖SkTk‖n
‖Sk‖B‖Tk‖m =
‖Sk‖n
‖Tk‖m ≥
p
n−1/2
k
kmpmk−1
(87)
is bounded in k. Taking n = 2, we get
pk ≤ p2−1/2k ≤ Ckmpmk−1 ≤ 2m · C
(
k − 1 · pk−1
)m
, (88)
which is the growth condition.
Example B.4. Banach Algebra Not an Ideal in c0(X). When the standard basis
{δk}∞k=0 is an absolute basis for a dense Fre´chet subspace F of the commutative C⋆-
algebra c0(N), then F is isomorphic to S
1
σ(N) (Theorem 2.9), and is easily seen to be an
ideal in c0(N) by the same argument as Example 3.3 (a). We exhibit a dense Banach
subalgebra A of c0(N), for which {δk}∞k=0 is not an absolute basis, and such that A is not
an ideal in c0(N).
Let σ be a proper scale on N. Define a norm by
‖f‖σ,1 = sup
k∈N
(
σ(k) max
{ |f+(k)|, σ(k)|f−(k)|}
)
, (89)
where f+(k) = f(2k) + f(2k + 1), f−(k) = f(2k) − f(2k + 1), and f ∈ cf (N). Define a
new scale β, which is “half of σ” by β(2k) = β(2k+1) = σ(k). Define two related norms
‖f‖β = ‖βf‖∞ and ‖f‖β2 = ‖β2f‖∞, which topologize the Banach algebras c0(N, β)
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and c0(N, β
2), respectively. Let A be the completion of cf(N) in the norm ‖ · ‖σ,1. Then
cf(N) ⊆ c0(N, β2) →֒ A →֒ c0(N, β) →֒ c0(N), where the inclusions →֒ are continuous.
The Banach space A is a Banach algebra since
‖f ∗ g‖σ,1 ≤ ‖f ∗ g‖β2 ≤ ‖f‖β‖g‖β ≤ ‖f‖σ,1‖g‖σ,1, (90)
for f, g ∈ cf(N).
Define δ+,k = δ2k + δ2k+1 and δ−,k = δ2k − δ2k+1. Then ‖δ+,k‖σ,1 = 2σ(k), ‖δ−,k‖σ,1 =
2σ(k)2, ‖δ±,k‖∞ = 1, and δ+,1 ∗ δ−,1 = δ−,1. So we have
‖δ+,k ∗ δ−,k‖σ,1
‖δ+,k‖σ,1‖δ−,k‖∞ =
‖δ−,k‖σ,1
‖δ+,k‖σ,1‖δ−,k‖∞ =
2σ(k)2
2σ(k) · 1 = σ(k), (91)
which tends to ∞ as k →∞, since σ was assumed proper. So A is not an ideal in c0(N).
Example B.5. Dense Nuclear Fre´chet Subalgebra of c0(X) Not an Ideal. Let
A be the Fre´chet algebra with underlying space S(N)7 and multiplication f ∗ g(r) =
∑r
s=0 f(s)g(r − s), r ∈ N, for f, g ∈ A. Then ‖f ∗ g‖d ≤ Cd‖f‖d‖g‖d, and A is a
commutative m-convex Fre´chet algebra, with unit δ0. For any t ∈ N, define the closed
ideal At = {f ∈ A|f(0) = f(1) = · · ·f(t) = 0} of A.
Let X be a countably infinite set, and χ ∈ c0(X) have range in (0, 1). Define a linear
map θχ from A0 to c0(X) by
θχ(f)(x) =
∞∑
r=1
f(r)χ(x)r, (92)
f ∈ A0, x ∈ X . Let ǫ > 0 and find finite S ⊂ X large enough so that |χ(x)| < ǫ if
x ∈ X − S. Then |θχ(f)(x)| ≤ ǫ‖f‖1, for x ∈ X − S. This proves θχ(f) ∈ c0(X). It is
7
S(N) denotes standard Schwartz functions Sγ(X) with X = N and γ(k) = k + 1.
71
easy to see that ‖θχ(f)‖∞ ≤ ‖f‖1, so θχ is continuous. For f, g ∈ A0 we have
(
θχ(f) ∗ θχ(g)
)
(x) =
∞∑
r,s=1
f(r)g(s)χ(x)r+s
=
∞∑
r=0
r∑
s=0
f(s)g(r − s)χ(x)r
=
∞∑
r=1
f ∗ g(r)χ(x)r = θχ(f ∗ g)(x), (93)
x ∈ X . So θχ is an algebra homomorphism.
Assume that χ has infinitely many values in it’s range. We show that θχ is
injective. Let f ∈ A0, and note the power series p(z) =
∑∞
r=1 f(r)z
r converges for
|z| < 1. If θχ(f) = 0, then p(z) is zero on the range of χ. Since χ is in c0(X) and has
values in (0, 1), zero is an accumulation point. By analyticity, p(z) is identically zero, so
f ≡ 0.
Moreover, the assumption implies θχ(A0)∩ cf(X) = 0. If θχ(f) takes on only finitely
many values w1, . . . wk, then the power series (p(z) − w1) · · · (p(z) − wk) is zero for z in
the range of χ, and therefore identically zero, by the argument of the previous paragraph.
Since p(z) has no constant term, the product w1 . . . wk is zero, so wi = 0 for some i. If
p(z) is not identically zero, we may divide by it to get (p(z)−w1) · · · (p(z)−wi−1)(p(z)−
wi+1) · · · (p(z) − wk) ≡ 0, and we are in the same situation as before. Repeating the
argument k times shows p(z) − wj ≡ 0 for some j ∈ {1, . . . k}. Finally wj = 0, con-
tradicting our hypothesis that p(z) 6≡ 0. Hence every non-zero θχ(f) takes on infinitely
many values, and cannot lie in cf (X).
Assume in addition that χ(x) 6= χ(y) if x and y are distinct elements of X. Then
θχ(At) is dense in c0(X) for every t ∈ N. Let ξ be an element of the dual ℓ1(X) = c0(X)′,
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and assume ξ vanishes on θχ(At). Let s ∈ N be greater than t. Taking f = δs ∈ At, we
see that ξ(χs) = 0, so
0 =
∑
x∈X
ξ(x)χ(x)s. (94)
Find an ordering {xi}∞i=0 of X for which χ(x0) > χ(x1) > χ(x2) > · · · . Divide (94) by
χ(x0)
s and let s→∞ to see that ξ(x0) = 0. Then divide (94) by χ(x1)s to see ξ(x1) = 0,
and continue this way through all the xi’s to see that ξ(xi) = 0 for every i. We have
proved that no non-zero element of c0(X)
′ can vanish on θχ(At), which proves the density.
We have shown that Aχ = θχ(A0) is a dense nuclear subalgebra of c0(X). Since Aχ
does not contain cf(X), it cannot be an ideal in c0(X). Note that Aχ is not spectral
invariant in c0(X). For example ‖χ‖∞ < 1, so the geometric series for the quasi-inverse
−χ/(1 + χ) converges in c0(X), but not in Aχ. Alternately, for any z0 ∈ C, |z0| < 1,
f 7→ ∑∞r=0 f(r)zr0 defines a 1-dimensional representation of A0, and through θχ a 1-
dimensional representation of Aχ. But only those with z0 in the range of χ can extend
to a representation of c0(X).
Example B.6. Dense Nuclear Fre´chet Subalgebra of c0(X) Not an Ideal and
Containing cf(X). Let σ be a family of scales on X satisfying summability (8). Then
Aσ = Sσ(X) is a dense nuclear two-sided Fre´chet ideal in the pointwise multiplication
algebra c0(X), by Theorem 6.2.
Let χ : X → (0, 1) satisfy the criteria of the previous Example B.5. Arrange that no
power of χ is in Sσ(X). For example, we could take χ(x) = 1/σd(x) for some d ∈ N,
taking care to make sure χ(x) 6= χ(y) for distinct x, y ∈ X . 8 Let Aχ be the associated
8χ(x) = 1/γ(x) works for the family σn(x) = γ(x)
n, where γ is any enumeration of X .
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Fre´chet subalgebra of c0(X) from the previous Example B.5.
We show Aχ ∩Sσ(X) = 0. Let f ∈ A0 and let p ∈ N+ be smallest such that f(p) 6= 0.
Let d ∈ N be such that σd(x)χ(x)p is unbounded for x ∈ X . Let S ⊂ X be a large
enough finite set so that χ(x)‖f‖1 < |f(p)|/2 for x ∈ X − S. Then
σd(x)
∣∣θχ(f)(x)∣∣ = σd(x)χ(x)p
∣∣∣∣f(p) +
∞∑
q=1
f(q + p)χ(x)q
∣∣∣∣
≥ σd(x)χ(x)p
(
|f(p)| −
∣∣∣∣
∞∑
q=1
f(q + p)χ(x)q
∣∣∣∣
)
≥ σd(x)χ(x)p
(
|f(p)| − ‖f‖1χ(x)
)
≥ σd(x)χ(x)p|f(p)|/2, (95)
for x ∈ X − S. Hence by the unboundedness of σdχp, θχ(f) is not in Sσ(X).
The direct sum Asum = Aχ ⊕ Aσ is naturally a Fre´chet algebra, nuclear and dense in
c0(X). It contains cf(X) as an ideal since Aσ does, but not densely. In Example B.5, we
noted the quasi-inverse ψ = −χ/(1− χ) exists in c0(X), but not in Aχ. If ψ ∈ Aσ, then
χψ ∈ Aσ and χ ∈ Aσ, a contradiction. So ψ /∈ Asum, and Asum is not spectral invariant,
and not an ideal, in c0(X).
Example B.7. Nilpotent Banach Algebra with No Dense Nuclear Ideal. We
exhibit a separable nilpotent Banach algebra B of order 2 (B3 = {0}) with no dense
nuclear Fre´chet ideal. Let B be the Hilbert space direct sum of two Hilbert spaces
B = H1⊕H2, with respective bases {αk}∞k=0, {βk}∞k=0. Define multiplication by α0αi = βi,
and all other products zero: αi+1αj = 0, βiβj = 0, αiβj = βjαi = 0. Let π : H1 ∼= H2 be
the isomorphism of Hilbert spaces defined by π(αi) = βi. The Hilbert space norm on B
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is submultiplicative since for b1 = ξ1 + η1 and b2 = ξ2 + η2,
‖b1b2‖B = ‖ξ1(0)π(ξ2)‖H2 = |ξ1(0)|‖ξ2‖H1 ≤ ‖b1‖B‖b2‖B,
so B is a Banach algebra. Clearly, B is nilpotent of order 2. Let A be a dense right
Fre´chet ideal in B. By density, we can’t have A ⊆< α0 >⊥. So let a0 ∈ A have some
component of α0 in the Hilbert space B. Then H2 ⊂ A, since a0B = H2. Rescale a0
to arrange that < a0, α0 >= 1. If η ∈ H1, then π(η) = a0η and ‖π(η)‖n = ‖a0η‖n ≤
Cn‖a0‖m‖η‖B = Dn‖η‖B. So the topology onH2 inherited from A is precisely the Hilbert
space topology, and A cannot be nuclear (Proposition 2.1 (c)).
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