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Abstract
In this Thesis, the fundamental properties of the bound electron in highly charged hydrogen-
like ions are investigated in the framework of quantum electrodynamics. Leptonic and
hadronic vacuum polarization corrections to the energy levels and the bound electron
g-factor are evaluated analytically. Hadronic effects are treated semi-empirically. Exact
analytic results for the respective shifts are given and compared to various approximations.
Furthermore, the well-known expression for the one-loop Lamb shift is rederived with the
modern dimensional regularization technique and the Bethe logarithm, appearing in the
low-energy part of the shift, is evaluated with a highly accurate, semi-analytical approach.
The total numerical value of the Lamb shift computed with the numerically improved
values for the Bethe logarithm and hadronic vacuum polarization effects is given.
Zusammenfassung
In dieser Arbeit werden die fundamentalen Eigenschaften des gebundenen Elektrons in
hochgeladenen, wassertoffartigen Ionen im Kontext der Quantenelektrodynamik unter-
sucht. Leptonische und hadronische Vakuumpolarisationskorrekturen zu den Energieni-
veaus und dem g-Faktor des gebundenen Elektrons werden analytisch berechnet. Hadroni-
sche Effekte werden dabei semi-empirisch betrachtet. Exakte analytische Ergebnisse wer-
den angegeben und mit diversen Approximationen verglichen. Darüber hinaus wird der
bekannte Ausdruck der Ein-Schleifen Lamb-Verschiebung mit der modernen dimensionalen
Regularisierung hergeleitet. Anschließend wird der Bethe Logarithmus, der in dem Niedrig-
Energie-Teil der Verschiebung auftritt, auf eine sehr präzise, semi-analytische Weise be-
rechnet. Der Zahlenwert der gesamten Lamb-Verschiebung wird unter Berücksichtigung
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“The laws of science, as we know them at present, contain many fundamental
numbers, like the size of the electric charge of the electron and the ratio of the
masses of the proton and the electron ... . The remarkable fact is that the
values of these numbers seem to have been finely adjusted to make possible the
development of life.”
– Stephen Hawking
The growing number of high-precision experiments, measuring the fundamental constants
in nature, allow for accurate tests of fundamental theories. Quantum electrodynamics
(QED) is one of the most accurately tested modern theories with a high predictive power.
Famous examples of its successes are the Lamb shift in hydrogen [34] and the anomalous
magnetic moment of the electron [33]. Nowadays, the precise measurement of energy
levels [5] and the g-factor of bound electrons in highly charged ions [10] can also be used
to discover physics beyond the standard model. The g-factor describes the coupling of
charged particles, possessing spin, to an external magnetic field B and is connected to the
particles magnetic moment µ in the following way:
µ = −gµBS, (1.1)
where µB is the Bohr magneton and S is the spin operator. In Dirac’s theory, the value
of the g-factor is predicted to be exactly 2. However, due to radiative corrections, this
was found to contradict the measurements [33] and lead to the great success of QED.
Physicists have been calculating all possible contributions, predicted by QED, to improve
the accuracy of the theoretical value of the g-factor and confirm the present theory, or
to find signs for physics beyond the Standard Model. Since the technological progress is
fast, current experimental results1 are more precise than the theoretical predictions. The
g-factor of the free electron, for example, is found to be [3]:
gexperiment = 2.002 319 304 362 56(35), (1.2)
gtheoretical = 2.002 319 304 363 21(46). (1.3)
Although the values agree on a very high level of accuracy, the discrepancy between theory
and experiment is still 1.1σ. The question arises whether these values will continue to
agree on a higher level of accuracy or whether we will find disagreements in a currently
unexplored digit. Bound electrons in strong nuclear fields offer even more possibilities
to confirm or disprove the theory by the additional degree of freedom in experimentally
varying the nuclear charge. Therefore, the theoretical predictions need to be improved
and the smallest, previously uncalculated, effects have to be taken into account.
This is the motivation for the subject of the present Thesis. We will investigate two im-
portant QED corrections to the energy and g-factor shift of the bound electron in the
framework of bound state QED: self-energy (SE) and vacuum polarization (VP).
1https://physics.nist.gov/cuu/pdf/wall_2018.pdf
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2 Chapter 1 Introduction
The structure of this work is the following: In Chapter 2, the theoretical background
of the quantum mechanical description for non-relativistic and relativistic particles is
recapitulated shortly. In Chapter 3, we start with the analytic evaluation of the well-
known leptonic vacuum polarization and, based on earlier work [8], continue with the
semi-empirical treatment of hadronic VP effects in Chapter 4. The hadronic polarization
function is constructed from experimental electron-positron annihilation data [9]. We will
treat the nucleus first as a point-like particle with charge number Z, and derive exact
analytic expressions for the respective shifts which are compared to various approxima-
tions. For comparison and for improved accuracy, we also give more realistic numerical
values for a finite size nucleus. In this context, the importance of analytical results in
theoretical physics will be pointed out. In the second part of the thesis, the SE correction
will be investigated with advanced mathematical methods. First, the well-known one-loop
Lamb shift contribution up to order (Zα)4 (with α being the fine-structure constant) is
rederived using the modern dimensional regularization technique in Chapter 5. Then, the
arising Bethe logarithm is calculated precisely using the Sturmian representation of the
Schrödinger-Coulomb propagator and the integral representation of the Bethe logarithm
in Chapter 6. To conclude, we gather the calculated contributions and give a final concise,
approximate formula for the Lamb shift. Important results will be summarized and a
small outlook for possible future work will be given.
3Notation and Units
Throughout the thesis, we will use natural units in which the reduced Planck constant h¯,
the velocity of light c and the vacuum permittivity ε0 are set to unity: h¯ = c = ε0 = 1. The
fine-structure constant α is given in these units as α = e2/4pi, where e is the elementary
charge. The costumarily used mass and energy unit is 1eV = 1.602 176 634×10−19J.
Furthermore, we will use the recent values accepted by the Committee on Data for Science
and Technology (CODATA)2 for the following constants:
α = 1/137.035 999 084(21), (1.4)




In this Thesis, the usual space-time metric gµν for QED is used, which has the signature
(1,−1,−1,−1), such that the inner-product of two four-vectors aµ and bµ, using Einstein’s
summation convention, becomes:
aµb
µ = a0b0 − a1b1 − a1b1 − a1b1
= a0b0 − a · b. (1.7)
We use bold symbols for spatial vectors in the present space-time. The Dirac matrices are











, i = {1, 2, 3}, (1.8)
where σi denote the Pauli matrices. Every entry is a 2 × 2-matrix. The anticommutator
of two γ-matrices is given by
{γµ, γν} = γµγν + γνγµ = 2gµν . (1.9)







In this Thesis, we will consider the properties of the bound electron in highly charged
hydrogen-like ions. Therefore, we have to familiarize ourselves with the description of
bound particles or, more generally, particles in an external potential.1
In this Chapter, the basic theoretical background which is needed for the rest of the Thesis
is presented shortly. We will start with the non-relativistic Schrödinger equation and then
continue with the relativistic Dirac theory. While reviewing the bound-electron theory,
we will encounter numerous mathematical relations and special functions which will be
introduced also.
2.1. Non-Relativistic Description
A non-relativistic bound electron of mass me is described by the Schrödinger equation
with a time-independent potential V (x) which only depends on the position x in space.





φ(x) = Eφ(x), (2.1)
where φ(x) is the non-relativistic Schrödinger wave function of the particle, E is the
energy of the electron and ∆ is the Laplace operator. A priori, the wave function is a
function of the four-vector x = (t,x) which also includes the time t, however, since we are
working with the time-independent Schrödinger equation, the wave function will also be
time-independent.
Another important quantity is the propagator which is given by the Green’s function






G(x, x′;me) = δ(4)(x− x′). (2.2)
In QED, one often uses the propagator in momentum space given by
G(p;m) =
1
H(p)− E . (2.3)







The explicit form of the propagator in both representations is known and will be introduced
later.
1We will focus on the bound electron here but all equations are also valid for arbitrary bound fermions
of mass m.
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Now, we will consider the Coulomb potential of a point-like nucleus,
V (r) = −Zα
r
, (2.5)
which only depends on the radial distance r. Z is the charge number of the nucleus and
α = e2/4pi the fine-structure constant in natural units.
The Schrödinger equation (2.1) with the above Coulomb potential can be solved with the
seperation ansatz
φnlm(r, θ, ϕ) = Rnl(r)Y
m
l (θ, ϕ), (2.6)
where n = 1, 2, 3, . . . is the principal quantum number, l = 0, 1, 2, . . . , n − 1 is the an-
gular momentum quantum number and m = −l, . . . , l is the magnetic quantum number.
Y ml (θ, ϕ) is the spherical harmonic function defined in Appendix A.1 and Rnl(r) is the
radial wave function. r, θ, ϕ are the usual spherical coordinates with radial distance r,
polar angle θ and azimuthal angle ϕ. We will often describe the spatial position in this






sin θdϕ Y ∗lm(θ, ϕ)Yl′m′(θ, ϕ) = δll′δmm′ . (2.7)
With the normalization condition∫
d3x φ∗nlm(x)φn′l′m′(x) = δnn′δll′δmm′ , (2.8)


















where a0 = 1/meα is the Bohr radius in natural units and L2l+1n−l−1(x) are the generalized
Laguerre polynomials defined in Appendix A.2. These functions are again normalized and
orthogonal, such that ∫ ∞
0
dr r2Rnl(r)Rn′l(r) = δnn′ . (2.10)
Some important identities for the Laguerre polynomials can be found in Appendix A.2.
The first few wave functions are given in Table 2.1.
An important property of the non-relativistic Schrödinger-Coulomb wave functions is that
the probability density at the origin

















2One often sees the radial wave functions with a different normalization constant which originates from a
different normalization of the Laguerre polynomials. Our definition is convenient and commonly used.
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State n l m Rnl(r) Y ml (θ, ϕ)









































8pi sin θ e±iϕ
Table 2.1.: The first few Schrödinger wave functions of the bound electron in hydrogen-
like systems.
Some more non-relativistic mean values for different powers of r are given by Bockasten







)2p+1 (2l − p)!




, (l ≥ p/2). (2.13)










l(l + 1/2)(l + 1)
, (l ̸= 0). (2.14)














〈V 〉 . (2.15)
This implies that the energy eigenvalues and the expectation value of the Coulomb po-
tential are somehow connected. This can also be seen from the virial theorem for non-
relativistic particles in a central potential [43]:








where 〈T 〉 denotes the average kinetic energy in a stationary state. We will see later that
one can derive a similar relation for the relativistic particles.
It should be mentioned that the solutions for the non-relativistic radial wave functions can
also be expressed using the more general hypergeometric functions, pFq(a1, ..., ap; b1, ..., bq;x),
defined as
pFq(a1, ..., ap; b1, ..., bq;x) =
∞∑
k=0
(a1)k . . . (ap)k




where (a)k = a(a + 1) . . . (a + k − 1) is the Pochhammer symbol. For more details, see
Appendix A.3. Many standard functions and also special functions can be expressed in
terms of hypergeometric functions. For example, we have
1F1 (l + 1− n; 2l + 2;x) = (2l + 1)!(n− l − 1)!
(n+ l)!
L2l+1n−l−1(x), (2.18)
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The hypergeometric functions will appear quite often in this thesis, especially in the rela-
tivistic treatment and the calculation of the Bethe logarithm.
2.2. Relativistic Description
Relativistic bound electrons are discribed by the inhomogeneous Dirac equation,(−iα · ∇+meβ + V (x))ψ(x) = Eψ(x), (2.21)
where ψ(x) denotes the relativistic Dirac wave function and E is again the energy eigen-
value. Here, ψ(x) is not a scalar function anymore but a four-component spinor with its
own relativistic transformation properties. Therefore, α and β are Dirac-matrices given
by αi = γ0γi, β = γ0 and fulfill the relations{
αi, αj
}
= 2δij , (2.22)
{αi, β} = 0, (2.23)
β2 = 1, (2.24)
where {·, ·} is the introduced anticommutator and δij the Kronecker delta.
In momentum space, the Dirac equation is given by(
α · p+meβ + V (x)
)
ψ(x) = Eψ(x). (2.25)
Again, the bound particle can also be described by the relativistic Dirac-Coulomb propa-
gator which fulfills the following inhomogeneous Dirac equation:(
i/∂ − e /A−me
)
G(x, x′;m) = δ(4)(x− x′). (2.26)
Here, we use the Feynman-Slash notation: /a = γµaµ with the Dirac matrices γµ in relativis-
tic notation. This time, it is harder to find an analytic expression for the propagator. E.g.
in the case of the Coulomb potential, only the coordinate-space representation is known.




p2 −m2 + iϵ , (2.27)
where the term +iϵ in the denominator ensures the correct treatment of the pole for on-
shell particles and acts as a reminder to consider the Feynman contour for integration.
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The solutions of the Dirac equation with a point-like Coulomb potential can be found with







where κ = (−1)j+l+1/2(j + 1/2) is the relativistic angular momentum quantum number
determined by the total angular momentum j and the parity of the state. The spherical





















where Cj,ml,m′;s,ms are the Clebsch-Gordan coefficients.








E +m0 − V (r)
)
F (r) , (2.30)
d
dr
F (r) = +
κ
r
F (r)− (E −m0 − V (r))G(r). (2.31)
General Solutions
The general solutions for the radial Dirac wave functions G(r), F (r) for a Coulomb poten-



























F (−n′, 2γ + 1, 2λr)∓ n′F (1− n′, 2γ + 1, 2λr)
}
, (2.32)
where n′ = n− j − 1/2 and
λ =
√
m2e − E2 , γ =
√
κ2 − (Zα)2. (2.33)
Γ(x) is the Gamma function, defined in Appendix A.4, and F (a, b, x) is the Kummer
confluent hypergeometric function, 1F1, defined as above. For more details, see Appendix
A.3.
The relativistic energy eigenvalues are also dependent on the angular momentum j now
which lead to the fine-structure splitting, and are given by the Sommerfeld fine-structure
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1s Solutions
In the following, the 1s state of the bound electron will be considered.3 Having the largest
overlap with the nucleus, i.e. experiencing the strongest Coulomb field, QED effects like
vacuum polarization are the largest. Penning-trap measurements of the g-factor typically
last weeks, so one can safely assume that the hydrogenic ion is in its ground state. The





λ = me(Zα), γ =
√
1− (Zα)2. (2.36)
Note that this is only valid for atoms with charge numbers up to Z ≈ 137. The radial
















with the above defined λ, γ. In the following calculations, we will often encounter relativis-




The probability density ψ†(x)ψ(x) of the ground state assumes a simple form in spherical






























Γ(2γ + 1) = 1. (2.39)
3The solution for the relativistic 2s state (see Appendix B.2) is slightly more complicated and leads to
more terms in the following calculations.
Chapter 3
One-Loop QED Corrections
In quantum electrodynamics, the interaction between charged particles is described by
the exchange of virtual photons. Since quantum mechanics allows the violation of energy
conservation for a short period of time due to the Heisenberg uncertainty principle, the
virtual photon can decay in many different virtual particles until it gets absorbed again. It
is also possible that particles are created out of ”nowhere” and then vanish again; we call
this process vacuum fluctuations. Since they exist only for a very short time, one cannot
observe the particles themselves, but their effects are measurable. Especially in bound
systems like ions or atoms, the vacuum fluctuations play a crucial role and lead to energy
and g-factor shifts of the bound electron. The observation of the Lamb shift in 1947 [34]
was one of the first experiments showing quantum electrodynamic effects.
Let us turn to the theoretical description of QED. In quantum electrodynamics, all par-
ticles1 are described by the, already mentioned, propagators and the elementary electro-
magnetic processes happening can be depicted by the so called Feynman graphs. The
propagator of the free electron is depicted with a single line and is the Green’s function
to the free equation of motion. The propagator of an electron in an external potential
V (x) will be the Green’s function of the respective equation of motion and we will depict
it with a double line (Fig. 3.1). This double line can describe the bound states and also
the continuum states, as we will see later.
From the Lippmann-Schwinger-equation [16], it follows that the propagator of an inter-
acting electron can be treated perturbatively and expressed through the free propagator
which interacts with the potential via photon exchange (see Fig. 3.1). In the case of
atoms or ions, the external potential V (x) is assumed to be the time-independent nucleus
potential.
= + + + ...
Figure 3.1.: The dressed electron propagator (double line) can be represented as the
infinite series of the free propagator (single line) interacting with the nucleus
(cross).
Employing this ”dressed” propagator in perturbative calculations is often referred to as
the Furry picture. We call the individual terms represented in the above figure ”zero-
potential”, ”one-potential” and ”many-potential” term.
1Quantum electrodynamics describes all charged particles but from here on, we will focus on electrons.
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Because of this perturbative approach to QED, we can also divide the Feynman graphs
into first-, second- and higher-order processes which correspond to the order of pertur-
bation. The number of vertices corresponds to the power of e and the number of loops
corresponds to the power of α. In this thesis, we will only consider the one-loop effects,
which correspond to the first order of perturbation, because almost all calculations can
still be done analytically and this already yields good approximations of the exact results
which can only be calculated numerically.
At one-loop level, we encounter a lot of formally divergent integrals that we have to deal
with, which is why we want to familarize ourself with a modern regularization sheme.
3.1. Dimensional Regularization
Regularization in quantum field theory denotes the process of seperating divergent parts
from expressions with singularities to render them finite. There exist several different regu-
larization shemes like the Pauli-Villars or the Hadamard regularization but they all should
yield the same finite (observable) part of the corresponding correction in the end. The
idea of dimensional regularization is the following: The encountered integrals in quantum
electrodynamics are divergent in three or four dimensions, however, not in a different num-
ber of dimensions. Therefore, one can perform the analytical continuation to an arbitrary
number of dimensions, including non-integer dimensions, by evaluating the convergent
integral and taking the limit of three or four dimensions to seperate the divergent part.
The advantage of dimensional regularization is that it preserves important relations such
as the Ward identity. Later in this thesis, we will use dimensional regularization to reg-
ularize the one-loop Lamb shift. For that purpose, we present some important formulas
and identities for dimensional regularization.
We will work in D = 4− 2ε space-time dimensions and d = 3− 2ε spatial dimensions.
Therefore, all the known formulas have to be generalized, such as:
gµνg
µν = D (3.1)
δijδ
ij = d. (3.2)






















k2 −∆)n , (3.5)
for some scalar ∆. Other useful relations and formulas regarding dimensional regulariza-
tion can be found in [19, 42].
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It should be mentioned that all other expressions have a continuation to an arbitrary
number of dimensions. Since the photon propagator preserves its form, the Coulomb
interaction takes the form [21, 40]














The Poisson equation is valid in every dimension:
∆V (r) = 4piZαδd(x), (3.7)
where δd(x) is the d-dimensional Delta function and the Laplace operator∆ can be written

















with the generalized momentum operator p, satisfying p2 = −∆.
3.2. Energy Correction
The first effect we will consider is the correction to the energy levels of a bound electron
due to QED effects. This is also known as the Lamb shift. At one-loop level, two Feynman
graphs contribute to the energy shift: the vacuum polarization (VP) and the self-energy
(SE), respectively, see Figure 3.2.
Figure 3.2.: One-loop-corrections to the energy levels of a bound electron. The wavy
line denotes a virtual photon.
As mentioned before, the double line at the bottom corresponds to the propagating bound-
electron and the wavy line corresponds to the exchanged photon. The double line of the
loop in the VP diagram corresponds to a virtual electron-positron pair that experiences
the nuclear potential, i.e. it represents an intermediate state which interacts with the
nucleus to all orders in the Coulomb potential.
Let us take a closer look at the two contributions to the energy shift.
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3.2.1. Vacuum Polarization
Vacuum polarization is the process where the photon mediating the interaction sponta-
neously decays into an electron-positron pair, which then annihilates into a photon again.
At one-loop-level this means the following modification to the photon propagator:2
iD′µν(k) = +























/p− /k −me + iϵ
]
. (3.11)
Here, we use again the Feynman-slash notation /p = γµpµ and ”Tr” stands for the trace of
this matrix expression. This can be simplified with the Dirac algebra to obtain a scalar
integrand and since the polarization tensor is a Lorentz tensor, one can show that it has






with the scalar polarization function Π(k2) which depends on k2 only and has to be
regularized.3 After regularization, we work with the finite regularized polarization function
ΠR(k2) and the divergent part is absorbed in the renormalization constant which leads to
the renormalization of the electron charge.
Let us turn to the observable effects of vacuum polarization in an atom now. The modified
photon propagator can be expressed through the regularized vacuum polarization function























2We note that the formal expressions of the respective Feynman graphs can be constructed by means
of the Feynman rules [16]. The integration is carried out over all possible momenta p of the virtual
electron-positron pair.
3The regularization of Π(k2) is shown for example in [16].
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where the term proportional to kµkν can be omitted because, as we will see, the modified
propagator is multiplied with the four-current jν , and the continuity equation states that
kνj
ν = 0.
The potential is generated by a stationary point-like charge of density
jµ(x) = −Zeδ3(x)δµ0. (3.14)








where jν(k) is the Fourier transform of the current. Since the current source is stationary,











where jν(k) = −Zeδν0. Therefore, the modified potential is independent of k0 and we get


















The second term of this expression, i.e. the perturbation δA0(x) to the regular Coulomb
potential, is called the Uehling potential. For an arbitrary spherical charge distribution
ρ(x) and its Fourier transform ρ˜(k), the angular integral can be carried out and the general










where we have made the substitutions |x| → r and |k| → q.4 The corresponding change
in the potential energy can be obtained by δV (r) = eδA0(r).
Let us return to the bound electron now. The vacuum polarization contribution can be
divided in a one-potential and a many-potential term as demonstrated on the next page.
According to Furry’s theorem, only an even number of photons can interact with the
virtual electron-positron pair.
4This is just to improve the readability of the equations in Chapter 4 and 5. The variable q is also
often used to denote the transferred four-momentum by the virtual photon. In the context of vacuum
polarization, we will use q for the norm of the spatial photon momentum. In Chapter 6, in the context
of self-energy, we will use it as the transferred four-momentum between two particle states.
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The first term is just the Uehling contribution and the second one is called Wichmann-
Kroll contribution.




As can be seen from [4], the Uehling contribution makes up more than 90% of the to-
tal energy shift and for small charge numbers Z, the Wichmann-Kroll-term is negligible.
Therefore, we will only consider the Uehling term in this thesis.
Another advantage is that the Uehling contribution to the energy shift can be treated as a





∣∣δV (r)∣∣ψ〉 , (3.19)
where ψ is the unperturbed wave function of the bound electron.5 The calculation of
energy shifts due to the Uehling potential will be shown later in this thesis.
3.2.2. Self-Energy and Vertex Correction
Now, we want to discuss the second and most important contribution to the Lamb shift:
the self-energy. It is the main part of the total energy shift and happens due to the self
interaction of the electron with its own electromagnetic field. The self-energy correction
at one-loop order means the following modification to the electron propagator:
iS′(p) = +
= iS(p) + iS(p) (−iΣ(p)) iS(p)
where S(p) is the already mentioned free-electron propagator
S(p) =
1
/p−me + iϵ , (3.20)









/p− /k −me + iϵγµ. (3.21)
5For a more realistic result, one should take the eigenfunctions ψ′ to the perturbed potential V ′(r) =
V (r) + δV (r) into account.
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Both functions depend on the electron four-momentum p and we integrate over all possible
photon four-momenta k. In contrast to the polarization tensor Πµν(k), Σ(p) is a 4 × 4
matrix in spinor space. It is often written in the form









where the self-energy δme leads to the renormalization of the electron mass and B is
connected to the charge renormalization. ΣR(p) is the momentum-dependent residual
function. For more details, see [16].
The last important diagram for us is the vertex correction. It is given by
−ieΛ(p′, p) = +
= −ieγµ + −ieΓµ(p′, p)
with the vertex function Γµ(p′, p) given by
Γµ(p





k2 − µ2 + iϵγ
ν 1
/p′ − /k −me + iϵγµ
1
/p− /k −me + iϵγν , (3.23)
which depends on the ingoing and outgoing momenta p and p′ since the intermediate
electron state interacts with another photon and changes its momentum. The integral is
carried out again over all possible loop-particle momenta k. In addition, a fictitious photon
mass µ has been introduced to handle a possible infrared divergence.6 The regularized
vertex function can be obtained through the decomposition
Γµ(p
′, p) = Γµ(p, p) + ΓRµ (p
′, p) (3.24)
and is given by the electron form factors F1(q2), F2(q2) as
ΓRµ (p






which depend on the transferred four-momentum q = p′ − p by the external photon. The








6The fictitious photon mass µ needs to be introduced in the Pauli-Villars regularization scheme, for
example, to handle the divergence for low photon momenta. However, in dimensional regularization,
this additional parameter does not have to be introduced.
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The self-energy correction for the bound electron can be decomposed into three parts:
= + +
Figure 3.3.: Decomposition of the self-energy correction into zero-potential, one-
potential and many-potential term.
The zero-potential term corresponds to the usual self-energy correction of a free electron
and the one-potential term can be evaluated with the vertex correction of the free electron.
The many-potential term is regular and can be calculated with the respective Green’s
function numerically.
Later, we will discuss the self-energy correction of the bound electron more detailed and
present a different way of evaluating this energy shift contribution.
For now, let us continue with the g-factor correction.
3.3. g-Factor Correction
The g-factor of a bound electron is the coupling constant of the electron spin to a weak








where δEm is the energy shift of the electron due to the interaction with the magnetic
field and e is the elementary charge (e > 0). σ is the vector of Pauli matrices σx, σy, σz.
Since we now have an additional external magnetic field, there are several options how the
vector potential of the magnetic field can interact with the bound electron in the presence
of QED loop corrections. The leading graph which represents the interaction with the
magnetic field at zero-loop order is given by the tree-level diagram:
Figure 3.4.: Tree-level diagram to the g-factor correction of the bound-electron. The
interaction with the external magnetic field is depicted by a triangle.
This corresponds to the binding correction of the free electron g-factor and leads to the
Breit-Dirac value for the bound-electron g-factor. The Feynman diagrams that contribute
to the g-factor shift at one-loop order are shown in Figure 3.5.
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Figure 3.5.: One-loop-corrections to the g-factor shift of a bound electron.
In the upper row, we see the vacuum polarization contribution, cast into the following
two cathegories: electric-loop correction (left) and magnetic-loop correction (right). In
the bottom row, we see the two possible self-energy corrections with the magnetic field
outside (left) and inside of the photon loop (right). Of course, there are two possible
variations of the diagrams in the left column. On the one hand, with the magnetic field
on the left and on the other hand with the magnetic field on the right of the vacuum loop,
however, the contribution of such mirrored diagrams is equal.
In this thesis, we will only investigate the g-factor correction due to electric-loop vacuum
polarization. It has a much larger contribution to the g-factor shift due to VP (see [4])
and can be treated easily with perturbation theory. Moreover, hadronic effects cannot
be calculated from experimental data for the magnetic-loop correction. The electric-loop
diagram can be seperated into the Uehling-type part and the Wichmann-Kroll-type part
again:




Since we know the Uehling contribution from the energy shift already, we will focus only on
the Uehling part. The second part could be also included easily by taking the Wichmann-
Kroll potential [4] into account, however, this contribution is often of minor importance.
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A formula for the g-factor shift can be derived from (3.27) and the Dirac equation with
simple perturbation theory. When we consider the Dirac equation with potential V (r):
[α · p+meβ + V (r)]ψ = Eψ, (3.28)
one can add a magnetic field (B = ∇×A) with the replacement
p −→ p+ eA. (3.29)
The energy shift due to this magnetic field is given in first-order perturbation theory as:
δEm = e 〈α ·A〉 = e
∫
d3x ψ†(x) (α ·A)ψ(x). (3.30)
Now, we can choose B ‖ ez with the choice A = B(xey−yex)/2 to introduce the reference
system and simplify the calculations. With some work, one can reduce the above integral







where m is the magnetic spin quantum number in z-direction. With |κ| = j+1/2 and the







where the relation 〈σ ·B〉 = B 〈σz〉 = 2Bm is used.
This formula is widely used to calculate the g-factor shift numerically. It is also possible
to simplify this result further and achieve analytical expressions, noticing the following
equalities [29, 36]: ∫ ∞
0




dr r2g2(r) (3.33)∫ ∞
0





From the radial Dirac equations (2.30) it follows then by multiplying the first line with
g(r) and the second with f(r), adding them up and using the normalization of the radial
wave functions:∫ ∞
0





























3.3 g-Factor Correction 21
If the potential V (r) does not depend on the mass of the electron (which is the case here),
one can find from the virial theorem for the Dirac equation [43]











and thus, the g-factor can be expressed through the energy eigenvalues as



















(1 + 2γ). (3.41)
If we have a small perturbation of the potential δV (r) (like the Uehling potential) now,
the energy shift is given in first-order perturbation theory by
δE =
∫
d3r ψ†(r)δV (r)ψ(r). (3.42)
It follows from dimensional reasons that the Dirac wave function in the Coulomb field can
be written as
ψ(r) = m3/2e ψ˜(mer), (3.43)
where ψ˜ is dimensionless [29]. Passing to the variable ρ = mer gives:
δE =
∫
d3ρ ψ˜†(ρ)δV (ρ/me)ψ˜(ρ). (3.44)










In the end, we arrive to the formula that will be the basis of our calculations in the next
two Chapters [29]:












In this Chapter, we will illustrate the effect of QED corrections on the example of leptonic
vacuum polarization. It is a well-understood phenomenon with analytical solutions for
the electric-loop energy and g-factor shift. We would like to generalize these calculations
to obtain a closed expression for the energy and g-factor shift due to VP with arbitrary
leptonic loop-particles for the 1s state of the bound electron.1 We carry out the exact
relativistic calculations and compare them to several approximation methods.
Leptonic Uehling Potential
For the case of virtual leptons in the vacuum loop, the regularized vacuum polarization





dβ β(1− β) ln
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We remind that q2 denotes the spatial photon momentum in this context. Through inte-









v2 + 4m2/q2 − 1 . (4.2)
For a stationary point charge Ze the leptonic Uehling potential can be derived from (3.18)
to be [16, 28]:


















where ml is the mass of the virtual particle in the fermionic loop.
In the next Section, we start with the analytical evaluation of the energy shift.
1Actually, these calculations are also valid for other bound fermions such as, after the replacement of the
electron mass me with the muon mass mµ.
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4.1. Energy Shift
We now perform the calculations for the energy shift of the 1s state in hydrogen-like
atoms due to the leptonic Uehling potential. When |ψ1s〉 denotes the bound electron
wave function of the ground state in a point-like Coulomb potential, the energy shift in
first-order perturbation theory is given by:
∆EVP1s = 〈ψ1s|δV (r)|ψ1s〉 =
∫ ∞
0













































Now, substitute u = r2γ , du = 2γr2γ−1dr,





















































































where we used the relation Γ(x+ 1) = xΓ(x) and that λ/ml = sZα, where s = me/ml is
the ratio of the electron and the loop particle masses.
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Here, ϵ = 1 − γ, and B(x, y) is the beta function defined in Appendix A.4. Performing
the substitution y =
√
1− v2, dy = −vdv√






















































This result was already derived in [27] and reference therein. The difference is that in
[27], the result was derived for the electron as loop-particle and electrons or muons as
bound particles. Here, we considered the electron as bound particle and arbitrary leptons
as loop-particles.
To investigate this all-order in Zα result, we may expand (4.7) in a series for small Zα to
get a simple and handy formula for the correction due to the leptonic Uehling potential.













































Therefore, the energy shift correction for leptonic vacuum polarization is of the leading
order (Zα)4. The first term of expression (4.8) coincides with the result of the simplest
approximation, namely, using nonrelativistic wave functions and the low-momentum ap-
proximation of the polarization function [13, 16, 24]. Since this leads to a Dirac delta
function, we will call it the δ-potential approximation.
With formula (4.7), one can calculate the energy shift contribution for any leptonic vacuum
loop.2 As equation (4.7) or (4.8) show, the heavier the loop particle is, the smaller is the
measureable effect. After the e−e+-loop, the next important contribution is due to the
µ−µ+-loop, also called muonic vacuum polarization, where a muon and anti-muon pair is
produced in the loop. The effect of muonic vacuum polarization is around s2 ≈ 1/2072 ≈
2 · 10−5 times smaller than that of the electronic vacuum polarization.
Figure 4.1 shows the absolute value of the muonic vacuum polarization contribution to
the energy shift for different charge numbers Z, calculated with the exact formula (4.7)
and its approximation (4.8) up to 5th order. It should be mentioned that the Uehling
potential is attractive and results in a stronger binding. Thus, the corresponding energy
shift is negative. The correction for ions with charge numbers Z ≤ 8 is so small that its
value is not visible in this diagram.
2As mentioned in [28], this formula can be applied to regular, electronic atoms or ions considered in this
work, or to muonic atoms by replacing the electron mass me with the muon mass mµ.
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Figure 4.1.: Muonic VP contribution to the energy shift for hydrogen-like ions with
charge number Z calculated with formula (4.7) (Exact) and formula (4.8)
(Zα Expansion up to 5th order).
One can see that the approximation works well for low charge numbers Z (light ions)
but breaks down for higher charge numbers. This shows that one should be very careful
with approximations and motivates the need of exact calculations, especially when high
theoretical precision is required.
4.2. g-Factor Shift
The analytical expression for the g-factor shift of the ground state was already derived in
Ref. [28]. In this Section, we want to rederive the result in [28] using a different approach,
which is described in Chapter 2.
According to (3.46) and [29], the perturbed g-factor can be calculated from the perturbed
potential V ′(r) by:
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(1 + 2γ). (4.11)
The calculation can be done analogously to the energy shift but here we have to calculate
the expectation value of r times the derivative of δV (r) with respect to r in the ground
state. We will see later how one can interpret this expectation value.
































































































































































































It is just written in a slightly different form, depending on how one simplifies the integrand
to obtain Iabc.
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Again, expression (4.13) can be expanded in a series for small Zα to get a simple approx-
imate formula for the correction due to the Uehling potential.












































For s = 1, this result coincides with Equation (1) in [25] and the leading order of pertur-
bation is also (Zα)4, as for the energy shift.




to order (Zα)4. This was also mentioned in [25] where the problem was treated in the
framework of non-relativistic QED, i.e. using non-relativistic wave functions. In fact, one
can prove this statement and derive the exact dependence on the energy shift. Rewriting


























dr (2γ + 1− 2λr)(2λr)2γe−2λrδV
= 2λ 〈rδV 〉1s − (1 + 2γ) 〈δV 〉1s . (4.18)
Note that the boundary term vanishes because of the properties of the Uehling potential
















〈rδV 〉1s . (4.19)
When we make the approximation e−2λr ≈ 1 as in Ref. [43], which is reasonable because





The second term in equation (4.19) is indeed much smaller and can be neglected in ap-
proximate calculations, such as the nonrelativistic theory employed in Ref. [25]. Note that
the factor 2(1 + 2γ)/3 is precisely the Breit-Dirac value of the bound-electron g-factor.
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Equation (4.19) has an interesting interpretation: The obtained potential can be written
as
V (r) = −Zα(r)
r
, (4.21)
where α(r) = α + δα(r) is the effective (running) coupling constant, perturbed by the
polarization function. This means that the g-factor shift can be calculated from the











This all motivates an alternative option for an approximation of the g-factor shift, given
by formula (4.17), which we will call 4/me approximation.
In Figure 4.2, we plot the results for the muonic case and compare the exact g-factor shift
with its approximations.













Figure 4.2.: Muonic VP contribution to the g-factor shift for hydrogen-like ions with
charge number Z calculated with formula (4.13) (Exact), formula (4.16)
(Zα Expansion) and formula (4.17) (4/me Approximation).
This shows that the 4/me approximation is much better than the order (Zα)5 approxi-
mation. Therefore, it is better to approximate the g-factor shift with equation (4.20) by
using the energy shift than with the δ-potential approximation which corresponds to the
order (Zα)4 contribution.
In Table 4.1, we present the values of the shifts for muonic VP for different charge numbers
Z of the ground state. Currently, g-factor experiments reach uncertainties on the level of
10−11, thus VP effects are relevant for hydrogen-like Ca and heavier ions.
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Z ∆E [eV] ∆g ∆gfinite size
1 −2.10 · 10−11 −1.64 · 10−16 −1.63 · 10−16
14 −8.83 · 10−7 −6.89 · 10−12 −7.13 · 10−12
20 −4.01 · 10−6 −3.12 · 10−11 −3.09 · 10−11
70 −3.76 · 10−3 −2.67 · 10−8 −1.48(1) · 10−8
82 −1.56 · 10−2 −1.06 · 10−7 −4.07(1) · 10−8
Table 4.1.: Shifts for muonic VP. These values are calculated using the analytical formu-
las (4.7) and (4.13) and have therefore almost no error. Nevertheless, we give
only three significant figures here because other small effects, such as the ef-
fect of the finite nuclear size in the Uehling potential and the electronic wave
functions have not been taken into account. In the third column, we added
the values from [4] to compare the Uehling contribution with and without
the finite nuclear size effect.
The obtained results are in good agreement with [4]. The deviations can be explained by
the fact that in the numerical computations of [4], the finite nuclear size effect was taken
into account, whereas we assume a point-like nucleus here. However, one can see that the
differences are very small, especially for low charge numbers, which justifies the approxi-
mation with a point-like nucleus. Of course, in the end, all effects have to be taken into
account nonperturbatively which can only be performed numerically. Often, the numeri-
cal evaluation of energy or g-factor shifts involve long computation times and numerical
errors. This motivates the use of analytical methods whenever it is possible. Therefore,
we will continue with the point-like nucleus assumption to find analytical approximations
for the hadronic vacuum polarization in the next Chapter.
Chapter 5
Hadronic Vacuum Polarization
In this Chapter, we investigate the corrections due to hadronic vacuum polarization, i.e.
vacuum loops in which hadronic states are produced. The energy shift due to hadronic vac-
uum polarization was already studied by Jan Sören Breidenbach in his bachelor thesis [8].
Here, we derive analytical formulas for the g factor correction due to hadronic vacuum po-
larization. For the sake of completeness, we will also discuss the energy shift and add some
improvements. Most notably, we derive an approximate, yet fully relativistic analytical
formula for the shift of the ground-state energy.
Since we have hadrons as loop particles now, which can interact in many different ways,
in an ab initio approach, one would have to include gluon exchanges within the frame-
work of quantum chromodynamics. However, it is also possible to construct an effective
polarization function for hadronic VP from experimental data. In [8], it is shown how the
polarization function is obtained from the measured cross sections of electron-positron an-
nihilation into hadrons at different energy scales [9], and by employing the optical theorem.











with three constants Ai, Bi, Ci given for different regions of the momentum transfer q.
The parameters are given in Table 5.1.
i Region Range [GeV] Ai Bi Ci [GeV−2]
1 0 - k1 0.0 - 0.7 0.0 0.0023092 3.9925370
2 k1 - k2 0.7 - 2.0 0.0 0.0022333 4.2191779
3 k2 - k3 2.0 - 4.0 0.0 0.0024402 3.2496684
4 k3 - k4 4.0 - 10.0 0.0 0.0027340 2.0995092
5 k4 - k5 10.0 - mZ 0.0010485 0.0029431 1.0
6 k5 - k6 mZ - 104 0.0012234 0.0029237 1.0
7 k5 - k6 104 - 105 0.0016894 0.0028984 1.0
Table 5.1.: Values for the parameters of the hadronic polarization function in (5.1), where
mZ is the mass of the Z boson [9].
A plot of this polarization function is given in [8]. Certainly, due to experimental con-
straints, the polarization function is only parametrized up to a finite value of q2. This leads
to some problems in the calculation of the hadronic Uehling potential and the respective
shifts. We will show that these problems can be avoided and, in a good approximation,
only the first region of parametrization is important; thus the parameters A1, B1, C1.
These parameters characterize the hadronic vacuum polarization to a sufficiently high
accuracy for our purposes.
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Let us start with the hadronic Uehling potential. Inserting the hadronic polarization





















Again, we are assuming a point-like nucleus, so ρ˜(q) = −Ze, and the perturbing potential
reads:
















This piecewise function poses some problems and has to be evaluated numerically. It was
shown that the integrals can be reduced to infinite sums over hypergeometric functions (see
Appendix B.3), however, these sums converge much slower than the numerical integration
routines.
However, even numerical integration will have problems with this function. As shown in
[8] and Figure 5.1, the potential starts to oscillate at very small values of r, due to the
finite upper integration limit. The higher the integration limit, the more one can shift
the beginning of this oscillation to smaller and smaller values of r. Still, Mathematica
has problems with oscillatory functions which lead to numerical errors. Therefore, an
analytical approximation is beneficial in this case.
As mentioned in [8], one can approximate the above piecewise function with exact parametriza-






















for suitable constants A,B and C. Note that the upper integration limit has been extended




t dt is the exponential integral.
This expression does not oscillate anymore and can be evaluated faster than the numerical
integral. It also has the advantage of making the expressions for the energy and, as we will
see later, the g-factor shift analytical. We will show that the choice A = 0, B = B1 and
C = C1 approximate the numerical results sufficiently well. This leads to the statement
that, to our desired level of accuracy (three significant figures or 1 %), only the first
region of parametrization with photon energies up to 0.7 GeV is important. This is also
clear from the physical point of view: The derived potential is applied in atomic physics,
which is characterized by low energies, such that the regions of higher energies are not
significant.
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One should add an interesting observation at this point. Since hadrons are heavier than
muons in general, one would expect the effect of hadronic VP being smaller than that of
muonic VP. This was also found in [8]. If one compares the hadronic Uehling potential
to the muonic Uehling potential (see Figure 5.1), one notices the following: For large
distances from the nucleus, the hadronic Uehling potential has much smaller values than
the muonic potential. However, for distances around 10−3 λc, where λc = λc/2pi = 1/me
is the reduced Compton wavelength of the electron, hadronic vacuum polarization effects
start to dominate. So, the closer one is to the nucleus, the more hadrons are produced in
vacuum loops.1 This is shown in Figure 5.1.2




















Figure 5.1.: Hadronic Uehling potential calculated by Eq. (5.3) (numerical) and Eq.
(5.4) (analytical) in comparison with muonic Uehling potential
Still, the expectation values for the energy shift and g-factor shift of the 1s-state for
hadronic VP will be smaller than for muonic VP because the electron has the maximum
of its probability density at larger distances from the nucleus, where muonic VP overtakes.
This means that the main contribution for the expectation value integrals is coming from
the region r ∈ [10−4, 10−1]λc.
1Figure 5.1 shows the running of the coupling constant α(r) = α+ δα(r) due to the hadronic and muonic
Uehling potential. The closer the distance of the bound electron to the nucleus, the greater is the
fine-structure constant.
2Note the misprint in [8].
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5.1. Energy Shift
The energy shift in first-order perturbation theory is calculated again by the expectation
value
∆EVP1s = 〈ψ1s|δV (r)|ψ1s〉 =
∫ ∞
0







We will integrate this expression with the exact, piecewise-defined Uehling potential (5.3)
numerically to obtain our ”exact” result.
An approximation formula for the energy shift for low charge numbers Z was already
derived in [13] and [8], what we will call the δ-approximation. It assumes that the logarithm
in (5.3) can be expanded in a Taylor series for low energies, for which only the first region
of parametrization has to be used, thus A1, B1 and C1. This leaves us with a δ-potential:
δV (x) ≈ −4piZαB1C1 δ(3)(x). (5.6)
Calculating the hadronic energy shift with the non-relativistic Schrödinger-Coulomb wave
functions and the δ-potential yields




where we used identity (2.11) for the probability density at x = 0. This formula is a good
test for energy shifts in very light ions or atoms, and describes the correction in lowest
order of Zα.
Another approximation for the hadronic energy shift, inspired by [13] and [8], would be
to express it through the muonic VP as
∆EVPhad = 0.66465 ·∆EVPmuonic, (5.8)
where the numerical prefactor stems from the B1C1 product in (5.7). Let us see wheter
these approximate formulas can be improved. We calculate the energy shift with our





































Expanding this expression for small Zα, we find








+ . . . . (5.10)
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One can already see that we get a (Zα)2 term that depends on the constant A. Since
the energy shift is of order (Zα)4 according to (5.7), we will set A = 0. Another reason
is that the term proportional to A is of the order of the binding energy of the 1s-state,
as mentioned in B.3. The binding energy is much larger than the energy shift due to
vacuum polarization, so A has to be so small that we can set it to zero. Comparing the
remaining terms with the δ-approximation gives an expression that coincides with (5.7)
to order (Zα)4 and we can read off B = B1 and C = C1.























The Taylor expansion of this all order result to order (Zα)6 is


















+ . . . . (5.13)
Our results are demonstrated in Figure 5.2. Table 5.2 shows the results for the analytical
values obtained by formula (5.12) and the numerical values using the exact Uehling po-
tential (5.3) for a point-like nucleus. One can see that our analytical approximation (5.12)
fits the numerical results very well.
Z ∆Eanalytical [eV] ∆Enumerical [eV] ∆Efinite sizeexact [eV]
1 −1.3963 · 10−11 −1.39(33) · 10−11 −1.391(4) · 10−11
14 −5.9178 · 10−7 −5.90(18) · 10−7 −5.756(1) · 10−7
20 −2.7133 · 10−6 −2.71(5) · 10−6 −2.5596(3) · 10−6
70 −3.1090 · 10−3 −3.109(4) · 10−3 −1.248(1) · 10−3
82 −1.4128 · 10−2 −1.413(1) · 10−2 −3.693(4) · 10−3
Table 5.2.: Energy shifts for hadronic VP. The analytical values are calculated using
the formula (5.12) and the numerical values are obtained from numerical
integration of (5.3). The exact values were obtained numerically in [8] and
include the finite size effect of the nucleus. Z = 70 was calculated using the
same code.
For comparison, we also added the more realistic values of a finite size nucleus. These
values are calculated non-perturbatively, i.e. the finite size effect is included in the Uehling
potential and in the electronic eigenfunctions of the perturbed potential. Some values are
taken from [8] and Z = 70 was calculated using the same computer code for solving the
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radial Dirac equation for a nuclear potential corresponding to the two-parameter Fermi
distribution, developed by Halil Cakir [45]. These values were also checked numerically
with a different computer code, implementing semi-analytical formulas for the Dirac wave
functions corresponding to the nuclear potential of a homogeneously charged sphere [41].
While the results coincide well with those obtained with the previous method for Z = 20,
for heavier ions some minor differences have been found. These are attributed to the use
of different nuclear charge distribution models.
















Figure 5.2.: Hadronic VP contribution to the energy shift for hydrogen-like ions with
charge number Z calculated with formula (4.7) (Numerical), formula (5.12)
(Analytical), formula (5.8) and formula (5.7).
It seems that the first region of parametrization is indeed sufficient to describe hadronic
VP to the required degree of accuracy. The second best approximation is the expression
through the muonic VP (5.8). Despite of the good approximation for small charge num-
bers, it still fails for higher charge numbers which relies on the fact that muonic VP is
fundamentaly different from hadronic VP what could already be seen on the functional
form of the potential. At last, the δ-approximation is insufficient to describe the energy
shift for large charge numbers, just as it was in the case of leptonic VP in the previous
Chapter.
Comparing our results to the obtained values in [8], one can notice slight differences for
large charge numbers Z. Again, this stems from the fact that we only considered a point-
like nucleus whereas the results in [8] were calculated using the Uehling potential for a
finite size nucleus. This was also a reason to redo the energy shift calculation and derive
an analytic approximation of the point-like nucleus. During the numerical calculations it
was noticed that Mathematica had some difficulties with the numerical integration of the
point-like potential and took around 20-50 iterations to obtain reasonable results. Below
this number it yielded larger numerical errors than the obtained value for the integral.
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Therefore, the accuracy has been adjusted to at least two digits and a high iteration
number has been allowed. Still, the numerical integration yielded large errors for small
charge numbers Z. As mentioned in [8], the Uehling potential for the finite size nucleus
partially solves this problem and yields more accurate results.
5.2. g-Factor Shift
Now, we turn to the calculation of the g-factor shift due to hadronic VP. The basis for











In principle, one can again integrate this expectation value numerically. But one will


















converges very slowly and gives bad numerical results. Therefore, we use expression (4.19)







〈rδV 〉1s , (5.16)
where we only have to calculate the expectation value 〈rδV 〉1s that converges better than
the former one. Note that the derivation of (4.19) is still valid here because the boundary
term in (4.18) will also vanish for the hadronic Uehling potential.
To test our numerically obtained results and to obtain a simple formula, we can also
perform a δ-approximation and continue the analytical calculation. Let us start with the
δ-approximation. Again, only the first region of parametrization is taken into account
and the logarithm can be expanded for low energies to yield a δ-potential. With some
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For some more relevant δ-function identities see Appendix B.3. With the Coulomb-







∣∣∣∣ψns〉 = −16(Zα)4m2en3 B1C1, (5.20)



























C1 − δVapprox. (5.22)



























































The Zα expansion of this expression is given by






















+ . . . (5.25)
and it coincides with the δ-approximation (5.20) to order (Zα)4.
Now we are ready to compare the numerical results with all the other approximations.
The results are shown in Figure 5.3.
Again, our analytical approximation fits the numerical results really well. The 4/me-
approximation also yields good results, which confirms the statement that the expectation





is a really good approximation for the g-factor, whereas the δ-approximation is again only
suitable for very light ions.
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Figure 5.3.: Hadronic VP contribution to the g-factor shift for hydrogen-like ions with
charge number Z calculated with formula (5.16) (Numerical), formula (5.24)
(Analytical), formula (5.21) and formula (5.20).
Z ∆ganalytical ∆gnumerical ∆gfinite sizeapprox
1 −1.0929 · 10−16 −1.09(9) · 10−16 −1.09(2) · 10−16
14 −4.6157 · 10−12 −4.61(5) · 10−12 −4.49(1) · 10−12
20 −2.1085 · 10−11 −2.11(2) · 10−11 −1.99(1) · 10−11
70 −2.2051 · 10−8 −2.205(1) · 10−8 −8.86(1) · 10−9
82 −9.5886 · 10−8 −9.589(3) · 10−8 −2.51(1) · 10−8
Table 5.3.: g-factor shifts for hadronic VP. The analytical values are calculated using the
formula (5.24) and the numerical values are obtained by using formula (5.16).
The values for the finite size nucleus in the third column are calculated ap-
proximately using the formula (5.26) and the corresponding finite-size energy
shifts in the third column of Table 5.2. More exact numerical values will be
given in future work and compared to the above approximate values.
The obtained exact results for the hadronic VP are summarized in Table 5.2. The results
for the g-factor shift are in good agreement with the estimates in [4]. The differences for
large values of Z comes again from the nucleus size effect. If one considers this effect for
a more realistic charge distribution, one can achieve even better values but for small Z
there is almost no difference between the point-like and the finite-size nucleus results. So
our results, especially the analytical formula (5.24), constitute a good approximation.

Chapter 6
Self-Energy Correction to Energy Levels
Since the self-energy is the main contribution to the Lamb shift, it is important to calculate
its value precisely. In this Chapter, we confirm already known results with advanced
mathematical methods and improve numerical values of the Bethe logarithm, which often
appears in self-energy calculations.
Although more difficult to evaluate than the vacuum polarization correction, the one-
loop self-energy is rather well understood. Exact solutions are only possible in certain
approximations and non-perturbative results can be only calculated numerically. In the
next Section, we will outline the derivation of the energy shift in atomic levels due to
one-loop corrections using the modern dimensional regularization technique.1 We present
a semi-analytic approach to evaluate the so-called Bethe logarithm, which describes the
low-energy part of the total self-energy correction.
6.1. Dimensionally Regularized Lamb Shift
As mentioned before, we will work in D = 4 − 2ε space-time dimensions and d = 3 − 2ε
space dimensions. To compute the self-energy contribution, we would have to evaluate the
diagram:
In 3 spatial dimensions, the Coulomb-Dirac Green’s function is the solution of the inho-
mogeneous Dirac equation [17](
E + iα · ∇ −meγ0 − V (r)
)
G(x,y, E) = δ(3)(x− y). (6.1)
Therefore, the one-loop electron self-energy contribution in hydrogen-like atoms is given
by the generalization of the self-energy function in equation (3.21) by replacing the free-
electron propagator with the Coulomb-Dirac propagator. The energy shift in first order





spect to the relativistic reference state ψ and the dressed self-energy function ΣCD(p); the
subscript ”CD” stands for ”Coulomb-Dirac”.
1We want to mention that the g-factor shift has been also derived already with dimensional regularization,
see [40].
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where p0 = E and V is the d-dimensional Coulomb potential (3.6). δme is the electron
mass counter term to eliminate the corresponding term in (3.22).
An analytic solution for the relativistic Green’s function is known in coordinate space only
and the evaluation of the individual terms in the decomposition with the free Green’s
function would be rather cumbersome [17]. Therefore, we will work in the following
approximations for light atoms (Zα≪ 1) [16, 21]:
1. The bound wave functions are approximated as the non-relativistic limit of the four-
component Dirac wave functions.
2. The calculation can be seperated into two energy scales:
• High-Energy Part: All loop momenta are of order k, p ∼ me or higher. The
Coulomb potential can be treated perturbatively but we need a relativistic
description of the virtual electron in the intermediate state.
• Low-Energy Part: The virtual photon momentum is of order k ∼ (Zα)2me.
The virtual electron can be treated non-relativistic which allows us to use non-
relativistic perturbation theory. However, we do have to take into account the
Coulomb interaction with the nucleus exactly, i.e. it has to be included in the
zero-order Hamiltonian.
This implies a seperation of the one-loop self-energy ∆ESE into two parts:
∆ESE = ∆EH +∆EL, (6.3)
with the high-energy part ∆EH and the low-energy part ∆EL, respectively. Each part
can be evaluated seperately and regularized with the same dimensional regularization
technique. In the following calculations, we will mainly follow the steps in [16, 40].
High-Energy Part
In this energy region, the Coulomb potential can be treated perturbatively and the relevant
contribution is the one-potential term of the decomposition in Figure 3.3. This corresponds
to the first-order vertex correction of the free electron ΓR(p′, p) in (3.25) and therefore, the














Here, φn denotes the non-relativistic limit of the Dirac wave function with principal quan-
tum number n and A0(x) is the external nucleus potential. For brevity, we omit the
other quantum numbers of the reference state here. q = p′ − p denotes the transferred
four-momentum of the photon mediating the interaction between nucleus and interme-
diate electron state and and in coordinate space it can be represented by the derivative
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k = −iγ ·E. (6.5)
The relativistic treatment of the virtual electron is accomplished by the free-electron form
factors F1(q2), F2(q2) which originate from the vertex function and need to be regularized.
This has been done already in dimensional regularization, see [40] and references therein.

















where the term proportional to 1/ε indicates the divergence in d = 3 dimensions. We will
see later that this divergent term will be exactly canceled by the same type of divergence
in the low-energy part. The rest of the integral is finite and we can continue evaluating it



















where we used also the fact that q2 = q20 − q2 →
(−i∂µ) (−i∂µ) = − (∂2t −∆) and
that our potential A0(x) is independent of time. Using further the Poisson equation















〈γ ·E〉 . (6.9)
The expectation value with the electric field E can be reduced to [16]:








where S is the spin operator and L the angular momentum operator. From the known
eigenvalues – and thus expectation values – of the square of the total angular momen-
tum J
J2 = (S +L)2 = L2 + S2 + 2S ·L, (6.11)
we can derive
〈S ·L〉 = 1
2
(












and the expectation value, introduced in Chapter 2, we get the well-known final result










j(j + 1)− l(l + 1)− 3/4)
l(l + 1)(2l + 1)
. (6.14)
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Low-Energy Part
In this energy region, the virtual electron can be treated non-relativistic and the Coulomb
interaction with the nucleus is taken into account exactly with the Schrödinger-Coulomb


















where the expectation value is evaluated with the non-relativistic limit of the Dirac four-
component wave functions. H is the non-relativistic Hamiltonian with Coulomb potential
in d dimensions (3.9), E the corresponding eigenvalue and k = |k|. For d = 3 this integral is
logarithmically divergent, thus its regularization is needed. The d-dimensional integration

















Using (3.5) and the solid angle of the d-dimensional sphere Ωd, the angular integration























E −H − k =
pi(H − E)d−2
sin(pid) . (6.18)













p (H − E)d−2 p
〉




















where we already used d = 3− 2ε in the second line and seperated a factor (4pi)εΓ(1 + ε)
as in [21]. To obtain the result for d → 3, this expression has to be Taylor expanded for



















≈ H − E
me
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where ψ(0)(3/2) = 2 − γ − 2 ln(2) is the polygamma function evaluated at the argument








1− ln(2))] . (6.25)
The expansion of the expression in the expectation value then yields



















From here, the matrix element
〈
p(H − E)p〉 can be simplified by noting that〈
p(H − E)p〉 = 〈pHp〉 − E 〈p2〉 . (6.27)































〈∆V 〉 , (6.29)
where we used [p,H] = −i∇V . With the d-dimensional Poisson equation∆V = 4piZαδd(x),
we get
〈
p(H − E)p〉 = 〈2piZαδd(x)〉 = 2(Zα)4m3e
n3
δl0 (6.30)
in the limit d → 3. In this limit (ε → 0), the ε-dependent factor in the front is equal to




































where the above result for the expectation value
〈
p(H − E)p〉 was used.
Summing the high-energy part (6.14) and the low-energy part (6.31), the divergence for
ε→ 0 cancels, and we obtain the finite result


















j(j + 1)− l(l + 1)− 3/4)
l(l + 1)(2l + 1)
. (6.33)
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This expression coincides with the well-known expression for the one-loop Lamb shift
derived with a different regularization scheme, see e.g. [16]. It also coincides with the
results in [21].
From now on, we consider for simplicity the ground state of hydrogen-like ions, since QED








− 2 ln(Zα)− ln k0
]
. (6.34)
In the next Section, we will evaluate the Bethe logarithm ln k0 for this state.
6.2. Calculation of ln k0
The evaluation of the Bethe logarithm ln k0 from equation (6.32) presents some difficulties.
In 1947 [6], the calculation was carried out using one of the first automatized devices for
numerical calculations in physics. Since then, many attempts to calculate the Bethe
logarithm analytically were made but one was always left with a numerical integral in
the end. For higher excited states, the evaluation is still done numerically. In 1992
[38], the Bethe logarithms for the 1s and 2s state were calculated semi-analytically using
the Schwinger representation of the Schrödinger-Coulomb Green function in momentum
space. In [20, 23] the evaluation for the 2p state and later for the 4p state [22] was carried
out using the Sturmian representation of the Schrödinger-Coulomb Green function in
coordinate space. In this Section, we show the evaluation of the Bethe logarithm for the
1s state in coordinate space using the integral representation of the Bethe logarithm given
in [22]. For s states, it takes the form


















− 2 ln(n), (6.35)
where PV denotes the principal value of the integral and Pnd(t) is given by the non-






∣∣∣∣p 1H − (E − ω)p
∣∣∣∣φnlm〉 . (6.36)
The parameter t is defined via E−ω(t) = −(Zα)2me/(2n2t2) and corresponds to a gener-







The evaluation procedure of Pnd(t) is described in detail in [20]. We use the following
representation of the Schrödinger-Coulomb propagator
G(E − ω) = 1
H − (E − ω) (6.38)
in coordinate space, called the Sturmian representation [23]:
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with E − ω = −(Zα)2me/(2ν2), so that ν = nt, and the radial function given by






















(k + 1)2l+1(l + 1 + k − ν) , (6.40)
where a = 1/(Zαme) is the Bohr radius divided by Z. The unit vectors rˆi = ri/ri are
described by the angular coordinates θ1, ϕ1 and θ2, ϕ2, respectively.
Since the wave functions of s states have no angular dependence, the action of the mo-
mentum operator p on general s states in coordinate space is given by
〈r|p |φns〉 = −irˆφ′ns(r), (6.41)
where φ′ns(r) denotes the derivative with respect to r. The matrix element is then (note









3r2 〈φns|p |r1〉 〈r1| 1










(−irˆ1φ′ns(r1))∗G(r1, r2, E − ω) (−irˆ2φ′ns(r2)) .
(6.42)








Pl(rˆ1 · rˆ2) (6.43)
with the Legendre polynomial from Appendix A.1, where
rˆ1 · rˆ2 = cos γ = cos θ1 cos θ2 + sin θ1 sin θ2 cos(ϕ1 − ϕ2) (6.44)




















dΩ2 cos γPl(cos γ).
(6.45)
Now, the angular integration can be carried out easily by setting θ1 = 0 first (without the
loss of generality, exploiting the rotational invariance), so that γ = θ2:∫
dΩ1
∫




sin θ2dθ2dϕ2 cos θ2Pl(cos θ2). (6.46)
The dΩ2 integration can be performed using the equality, one obtains∫ pi
0
dθ sin θ cos θPl(cos θ) = − 2 sin(pil)
pi(l2 + l − 2) . (6.47)
This expression is only non-zero for l = 1 as one can show with l’Hôspital’s rule. Note






















ns(r2)g1(r1, r2, ν). (6.49)
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(k + 1)3(k + 2− ν) (6.51)
Using the relation [23]∫ ∞
0
dt e−λttγLαk (t) =
λ−1−γΓ(γ + 1)Γ(α+ k + 1)
Γ(α+ 1)k!












(k + 1)3 2F1
(
−k, 4; 4; 21+ν
)]2











−k, 4; 4; 21+ν
)]2
(k + 2− ν) . (6.53)
With the general identity [1, 38]
2F1 (−k, b; b;x) = (1− x)k, (6.54)
the sum can be evaluated easily, yielding
∞∑
k=0









(k + 2− ν)k! =
∞∑
k=0











2− ν 2F1 (4, 2− ν; 3− ν; ξ) , (6.55)
where we defined ξ = (1− ν)2/(1 + ν)2. All together, we have
Pnd =
128ν5
(1 + ν)8(2− ν) 2F1 (4, 2− ν; 3− ν; ξ) . (6.56)
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This coincides exactly with the result of [38] but it has been obtained in a different way.
Having calculated the matrix element Pnd, the Bethe logarithm for the 1s, according to
[22] and (6.35), is given by

















We would like to check the result in [38] with this integral representation. For this, let us
write












































is equivalent to the one in [38] and we can use the same method to evaluate it. We have
to isolate the divergence at τε = 0 using the contiguous relation [38]
2F1(a+ 1, b; c; z) =
(c− 1) 2F1(a, b; c− 1; z)
a
− (c− a− 1) 2F1(a, b; c; z)
a
. (6.60)

















t(1 + t)(t− 1)
6




The hypergeometric function in the last line is a simple series [38],







4− t + . . .










4(4− t) + . . . (6.63)
is a finite sum [38]. Thus, the logarithmic singularity at τε = 0 has been seperated and
we can perform the integral over t in the expression for Fnd. Inserting in (6.61), the result




























f(t) = 0.03154003672199626587132913. (6.65)
This last integral was evaluated numerically in Mathematica and is more accurate than
the result given in Ref. [38].
Together with (6.57), this yields for the Bethe logarithm of the 1s state:2



















The two divergent terms cancel each other and the rest vanishes in the limit τε → 0. It
follows















All the digits given are numerically significant. So, we obtain the same formula as Ref.
[38] and the numerical value coincides with that of [11], however, our value is given with
more significant digits.
2It could be possible to find a similar formula for the Bethe logarithm of general ns states using Eq. (6.49)
and some more identities of the hypergeometric functions. We leave this as an exercise to the reader.
Chapter 7
Conclusion and Outlook
In this Thesis, we investigated one-loop QED corrections to the energy levels and the
g-factor of the bound electron. Previously known results were rederived using different
mathematical methods, and new analytical formulas and numerical results for the hadronic
contribution to the g-factor shift and the 1s Bethe logarithm were found. The one-loop
Lamb shift of the ground state can be expressed to order (Zα)4 by





where the individual contributions are the one-loop self energy ∆ESE1s and the electronic,
muonic and hadronic vacuum polarization, respectively. The numerical values can be
computed by using the recommended CODATA values of the fundamental constans, the
parameter B1 = 0.0023092 and C1 = 3.9925370 GeV−2 [9], and the newly found, more
precise value of the 1s Bethe logarithm:
ln k0(1s) = 2.98412855576549761075977709. (7.2)








− 2 ln(Zα)− ln k0(1s)
]










(Zα)4me = −5076 Hz, (7.5)
∆EVPhadronic = −4B1C1m3e(Zα)4 = −3374 Hz. (7.6)














As mentioned before, the self-energy correction is the largest contribution to the overall
energy shift. The muonic and hadronic VP contributions combined have a contribution of
around 10 kHz, which is very small compared to the other contributions. However, future
measurements of the bound-electron energy levels will achieve a high enough resolution
to render these effects visible. Moreover, modern measurements of the bound-electron
g-factor reach a relative accuracy of 10−11 already [46] and can resolve the hadronic VP
contribution for hydrogen-like ions with charge numbers from Z = 20 and onwards, pro-
vided nuclear structural parameters can be determined to higher accuracy in future.
1The energy unit eV can be converted to the frequency unit Hz by using the well-known relation
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For hydrogen-like calcium, our result for the g-factor using the point-like nucleus model
yields
∆gVPhadronic(Ca) = −2.11(2) · 10−11, (7.8)
which can be likely detected in the future. The corresponding analytic expression for a






























was derived. Since numerical integration is very sensitive to highly oscillating functions
and small numbers, it is always important to have a sensible analytic approximation.
As can be seen from our results in Chapter 4 and 5, the calculated shifts for a point-like
nucleus differs from the numerical results for a more realistic finite-size nucleus. However,
the uncertainties originating from the charge distribution models in the nucleus and the
difficult measurements of nuclear radii are still larger then the total hadronic and muonic
VP effect. Detailed nuclear models for the protonic charge distribution (see e.g. [47]) yield
very promising results and can be certainly improved further in the future. Therefore, we
plan to continue this work by calculating more realistic numerical values for the hadronic
VP contribution to the g-factor shift including the finite size of the nucleus. Furthermore,
we will be able to test the approximative formula (7.10) with these future calculations.
This work forms a basis for many possible future investigations, especially concerning the
self-energy contribution. As mentioned, the self-energy correction to the bound-electron
g-factor was already calculated with dimensional regularization in [40] and yields an ln k3
logarithm, including the external magnetic field perturbatively, which is still not calculated
analytically. Possibly one can apply similar methods to derive semi-analytic expressions
for the ln k3 in the g-factor shift calculation. One could also try to generalize the presented
calculations for the 1s Bethe logarithm and derive a similar formula for general electronic
states. Furthermore, the method we use to evaluate the hadronic vacuum polarization
correction may be applied to further atomic systems and properties. E.g. the level shift
in positronium, muonium and other leptonic atoms may be evaluated by including the
empirical polarization function in the photon exchange operator. Also, hadronic effects
might be also evaluated for the case of X-ray transitions in heavy muonic atoms, or can
be taken into account in calculations of the hyperfine splitting, another quantity that is
sensitive to short-range effects. In the end, there is still an infinite number of unevaluated
Feynman diagrams and a lot of room for analytical work.
Appendix A
Mathematical Appendix
All the following equations are taken from [1, 12].
A.1. Spherical Harmonics












+ l(l + 1)
)
Y ml (θ, ϕ) = 0 , (A.1)
and are defined by






Pml (cos θ) eimϕ. (A.2)






















The first few associated Legendre polynomials have the following simple forms:
P 00 (x) = 1, P
0
1 (x) = x, P
1
1 (x) = −
√











′, ϕ′)Ylm(θ, ϕ) = δ
(
cos θ′ − cos θ) δ (ϕ′ − ϕ) . (A.6)
The different placing of the index m has no special meaning here exept of the better
readability of the complex conjugated spherical harmonic function Y ∗lm. Furthermore, the








Pl(rˆ1 · rˆ2), (A.7)
with rˆ1 · rˆ2 = cos γ, where cos γ = cos θ1 cos θ2 + sin θ1 sin θ2 cos(ϕ1 − ϕ2). The Legendre
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The spherical harmonics for negative m can be derived from the relation
Yl,−m(θ, ϕ) = (−1)mY ∗lm(θ, ϕ). (A.10)
Since spherical harmonics form a complete set, every square-integrable function on the















(n− k)!(k + α)! . (A.12)
The first few associated Laguerre polynomials are
Lk0(x) = 1 (A.13)





x2 − 2(k + 2)x+ (k + 1)(k + 2)
]
. (A.15)





Some useful identities of the associated Laguerre polynomials are the following. They can




1F1(−n, α+ 1;x). (A.17)












dt e−λttγLαk (t) =
λ−1−γΓ(γ + 1)Γ(α+ k + 1)
Γ(α+ 1)k!
2F1(−k, γ + 1;α+ 1;λ−1). (A.19)
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A.3. Hypergeometric Functions
The hypergeometric functions pFq(a1, . . . , ap; b1, . . . , bq; z) are defined for |z| < 1 by the
series
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
k=0
(a1)k . . . (ap)k




where (a)k = a(a+ 1) . . . (a+ k − 1) is the Pochhammer symbol. For k = 0, it is defined
as (a)0 = 1. By analytical continuation, this function can be defined for all z, ai, bi ∈ C.
For more information, see e.g. [1].
Many special and standard functions can be expressed in terms of hypergeometric func-
tions. For example, it holds
2F1(a, b; b; z) = (1− z)−a, ∀b. (A.21)
Furthermore, they satisfy many transformation relations like
2F1(a, b; c; z) = (1− z)c−a−b 2F1(c− a, c− b; c; z), (A.22)
2F1(a, b; c; z) = (1− z)−a 2F1(a, c− b; c; z
z − 1), (A.23)
2F1(a, b; c; z) = (1− z)−b 2F1(c− a, b; c; z
z − 1). (A.24)
Some more relations are introduced in [1] and used in the main part of the thesis. One
can note that many representations of the hypergeometric functions as integrals or infinite
sums are known.
A.4. Gamma Function





It is the generalization of the factorial function: For positive integer n, it is just
Γ(n) = (n− 1)!. (A.26)
The following identity holds for all complex numbers z, except integers less than or equal
to zero:
Γ(z + 1) = zΓ(z). (A.27)
Furthermore, one has
Γ(1− z)Γ(z) = pisin(piz) , z /∈ Z. (A.28)
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B.2. Relativistic Wave Function for the 2s State
















When we apply the formula









F (−1, 2γ + 1, 2λr) = 1− 2λr
2γ + 1
, (B.8)
F (0, 2γ + 1, 2λr) = 1. (B.9)































































































B.2 Relativistic Wave Function for the 2s State 59
From here, one can continue with mathematica.






, λ ≈ me(Zα)
2
. (B.14)






















For these approximate wave functions, we thus have:










































































































(2γ + 1)− 3
2











Since γ ≈ 1 − (Zα)2/2, the wave functions are normalized to first order in Zα to 2 and
one has to renormalize these wave functions accordingly.
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(k + 1)3(k + 2− ν) .
(B.22)











−k, 5; 4; 42+ν
)]2






(k + 1)(k + 2)(k + 3) 2F1
(




−k, 4; 4; 42+ν
)











−k, 4; 4; 42+ν
)]2
(k + 2− ν) . (B.23)
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Now, these sums have to be evaluated. It is useful to notice the relation [38]
2F
′




2F1(a, b+ 1; c;x)− 2F1(a, b; c;x)
]
, (B.24)
to simplify the hypergeometric function in the above equation:





2F1(−k, 4; 4;x). (B.25)
With the use of [38]




2F1(a, b+ 1; c;x)− 2F1(a, b; c;x)
)
, (B.26)
and some work, one might arrive to the following expression for the 2s state, given in [38]
Pnd =
28t5
(1− t)(1 + t)8 2F1(4, 2− 2t; 3− 2t; ξ)−
2t2
(1− t)(1 + t) , (B.27)
with ξ = (1− t)2/(1 + t)2. With formula (6.35) for the Bethe logarithm, we obtain














































has to be calculated using the same method as in the case of the 1s state. This was already















(2 + k)(2 + k − 2τ) . (B.31)











This coincides with the value given in [38], however, our result is more precise.
We leave it as an exercise for the reader to finish the calculation and to obtain the final
result for ln k0(2s).
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Additional Calculations I
The sinc function can be expanded in a Taylor series to give






























































This expression can be evaluated till




















































































The last sum is not known analytically, so one has to introduce some approximations. For
example by using the relation
2F1 (a, b; c;x) = (1− x)−a 2F1
(
a, c− b; c; x
x− 1
)


























Now, the argument of the hypergeometric function satisfy 0 ≤ Ciq2
1+Ciq2























This was the most analytic expression I could find but all this turned out to converge very
slow and thus, was not a good approximation in the main region. That is why we used
the integration routine of Mathematica which also yielded large numerical errors but gave
much better results.
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Additional Calculations II
















∀Ciq2 ≥ 0. (B.38)
One can generalize this by
Statement 4.
lim
n→∞ 2F1 (1, x+ n;x+ 1 + n;−z) =
1
1 + z
∀x ≥ 0, ∀z ≥ 0. (B.39)
This is useful for calculating the limit of the incomplete Beta function
2F1 (1, x;x+ 1;−z) = xz−xBz(x, 0). (B.40)




∣∣∣∣ψ1s〉 = 2Ebinding1s . (B.41)




















≈ −m(Zα)2 ≈ 2m
(√
1− (Zα)2 − 1
)
= 2Ebinding1s . (B.42)
We see that the relativistic binding energy is given by the same expression as the non-
relativistic binding energy to second order in Zα. The generalization of this, leads to the
virial theorem.
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Playing with the Delta Function











































































































6 · 5 · 4 · 3 · δ(3)(x)
r4
. (B.50)
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