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This paper considers two problems on the Fock type spaces Fs (0 < s  1). Firstly, it is
shown that on the space Fs (0 < s < 1), the identity representation of C∗(I, T1, . . . , Tn)
is a boundary representation for the Banach subalgebra B(I, T1, . . . , Tn), while on the
space F1, it is not. Secondly, it is shown that all the submodules of F1 are rigid.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we will consider two problems on the Fock type spaces Fs (0 < s 1). Recall that the Fock type spaces Fs
(0 < s 1) over Cn are deﬁned as
Fs =
{
h ∈ Hol(Cn) ∣∣∣ ‖h‖2 = 1
(2π)n
∫
Cn
∣∣h(z)∣∣2e−2|z|s dV (z) < +∞},
where dV is the volume measure on Cn . It is natural to consider translation operators on these spaces. A translation
operator TW for W = (w1, . . . ,wn) is deﬁned by
TW f (z1, . . . , zn) = f (z1 + w1, . . . , zn + wn) for f ∈ Fs.
The requirement 0< s 1 is just to ensure that all the translation operators are bounded on Fs (0 < s 1) (cf. [14,16]).
For 1  i  n, let Ti be the operator which translates the ith variable zi by 1. The following two problems about the
operator tuple (T1, . . . , Tn) will be concerned in this paper.
The ﬁrst problem is on boundary representations. Let B be a C∗-algebra and let A be a linear subspace of B such that B
is generated by A. According to [2], an irreducible representation ω of B is called a boundary representation for A if ω|A has
a unique completely positive linear extension to B , namely ω itself. For deﬁnition and related results on completely positive
maps, we refer the reader to [2,3,19,20].
Boundary representations of C∗-algebras were ﬁrst considered by Arveson in [2,3]. In those papers, he systematically
studied relations between non-self-adjoint operator algebras on Hilbert space and C∗-algebras generated by them. One of
the main purposes is to understand to what extent an algebra of operators on a Hilbert space can determine the structure
of the C∗-algebra generated by it. In a series of subsequent papers, boundary representations of various C∗-algebras were
investigated, see [4,5] for more information. In particular, if the identity representation of B is a boundary representation
for A, then the subspace A can determine the structure of the C∗-algebra B .
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bounded (resp. compact) operators on H . For a subset S ⊆ L(H), let C∗(S) be the C∗-algebra generated by S , and let B(S)
be the Banach algebra generated by S . Throughout the paper, we always assume that S contains the identity I of L(H).
In Section 2, we will consider on the space Fs (0 < s  1), whether the identity representation of C∗(I, T1, . . . , Tn) is
a boundary representation for the subalgebra B(I, T1, . . . , Tn). Our results show that on the space F1, the answer is No;
while on the space Fs (0 < s < 1), the answer is Yes.
The second problem considered in this paper is on rigidity of submodules. Let us ﬁrst recall some basic deﬁnitions. Let H
be a Hilbert space and (A1, . . . , An) be a commuting tuple of bounded linear operators on H . Then H is a C[z1, . . . , zn]-
module with module action deﬁned by
p · h = p(A1, . . . , An)h, ∀p ∈C[z1, . . . , zn], h ∈ H .
If M is a closed subspace of H which is invariant under (A1, . . . , An), we say M is a submodule of H . And N = H  M is a
quotient module of H with module action deﬁned by
p · f = p(S1, . . . , Sn) f , ∀p ∈C[z1, . . . , zn], f ∈ N,
where Si = PN Ai |N , and PN is the orthogonal projection from H to N . Two submodules M1 and M2 are said to be unitarily
equivalent if there is a unitary operator
U : M1 → M2
such that
Up · f = p · U f , ∀p ∈C[z1, . . . , zn], f ∈ M1.
A submodule M is said to be rigid if any submodule of H which is unitarily equivalent to M must be M itself. Rigidity of
quotient modules can be deﬁned in a similar way.
Many C[z1, . . . , zn]-modules have been proved to be rigid, such as the Bergman module over a bounded domain Ω
in Cn [21]. The rigidity of submodules and quotient modules has also been studied comprehensively, see for exam-
ple [1,6–13,15,18,23].
According to the deﬁnition above, the space F1 together with the module action induced by (T1, . . . , Tn) constitutes a
C[z1, . . . , zn]-module, still denoted by F1. In the case n = 1, there is a class of submodules of F1 which are of the form
span{⋃∞k=1 eλkzPnk } (cf. [14]). The author showed that such submodules are rigid in [17]. In Section 3, we will show that in
fact all the submodules of F1 are rigid.
2. Boundary representations of C∗(I, T1, . . . , Tn)
In this section, we will consider on the space Fs (0 < s  1), whether the identity representation of C∗(I, T1, . . . , Tn) is
a boundary representation for the Banach subalgebra B(I, T1, . . . , Tn).
Note that both C∗(I, T1, . . . , Tn) and B(I, T1, . . . , Tn) can be written in other forms. Let T (resp. B) denote the C∗-
algebra (resp. Banach algebra) generated by all the translation operators. Let Di be the partial differential operator
∂
∂zi
. Since
Ti = eDi , we have
T = C∗(I, T1, . . . , Tn) = C∗(I, D1, . . . , Dn)
and
B = B(I, T1, . . . , Tn) = B(I, D1, . . . , Dn).
In the following, we discuss the problem on the space F1 and Fs (0 < s < 1) respectively.
Theorem2.1.On the space F1 , the identity representation of the C∗-algebraT is not a boundary representation for the subalgebraB.
To prove the theorem, let us ﬁrst recall some deﬁnitions. Let Ω be a domain in Cn , and let H be a Hilbert space
of analytic functions on Ω . Then H is called a reproducing kernel analytic Hilbert space if for every λ ∈ Ω , the evaluation
functional Eλ : f 
→ f (λ) is continuous. By Riesz theorem, for each λ ∈ Ω , there is a unique Kλ ∈ H such that
f (λ) = 〈 f , Kλ〉, f ∈ H .
Kλ is called the reproducing kernel of H at λ. Set kλ = Kλ/‖Kλ‖. For a bounded linear operator A on H , the Berezin transform
of A is deﬁned by
A˜(λ) = 〈Akλ,kλ〉, λ ∈ Ω.
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A 
→ A˜ is completely positive.
Proof. Let L2a(Bn,dμ) denote the weighted Bergman space with weight
1
2 (1− |z|2)−
1
2 , that is
L2a(Bn,dμ) =
{
h ∈ Hol(Bn)
∣∣∣ ‖h‖2 = ∫
Bn
∣∣h(z)∣∣2(1− |z|2)− 12 dV (z)
2πn
< +∞
}
.
For 1 i  n, let Mzi be the coordinate multiplication operator on this space. The key is to establish the following unitary
equivalence relationship. For a multi-index α = (α1, . . . ,αn), let zα = zα11 · · · zαnn . Deﬁne
U : F1 −→ L2a(Bn,dμ),
zα
‖zα‖F1

−→ z
α
‖zα‖L2a (Bn,dμ)
.
Clearly, U is a unitary operator, and it can be veriﬁed that
U∗Mzi U = D∗i . (2.1)
Claim. The identity representation of C∗(I,Mz1 , . . . ,Mzn ) on L2a(Bn,dμ) is not a boundary representation for the subalgebra
B(I,Mz1 , . . . ,Mzn ).
To prove the claim, it suﬃces to show that there is a completely positive linear map
ϕ : C∗(I,Mz1 , . . . ,Mzn ) → L
(
L2a(Bn,dμ)
)
which differs from the identity but whose restriction to B(I,Mz1 , . . . ,Mzn ) is the identity. The following construction of the
desired map uses the same idea as in [15, Theorem 3.2].
For ψ ∈ L∞(dμ), deﬁne the Toeplitz operator Tψ on the space L2a(Bn,dμ) to be
Tψ f = P (ψ f ), ∀ f ∈ L2a(Bn,dμ),
where P is the orthogonal projection from L2(Bn,dμ) to L2a(Bn,dμ). Let ϕ : A 
→ T A˜ . Since A 
→ A˜ is completely positive,
so is ϕ . One can also check that
ϕ|B(I,Mz1 ,...,Mzn ) = id|B(I,Mz1 ,...,Mzn ). (2.2)
But ϕ = id. Otherwise,
Mzi M
∗
z j = ϕ
(
Mzi M
∗
z j
)= Tzi z¯ j = M∗z j Mzi ,
a contradiction, which completes the proof of the claim.
Since ϕ is completely positive, by (2.2),
ϕ|B(I,M∗z1 ,...,M∗zn ) = id|B(I,M∗z1 ,...,M∗zn ).
This implies that the identity representation of C∗(I,Mz1 , . . . ,Mzn ) is not a boundary representation for the subalgebra
B(I,M∗z1 , . . . ,M∗zn ). By (2.1), the identity representation of the C∗-algebra T is not a boundary representation for the
subalgebra B, which is the desired conclusion. 
Let us now deal with the problem on the space Fs (0 < s < 1).
Theorem 2.2. On the space Fs (0 < s < 1), the identity representation of the C∗-algebra T is a boundary representation for the
subalgebra B.
To prove the theorem, we need the following lemmas.
Lemma 2.3. (See [3, Arveson’s boundary theorem].) Let S be an irreducible set of operators on a Hilbert space H, such that S contains
the identity and C∗(S) contains the algebra K(H) of all compact operators on H. Then the identity representation of C∗(S) is a
boundary representation for S if and only if the quotient map q : L(H) → L(H)/K(H) is not completely isometric on the linear span
of S ∪ S∗ .
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Proof. Let A be an operator which commutes with each operator in T . We need to show that A is a constant multiple of
the identity operator. Clearly,
ADi = Di A, AD∗i = D∗i A for 1 i  n.
Hence Di(A1) = ADi1= 0 for each i. It follows that A1 = c where c is a constant.
Now we prove Azα = czα for every |α| 1 by induction. For |α| = 1, let ci be the constant such that ci D∗i 1= zi . Since
AD∗i = D∗i A,
we have
Azi = A
(
ci D
∗
i 1
)= ci D∗i A1= cci D∗i 1= czi .
Suppose the conclusion holds for |α| = k− 1. For |α| = k, there is some i such that αi > 0. Let cα be the constant such that
D∗i
(
cαz
α1
1 . . . z
αi−1
i . . . z
αn
n
)= zα,
then
Azα = AD∗i
(
cαz
α1
1 . . . z
αi−1
i . . . z
αn
n
)
= D∗i cα
(
Azα11 . . . z
αi−1
i . . . z
αn
n
)
= cD∗i
(
cαz
α1
1 . . . z
αi−1
i . . . z
αn
n
)
= czα.
Note that span{zα} is dense in Fs (0 < s 1), so A = cI . Therefore, T is irreducible. 
Proof of Theorem 2.2. On the space Fs (0 < s < 1),
∥∥zα∥∥2 = (1
2
) 2|α|+2n
s +n−1
Γ
(
2|α| + 2n
s
)
α!
(n − 1+ |α|)!s .
Let eα = zα/‖zα‖, then
D∗i Dieα =
α2i ‖zα11 . . . zαi−1i . . . zαnn ‖2
‖zα‖2 eα
= 2
2
s αi(|α| + n − 1)Γ ( 2|α|+2n−2s )
Γ (
2|α|+2n
s )
eα,
so (
n∑
i=1
D∗i Di
)
eα = 2
2
s |α|(|α| + n − 1)Γ ( 2|α|+2n−2s )
Γ (
2|α|+2n
s )
eα.
Since
2
2
s |α|(|α| + n − 1)Γ ( 2|α|+2n−2s )
Γ (
2|α|+2n
s )
→ 0 as |α| → ∞,
the operator
∑n
i=1 D∗i Di is compact. Noting that T is irreducible, T containing the compact operator
∑n
i=1 D∗i Di implies
that T contains K(Fs).
Consider the n × n operator matrix
A =
⎛
⎜⎜⎝
D1 0 . . . 0
D2 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
Dn 0 . . . 0
⎞
⎟⎟⎠ .
Obviously,
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∥∥∥∥∥
n∑
i=1
D∗i Di
∥∥∥∥∥ = 0,
and the essential norm of A is
‖A‖2e = ‖A∗A‖e =
∥∥∥∥∥
n∑
i=1
D∗i Di
∥∥∥∥∥
e
= 0.
Hence the quotient map q : L(Fs) → L(Fs)/K(Fs) is not completely isometric on B∪B∗ . By Arveson’s boundary theorem
(Lemma 2.3), the identity representation of T is a boundary representation for the subalgebra B. 
One may wonder whether there is a method which is feasible in both the F1 and the Fs (0 < s < 1) case. We remind the
reader that in the F1 case, the key of the proof is to establish a unitary equivalence relationship U between the space F1
and the analytic Hilbert space L2a(Bn,dμ) such that
U∗Mzi U = D∗i .
But unfortunately, this is not the case for the space Fs (0 < s < 1).
Theorem 2.5. For the space Fs (0 < s < 1), there exists no analytic Hilbert space over the unit ball Bn and unitary operator U such
that U∗Mzi U = D∗i .
Proof. Suppose there is an analytic Hilbert space H over the unit ball Bn and a unitary operator U such that U∗Mzi U = D∗i .
Since ∥∥∥∥∥
n∑
i=1
D∗i Di
∥∥∥∥∥
e
= 0
as computed in the proof of Theorem 2.2, we have∥∥∥∥∥
n∑
i=1
Mzi M
∗
zi
∥∥∥∥∥
e
= 0.
The space Fs (0 < s < 1) is rotationally invariant, i.e., for each unitary map U : Cn → Cn , the induced operator ΓU deﬁned
by
ΓUh(z) = h(Uz) for h ∈ Fs
is unitary on Fs , so the space H possesses the same property. By [15], there is a unique power series f (z) =∑n anzn with
nonnegative coeﬃcients satisfying the convergence radius R  1 such that Kλ(z) = f (〈z, λ〉), where Kλ(z) is the reproducing
kernel of H .
On the other hand, it is shown in [15, Proposition 4.3] that∥∥∥∥∥
n∑
i=1
Mzi M
∗
zi
∥∥∥∥∥
e
= sup an−1
an
.
Thus
lim
an−1
an
= 0,
and immediately,
lim n
√
1
an
= lim n
√
a0
a1
· · · an−1
an
= 0.
Hence, the convergence radius of f is
R = 1
limsup n
√
an
= 0,
a contradiction. The proof is complete. 
658 W. He / J. Math. Anal. Appl. 351 (2009) 653–6603. Rigidity of submodules ofF1
In this section, we consider the rigidity of submodules of the space F1.
Recall that in the proof of Theorem 2.1, we have found a unitary operator U : F1 → L2a(Bn,dμ) such that
U∗Mzi U = D∗i .
One can easily check that if we take the operator tuple to be (Mz1 , . . . ,Mzn ) on the space L
2
a(Bn,dμ), then the submodules
of F1 correspond to the quotient modules of L2a(Bn,dμ). Therefore, the rigidity of submodules of F1 is equivalent to the
rigidity of quotient modules of L2a(Bn,dμ).
Theorem 3.1. Let M1 , M2 be two submodules of L2a(Bn,dμ), and N j = L2a(Bn,dμ)M j ( j = 1,2). If N1 , N2 are unitarily equivalent
as quotient modules, then N1 = N2 .
Proof. The proof uses some of the ideas in [24]. Let Kλ be the reproducing kernel of the Hilbert space L2a(Bn,dμ). Set
kλ = Kλ/‖Kλ‖. Direct computation shows that Kλ(z) = (1− 〈z, λ〉)−3/2. Then Kz(z) can be formally written as
1
Kz(z)
= 1‖Kz‖2 =
∑
i
δi
∣∣pi(z)∣∣2,
where δi equals 1 or −1 and the pi ’s are polynomials in z. We ﬁrst claim that the operator ∑i δiMpi M∗pi is bounded.
Proof of claim. Since
1
Kz(z)
= (1− |z|2)3/2 = ∞∑
k=0
(−1)k
(
3/2
k
)
|z|2k
=
∞∑
k=0
(−1)k
(
3/2
k
)(|z1|2 + · · · + |zn|2)k
=
∞∑
k=0
(−1)k
(
3/2
k
) ∑
i1+···+in=k
k!
i1! · · · in! |z1|
2i1 · · · |zn|2in ,
we have
∑
i
δiMpi M
∗
pi =
∞∑
k=0
(−1)k
(
3/2
k
) ∑
i1+···+in=k
k!
i1! · · · in!Mzi11 ···zinn M
∗
z
i1
1 ···zinn
.
Let Ak =∑i1+···+in=k k!i1!···in !Mzi11 ···zinn M∗zi11 ···zinn . For any h ∈ L2a(Bn,dμ),
〈Akh,h〉 =
∑
i1+···+in=k
k!
i1! · · · in!
∥∥M∗
z
i1
1 ···zinn
h
∥∥2

∑
i1+···+in=k
k!
i1! · · · in! ‖Mz¯i11 ···z¯inn h‖
2
=
∑
i1+···+in=k
k!
i1! · · · in!
∫
Bn
∣∣zi11 · · · zinn ∣∣2|h|2 dμ
=
∑
i1+···+in=k
k!
i1! · · · in!
∫
Bn
|z1|2i1 · · · |zn|2in |h|2 dμ
=
∫
Bn
(|z1|2 + · · · + |zn|2)k|h|2 dμ ‖h‖2,
so ‖Ak‖ 1. Hence∥∥∥∥∑
i
δiMpi M
∗
pi
∥∥∥∥
∞∑
k=0
∣∣∣∣
(
3/2
k
)∣∣∣∣< ∞,
completing the proof of claim.
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i
δiMpi M
∗
pi = 1⊗ 1.
Let Uλ be the unitary operator
Uλ : f 
→ ( f ◦ φλ)kλ,
where φλ is the automorphism of the unit ball Bn (cf. [22]) deﬁned by
φλ(z) =
{−z if λ = 0,
λ− 〈z,λ〉〈λ,λ〉 λ−(1−|λ|2)1/2(z− 〈z,λ〉〈λ,λ〉 λ)
1−〈z,λ〉 if λ = 0.
Obviously,
U∗λ
(∑
i
δiMpi M
∗
pi
)
Uλ = U∗λ(1⊗ 1)Uλ,
that is,∑
i
δiMpi◦φλM∗pi◦φλ = kλ ⊗ kλ.
For j = 1,2, let PN j be the orthogonal projection from L2a(Bn,dμ) to the subspace N j , then
PN j
(∑
i
δiMpi◦φλM∗pi◦φλ
)
PN j = PN j (kλ ⊗ kλ)PN j = PN jkλ ⊗ PN jkλ. (3.1)
Since M j is invariant under (Mz1 , . . . ,Mzn ), M j is invariant under Mp for every polynomial p. Therefore, N j is invariant
under M∗p for every polynomial p, so we have
PN j
(∑
i
δiMpi◦φλM∗pi◦φλ
)
PN j =
∑
i
δi PN j Mpi◦φλ PN j M∗pi◦φλ PN j
=
∑
i
δi S
( j)
pi◦φλ S
( j)∗
pi◦φλ , (3.2)
where S( j)pi◦φλ = PN j Mpi◦φλ |N j is the compression of Mpi◦φλ to N j . Combining (3.1) and (3.2), we get
PN jkλ ⊗ PN jkλ =
∑
i
δi S
( j)
pi◦φλ S
( j)∗
pi◦φλ .
Since N1, N2 are unitarily equivalent as quotient modules, there is a unitary operator U : N1 → N2 such that
U S(1)p U
∗ = S(2)p for all polynomial p.
Hence
U (PN1kλ ⊗ PN1kλ)U∗ = U
(∑
i
δi S
(1)
pi◦φλ S
(1)∗
pi◦φλ
)
U∗
=
∑
i
δi S
(2)
pi◦φλ S
(2)∗
pi◦φλ
= PN2kλ ⊗ PN2kλ.
Therefore
‖PN1kλ‖2 = ‖PN2kλ‖2,
and then
〈PN1kλ,kλ〉 = 〈PN2kλ,kλ〉.
Thus PN1 = PN2 , and the conclusion N1 = N2 follows. 
The following is a direct consequence of the above theorem, which says that the submodules of F1 are rigid.
660 W. He / J. Math. Anal. Appl. 351 (2009) 653–660Corollary 3.2. Let M1 , M2 be two submodules of F1 . If M1 , M2 are unitarily equivalent, then M1 = M2 .
Remark 3.3. We have shown that all the submodules of F1 are rigid. One naturally asks whether this is the case for the
quotient modules of F1. In view of the argument preceding the theorem, the rigidity of quotient modules of F1 is equivalent
to the rigidity of submodules of L2a(Bn,dμ).
Richter [21] showed that the submodules of the Bergman module are rigid. Similar proof gives that the submodules of
the weighted Bergman module L2a(Bn,dμ) have the same property. It follows that the quotient modules of F1 are also rigid.
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