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Introduccíon
En este trabajo se considera el estudio de hiperbolicidad y simulaciones numéri-
cas con un método de alto orden adaptativo para el modelo multiclase o mul-
tiespecie de Lighthill-Whitham-Richards (MCLWR) [32], [3]. Este modelo es
descrito por un sistema unidimensional y no lineal de leyes de conservación
∂tρ+ ∂xf (ρ) = 0 (0.0.1)
dondet es la variable temporal,x la variable espacial,ρ el vector de densidades
y f la función de flujo, donde cada componente de la función de flujo depende
solamente de las densidades, esto es,
fi = ρivi, i = 1, ...,M (0.0.2)
dondevi es la velocidad de cada especie.
A diferencia de otros modelos clásicos descritos por otrossistemas de leyes de
conservación para el modelo MCLWR no existen expresiones cerradas para los
valores y vectores propios, esta información caracterı́stica es fundamental para la
implementación de esquemas espectrales de alto orden tipoWENO, puesto que la
implementación por componentes (es decir, sin usar la información caracterı́sti-
ca completa) usualmente produce oscilaciones al rededor delas iscontinuidades
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debido a la interacción de los diferentes campos caracter´ısticos. La hiperbolici-
dad del sistema (0.0.1), (0.0.2) ha sido estudiado por muchos investigadores: En
la referencia [3] se demostró la hiperbolicidad del modelode tráfico vehicular
MCLWR mostrando que el sistema es simetrizable y construyendo xplı́citamen-
te un par de entropı́a para tal sistema, aquı́ se retoma tal resultado desarrollando
completamente todos los cálculos. La existencia de pares de entropı́a es funda-
mental para la construcción de esquemas estables de entropı́a [31]. Más reciente-
mente Donat y Mulet [11], [12] realizaron un análisis para la hiperbolicidad del
modelo de tráfico vehicular MCLWR proveyendo la informaci´on caracterı́stica
completa, la cual como se ha mencionado antes es una informaci´ n esencial para
la implementación de esquemas espectrales de alto orden. Estas últimas referen-
cias incluyen también simulaciones numéricas con el método WENO usando la
técnica de refinamiento con mallas adaptativas introducida por Berger y Oliger
[4].
En este trabajo se implementa el esquema WENO espectral de quinto orden pero
usando el enfoque de Harten [18],[19] y [20], el cual permitereducir en forma
significativa las evaluaciones de flujo (donde se concentra gran parte el costo
computacional para métodos de alto orden).
El trabajo se organiza de la siguiente manera: En el capı́tulo 1 se presentan los
conceptos básicos de los sistemas de leyes de con conservación, en el capı́tulo 2
se muestra un análisis del modelo de tráfico vehicular MCLWR, el tercer capı́tulo
describe el método WENO incorporando la información caraterı́stica, además se
da una breve descripción del algoritmo de multirresoluci´n y en el cuarto capı́tu-
lo se hace una implementación numérica con un ejemplo est´andar aplicando la
teorı́a dada. Por último, damos nuestras conclusiones.
Capı́tulo 1
Preliminares
En este capı́tulo se presentan algunas definiciones básicas relativas a sistemas
de leyes de conservación, además se dan algunos resultadocon cidos con sus
respectivas pruebas que permiten hacer el estudio del caracter hiperbólico de sis-
temas de leyes de conservación, se incluye en particular unres ltado de álgebra
lineal que serán muy útil para analizar la hiperbolicidadel modelo de tráfico
vehicular considerado en este trabajo.
Definición 1.0.1 Un sistema de leyes de conservación de primer orden y uni-
dimensional en la variable espacial es un sistema de ecuaciones diferenciales
parciales de la forma
∂tρ+ ∂xf (ρ) = 0, (x, t) ∈ R× [0,∞[ (1.0.1)
dondeρ = ρ(x, t) : R × [0,∞[→ Ω es el vector de incógnitas yf : Ω → RM
es la función de flujo, la cual en general es no lineal. Aquı́Ω es un subconjunto
abierto deRM . Junto con la ecuación (1.0.1) consideraremos un dato inicial
ρ(x, 0) = ρ0(x), x ∈ R (1.0.2)
Definición 1.0.2 Una solución clásicadel problema de Cauchy (1.0.1)-(1.0.2)
es una funciónρ de claseC1 que satisface dicho sistema puntualmente.
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Es bien conocido que, independientemente de la regularidaddel dato inicialρ0(x),
el problema (1.0.1)-(1.0.2) no tiene soluciones clásicaspara todot > 0. Por lo
tanto, es necesario considerar soluciones en un sentido débil o soluciones distri-
bucionales.
Definición 1.0.3 Una funciónρ ∈ L∞(R × [0,∞[) es unasolución débil del





[ρ(x, t) · φt(x, t) + f(ρ(x, t)) · φx(x, t)] dxdt+
∫
R
ρ0(x) · φ(x, 0) dx = 0
(1.0.3)
para toda función testφ ∈ C10(R× [0,∞[).
Las soluciones débiles para un sistema de leyes de conservación no necesaria-
mente son únicas, en consecuencia, para obtener unicidad se requiere una con-
dición adicional o criterio de admisibilidad, usualmentellamadacondiciones de
entroṕıa, para seleccionar una solución que sea fı́sicamente relevante.
Definición 1.0.4 SeanE : RM → R y Q : RM → R funciones de claseC2 con
E convexa. Se dice queE es una función de entropı́a para el sistema (1.0.1) si
v⊤Jρf (ρ) = ∂ρQ(ρ), (1.0.4)
dondev⊤ = ∂ρE(ρ) son las variables de entropı́a yJρf (ρ) la matriz Jacobiana







La funciónQ es llamada función flujo de entropı́a asociada aE y (E,Q) es
llamado un par de entropı́a para la ecuación (1.0.1).
Una consecuencia de la ecuación (1.0.4) es que las soluciones suaves de (1.0.1)
satisfacen la identidad de entropı́a
∂tE(ρ) + ∂xQ(ρ) = 0. (1.0.5)
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Sin embargo, como se ha mencionado anteriormente, las soluciones de (1.0.1)
son, en general, discontinuas. Luego, la identidad (1.0.5)se reemplaza por la
desigualdad (en el sentido de distribuciones):
∂tE(ρ) + ∂xQ(ρ) ≤ 0. (1.0.6)
Mas formalmente se tiene la siguiente definición.
Definición 1.0.5 Una solución débilρ de problema (1.0.1)-(1.0.2) con(x, t) ∈
R× [0,∞[ se llama unasolución de entroṕıa si para todo par de entropı́a(E,Q)








E(ρ0(x))φ(x, 0) dx ≥ 0. (1.0.7)
Observacíon 1.0.1 Las leyes de conservación escalares unidimensionales po-
seen infinitas funciones de entropı́a, de hecho, para cualquier función convexa




E ′(τ)f ′(τ) dτ. (1.0.8)
Tal riqueza en pares de entropı́a para el caso escalar facilita el estudio del pro-
blema de existencia y unicidad. Infortunadamente, en general, para los sistemas
de leyes de conservación no siempre es una tarea sencilla hallar funciones de en-
tropı́a.
A continuación se definen los sistemas hiperbólicos, la hiperbolicidad es un con-
cepto fundamental en el contexto de leyes de conservación tanto desde el punto de
vista teórico como numérico. De hecho para algunos modelos de flujo cinemáti-
cos, la perdida de hiperbolicidad está relacionada con fenóm os de inestabilidad
(ver [6]).
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Definición 1.0.6 El sistema de leyes de conservación (1.0.1) es llamadohiperbóli-
co, si la matriz JacobianaJρf (ρ) es diagonalizable con valores propios reales.
Estos lo denotamos como
λ1(ρ) ≤ ... ≤ λM(ρ).
Si los valores propios son, además, todos distintos, entonces decimos que el sis-
tema esestrictamente hiperb́olico. Los valores propiosλj(ρ) de un sistema
hiperbólico son llamados también velocidades caracter´ısticas.
Dado que el tamaño de la matriz Jacobiana puede ser arbitrariamente gran-
de el estudio directo de los valores propios a través del polinomio caracterı́sti-
co puede resultar un procedimiento dispendioso y computacion lmente costoso.
El siguiente resultado relaciona los conceptos de entropı́a e hiperbolicidad y se
usará para una de las pruebas de hiperbolicidad del modelo de tráfico vehicular
cuya descripción se presenta en el siguiente capı́tulo.
Lemma 1.0.1 [15, 25]. Si el sistema conservativo (1.0.1) tiene una entropı́a es-
trictamente convexa, entonces dicho sistema es hiperbólico.
Demostracíon:
Suponga que el sistema tiene una entropı́a estrictamente cov xaE con flujo de
entropı́aQ, es decir,
∂ρE(ρ)Jρf (ρ) = ∂ρQ(ρ) (1.0.9)
ComoE es estrictamente convexa entonces su matriz Hessiana∂2
ρ
E(ρ) es simétri-











j = 1, ..., n.
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Puesto que el lado izquierdo es simétrico enj y k entonces lo mismo vale para el





















E y H := ZJρf .
Dado queZ es definida positiva y simétrica, entonces existe una única ma-
triz Z
1



















Debido que toda matriz simétrica es diagonalizable, existuna matrizB inverti-










es decir,Jρf es diagonalizable.
Por otro lado, comoZ es definida positiva y simétrica, tenemos que
wTZw > 0, para todo w ∈ Rn,w 6= 0.
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Tomando r := wTZw > 0, resulta
λr = wT (λZw) = wTHw = (Hw)Tw = (λZw)Tw = λ(wTZw) = λr.
Por lo tanto,λ ∈ R.
Hemos mostrado queJρf es diagonalizable y que sus valores propios son reales,
por lo tanto, el sistema es hiperbólico. 2
Definición 1.0.7 Se dice que el sistema de leyes de conservación unidimensional
∂tρ+ ∂xf (ρ) = 0
es “simetrizable”si para cadaρ ∈ Ω existe una matriz simétrica definida positiva
Z = Z(ρ) tal queZJρf es simétrica.
Corolario 1.0.1 Si el sistema de leyes de conservación es simetrizable, entonces
es hiperbólico.
Finalizamos estos preliminares matemáticos con un resultado del álgebra lineal
que permite reducir el análisis de los valores propios de matrices que son per-
turbaciones de rango uno de una matriz diagonal, al estudio de las raı́ces de una
ecuación racional que usualmente recibe el nombre de ecuación secular. Este re-
sultado fue probado por Golub [17] para el caso de perturbaciones de rango uno
autoadjuntas de una matriz diagonal. Un resultado más general se puede encon-
trar en las referencias [1] y [11] para el caso de perturbaciones de rango arbitrario
m de una matriz diagonal.
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Teorema 1.0.1 [La ecuación secular] Suponga queD = diag(u1, u2, . . . , un) es
una matriz diagonal real tal que1 < u2 < · · · < un y a,b ∈ Rn×1. Seaλ 6= ui
parai = 1, . . . , n. Entoncesλ es un valor propio de la matrizD+ ab⊤ si, y sólo
si






dondeγi = aibi, i = 1, . . . , n.
Demostracíon:
La prueba se sigue fácilmente de la igualdaddet(C + ab⊤) = det(C)(1 +
b⊤C−1a) si C es cualquier matriz invertible. En efecto, teniendo en cuenta que
λ 6= ui parai = 1, . . . , n, entonces el polinomio caraterı́stico deD + ab⊤ se
puede escribir como
p(λ) = det((D− λI) + ab⊤)











p(λ) = det(D− λI)S(λ). (1.0.11)








2.1. Descripcíon del modelo
En este capı́tulo se aborda el análisis del carácter hiperbólico de un modelo de
tráfico vehicular, a saber, el modelo con múltiples claseso pecies de Lighthill-
Whitham-Richards (MCLWR) el cual fue propuesto independietemente por los
autores Wong y Wong [32] y Benzoni-Gavage y Colombo [2]. Dicho modelo
constituye una extensión del famoso modelo continuo de flujo de tráfico (uni-
dimensional) desarrollado por Lighthill-Whitham-Richards (LWR). El modelo
original de LWR es descrito por una sola ley de conservaciónescalar
∂tρ+ ∂x(ρv(ρ)) = 0,
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siendoρ(x, t) la densidad de vehı́culos (vehı́culos por milla) donde la función ve-
locidadv es no negativa yv′(ρ) < 0. Una primera falencia de éste modelo es que
supone que todos los conductores responden en forma homogénea a un evento
determinado. La extensión a varias especies (modelo MCLWR) es más realista
al considerar el comportamiento heterogéneo de los diferent s conductores y es
descrito por un sistema de leyes de conservación no lineal yunidimensional
∂tρ+ ∂xf (ρ) = 0, (2.1.1)
dondeρ = ρ(x, t) = (ρ1, ..., ρM)⊤ es el vector de densidad, es decir, para cada
i = 1, ...,M , ρi es la densidad de vehı́culos que pertenece a la clase o especie i
y f(ρ) = (f1(ρ), ..., fM(ρ))⊤ es el vector de flujo. Bajo el supuesto de que los
conductores de cada clase ajustan su velocidad a la densidadtotalr = ρ1 + ... +
ρM , es decir,vi(ρ) = ui(r)ρi parai = 1, ...,M , la función de flujo adquiere la
forma
fi(ρ) = ρiui(r), i = 1, ...,M, (2.1.2)
con
ui(r) = βiφ(r), i = 1, ...,M.
Aquı́, βi es la velocidad máxima alcanzada por los vehı́culos en la clasei con
0 < β1 < ... < βM y φ(r) es una función (que no se anula en ningún punto) que
describe el comportamiento de los conductores. Algunas expresiones estándar









El espacio de fase para (2.1.1) es
D = {ρ = (ρ1, ..., ρM)
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dondermáx es la densidad máxima de vehı́culos.
















i(r), si i = j,
ρiu
′
i(r), si i 6= j.
Por lo tanto,






















es decir,Jρf (ρ) es una perturbación de rango uno de la matriz diagonal cuyas
entradas son las velocidades de las especies. Luego, del Teor ma 1.0.1 con
γi := aibi = ρiu
′
i(r) (2.1.7)
resulta que siρi > 0, el problema de caracterizar y hallar los valores propios
de la matriz Jacobiana del modelo MCLWR se reduce a estudiar las raı́ces de la
ecuación secular





conγi dado por (2.1.7).
Más aun, puesto que las velocidades son funciones decrecient s con respecto a la
concentración total (esto es,u′(r) < 0 ), se sigue queγi < 0 si ρi > 0. Luego,
ĺımλ→u±i S(λ) = ±∞ y ĺımλ→±∞ S(λ) = 1. En consecuencia la ecuación secular
S(λ) = 0 tieneM raı́ces reales distintasλ1, ..., λM con
λ1 < u1 < λ2 < u2 < · · · < λM < uM .
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Esta propiedad se le conoce como propiedad de entrelazamiento.
Para completar las cotas que permiten localizar las raı́cesde la ecuación secu-
lar resta hallar una cota inferior paraλ1 y para esto será suficiente hallarK1 < u1
tal queS(K1) ≥ 0. En efecto, tomando
K1 := u1 + γ1 + · · ·+ γM ,
tenemos que














































Se ha probado el siguiente resultado.
Teorema 2.1.1Si ρi > 0, i = 1, ...,M , entonces el sistema (2.1.1), (2.1.2) es
estrictamente hiperbólico. Más aún, los valores propios satisfacen la siguiente
propiedad de entrelazamiento
K1 := u1 + γ1 + · · ·+ γM < λ1 < u1 < . . . < uM−1 < λM < uM .
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Observacíon 2.1.1 El teorema previo da condiciones suficientes para la hiper-
bolicidad estricta, sin embargo, hay subregiones del domini para las cuales las
densidades pueden ser ceros y el sistema es estrictamente hiperbólico como se
indica en laProposición 1 de [12].
Observacíon 2.1.2 Desde el punto de vista numérico la relevancia de la propie-
dad de entrelazamiento radica en que facilita el cálculo delos valores propios,
información que es vital para la implementación de los esqu mas numéricos.
Observacíon 2.1.3 Varios autores han estudiado el caracter hiperbólico de este
modelo, empleando diferentes enfoques. Aquı́ hemos usado el enfoque de Donat
y Mulet [11, 12] para obtener la hiperbolicidad del modelo detráfico vehicular
MCLWR. En [33] obtuvieron una expresión explı́cita del polin mio caracterı́stico
deJρf y probaron existencia deM valores propios reales usando una propiedad
de entrelazamiento. En [2], los autores demostraron que si las densidades son es-
trictamente positivas, el sistema (2.1.1) es simetrizabley por tanto hiperbólico. A
continuación presentaremos los detalles de los cálculosde ésta última referencia
debido a que se obtiene un par de entropı́a para el modelo. Unaconsecuencia im-
portante de disponer de un par de entropı́a es que dicha información puede usarse
para la construcción de esquemas conservativos de entrop´ıa, actualmente hay una
corriente muy activa en esta linea de investigación, ver por ejemplo referencias
recientes [13, 14, 31].























Para que la matriz Hessiana sea diagonal, la entropı́a tieneque ser de la forma
E(ρ) = e1(ρ1) + ... + eM(ρM),




E = diag(e′′i (ρi)).












′(r)ρjβj , i = 1, ...,M.
Ası́
e′′i (ρi)ρiβi = e
′′





i = 1, ...,M.




ln ρi i = 1, ...,M.





ln ρi dρi =
1
βi
ρi(ln ρi − 1) i = 1, ...,M.
De esta forma se obtiene una función de entropı́a para la leyde conservación
(2.1.1) la cual viene dada por





ρi(ln ρi − 1). (2.1.9)
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Por otra parte, utilizando la relación∂ρQ = ∂ρEJρf podemos hallar fácilmente



























Dado que e′i(ρi) =
1
βi






ρj ln(ρj) + ln(ρi)(φ+ φ
′ρi), i = 1, ...,M.
Integrando con respecto aρi,





φ ln(ρi) dρi +
∫
φ′ρi ln(ρi) dρi.
Ahora integrando por partes la segunda integral, se obtiene


















Q(ρ1, ..., ρM) = φ(r)
M∑
j=1
ρj ln(ρj)− Φ(r), (2.1.10)
dondeΦ es una primitiva deφ.












ρj ln(ρj)− Φ(r), (2.1.12)
dondeΦ es una primitiva deφ.
Note que la matriz Hessiana deE es definida positiva, por lo tanto,E es es-
trictamente convexa, luego por el Lema 1.0.1 el sistema de leyes de conserva-
ción (2.1.1), (2.1.2) es hiperbólico. Este es un camino alternativo de probar la
hiperbolicidad del modelo, bajo el supuesto que las densidades son estrictamente
positivas.



























conΦ una primitiva deφ.
2.2. Información caracteŕıstica
El resto de la información caracterı́stica asociada a la matriz Jacobiana del mo-
delo MCLWR necesaria para la implementación de los esquemas numéricos se
calcula como sigue. Se incluyen en los cálculos los casos enqu algúnρi es cero.
SeaΛ := {q : aq = 0}, dondea está dada por (2.1.6), la estructura de los
vectores propios deJρf es la siguiente: Paraq ∈ Λ, uq es un valor propio, con
los correspondientes vectores propios a izquierda y a derecha normalizadosl y r,
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dados por






, si i 6= q,
1, si i = q.
Si c es el numero de elementos deΛ, los valores propios restantes son lasM − c
raı́ces reales deS(λ) = 0, con los correspondientes vectores propios izquierdos








En efecto, seaλ el valor propio deJ := Jρf asociado al vector propio a derecha
r, es decir,
Jr = λr
entonces, teniendo en cuenta queJ = D + ab⊤, resulta
(D − λI)r + a(b⊤r) = 0.
Si λ 6= ui para cadai = 1, ...,M , se sigue que
r + (D − λI)−1aξ = 0, con ξ = b⊤r. (2.2.1)
Si multiplicamos porb⊤ , obtenemos,
b⊤r + (b⊤(D − λI)−1a)ξ = 0,








ξ = S(λ)ξ = 0.
Puesto queξ 6= 0, resulta,S(λ) = 0. Sin pérdida de generalidad, tomemosξ =
−1 , se obtiene ası́














, i = 1, ...,M
Por otra parte es fácil ver que los vectores propios a izquierda deJ = D + ab⊤
son los vectores propios a derecha deD + ba⊤. En efecto, suponga quel es un
vector propio a izquierda deJ asociado al valor propioλ, es decir,
l⊤J = λl⊤,
l⊤(D + ab⊤) = λl⊤,
entonces
(D + ba⊤)l = λl.
Ası́ procediendo como se hizo arriba parar resulta













, i = 1, ...,M
Si ρq = 0 para algúnq ∈ {1, ...,M}, entoncesaq = 0. Luego
e⊤q J = e
⊤
q D + e
⊤
q ab








es decir,l = e⊤q es un vector propio a izquierda deJ con valor propio asociado
λ = uq.
Para el cálculo del vector propio a derecha asociado conuq se procede ası́:
Jr = uqr,
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(D + ab⊤)r = uqr,
(D − uqI + ab
⊤)r = 0.
Entonces
(ui − uq)ri + ai(b





ξ = 0 con ξ = b⊤r. (2.2.2)
Con el objeto de que los vectores estén normalizados se impone la condición
rq = e
⊤
q r = 1.

































 ξ = 1.
Por lo tanto
S(uq)ξ = 1.
De eso se sigue que












En 1987 Harten, Engquist, Osher y Chakravarthy [18] introdujeron los esquemas
de alto orden ENO (Essentially Non Oscillatory). Estos esqumas han sido am-
pliamente usados para hallar la solución numérica de sistmas hiperbólicos de
leyes de conservación, las cuales se caracterizan por la presencia de discontinui-
dades (choques). La idea general del método es hacer una reconstrucción de una
función a partir de sus promedios de celda utilizando polinomios a trozos pero
usando un procedimiento adaptativo en la selección de los esténcil (conjunto de
puntos usados en la interpolación) para evitar en lo posible incluir celdas donde
se presentan discontinuidades. Posteriormente y con el objtivo de suplir algu-
nas desventajas del método ENO , Liu, Osher y Chan [24] y Jiang, Shu [21] se
basaron en este método para desarrollar una extensión concid como el método
WENO (Weighted essentially nonoscillatory). Dicho método se basa en el uso
de combinaciones convexas ponderadas de las reconstrucciones de los posibles
polinomios asociados a cada esténcil. Esta ponderación se asigna de modo que en
las regiones suaves se obtenga un mayor orden de precisión,mientras que cerca
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de las discontinuidades los respectivos pesos reciben valores pequeños.








− f̂ j− 1
2
), (3.1.1)
dondeρj(t) denota la aproximación numérica deρ(xj , t), h es el tamaño de la
celda con centro enxj y el flujo numéricof̂ j+ 1
2
es obtenido por el método WENO
de quinto orden (WENO-5) (ver referencias [21, 28]) como se indica enseguida.
El lado derecho de la ecuación (3.1.1), el cual denotaremoscomoL(ρ(t)), es una
aproximación de la derivada espacial∂xf (ρ). Dada la no linealidad del modelo
y teniendo en cuenta que los valores propios de la matriz Jacobiana no tienen
necesariamente el mismo signo, entonces para garantizar que la información ca-
racterı́stica se propague en la dirección correcta se requiere dividir el flujo en sus
partes positiva y negativa, es decir,f (ρ) = f+(ρ)+f−(ρ). Emplearemos la par-
tición de flujo de Lax-Friedrichsf±(ρ) := 1
2
(f(ρ) ± αρ). Aquı́, el coeficiente












(ρj + ρj+1) y λi(ρj+ 1
2
) son los valores propios de la matriz
JacobianaJρf (ρj+ 1
2
). Puesto que se pretende implementar una versión espectral
de WENO-5, también tenemos que calcular los vectores propios (normalizados)
a izquierdalj+ 1
2
, i y los vectores propios a derecharj+ 1
2
, i, i = 1, ...,M de
Jρf(ρj+ 1
2
), el subı́ndice(j + 1
2
, i) indica el i-ésimo vector propio en la interfaz
j + 1
2
. Esto se logra mediante el uso del Teorema 1.0.1. SeaRj+ 1
2
la matriz




son los vectores propios a izquierda. Con esta información,
es posible calcular los flujos caracterı́sticos locales alrededor de la interfazxj+ 1
2
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param = −2,−1, 0, 1, 2. Estos flujos se utilizan para construir los indicadores
de regularidadIS+p y IS
−




































































































Observe que cada indicador de suavidad es una cantidad vectorial onM com-
ponentes dondeM es el número de especies.
A continuación, se utilizan los indicadores de regularidad p ra calcular los pesos
ω+p y ω
−

























En este caso, los coeficientesCp parap = 0, 1, 2, son los pesos ideales (Jiang y
Shu [21]), a saber,C0 = 110 , C1 =
6
10
y C2 = 310 . El parámetroδ > 0 se introdujo
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originalmente para evitar que el denominador no sea nulo. Sin embargo, como se
señala en [22] la elección de valores grandes de este parámetroδ puede causar
oscilaciones, mientras que para valores pequeños puede generar una disminución
del orden del método. El valorδ = 10−6 se recomienda en la referencia [22].































































Finalmente, se realiza la reconstrucción de las variablesoriginales mediante el
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En la referencia [7] los autores implementaron el esquema WENO por compo-
nentes junto con multirresolución adaptativa, es decir, sin incluir información
caracterı́stica, en tal caso, la matrizRj+1/2 es reemplazada por la matriz idéntica
M ×M .
Para resolver la ecuación (3.1.1) manteniendo alto orden en el tiempo con bajos
requerimientos de almacenamiento, usamos el popular método de Runge-Kutta
que preserva fuertemente la estabilidad de tercer orden y trs e apas (ver referen-
cia [16]), el cual está dada como:





















donde la entradaρn aproxima la solución ent = tn = n∆t.
Para que la condición CFL (Courant-Friedrichs-Lewy) se satisfaga, el paso del
tiempo∆t es calculada de forma adaptativa por




dondeCcfl es el número de Courant yαnmáx es una estimación de la máxima velo-
cidad caracterı́stica paraρn. Recordemos que la condición CFL es una condición
necesaria para la estabilidad del método de diferencias finitas (ver [23] para más
detalles) y experiencias numéricas [35] sugieren tomarCcfl ≤ 0,6. En este traba-
jo, se usóCcfl = 0,18
3.2. Métodos Adaptativos de Multirresolucíon
Los métodos adaptativos de multirresolución han demostrado ser herramientas
muy eficientes para resolver ecuaciones diferenciales parciales, particularmente
leyes de conservación hiperbólicas [7, 8, 10, 19, 20]. Estas e basan en la re-
presentación de la solución numérica en una malla fina, tomando valores en una
malla más gruesa y una serie de diferencias en los diferentes niv les de las ma-
llas diádicas anidadas. Dado que estas diferencias son pequeñas en las regiones
donde la solución es suave, pueden ser descartadas en dichas zonas, ası́ podemos
obtener una compresión de los datos. Esta caracterı́sticae especialmente útil pa-
ra las leyes de conservación donde la solución por lo general exhibe choques en
regiones pequeñas pero es suave en la mayor parte del dominio. A continuación,
se describe brevemente el algoritmo de multirresolución,para más detalles ver
las referencias [7, 8, 12, 16].
Consideremos una familia uniforme de mallas diádicas anidadas(X0, X1, ..., XLc)





), Nk = 2
m−k, m ∈
N, siendoX0 y XLc el nivel de resolución más fino y el más grueso respectiva-
mente conN0 = 2m. Dado que las mallas son uniformes, la longitud de la celda
del nivelk eshk = (b − a)/Nk. Los datos de entrada son promedios de celdas




j ] del nivel más
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k−1∩Xk = Xk y xkj = x
k−1
2j para 1 ≤ j ≤ Nk.
Figura 3.2: Diferentes escalas de promedios de celdas
La representación deρ en cualquier mallaXk se puede obtener de la malla más






2j ), 1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc.
Con el fin de recuperar la representación deρ nXk−1 a partir de su represen-
tación en la siguiente malla más gruesa, se usa la equivalenci xistente entre
el valor promedio de celdaρk y el valor puntualP kj := P (x
k
j ) de la función


















Tenga en cuenta que debido a la estructura anidada de las mallas, los valoresP kj
en cualquier malla gruesaXk puede obtenerse a partir del nivel más finoXk−1
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por
P kj = P
k−1
2j , 0 ≤ j ≤ Nk. (3.2.3)
Ahora, para recuperar los valoresP k−1j sobre la mallaX
k−1 a partir de los va-
lores de la mallaXk, se usa primero la relación (3.2.3) con el fin de obtener




2j−1 para1 ≤ j ≤ Nk se aproximan me-













donder = 2s. A lo largo de este trabajo, sólo tenemos en cuenta la interpola-
ción de orden tres(r = 4, s = 2), para la cual vamos a utilizar el polinomio







































































































































































































j+1), para j = 2, ..., Nk−1.
(3.2.6)
Para el casoj = 1 y j = Nk hay que usar puntos fuera del dominio, por ello
es necesario considerar otro conjunto de nodos de tal forma que los puntos usa-
dos para interpolar queden dentro del dominio, ası́ paraj = 1 se toman los puntos
P 0,P 1,P 2 yP 3 y paraj = Nk se toman los puntosPNk ,PNk−1,PNk−2 yPNk−3.

















(P kNk−3 − 5P
k
Nk−2















, 1 ≤ j ≤ Nk.
(3.2.9)
Las cantidadesdkj son también conocidas comodetallesocoeficientes de ond́ıcu-
las. Los valores enxk−12j−1 se calculan a partir de la función polinomial que inter-
pola los puntos(P kj−s, ...,P
k
j+s−1). Teniendo en cuenta los valores en (3.2.6) y
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j+1), para j = 2, ..., Nk − 1. (3.2.10)






































) es equivalente a conocerρk−1.
Ası́, podemos recuperar los promedios de celdasρ0 en el nivel más fino a partir
de los detallesd1,d2, ...,dLc y el promedio de celdasρLc en el nivel más grue-
so. La sucesiónρM := (d
1,d2, ...,dLc ,ρLc) se denomina la representación de
multirresolución deρ0. Dado que los detalles corresponden a los errores de in-
terpolación que contienen información acerca de la regularidad local deρ, serán
utilizados para la construcción del conjunto de ı́ndices(j, k), que corresponde a
las posiciones significativas en el siguiente sentido: sidkj son los detalles de la
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representación de multirresolución en la malla mas fina dela soluciónρn en el
tiempotn, las posiciones significativas para el siguiente paso de tiempon+1 son
los puntosxkj para el que(j, k) ∈ D
n, donde
D
n := {(j, k) :‖ dkj ‖∞> εk}. (3.2.13)
Aquı́, εk = ε/2Lc−k, dondeε > 0 es una tolerancia prescrita (ver [10]) y‖
dkj ‖∞ es la norma del máximo del vectord
k
j . Como se ha mencionado antes las
soluciones de las leyes de conservación hiperbólicas desarrollan discontinuidades
o choques, por ende, el conjunto de puntos significativosDn debe ser ampliado
para incluir los llamados ”safety points”, dicha extensión se denota porD̃n. En
[19], Harten propone el siguiente algoritmo para el cálculo deD̃n:
Algoritmo 3.2.1 Cálculo deD̃n.
1. Definaµ̂(j, k) = 0, 1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc
2. for k = 1, ..., Lc
for j = 1, ..., Nk




µ̂(m,k) = 1, m = j − 1, j, j + 1
if ‖ dkj ‖∞≥ 2
p+1εk and k > 1 then





3. DefinaD̃n := {(j, k)|µ̂(j, k) = 1}
Aquı́, p ∈ [1, r − 1] conr = 2s− 1. Según [19], el lı́mite superior( − 1) tiene
en cuenta la efectividad de la pérdida de regularidad en lasetapas finales de la
formación del choque.
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El conjuntoD̃n se usa para determinar si el flujo numérico se calcula usandou
esquema numérico estándar (en este trabajo el esquema WENO-5 espectral) o
bien se calcula utilizando interpolación a partir de las mallas más gruesas, este es
un aspecto crucial debido que en general, el costo computacional para aproximar
numéricamente soluciones de leyes de conservación se conc ntra en el cálculo de
los flujos numéricos, especialmente si se emplea un esquemabasado en informa-
ción caracterı́stica.
Los detalles o coeficientes de ondı́culas contienen información acerca de la regu-
laridad local de la solución, además descartar los detalles que sean más pequeños
que cierta tolerancia preestablecida implica una compresión de datos. En este
sentido el siguiente resultado (ver [19], [26] ) justifica lae ección de los paráme-
tros usados en el algoritmo (3.2.1) para la construcción del conjunto de indices
correspondiente a las posiciones significativas.
Observacíon 3.2.1 Si la funciónu(x) enx = x∗ poseep−1 derivadas continuas
y una discontinuidad de salto en la derivadap-ésima, entonces en los puntosxkj





p[u(p)], si 0 ≤ p ≤ r,
(hk)
pu(p), si p > r,
(3.2.14)
donder es el orden de precisión de la aproximación(r = r − 1), p ≤ 1 y [ ]
denota el salto en la discontinuidad.
El objetivo de los esquemas de multirresolución es poder comprimir la mayor
cantidad de datos para reducir el costo computacional, paraello se consideran
sólo los detallesdkj cuya norma (escalada) es mayor que un valor de comparación
dependiente del nivel, éste valor es una tolerancia preestabl cidaεk mencionada









0, si ‖dkj‖∞ < εk,
dkj , si ‖d
k
j‖∞ ≥ εk,
1 ≤ j ≤ Nk, 1 ≤ k ≤ Lc,
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dondetrεk es llamado operador de truncamiento.
Finalmente, incorporamos toda la información descritas en este capı́tulo para el
diseño del algoritmo introducido por Harten [19] que por último permite obtener
la solución numérica. Dada la soluciónρn,0 sobre la malla más fina ent = n∆t,
la soluciónρn+1,0 en la malla más fina ent = (n + 1)∆t es calculado por el
siguiente algoritmo.
Algoritmo 3.2.2
1. Calcule el conjunto de puntos significativosD̃n := {(j, k)|µ̂(j, k) = 1}
(ver algoritmo 3.2.1).
2. Construya la representación de multirresolución deρn,0 y después de des-
cartar los detalles no significativos, recupere la solución en la malla más
fina, esta solución se denotãρn,0.
3. Definaρj ← ρ̃
n,0
j , paraj = 1, ...N0., y use el método de Runge-Kutta para
calcularρn+1j . En cada etapa del método de Runge-Kutta calculeL(·) a
partir de los flujos numéricos para todos los niveles, talesflujos se calculan
usando WENO-5 si(j, k) ∈ D̃n o utilizando interpolación polinomial si
(j, k) no es un punto significativo.
4. Definaρn+1,0j ← ρ
n+1
j , paraj = 1, ...N0.





Consideramos el ejemplo estándar presentado en [32, 36] con N = 9 clases
diferentes de vehı́culos que se caracterizan por las velocidades máximas dadas
por vmáxi = (52,5 + 7,5i), i = 1, ..., 9. La funciónφ(ρ) consiste en la ecuación
de Drake
φ(ρ) = exp(−0,5(ρ/ρ∗)2),
donde el parámetro común para todas las clases de usuarioρ∗ se toma como
50veh/km. La frontera del lado izquierdo del dominio no tiene ningunae trada
(ρi = 0) para todos los tiempos y la frontera del lado derecho es de salida libre.
Las condiciones iniciales para la ley de conservación∂tρ+ ∂xf (ρ) = 0 son






10x, si 0 < x ≤ 0, 1,
1, si 0, 1 < x ≤ 0, 9,
−10(x− 1), si 0, 9 < x ≤ 1,
0, otro caso.
En las figuras 4.1 y 4.2 se muestra el perfil de soluciones numéricas de cada cla-
se y la densidad total en los tiempost = 0,005 h, t = 0,010 h, t = 0, 020 h
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y t = 0, 04 h. Destacamos la ausencia de oscilaciones cerca de discontinuida-
des gracias al uso de la información caracterı́stica. Aqu´ı, usamos una tolerancia
de ε = 10−3 y tres niveles, es decir,Lc = 3 y una malla fina conN0 = 28
puntos. También observamos una representación de las posiciones de los puntos
importantes (elementos dẽDn) en cada nivel. Note que en zonas en las que las so-
luciones son suaves no aparecen posiciones significativas en lo mejores niveles
1 y 2 lo que significa que en estas zonas las evaluaciones de flujo sedesarrollan
por interpolación. Por el contrario, podemos ver las concentraciones de elemen-
tos deD̃n en torno a los choques. Esto muestra la capacidad de adaptación de los
esquemas de multirresolución donde su esfuerzo computacional se concentran en
regiones donde realmente es necesario. En [7] (véase el ejemplo 2) algunas os-
cilaciones se presentan al comienzo de la parte de la carreter considerada, tal
comportamiento se debe a la aplicación del esquema WENO. A pesar de que
utilizamos pocos puntos para nuestra malla espacial, no hayscilaciones consi-
derables en las simulaciones presentadas. Se calculan las soluciones aproximadas
para mallas conN0 ∈ {256, 512, 1024, 2048, 4096} puntos. Dado que no tienen
soluciones exactas se usa una solución de referencia conNref = 20480 puntos.
El cálculo de los errores se hace de la siguiente manera. Denotemos porρN
0
i (·, t)
la solución para la i-ésima componente en el tiempo t para una malla conN0
puntos yρrefi (·, t) la solución de referencia para i-ésima componente. Suponga-
mos además, queρrefi (·, t) es constante a trozos en una malla de anchura1/Nref
para un determinado tiempot y definimosr := Nref/N0, entonces el error en la
normaL1 en la especiei se computa de la siguiente manera
ei = ei(t) = ‖ρ
ref
i (·, t)− ρ
N0








parai = 1, ...,M . En la tabla 4.1 se muestra los errores relativos aproximados
Ei, i = 1, ...,M para cada especie en la normaL1 para los puntos antes mencio-
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También se muestra una medida de la eficiencia del algoritmode multirresolución




























































































































































Figura 4.1: La primera y segunda columna muestran la soluci´on numérica para
cada especie, la concentración total y los coeficientes significativos para t=0.005
y t=0.010, respectivamente.
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Figura 4.2: La primera y segunda columna muestran la soluci´on numérica para
cada especie, la concentración total y los coeficientes significativos para t=0.020
y t=0.04, respectivamente.
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n µ E1 E2 E3 E4 E5 E6 E7 E8 E9
t = 0,005
256 2.306 0.111 0.110 0.110 0.109 0.109 0.109 0.109 0.108 0.108
512 2.708 0.057 0.056 0.055 0.054 0.053 0.053 0.053 0.053 0.053
1024 2.820 0.040 0.035 0.033 0.030 0.026 0.026 0.026 0.027 0.028
2048 3.282 0.030 0.026 0.022 0.017 0.014 0.013 0.014 0.015 0.015
4096 3.589 0.025 0.019 0.013 0.010 0.008 0.007 0.007 0.007 0.007
t = 0,010
256 2.115 0.120 0.118 0.114 0.111 0.109 0.109 0.109 0.109 0.110
512 2.461 0.073 0.067 0.063 0.058 0.053 0.052 0.053 0.053 0.053
1024 2.680 0.053 0.047 0.041 0.033 0.028 0.026 0.027 0.028 0.029
2048 3.220 0.044 0.035 0.027 0.020 0.016 0.015 0.015 0.015 0.015
4096 3.577 0.038 0.027 0.017 0.012 0.010 0.009 0.008 0.008 0.007
t = 0,015
256 2.015 0.128 0.122 0.117 0.111 0.109 0.109 0.109 0.109 0.110
512 2.285 0.086 0.079 0.071 0.062 0.053 0.053 0.053 0.054 0.055
1024 2.646 0.071 0.059 0.046 0.036 0.030 0.027 0.028 0.029 0.030
2048 3.362 0.059 0.045 0.032 0.022 0.019 0.017 0.016 0.015 0.016
4096 3.716 0.049 0.033 0.020 0.016 0.012 0.010 0.009 0.008 0.008
t = 0,020
256 1.984 0.147 0.138 0.128 0.117 0.107 0.097 0.086 0.074 0.065
512 2.306 0.103 0.092 0.079 0.065 0.054 0.052 0.051 0.050 0.047
1024 2.782 0.084 0.066 0.052 0.038 0.032 0.028 0.029 0.030 0.30
2048 3.483 0.073 0.054 0.034 0.025 0.021 0.019 0.016 0.015 0.016
4096 3.785 0.061 0.036 0.023 0.018 0.013 0.011 0.009 0.008 0.008
t = 0,04
256 1.446 0.302 0.211 0.151 0.110 0.080 0.062 0.050 0.046 0.049
512 2.015 0.259 0.160 0.108 0.072 0.046 0.036 0.030 0.027 0.029
1024 2.612 0.180 0.095 0.059 0.038 0.024 0.019 0.016 0.016 0.017
2048 3.047 0.090 0.048 0.028 0.019 0.012 0.009 0.008 0.008 0.011
4096 3.521 0.046 0.023 0.014 0.009 0.005 0.004 0.004 0.004 0.004
Cuadro 4.1: Errores aproximados en la normaL1.
Conclusiones
En este trabajo se desarrollaron en forma detallada los cálculos para mostrar la
hiperbolicidad del modelo multiclase de tráfico vehicularde Lighthill-Whitham-
Richards presentados originalmente en las referencias [2,11]. Como subproducto
del análisis del carácter hiperbólico del modelo se obtiene la información carac-
terı́stica necesaria para la implementación de un esquemanu érico de alto orden
teniendo en cuenta las ventajas que implica el uso de esquemas spectrales en
comparación con esquemas por componentes. Más concretamente, se usó el po-
pular esquema WENO de orden cinco combinado con una estrategia daptativa
de multiresolución propuesta por Harten [19]. Se da evidencia umérica de las
ventajas al utilizar un esquema de alto orden con informaci´on espectral y combi-
nado con el método adaptativo de multiresolución para un problema descrito por
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