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(Communicated at the meeting of March 30, 1963) 
§ 1. Historisches. In [1] *)gab P. MoNTEL den Satz: Raben die 
in einem Bereiche B (in R<2>) beschrankten und nach x und nach y 
(linear-)stetigen Funktionen u(x, y) und v(x, y) (xOy positiv orientiertes 
rechtwinkliges Achsensystem) endliche extreme Derivierte nach x und 
nach yin den Punkten von B-E, wobei E abzahlbar, und gilt in fast 
allen Punkten von B 
(}u (}v (}u (}v 
(}x = by ' byJ = - (}x ' 
so ist die komplexwertige Funktion f(z) = u(x, y) + i v(x, y) analytisch in B. 
Der MoNTELsche Beweis ist fehlerhaft; denn ein Gegenbeispiel von 
G. P. ToLSTOY in [2] zeigt, daB ein von MoNTEL benutztes Lemma nicht 
richtig sein kann. In [3] bewies TOLSTOY dennoch die Richtigkeit des 
Satzes (unter Wiederholung des genannten Gegenbeispiels). 
§ 2. Die V erallgemeinerung lautet: 
lm zweidim.euklidischen Raum R<2> sei xOy ein positiv orientiertes 
rechtwinkliges-, XOY ein positiv orientiertes im allgemeinen schief-
winkliges Koordinatensystem. <X sei der Winkel von positiver x- zur 
positiven X-Achse (bei Drehung in positivem Sinne, also O~<X<2n), 
{3 der Winkel zwischen positiver X- und positiver Y-Achse (mit 0<{3<n). 
In einem Bereiche B (in R<2>) sei f(z)=u(x, y)+i v(x, y) oder u(X, Y)+ 
+i v(X, Y), mit u und v reellwertig. 
Dann ist f(z) analytisch in B unter folgenden Bedingungen: 
1° u(X, Y) und v(X, Y) sind in B beschranktl) und linear-stetig nach 
X und nach Y; 
*) Die in eckigen Klammern gesetzten Nummern weisen auf die Bibliographie hin. 
1) Man sieht unmittelbar ein, daJ3 an dieser Stelle schon Beschranktheit von u 
und v in fedem beBchrankten abgeBchloBBenen Teilbereich von B geniigt. Allgemeiner 
laJ3t sich die Beschriinktheit in B ersetzen durch eine Maforantenbedingung: zu jedem 
abgeschlossenen, in B liegenden Parallelogramm 1 === [X1 ~X~X2; Y1 ~ Y~ Y2] 
gibt es eine Funktion M1(X) und eine Funktion M2(Y) bzw. definiert auf [X1, X2] 
und [Y1, Y2], und Lebesgue-integrierbar iiber das zugehorige Segment, wobei fiir 
fast aile X in [X1, X2] und jedes Y in [Y1, Y2] 
iu(X, Y)i ~ M1(X), iv(X, Y)i ~ M1(X), 
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2° in den Punkten von B-E, wobei E abzahlbar, haben u(X, Y) und 
v(X, Y) endliche extreme Derivierte nach X und nach Y; 
3° in fast allen Punkten von B ist 
o(u+iv) 
o( Yei!<>+P>) ' 
d.h. in fast allen Punkten von B ist die Ableitung von f(z) parallel zur 
X-Achse gleich der parallel zur Y-Achse. 
Bemerkung. LaBt man XOY mit xOy zusammenfallen, so erhalt 
man den Satz von MONTEL und TOLSTOV. 
Der Beweis beruht auf einige Hilfssatze. 
§ 3. Hilfssatz 1. XOY und (J seien wie in § 2. 1 sei ein Parallelo-
gramm mit den Seiten parallel zur X- und Y-Achse; dabei sei fi.ir jeden 
Punkt (X, Y) E1: X1:;:;;X:;:;;X2; Y1:;:;;Y:;:;;Y2. Fi.ir eine in 1 nach X und 
nach Y (linear-)stetige Funktion w(X, Y) und eine abgeschlossene Teil-
menge F von 1 soil es eine positive Konstante M geben derart daB aus 
(X, Y) E F, (X +h, Y) E 1, (X, Y +k) E 1 immer folgt 
jw(X +h, Y)- w(X, Y)i :;:;; M ·I hi, 
und 
jw(X, Y +k)- w(X, Y)i:;:;; M·ikl. 
1o _ [X10:;:;;X:;:;;X20; Y10:;:;;Y:;:;;Y20] sei das kleinste (ev. entartete) Teil-
parallelogramm von 1, mit Seiten parallel zur X- und Y-Achse, das F 
enthalt. Dann ist 
und 
I y,• 0 0 ow da I 5M - . fy. [w(X2 , Y) -w(X1 , Y)]dY- SfF :.x ----=---p :;:;; ----=---p · m(l- F), 1 u Sill Sill 
dabei deutet m das Lebesguesche FlachenmaB, da das Flachenelement in 
OW ow R<2) an, und sind die Integrale im Sinne von Lebesgue. bX und oY 
existieren in fast allen Punkten von F 2). 
Hilfssatz 2. XOY und 1 seien wie in Hilfssatz 1. Ist w(X, Y) in 1 
und fiir fast aile Y in [Y1, Ys] und jedes X in [X1, X2] 
iu(X, Y)i:;:;; M2(Y), iv(X, Y)l:;:;; M2(Y) 
gilt. Vergl. eine Bedingung in [3], Kap. 4 (Lemma 10, Satz 4 u. Satz 6 mit 
Bemerkung). 
2) Der Beweis laJ3t sich konstruieren nach Analogie eines Beweises in [4], 
s. 10-12. 
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(linear-)stetig nach X und nach Y, so sind bei m>O, b>O die Teilmengen 
von 1: 
E 1 [lw(X +h, yi- w(X, Y) I;£; m bei 0< lhl ;£; b und (X +h, Y) E 1 J und 
E 2 [1w(X, y +k~- w(X, Y)l ;£; m bei 0< lkl ;£; b und (X, Y +k) E 1 J 
abgeschlossen. 
Beweis. Aus (Xo, Yo) Haufungspunkt von E1 folgt die Existenz einer 
gegen (Xo, Yo) konvergierenden Punktfolge {(Xn, Yn)}, mit (Xn, Yn) EE1 . 
Mit 0<1hl;£;b, lim h1=0, und O<hi<h oder h<h1<0, je nachdem h 
i---+00 
positiv oder negativ ist, folgt bei vorlaufig festem j und in 1 liegenden 
Punkten: 
(1) 
lw(Xo+h-hj, Yni- w(Xo+hJ, Yn)l ;£; 
< lw(Xo+h-hj, Yn)-w(Xn, Yn)l lw(Xn, Yn)-w(Xo+hJ, Yn)l 
= h + h . 
A us n geniigend groB folgt weiter: 
wodurch, mit (1), 
lw(Xo+h-hj, Yn~- w(Xo+hJ, Yn)l ;£; 
IXo+h-hi-Xnl IXo+hi-Xnl ;£; m· h + m· h - . 
Wegen der Stetigkeit nach Y von w(X, Y) liefert n-+ oo: 
lw(Xo+h-hj, Yo)-w(Xo+hJ, Yo) I< ·lh-hil ·lhil. h =m h +m h' 
und hieraus folgt fiir j-+ oo wegen der Stetigkeit nach X von w(X, Y): 
l
w(Xo+h, Yo)- w(Xo, Yo) I< 
h =m, 
somit (Xo, Yo) E E1. 
Analog beweist man die Abgeschlossenheit von E2. 
..... 
Hilfssatz 3. xOy, XOY, lX, {3 und B seien wie in § 2. V(x, y) oder 
..... 
V(X, Y) sei ein in B definierter Vektor mit Komponenten P und Q in 
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bezug auf xOy, welche nach X und nach Y linear stetig und in B beschriinkt 8) 
~ ~ 
sind; der adjungierte Vektor fS(x, y) oder fS(X, Y) mit den Komponenten 
~=Q und 0= -P parallel zur x- bzw. y-Achse soU die Komponenten 
~x und 0y parallel zur X- bzw. Y-Achse haben. 
Gibt es nun in den Punkten von B-E, wobei E eine abzahlbare Teil-
menge von B, endliche extreme Derivierte von ~x(X, Y) und von 
0y(X, Y) nach X und nach Y 4 ), und gibt es eine tiber B nach Lebesgue 
integrierbare Funktion f(x, y), fiir die in fast allen Punkten von B 
ist, so ist fiir jedes abgeschlossene Parallelogramm 1 C B, mit Seiten 
parallel zur X- und Y-Achse und positiv orientiertem Rand R(J): 
(2) Hz f(x, y) da ~ fRm P dx+Q dy. 
Beweis. Mit 
x =X cos IX+ Y cos (1X+{3), y =X sin IX+ Y sin (1X+{3) 
und, fiir die Komponentenpaare ~. 0 und ~x, 0y des Vektors fS, 
~X= _J_{3 [~ sin (IX + {3) - 0 COS (IX+ {3) ), 0Y = _J_{3 [-~ sin IX+ 0 COS IX) 
Sill Sill 
folgt fiir jedes Parallelogramm 1 wie in Hilfssatz 3 angegeben: 
fR(I) P dx+Q dy = fR(I) P · [dX ·cos IX+dY ·cos (1X+{3)] + 
(3) 
+Q[dX ·sin IX+dY ·sin (1X+{3)] 
= fRti) [P cos ~X+Q sin IX] dX + 
+ [P cos (1X+{3)+Q sin (1X+{3)] dY 
=sin {3 fR(I)- 0y dX + ~x dY. 
Gibt es nun ein derartiges Parallelogramm 1, fiir das (2) nicht gilt, so 
folgt mit (3) fiir dieses 1: 
(4) Hz f(x, y) da >sin {3 fRm- 0y dX + ~x dY = fRm P dx + Q dy. 
Die Teilmenge S von B der Punkte, welche in einer jeden Umgebung 
abgeschlossene Parallelogramme mit Seiten parallel zur X- und Y-Achse 
haben, fiir die es eine Relation wie (4) gibt, ist dann nicht leer; mit dem 
3) Eine jede der in FuJ3n. 1 fiir u und v gegebenen Bedingungen ware in 
Hilfssatz 3 (nebst Folgerung) auch genugend fiir P und Q anStatt ihrer Beschrankt-
heit in B. 




bekannten Lebesgueschen Majorantensatz tiber Folgen integrierbarer 
Funktionen liiBt sich aus der linearen Stetigkeit nach X und nach Y 
und der Beschranktheit in B von P und von Q, und somit auch von 
D,y und ~x, ableiten, daB S in B abgeschlossen ist, und dabei keine 
isolierten Punkte hat. 
Betrachten wir nun ein Parallelogramm U in B, mit Seiten parallel zur 
X- und Y-Achse, das in seinem lnnern Punkte von S enthalt; und fiigen 
wir U ·S alle Haufungspunkte, welche auf dem Rande von U liegen, 
hinzu; die so entstandene Menge F ist perfekt. 
Fm(m= l, 2, ... ) sei die Teilmenge von F, in deren Punkten (X, Y) 
man hat: 
l~x(X, Y +h)- ~x(X, Y)l ~ m·lhl! 
l~x(X +h, Y)- ~x(X, Y)l ~ m·lhl bei lhl:,;;; _!:_. 
10y(X, Y +h)- D,y(X, Y)l ~ m·lhl - m 
10y(X +h, Y)- ().y(X, Y)l ~ m·lhl 
Da ~x und ().y linear-stetig nach X und nach Y sind, folgt mit Hilfssatz 2 
00 
die Abgeschlossenheit von Fm; auch ist F = .L Fm+E·F. 
m~l 
Von hier an ist der Beweis, unter Anwendung des Baireschen Kate-
goriensatzes und des obigen Hilfssatzes l, wie der eines Hilfssatzes in 
[5] auf den Seiten 265 (anfangend mit: Nach einem Baireschen Satz ... ) 
und 266. Ein Widerspruch wird erreicht. 
Folgerung. P, Q, ~x, D,y seien wie in Hilfssatz 3 3). Gibt es in den 
Punkten von B-E, wobei E eine abzahlbare Teilmenge von B, endliche 
extreme Derivierte von ~x(X, Y) und von ().y(X, Y) nach X und nach 
Y 4), und ist in fast allen Punkten von B 
so ist fiir jedes abgeschlossene Parallelogramm 1 C B, mit Seiten parallel 
zur X- und Y-Achse und positiv orientiertem Rand R(J): 
0 = SR<I> P dx+Q dy =sin {3 SR(I)-0Y dX +~x dY. 
§ 4. Beweis des Satzes von § 2. Bedingung 3° des Satzes ist 
aequivalent mit: 
(5) l
ou ou OV. OV ou. OV 
oX = oY cos {3 + oY sm {3, oX =- oY sm {3 + oY cos {3 
in fast allen Punk ten von B. 
Nehmen wir in Hilfssatz 3 mit Folgerung 
P(x, y) = u(x, y), Q(x, y) = - v(x, y), 
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so folgt 
l,lS(x, y) = Q(x, y) = - v(x, y), O,(x, y) =- P(x, y) = - u(x, y), 
wodurch sich, mit 
(6) 
l,lSx = -J:-_13 [l,lS sin (a+f3)- 0. cos (a+f3)], sm 




l,lSx(X, Y) = -J:-_(3 [ -v(x, y) ·sin (a+/3) +u(x, y) ·cos (a+f3)], 
Slll ( 6bis) 
O,y(X, Y) = -J:-_13 [v sin a-u cos a]. Sill 
In fast allen Punkten von B ist dadurch 
()l,lSx ()O,y I [ ()v . ()u ()X + ()Y = sin f3 -()X. sm (a+ (3) +()X. cos (a+ (3) + 
()v . ()u J + ()Y sm a - ()Y cos a , 
oder, wegen (5), 
= si~ f3 [{:;sin f3- :; cos f3} ·sin (a+/3) + 
{ ()u ()v. } ()v. ()u J + ()Y cos f3 + ()Y sm f3 ·cos (a+ (3) + ()Y sm a- ()Y cos a 
I [()u ()v . ()v . ()u J 
= sin f3 ()Y cos a- ()Y sm a + ()Y sm a - ()Y cos a = 0. 
Ersetzen wir in Hilfssatz 3 mit Folgerung P und Q durch P<1>(x, y) = 
=v(x, y), Q<1>(x, y) =u(x, y), und nehmen dabei 
l,l3<1>(x, y) = Q<1>(x, y) = u(x, y), 0,<1>(x, y) =- P<1>(x, y) =- v(x, y) 
~ 
als Komponenten langs x- und y-Achse eines Vektors ~(1), welche in 





l,l3<1>x = -.- [l,l3<1) ·sin (a+f3)- 0,(1) ·cos (a+f3)], 
sm f3 





~<1>x = sil! f3 [u(x, y) ·sin (£X+,8) + v(x, y). cos (£X+,8)], 
(7bis) 
:Q,(l>y = -.-1- [- u sin £X- v cos £X]. 
sm ,8 
In fast allen Punkten von B folgt daraus, mit (5), 
()~(1) X ()Q(1)y 
-CIX + ()Y- = 0. 
Zweimalige Anwendung der Folgerung aus Hilfssatz 3, das eine Mal 
mit P=u, Q= -v, das andere Mal mit P<1>=v, Q<1>=u, liefert fur jedes 
abgeschlossene Parallelogramm 1 C B, mit Seiten parallel zur X- und 
Y-Achse und positiv orientiertem Rand R(I): 
(8) ~ 0 = SR<I> ~t dx-v dy+i SR<I> v dx+u dy = SR<I> f(z) dz ( =sin ,8 [JR(I)-OY dX +~xdY +i SR<I>-0<1>y dX +~<1>x dY]. 
Nehmen wir (X0, Yo) fest im Innern eines in B liegenden Parallelo-
gramms 1, mit Seiten paralle] zur X- und Y-Achse, und verbinden wir 
(Xo, Yo) und (X, Y) E I durch einen von (Xo, Yo) nach (X, Y) gerichteten 
und aus endlich vielen Strecken parallel zur X- und Y-Achse aufgebauten 
und in I liegenden Linienzug O(Xo, Yo; X, Y), so ist nach (8) der Wert 
des Integrals 
F(z) oder F(X, Y) ~ = . z dz = 
oder U(X, Y) + iV(X, Y) ~- Sc<Xo, Yo, x, Y) /( ) 
= sin ,8[j C(Xo, Yo; X, Y) - Qy dX +~X dY + 
+iS C(X0, Yo; X, Y)- Q(l)y dX + ~(1) X dY] 
immer derselbe wie der Linienzug auch tibrigens gewahlt sein mag. 
Aus der Beschranktheit von u und v in B folgt die Stetigkeit von F(z) 
nach z in den Punkten von 1s). Aus der linearen Stetigkeit nach X und 
nach Y von u und v, und dadurch wegen (6bis) und (7bis) auch von ~x, 
CIF CIF . Qy, ~(1) x und Q<1>y folgt die Existenz von CIX' CIY m allen Punkten 
von I, mit 
und 
also mit 
CI[U +iV] =sin ,8 [- Qy-iQ<1>y] = (u+i v) e'"' 
CIX 
CI(U +iV) CI(U +iV) 
CI(Xe'"') = Cl( Yei!o:+P>). 
5 ) Sie folgt auch nnter einer der Annahmen von Ful3n. 1. 
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Bekanntlich 6) ist der in § 2 angegebene Satz richtig, wenn man Bedingung 
l 0 durch die Bedingung der (zweidim.) Stetigkeit von u und v im nun 
beschrankt anzunehmenden B ersetzt. Wenden wir hier diesen Satz 
auf U +iV in 1 an, so folgt die Analytizitat von U +i V in I, somit auch 
von ()~~.:e:"~)' also von u+i v=f(z); fist dadurch analytisch in B (B wie 
in § 2). 
6) Siehe [5], S. 268 (Spezialfall 2b). 
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