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Deployment vs. Data Retrieval Costs
for Caches in the Plane
Mihaela Mitici, Jasper Goseling, Maurits de Graaf and Richard J. Boucherie
Abstract—We consider the problem of finding the Pareto front
of the expected deployment cost of wireless caches in the plane
and the expected retrieval cost of a client requesting data from
the caches. The data is allocated at the caches according to
partitioning and coding strategies. We show that under coding,
it is optimal to deploy many caches with low storage capacity.
For partitioning, we derive a simple relation between the cost of
the cache deployment and the cost of retrieving the data from
the caches. Lastly, we show that coding results in a lower Pareto
front than partitioning.
I. Introduction
We consider wireless caches placed in the plane according
to a homogeneous Poisson process. A client arriving at a
random location in the plane is interested in retrieving a
large data file that is stored at the caches. Since the storage
capacity of the caches is limited, the file needs to be stored
in a distributed fashion. Thus, the client needs to retrieve data
fragments from several caches to recover the complete file.
Data fragments can be stored at the caches according to
various strategies. We study two storage strategies: partition-
ing and coding. Partitioning is a storage strategy according
to which the data is divided into equally-sized fragments.
Replicas of the data fragments are stored at the caches. In the
coding strategy, each cache stores a random linear combination
of the fragments.
We focus on two cost measures and their Pareto front. The
first cost measure is the deployment cost of the caches in the
plane, defined to be proportional to the storage capacity of
the caches and the density of the Poisson process according
to which the caches are deployed. The second cost measure is
the cost for a client to retrieve the file from the caches. This
is the cumulative cost of obtaining individual data fragments
from specific caches. The retrieval cost is increasing in the
distance between the client and the contacted caches. Figure 1
(Partitioning) and Figure 2 (Coding) illustrate how the retrieval
cost is affected by the choice of the density of the cache
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Fig. 1: Cache Deployment vs. Data Retrieval Costs under
Partitioning. The data file consists of symbols A and B. A
client needs to retrieve all symbols from the caches. Contacting
far away caches increases the retrieval cost for the client. A
high cache density ’brings’ the cache closer to the client, but
increases the deployment cost.
deployment, the storage capacity of the caches and the way
the data is stored. One could reduce the retrieval cost by
increasing the density of the caches, i.e., the average number
of caches per unit area. In this case, however, the deployment
cost would increase. A conflict arises between the deployment
of the caches in the plane and the cost of retrieving the data.
In the current work, we analyze the Pareto front of the
deployment and the data retrieval costs. The parameters over
which we optimize are: i) the density of the Poisson process
according to which caches are deployed and ii) the storage
capacity of an individual cache.
Data replication and coding for caches have been studied
in [1]–[6]. In [1], the authors consider the optimal number of
replicas of data such that the distance between a requesting
node and the nearest replica is minimized. Data sharing among
multiple caches such that the bandwidth consumption and
2the data retrieval delay are minimal, is considered in [2]. In
[3] coded data allocation at the caches is investigated such
that any sufficiently large subset of caches can provide the
complete data. In [4] coding strategies for networks of caches
are presented, where each user has access to a single cache
and a direct link to the source. The authors show how coding
helps in reducing the load on the link between the caches
and the source. The impact of non-orthogonal transmissions
for coding strategies is considered in [5]. The authors derive
scaling results are on the best achievable transmission rates.
In this paper, we assume that the data transmissions from the
caches to the client are orthogonal, by separating them in time,
frequency or coding space.
The geometry of the cache deployment under partitioning
and coding has been studied in [7]. The authors consider
caches randomly placed in the plane and show that, for a
general data retrieval cost function, the coding strategy outper-
forms partitioning. Closed form expressions for the retrieval
costs under partitioning and coding are derived. The retrieval
cost is seen as an increasing function of the distance between
the client and the contacted caches. Thus, the deployment of
the caches in the plane directly influences the retrieval process.
This has motivated us to investigate in [8] the Pareto front of
the cache deployment and data retrieval costs.
We computed in [8] the Pareto front of the two costs by
relaxing the integrality condition on the cache storage size and
considered arbitrary storage capacities. By doing so, we have
obtained a superset of the Pareto front for integer capacities.
In this paper, we extend our analysis from [8] to integer stor-
age capacity for the caches and provide an exact description of
the Pareto front. From a practical point of view, the proposed
model characterizes more closely the wireless cache system
and provides valuables insight into methods to tune the cache
density and storage capacity such that a targeted performance
is achieved. In addition, we have removed the constraints on
the cache density, as used in [8], thereby obtaining a concise
description of the Pareto front.
We show that under partitioning, the Pareto front depends
only on the ratio of the deployment density and the storage
capacity of the caches. Thus, when deploying caches, one has
some flexibility in either increasing the density or the capacity
of the caches. For the coding strategy, however, we show that it
is optimal to deploy many caches with low storage capacities.
We also show that the optimal coding strategy results in
a lower Pareto front than partitioning. In conclusion, even
though the optimal coded strategy leads to lower costs, it has
the disadvantage that it provides less flexibility in deployment.
The remainder of this paper is organized as follows. In
Section II we define the model and formulate an exact problem
statement. We compute the Pareto front for the retrieval time
and the cache deployment cost in Section III. In Section IV
we provide final remarks and conclusions.
II. Problem Statement
We consider a data file of n symbols, with n > 1 fixed,
which is stored at the caches. The symbols are elements of a
finite field Fq.
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Fig. 2: Cache Deployment vs. Data Retrieval Costs under
Coding. Caches store linear combinations Li, i = 1, .., 12,
where Li = αiA + βiB.
Caches are placed in the plane according to a homogeneous
Poisson process with density λ, where λ > 0 is a parameter
over which we optimize. The caches have limited storage
capacity which we express in terms of an integer k, the second
optimization parameter. A cache stores n/k symbols. To ensure
integral cache capacity, we impose that k divides n, denoted
by k|n. Thus, 1 ≤ k ≤ n and n/k is an integer.
A client arriving at a random location in the plane is
interested in retrieving the file from the caches. We assume
that the client has complete knowledge about the content and
the location of the caches. The client requests data from a set
of k caches that ensure the recovery of the file.
Under partitioning (P), the file is divided into k different
fragments, each of n/k symbols. Each cache selects uniformly
at random a fragment to store. A client requests fragments
from k closest caches such that all k fragments are distinct.
Under coding (C), each cache stores a random linear com-
bination of the k fragments. The closest set of k caches is
chosen to decode the file. There is a positive probability that
k random linear combinations are not linearly independent and,
therefore, do not provide the entire data. In this case, the client
needs to request data from caches that are located further away.
It was demonstrated in [7] that this has a negligible impact on
the retrieval cost. Therefore, we restrict our attention to the
cost of retrieving the data from the k nearest caches.
The cost measures, which are a function of the model
parameters k and λ, are defined as follows:
i) The expected data retrieval cost, denoted by CAr , where
A ∈ {P,C}
3Let the cost of retrieving data from k caches located at
distances δ1, . . . , δk be
CAr (δ1, .., δk) =
1
n
k∑
i=1
n
k
δ2αi , (1)
where α ≥ 1/2 is an arbitrary, but fixed, parameter denoting the
path loss exponent in the wireless medium. In (1), n
k
δ2α
i
is the
cost of retrieving n/k symbols from a cache at distance δi away
from the client. We normalize the retrieval cost by n. Hence,
the cost depends only on the parameters λ and k. We are
interested in the expected cost CAr (k, λ), where the expectation
is over the randomness in the spatial Poisson process.
ii) The expected deployment cost of the caches in the plane
per unit area, denoted by Cd.
The cost of deploying a single cache is proportional to the
cost of storing n/k symbols and the deployment density λ > 0
of the caches in the plane. We again normalize the cost by
n. Therefore, the expected deployment cost per unit area is
defined as:
Cd(k, λ) =
λ
k
, (2)
where the expectation is over the randomness in the spatial
Poisson process and over the randomness of the storage
strategy.
We consider the multi-objective optimization problem
which aims at minimizing the expected deployment cost
Cd(k, λ) and the expected retrieval cost C
A
r (k, λ) under the
storage strategy A ∈ {P,C}.
We will make use of the gamma function, which for x > 0 is
represented as Γ(x) =
∫ ∞
0
tx−1e−tdt and the digamma function,
ψ(x) = d
dx
lnΓ(x) =
∫ ∞
0
(
e−t
t
− e
−xt
1−e−t
)
dt (see, for instance, [9]).
III. Analysis
In general, a single point simultaneously minimizing two
conflicting objectives does not exist, in which case the multi-
objective problem does not have a unique optimal solution.
Therefore, we characterize the Pareto front [10] of the
expected cache deployment and data retrieval costs. More pre-
cisely, we analyze which sets of objective values are achievable
and non-dominated. We refer to [11] for an extensive survey
on methods to compute optimal Pareto solutions. In this paper,
the specific structure of the objective functions allows us to
directly determine their Pareto front.
A. Partitioning
Theorem 1 ( [7]). The expected cost of retrieving the data
file under the partitioning (P) strategy is:
CPr (k, λ) =
(
k
λpi
)α
Γ (α + 1) . (3)
Our first contribution is the following result:
Theorem 2. The Pareto front of the partitioning strategy is
described by the following set of points:{
(x, y) | x > 0, y =
Γ(α + 1)
(pix)α
}
.
Proof. Let x = Cd(k, λ), x > 0 and y = C
P
r (k, λ). Now, using (2)
and (3), we can write the expected retrieval cost as a function
of the expected deployment cost as follows:
y =
Γ(α + 1)
(pix)α
,
where x > 0, α ≥ 1/2.
This concludes the proof of Theorem 2. 
The above results demonstrate that the Pareto front of the
costs CPr (k, λ) and C
P
d
(k, λ) only depends on the ratio of the
optimization parameters x = λ/k.
B. Coding
Theorem 3 ( [7]). The expected cost of retrieving the data
file under the coding (C) strategy is:
CCr (k, λ) =
1
k
(
1
λpi
)α
Γ(α + 1 + k)
(α + 1)Γ(k)
. (4)
We firstly state the following lemma:
Lemma 1. vψ(v+ s)− vψ(v)− s < 0, for 1 ≤ v ≤ n and s > 1.
Proof. Let h(s, t) =
(1 − e−st)
(1 − e−t)s
. Then
vψ(v + s) − vψ(v) − s = v
∫ ∞
0
e−vt(1 − e−st)
1 − e−t
dt − s
=
∫ ∞
0
ve−vt(1 − e−st)
(1 − e−t)s
s dt − s
=
∫ ∞
0
h(s, t)(ve−vt)s dt − s.
First, we show that h(s, t) < 1 for s > 1, t > 0. This follows
from
∂h(s, t)
∂s
=
e−st(1 + ts) − 1
s2(1 − e−t)
<
e−st · est − 1
s2(1 − e−t)
= 0,
where, for the last inequality we used 1 + ts < est. Thus,
h(s, t) is a decreasing function in s and lims→1 h(s, t) = 1.
Consequently, h(s, t) < 1.
Now, since h(s, t) < 1 and
∫ ∞
0
ve−vt = 1,
vψ(v + s) − vψ(v) − s =
∫ ∞
0
h(s, t) · ve−vt · s dt − s < 0.

Theorem 4. The Pareto front of the coding strategy is de-
scribed by the following set of points:{
(x, y) | x > 0, y =
Γ(α + 1 + n)
(α + 1)Γ(n)(pix)αnα+1
}
.
Proof. Let x = Cd(k, λ), with x > 0, and y = C
C
r (k, λ). Then,
using Theorem 3, the expected retrieval cost as a function of
the expected deployment cost is as follows:
y =
Γ(α + 1 + k)
(α + 1)(pix)αΓ(k)k(1+α)
. (5)
Let
g(k, α) =
Γ(α + 1 + k)
(α + 1)piαΓ(k)k(1+α)
.
4Then y = g(k, α)x−α. We now show that g(k, α) is minimized
when k = n. Computing the gradient of g(k, α) with respect to
k gives
Γ(α + 1 + k)
(α + 1)piαΓ(k)k(2+α)
[kψ(k + 1 + α) − kψ(k) − 1 − α],
which by Lemma 1 is negative. It follows that g(k, α) is
decreasing in k. Therefore, y is minimized for k = n.
Taking k = n in (5) gives the desired result. 
The above results show that under coding, it is Pareto
optimal to always take k = n, i.e. to fragment the data as
much as possible. Note that this result satisfies the integrality
constraint of the storage capacity of the caches.
Theorem 5. The partioning Pareto front is dominated by the
coding Pareto front, i.e., for each point on the partioning
Pareto front there is a point on the coding Pareto front that
dominates it.
Proof. We know from Theorem 2 that any point on the
partitioning Pareto front can be achieved with k = n and
corresponding density λ∗. Let (Cd(n, λ
∗),CPr (n, λ
∗)) be an ar-
bitrary point on the partitioning Pareto front. We show that
(Cd(n, λ
∗),CCr (n, λ
∗)) is on the coding Pareto front and that
this point dominates (Cd(n, λ
∗),CPr (n, λ
∗)). It follows directly
from Theorem 4 that (Cd(n, λ
∗),CCr (n, λ
∗)) is Pareto optimal.
Let
ω(z, n) =
CPr (n, λ
∗)
CCr (n, λ
∗)
,
where z = α + 1. It remains to show that ω(z, n) > 1.
It follows from Theorems 1 and 3 that
ω(z, n) =
nzzΓ(z)Γ(n)
Γ(z + n)
.
Taking the first derivative
∂ω(z, n)
∂n
=
znz−1Γ(n)Γ(z)[nψ(n) − nψ(n + z) + z]
Γ(z + n)
> 0 ,
where [nψ(n) − nψ(n + z) + z] > 0 from Lemma 1. Hence,
ω(z, n) is increasing in n and limn→1 ω(z, n) = 1. Therefore,
ω(z, n) > 1 for any n > 1 and any λ∗ > 0. 
This result is a generalization of a result in [7], where the
number of caches to be contacted and the deployment density
with which the caches are deployed in the plane are fixed.
Figure 3 shows the Pareto front of the deployment and
retrieval costs under partitioning and coding. The figure shows
that optimizing for one of the objectives necessarily influences
the other. For example, a low data retrieval cost for the client
can be achieved at the expense of a more dense, yet more
expensive, cache deployment.
IV. Conclusions
This paper has provided insight into the Pareto front of the
expected deployment cost of the caches in the plane and the
expected cost for a client to retrieve a large data file from
the caches. The Pareto front shows to what extent one of the
objectives can be improved at the expense of the other. This
allows to optimize the overall cost of the system.
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Fig. 3: The Pareto front for coding and partitioning storage
strategies, a = 2.
For the partitioning strategy, we derived a simple relation
for the Pareto points. For the coding strategy, we showed
that it is optimal to maximize the data fragmentation. Lastly,
we showed that storing data according to the optimal coding
strategy results in a lower Pareto front than in the case of the
partitioning strategy.
Future research directions include investigating the Pareto
front of the expected retrieval and deployment cost for caches
prone to failure as well as for storage strategies that consider
transmission interferences and energy constraints.
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