We consider a Markov-additive process (MAP) with phase-type jumps, starting at zero.
Introduction
In recent literature on insurance risk, the undershoot of a variety of stochastic processes has been of considerable interest under the name of "surplus prior to ruin". Mostly it has been investigated within the framework of the so-called Gerber-Shiu (discounted penalty) function, which describes the joint distribution of the time to ruin, the surplus prior to ruin, and the deficit at ruin. Following are some examples of stochastic processes for which results are available: the compound Poisson model [16] , its perturbed [15, 12, 22] and Markov-modulated [4, 25] versions, the Lévy risk process [14] , the fluid flow model [9, 1] , the Sparre Andersen model with Erlang inter-claim times [17] as well as its perturbed version [20] . This list is by no means exhaustive, but one can already see that all these models are special instances of Markov-additive processes. The almost universal approach in the literature is to derive some (defective) renewal equations, starting from a set of differential equations that can be obtained via Itô's formula or the infinitesimal generator of the surplus process (see discussion to [21] ).
From another perspective, a recent paper by Doney and Kyprianou [13] provides a formula for the joint distributions of the space-time positions of overshoots and undershoots for Lévy processes (theorem 3 therein, with example 8 dedicated to insurance risk). Their approach of analysis is more along the classical lines of fluctuation theory, using the ladder height process and time-reversal. For the case of Lévy processes with phase-type jumps, the ladder process is derived explicitly in [27] . Related results on MAPs can be found in [19] .
The present paper aims to apply the classical approach of ladder heights and time-reversal to the class of Markov-additive processes (MAPs) with phase-type jumps. Its main result is an explicit formula for the measure E(e −γGτ (u) −γ * (τ (u)−Gτ (u) ) ,Mτ (u) ∈ dz, Uτ (u) ∈ dx, Oτ (u) ∈ dy) whereX = (X t : t ≥ 0) is the level process of a MAP,τ (u) is the first passage time over some level u > 0, the γ, γ * ≥ 0 are time discounting factors (which can be seen as the variables for the Laplace transforms ofGτ (u) andτ (u) −Gτ (u) ),Mτ (u) is the supremum ofX before the passage timeτ (u),Gτ (u) is the time of attaining this supremum, and Uτ (u) := u−Xτ (u)− resp.
Oτ (u) :=Xτ (u) − u denote the undershoot resp. the overshoot at timeτ (u). This result will provide all the information (and more) that is usually contained in the Gerber-Shiu function.
Of fundamental use in this paper will be the recent determination of the Laplace transform of first passage times for MAPs as given in [11] . A second pillar of the present work is theorem 2.5 in [4] (see also [2] , theorem 3.1, for a queueing context), which yields a relation between an occupation measure and the ladder height via time-reversal. The original result was presented in the framework of the Markov-modulated compound Poisson model.
In the following section we shall collect all the necessary preliminary results that we will need later on. In particular we simplify the results from [11] for the special kind of MAPs that we employ in this paper. Section 3 contains the main result with some corollaries. The final section 4 presents applications to insurance risk, in particular the Gerber-Shiu function, and compares the present result with existing ones in the literature.
Preliminaries
2.1. Markov-additive processes with phase-type jumps LetJ = (J t : t ≥ 0) be an irreducible Markov (jump) process with finite state spaceẼ and infinitesimal generator matrixQ = (q ij ) i,j∈Ẽ . We callJ t the phase at time t ≥ 0 (another common name is regime). Define the real-valued processX = (X t : t ≥ 0) as evolving like a Lévy processX (i) with parametersμ i (drift),σ 2 i (variation), andν i (Lévy measure) during intervals when the phase equals i ∈Ẽ. WheneverJ jumps from a state i ∈Ẽ to another state j ∈Ẽ, j = i, this may be accompanied by a jump ofX with some distribution functioñ F ij . Then the two-dimensional process (X ,J ) is called a Markov-additive process (or shortly MAP). A MAP can also be defined by the following property (see [5] , section XI.2a): (X ,J ) is a Markov process such that
holds for all s, t > 0 and i ∈ E, where f and g are measurable functions and (F t : t ≥ 0) denotes the canonical filtration of (X ,J ). For a textbook introduction to MAPs see [5] , chapter XI.
Denote the indicator function of a set A by 1 A . We assume that the Lévy measuresν i have the form 
denote the probability that a positive (resp. negative) jump is induced by a phase change from i ∈Ẽ to j ∈Ẽ, and assume that these jumps have a P H(α (ij)± , T (ij)± ) distribution without an atom at 0. Note that p
We shall exclude the case ofμ i =σ 2 i = 0 for any phase i ∈Ẽ, which would govern the zero process or a pure Lévy measure. This avoids the awkward case of a non-unique time Gτ (u) of attaining the supremum ofX before the passage timeτ (u).
The class of Markov-additive processes with these assumptions of phase-type jumps is dense within the class of all MAPs, see [6] , proposition 1. The main advantage of the restriction on the jump distribution is the possibility of transforming the jumps into a succession of linear pieces of exponential duration (each with slope 1 or -1) and retrieving the original process via a simple time change, see [3] , section 3.4.4, or [8] . The path transformation is illustrated in figures 1 and 2, where figure 1 shows a typical path of the original level processX and figure   2 shows the transformed path X . In more exact terms, the transformation is done in the following way. Without the jumps, the Lévy processX (i) during a phase i ∈Ẽ is either a linear drift (of positive or negative slopẽ µ i ∈ R) or a Brownian motion (with parametersσ i > 0 andμ i ∈ R). Considering this MAP (without the jumps) we can partition its phase spaceẼ into the subspaces E p (for positive drifts), E σ (for Brownian motions), and E n (for negative drifts). Then we introduce two new phase spaces
to model the jumps. Define now the enlarged phase space and let E c := E p ∪ E σ ∪ E n denote the subspace of E that contains all phases under which the real time movements are continuous.
We define the modified MAP (X , J ) over the phase space E as follows. Set the phasedependent parameters as (µ i , σ
. This leads to the cumulant functions ψ h (α) = ±α for h ∈ E ± and
where the earlier exclusion of a phase i ∈Ẽ withμ i =σ i = 0 yields µ i > 0 for i ∈ E p and µ i < 0 for i ∈ E n . The modified phase process J is determined by its generator matrix Q = (q ij ) i,j∈E . For this the construction above yields
for i ∈ E c as well as
for i, j ∈ E c and 1 ≤ k, l ≤ m ± ij . For later use we define q i := −q ii for all i ∈ E. Denote the MAP constructed in such a way by (X , J ). The original level processX is retrieved via the time change
for all t ≥ 0. The inverses of the cumulant functions ψ i can be given explicitly as
We shall, however, use them only for the so-called ascending phases i ∈ E a := E + ∪E p ∪E σ , cf. [10] , chapter VII. Regarding the time change, we observe in figure 1 a first jump of height 15 at time t 1 = 100.
We thus obtain c −1 (t 1 ) = 115 andX 100 = X 115 .
First passage times
Of central use in the present paper will be the recent derivation of the Laplace transforms for the first passage times of MAPs with phase-type jumps as given in [11] . We call the phases
Defineτ (x) := inf{t ≥ 0 :X t > x} for all x ≥ 0 and assume thatX 0 = 0. Note that this is the first passage time over the level x for the original MAPX , meaning that we do not count the time spent in jump phases i ∈ E ± . This means that
1 Js∈Ec ds, according to (6) . For γ ≥ 0 denote
for all i, j ∈ E. Let E(e −γτ (x) ) denote the matrix with these entries and write
in obvious block notation with respect to the subspaces E a = E + ∪ E p ∪ E σ (ascending phases) and E d = E n ∪ E − (descending phases).
Since a first passage to a level above cannot occur in a descending phase, we obtain first
) (e −γτ (x) ) = 0 where 0 denotes a zero matrix of suitable dimension. Equation (6) in [11] states that
for some sub-generator matrix U (γ) of dimension |E a | × |E a | and a sub-transition matrix
where |S| denotes the number of elements of a set S. Altogether we can write
where I a denotes the identity matrix of dimension |E a | × |E a |.
Write ∆ q := diag(q i ) i∈E and let P = ∆ −1 q Q + I denote the transition matrix of phase changes. Note that p ii = 0 for all i ∈ E. Let e i denote the ith canonical row base vector, with appropriate dimension according to context. According to theorem 3 in [11] , A(γ) and U (γ) satisfy the following equations:
For the MAP (X , J ) with continuous level process, the matrix function
can be simplified considerably. For i ∈ E σ , the same arguments as in [11] , example 2, lead to
with
Furthermore, L i (−U (γ)) = I for i ∈ E p (see example 3 in [11] ), while according to (3)
Hence the equations above involve rather simple expressions only.
Considering (7), it is shown in theorem 2 of [11] that the matrices A(γ) and U (γ) can be determined by successive approximation as the limit of the sequence ((A n , U n ) : n ≥ 0)
1 i∈E+ ) i∈Ea and the following iteration:
for i ∈ E − , and
i has been used. Note that the only difference between the iterations for E n and E − is the missing γ in the last factor for E − , reflecting that we do not discount the time for phases i ∈ E − as they are jump phases in real time.
Time-reversed MAPs
Denote the number of phases in E by m := |E|. Let π = (π 1 , . . . , π m ) denote the stationary phase distribution, which can be computed by πQ = 0 and π1 = m i=1 π i = 1, where 0 denotes the zero row vector and 1 the column vector with all entries being one.
Define the matrix Q * = (q * ij ) i,j∈E by q * ij := π j q ji /π i for all i, j ∈ E or in shorter notation
is the diagonal matrix with entry π i in its ith row and the superscript denotes transposition of a matrix. Then the Markov process with state space E and generator matrix Q * is a time-reversed version of the original phase process J . We denote it by J * = (J * t : t ≥ 0). Based on J * we define a time-reversal (X * , J * ) of the original MAP (X , J ) by the rule that X * evolves like a Lévy process with parameters −µ i (drift) and σ 2 i (variation) during intervals when the time-reversed phase J * t equals i ∈ E. Note that the sign change of the µ i leads to E * ± = E ∓ , E * p = E n , E * n = E p , and E * σ = E σ . We denote the first passage times for (X * , J * ) by τ * (x) := inf{t ≥ 0 : X * t > x} for any level x ≥ 0. The same arguments as for equation (3.3) in [2] yield the following relation between the occupation measure (before τ (0)) for the MAP (X , J ) and the first passage time for its timereversal (X * , J * ):
Write E i for the conditional expectation given X 0 = 0, J 0 = i. Multiplying by e −γt and integrating over t yields
A well-known result that we shall use in the next section is the following lemma which is theorem VI.5(i) and theorem VII.4(i) of [10] applied to Brownian motion and its time-reversal.
This lemma also yields an alternative explanation for (10).
Lemma 1. Let B = (B t : t ≥ 0) denote a Brownian motion with drift µ ∈ R and variation
Further let E(q) denote a random variable which is independent of B and has an exponential distribution with parameter q > 0. Writē
as well as
Then the pairs (G E(q) ,B E(q) ) and (G * E(q) ,B * E(q) ) are independent with respective measures
for γ ≥ 0, where φ(β) and φ * (β) for β > 0 are given in the last line of (7) and in (11), respectively.
Main result
Let (X ,J ) = ((X t ,J t ) : t ≥ 0) denote a MAP with phase-type jumps and assume that X 0 = 0. Denote the phase space ofJ byẼ and its generator matrix byQ. Let
denote the first passage time over some level u ≥ 0. Writẽ
for the maximum ofX before the first passage over u. We necessarily have 0 ≤Mτ (u) ≤ u, whereMτ (u) = 0 means thatX does not exceed its initial value 0 before it jumps (from a negative value) over the threshold u ≥ 0. The caseMτ (u) = u means that passage occurs by creeping, i.e. the threshold u is not passed by a jump but continuously. We are further interested inGτ
which is the time of attaining the maximum before passage over u (cf. lemma 2 regarding its uniqueness). Finally, we wish to determine the density function of the undershoot and the overshoot, defined as
respectively. Our aim is to derive a computable expression for the joint law of these five variables in terms of the measure
where γ, γ * ≥ 0 are the arguments for the double Laplace transform, x, y ≥ 0, and 0 ≤ z ≤ u.
Note that necessarily x ≥ u − z.
The approach of analysis in this paper is the same as in [13] for Lévy processes. We divide the sample paths into three parts: the path until the supremumMτ (u) < u is attained, the path fromMτ (u) toXτ (u)− , and the final jump which leads to an overshoot of the level u.
Remark 1. This decomposes the sample paths either at points of phase changes or at a maximum within the (exponentially distributed) length of a phase regime. Given the phase process, the parts between phase changes are independent according to (1) . The standard result in lemma 1 shows that further the parts before and after a maximum within a single phase regime are independent. Thus we obtain conditional independence of all three parts in our path decomposition given the phase process. For more results on this, see [18] .
Example 2. Looking at figure 2, the path is decomposed into the parts over the time intervals The first part of the decomposition is simply a first passage problem. The second part can be determined by (4) via the time-reversed process. Between the three parts we need to take possible (and necessary) phase changes into account. This reasoning will be similar to [9] .
A difference to [13] is that we measure the timesGτ (u) andτ (u) −Gτ (u) in terms of their Laplace transforms. This enables us to provide an explicit formula with expressions that can be readily computed.
One preliminary lemma that we need for the main result concerns the time of attaining the maximumMτ (u) . See [26] , lemma 2, for the equivalent statement regarding Lévy processes.
Proof. Since all possible jumps are phase-type and the zero process as well as compound
Poisson processes are excluded under any regime, the transition probabilities between levels of local maxima ofX are absolutely continuous. Thus the probability of attaining the same local maximum level twice is 0.
Given the MAP (X ,J ), we construct the modified MAP (X , J ) from it as described in section 2.1. Recall that P = ∆ −1 q Q + I, where Q denotes the generator matrix of J , see (4) and (5), and ∆ q is the diagonal matrix with entries q i = −q ii for all i ∈ E. Define p (+,−) ij := δ ij for i ∈ E σ and p
The matrices P (+,−) and P (c,+) subsume the transition probabilities from ascending to descending phases and from continuous to positive jump phases, respectively.
as well as the column vector
. Here E c ×E c must be ordered in some way, say lexicographically.
Note that this order must be inherited from the order on E + . Finally, define the diagonal matrices Π * a = diag(1/π i ) i∈Eσ∪E d and Π c = diag(π j 1 j∈Ec ) j∈E . Now we can state the main result: Theorem 1. Letα denote the initial phase distribution of a MAP (X ,J ) with phase-type jumps. Define the row vector α = (α i : i ∈ E) on the phase space E of the enlarged MAP (X , J ) by α i :=α i for all i ∈ E c =Ẽ and
for all γ, γ * ≥ 0, 0 < z < u, x > u − z, and y > 0.
Proof. We consider all possible paths leading to the event
Since the paths of (X ,J ) can be retrieved from those of (X , J ), we may restrict our attention to (X , J ). We shall, however, speak of jumps whenever we refer to linear movements governed by phases in E − ∪ E + . Recall the first passage time
where the last equality holds because of path continuity of X . Define the times indicates the instant when this final jump ends and we can measure the overshoot Oτ (u) =
We further obtaiñ
such that we can write
We shall employ the following path decomposition. First we consider the path up to its maximum (which is attained at a unique time, due to lemma 2). The second part to consider is the path strictly between the time of maximum and σ(u). The last part is the jump. Due to remark 1 the three parts are conditionally independent given the phase process.
The initial phase distribution is denoted by the row vector α = (α i : i ∈ E) where α i = P(J 0 = i) for all i ∈ E. In order to attain M σ(u) ∈ dz, a path must first pass the level z. This happens at the artificial time τ (z) := inf{t ≥ 0 : X t > z}. The Laplace transform of the real
1 Js∈Ec ds, restricted to {J τ (z) = i} and with argument γ ≥ 0, is given by
where e i denotes the ith canonical base column vector of dimension |E a |.
The further development of the path depends on J τ (z) . There are two cases. In the first case J τ (z) = i ∈ E + ∪ E p . Then we need an instantaneous phase change in order to satisfy M σ(u) ∈ dz. This must occur while X still remains in dz. The infinitesimal rates for this to happen are φ i (q i ) dz = q i /µ i dz if i ∈ E p and φ i (q i ) dz = q i dz if i ∈ E + , see (7) . The probabilities for the next phase are then given by p (+,−) ij = p ij . In the second case, J τ (z) = i ∈ E σ , there will be no phase change immediately. In order to satisfy M σ(u) ∈ dz, we need to stop the upward ladder process of X (i) with the infinitesimal rate φ i (q i ) dz, see lemma 1. The remaining path during phase i will stay below the level z and is independent of the path until τ (z). Denote the phase after this part by J τ (z)+ = i. Then the first part of the path is described by
The second part of the path consists of a movement of X from the level z at time τ (z)+ to the level u − x at time σ(u)− without crossing the level z. Then a subsequent phase change from E c to E + occurs while the level process X is still in u − dx. The first event can be described via the time-reversed MAP (X * , J * ) and relation (12) . Denote the matrices governing the first passage times of (X * , J * ) by A * (γ * ) and U * (γ * ) for γ * ≥ 0. They have
Here we consider only phases j ∈ E c , since we wish the process J to change phase from E c to E + at time σ(u), and i ∈ E σ ∪ E d = E * a since these are the only phases in which the time-reversed process X * can cross the level z − (u − x) from below. In matrix notation, the Laplace transform of the real time spent betweenτ (z) andτ (u) is thus
with Π * a = diag(1/π i ) i∈Eσ∪E d and Π c = diag(π j 1 j∈Ec ) j∈E . Now to the subsequent phase change: Denote the phase at the time of moving to the level u − x by J σ(u)− = j ∈ E c . In order to trigger the jump that will overshoot the level u with Uτ (u) ∈ dx, the phase process J needs to change from j to some k ∈ E + while the level process X is still in u − dx. This happens with probabilities q j /µ j dx · p jk for j ∈ E p , q j /(−µ j ) dx · p jk for j ∈ E n , and φ * j (q j )dx · p jk for j ∈ E σ . Hence the second part of the path can be subsumed in matrix notation as
The last part of the path is merely the final jump. Given J σ(u) = k ∈ E + , it is independent of the path before. In order to be the final jump, it must be larger than x. Given this, the phase-type assumption on the jumps yields the conditional density function e k e T ·(x+y) η dy.
This completes the proof.
If the process starts with a negative drift, then the singular caseMτ (u) = 0 is possible. This impliesGτ (u) = 0 and x > u. The remaining triple law is given in the following theorem. For γ * = 0 and E σ = ∅ it yields equation (3.6) in [2] and theorem 1 in [25] .
Corollary 1. Let α be an initial phase distribution with support on E n . Then
for x > u and y > 0.
Two other singular cases that may arise are given in the following corollaries. The reasoning for them is the same as for theorem 1.
Corollary 2. Passage by creeping
where 1 Ep∪Eσ is a column vector of dimension |E a | with ith entry being 0 for i ∈ E + and 1
Corollary 3. Passage by jump from a running maximum
where P (p,+) = p ij 1 i∈Ep i∈Ea,j∈E+ .
Application to insurance risk
Consider a risk reserve process with initial capital u ≥ 0 and claims occurring like a
Markovian point process (MPP).
* It is shown in [7] that the class of MPPs is dense within the class of marked point processes. Thus we incur no serious restriction in generality. Denote the claim arrival process by (N ,J ) = ((N t ,J t ) : t ≥ 0) and the phase space forJ bỹ E. Assume that the claim sizes have a phase-type distribution and denote the nth claim size by C n , n ∈ N. By [28] the class of phase-type distributions is dense within the class of all distributions on the positive real numbers. We assume further that the premium income between claims can be modelled by a Brownian motion, where the parametersμ i (drift) and σ i (variation) at time t may depend on the current phaseJ t = i of the claim arrival process.
For insurance risk we typically haveμ i > 0 for all i ∈Ẽ. We shall allowσ i = 0 for some (or possibly all) phases, under which condition the Brownian motion becomes a linear drift.
However, the caseμ i =σ i = 0 of a constant (null) movement shall be excluded. Then the process of premium income is a Markov-modulated Brownian motion which we denote by (B,J ) = ((B t ,J t ) : t ≥ 0). We assume that B 0 = 0.
Note thatJ here is the same as for the claim arrival process (N ,J ). This is no restriction in modelling power as we can choose identical parameters (μ i ,σ i ) = (μ j ,σ j ) for different phases i = j ∈Ẽ and map two different environments for the premium income and the claim arrivals by using Kronecker products. Rather on the contrary, a common phase space enables us to model correlations between claim arrivals, claim sizes, and the premium income.
With the definitions above, the risk reserve process U = (U t : t ≥ 0) is given by
C n for t ≥ 0. Denote the net claim process byX = (X t : t ≥ 0) whereX t := u − U t for all t ≥ 0. Then the process (X ,J ) is a MAP with phase-type jumps and we can apply the analysis presented in section 3. For γ = γ * this yields in particular the Gerber-Shiu function * see [24, 23, 7] . This has traditionally been called Markovian arrival process and abbreviated as MAP. Since we use the shortcut MAP for the more general class of Markov-additive processes already, we prefer to use the term Markovian point process and the abbreviation MPP instead. Some authors use the abbreviation MArP.
after integrating out the variableMτ (u) . The following examples shall illustrate this.
Example 3. We consider the classical compound Poisson model. Inter-claim times and claim sizes are iid exponential with parameter λ > 0 and β > 0, respectively. The rate of premium income is c > 0. The net profit condition is then λ/(cβ) < 1. This model has been examined in [16] . The net claim amount at time t ≥ 0 is given bỹ
where (N t : t ≥ 0) is a Poisson process with intensity λ and the C n , n ∈ N, are iid random variables with exponential distribution of parameter β.
The process of accumulated claims can be analysed as a MAP with exponential (and hence phase-type) positive jumps, where T = −β and η = β. We further obtain the MAP (X , J ) as follows. Let the phase space be given by E + = {1}, E n = {2}, and E σ = ∅. The parameters are given by σ 1 = σ 2 = 0, µ 1 = 1, µ 2 = −c, ν 1 = ν 2 = 0, and
Note that phase 1 represents the upwards jumps and we will not discount the time during sojourns in it. As shown in [11] , example 5, the Laplace transform of the first passage timẽ τ (x) := inf{t ≥ 0 :X t > x} to a level x > 0 is given by
which coincides with equation (4.24) in [16] , noting that γ is denoted as δ there. The timereversed process has a positive drift (E * p = E n = {2}) and negative jumps (E * − = E + = {1}). Instead of evaluating the rather complicated expression (13), we can treat it as a spectrally negative Lévy process directly. Its cumulant function is given by
Hence we find for the inverse of ψ * φ * (γ) = 1 2c
which is denoted by ρ in [16] , equation (3.12) . We thus obtain
Further we shall need φ 1 (q 1 ) = β and φ * 2 (q 2 ) = λ/c. In order to find the function f (x|u) := E e −γτ (u) ; Uτ (u) ∈ dx , we consider the cases x ≤ u and x > u separately. We always haveMτ (u) ≥ u − x. From theorem 1 and the above equation (15) we compute the marginal density function
which coincides with equation (6.40) in [16] . Now for the case x > u. This means that the event Mτ (u) = 0 may attain a positive probability. Corollary 1 and equation (15) yield for this case
For the case of x > u and Mτ (u) > 0, theorem 1 yields
Adding these results we obtain finally
which coincides with (6.39) in [16] .
Example 4. The same net claim process as in (14) can be analysed by the approach in [13] , example 8. There the time aspect is neglected and thus we set γ = γ * = 0. Then we obtain ρ = 0 and −R = (λ−cβ)/c = λ/c−β by (3.12) and (4.24) in [16] . This implies β−R = λ/c, and theorem 1 now yields for 0 < z < u
Corollary 1 yields further for x > u
The form obtained in [13] , p.101, is
for 0 ≤ z ≤ u, x ≥ u − z and y > 0, where Π X (dx) = λe −βx β dx is the Lévy measure, ν * 0 = δ 0 (the Dirac measure on 0), and ν * n denotes the n-fold convolution of the measure
It is immediate that the results coincide for the singular case Mτ (u) = 0. In order to show agreement for the case Mτ (u) > 0, it suffices to show that
holds. Taking Laplace transforms on both sides, we obtain on the left-hand side Example 5. The joint density function of undershoot and overshoot has been derived in [9] for the fluid flow case from an insurance perspective. We setX t := u − U t where u is the initial capital and U t is the risk reserve process as given in [9] , p.434. For the resulting MAP (X , J ) constructed fromX as in section 2.1, we obtain E p = E σ = E − = ∅ and E + = S 2 , E n = S 1 where S i are the notations in [9] , p.434. Comparing the notations for the generator matrix of the phase process J , we get the block partition
q Q + I and P +− etc. for the obvious block partitions. The assumption c = 1 therein translates to µ i = −1 for all i ∈ E n in our notation. Since we do not need to determine the time variables, we can set γ = γ * = 0.
First of all we observe that Γ in [9] , p.436, equals A(0) by definition. Then equation (16) in [11] yields
which is the notation in [9] , p.437. Furthermore, φ(q i ) = q i for all i ∈ E + and P (+,−) = P +− , which yields ∆ φ P (+,−) = Q +− = T 21 . Regarding the time reversal (X * , J * ) of (X , J ), the phase subspaces translate as E * p = E n and E * − = E + . Write
in the notation of [9] , p.436. Finally, φ * (q i ) = q i for all E * p = E n and P (c,+) = P −+ such that ∆ φ * P (c,+) = Q −+ = T 12 . For the jump the notations translate as T = Q ++ = T 22 and
Hence the density function h(u, x, y) of the surplus prior to ruin (the undershoot x) and the deficit at ruin (the overshoot y) is given by
x w=0 e Hw T 21 e Kw dw T 12 e T22·(x+y) t 2 after a substituion w = z − (u − x). This coincides with equation (17) in [9] , noting the definition (19) therein. The case x > u includes the singular event {Mτ (u) = 0}. 
The other part can be determined via theorem 1 as P(Mτ (u) = 0, Uτ (u) ∈ dx, Oτ (u) ∈ dy) = αΓ u z=0 e Hz T 21 e K·(z−(u−x)) dzT 12 e T22·(x+y) t 2 = αΓR(u)e K·(x−u) T 12 e T22·(x+y) t 2 (19) where R(u) = u w=0 e Hw T 21 e Kw dw is the notation in [9] , equation (19) . Adding the two results (18) and (19) yields the same expression as (18) in [9] . In order to determine the matrix U = U (γ), we note that E a = E such that U has dimension 2 × 2 and there is no matrix A(γ). We need the values of φ 1 (q 1 + γ) and φ * 1 (q 1 + γ) which are given in (7) and (11) 
We further obtain Finally the parameters for the final jump part are T = −β and η = β. For the natural choice α = e 1 the expression in theorem 1 becomes, after the simplification φ 1 (λ) · φ * 1 (λ) = 2λ/σ 2 , E e −γGτ (u) −γ * (τ (u)−Gτ (u) ) ;Mτ (u) ∈ dz, Uτ (u) ∈ dx, Oτ (u) ∈ dy = e 1 e U (γ)z e 1 2λ σ 2 e U * (γ The number U * (γ * ) and the matrix U (γ) are probably best determined numerically from (20) and (21) .
