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V. CONCLUSION
In this note, a general concept—nonlinear integral-type sliding
surface is proposed for the system in the presence of both matched and
unmatched uncertainties. The controlled system during ideal sliding
mode completely nullifies matched uncertainties, and inherits the
same properties as those of the controlled nonlinear nominal system
in the absence of unmatched uncertainties. The stability of the con-
trolled system with unmatched uncertainties depends on the controlled
nominal system, and the nature and size of the equivalent unmatched
uncertainties. Numerical simulations validate the proposed concept.
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The Interpretation of Discontinuous State Feedback
Control Laws as Nonanticipative Control
Strategies in Differential Games
R. B. Vinter, J. M. C. Clark, and M. R. James
Abstract—In differential games, one player chooses a feedback strategy
to maximize a payoff. The other player counters by applying a minimizing
open loop control. Classical notions of feedback strategies, based on state
feedback control laws for which the corresponding closed loop dynamics
uniquely define a state trajectory, are too restrictive for many problems,
owing to the absence of minimizing classical feedback strategies or because
consideration of classical feedback strategies fails to define, in a useful way,
the value of the game. A number of feedback strategy concepts have been
proposed to overcome this difficulty. That of Elliot and Kalton, according
to which a feedback strategy is a nonanticipative mapping between con-
trol functions for the two players, has been widely taken up because it pro-
vides a value of the game which connects, via the Hamilton–Jacobi–Isaacs
equation, with other fields of systems science. Heuristic analysis of specific
games problems often points to discontinuous optimal feedback strategies.
These cannot be regarded as classical feedback control strategies because
the associated state trajectories are not in general unique. We give general
conditions under which they can be interpreted as generalized feedback
strategies in the sense of Elliot and Kalton.
Index Terms—Differential games, differential inclusions, feedback con-
trol.
I. INTRODUCTION







L(t; x(t); u(t); v(t))dt
+g( (x); x((x)))
such that
_x(t) = f(t; x(t); u(t); v(t)) a:e:;
x(0) = x0
u(t) 2 
1(t); v(t) 2 
2 a:e:
Here. the supremum is taken over open-loop controls v and the infimum
over closed-loop controls u.  (x) denotes the first exit time from an
open set A of the state trajectory x
 (x) := infft: x(t) =2 Ag:
(We define  (x) =1 if x 2 A for all t  0.) The data forP(x0) com-
prises functionsL: [0;1)RnRm Rm ! R; f : [0;1)Rn
Rm Rm ! Rn and g: [0;1)Rn ! R, subsets




, and A  Rn, an n-vector x0 2 A and numbers
p1; p2 2 [1;1) [ f1g. (Here, and elsewhere, D(t)  Rn denotes
the section fx: (t; x) 2 Dg of a set D  Rn+1.)
Define the spaces of open loop control policies for the u- and
v-players, respectively, as
U := fu 2 Lp ([0;1);Rm ): u(t) 2 
1(t) a:e:g
V := fv 2 Lp ([0;1);Rm ): v(t) 2 
2(t) a:e:g:
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Throughout this section, we will assume that, for each (u; v) 2 UV ,
the differential equation
_x(t) = f(t; x(t); u(t); v(t)) a:e: t 2 [0;1)
x(0) 2 x0
has a unique solution x 2 ACloc([0;1);Rn) and
t ! L(t; x(t); u(t); v(t)) is integrable. (Here, ACloc([0;1);Rn),
sometimes abbreviated as ACloc, denotes the space of locally
absolutely continuous Rn valued functions on [0;1).) To emphasize
the dependence, we write the solution x(u; v). For given open-loop




L(t; x(t); u(t); v(t))dt+ g( (x); x((x)))
in which x(t) = x(u; v)(t) can be evaluated. (We interpret J(u; v) =
1 if  (x) = 1.)
The upper game is that in which the u-player seeks the maximum
over feedback strategies u (appropriately defined) of
infv2V J(u; v): (1)
Note that the infimum is taken over V , the space of open loop controls
for the v-player.
The supremum is termed the upper value of the game. A similar pro-
cedure, but one in which the infimum is taken over closed loop strate-
gies for the v-player and the supremum is taken over open loop strate-
gies for the u-player, yields the lower value of the game. Should the
upper and lower values coincide, they are said to be the value of the
game.
The interest in differential games over the past decade results, in no
small part, from its relationship with robust nonlinear control design
[10], [1], [2] andwith the asymptotic analysis of optimal stochastic con-
trol problems as the driving noise signals become vanishingly small [5].
The link is the Hamilton–Jacobi–Isaacs (HJI) equation. In an appro-
priate analytical framework, value functions encountered in robust non-
linear controller design and small-noise stochastic optimal control, and
the upper value in differential games, are all characterized as the unique
generalized solution to the same HJI equation, for suitably chosen pay-
offs, dynamic models, etc.
The classical approach to defining a feedback strategy is to specify
a state feedback control law u(t) = (t; x(t)), expressed in terms of
a function : [0;1)  Rn ! Rm . If the state feedback function is
sufficiently regular, the closed-loop system
_x(t) = f(t; x(t); (t; x(t)); v(t)) a:e: t 2 [0;1)
unambiguously determines the state trajectory x(  ) for a given x(0);
v, and u(t) = (t; x(t)) and permits evaluation of the payoff. Unfor-
tunately, for an important class of problems heuristic analysis suggests
an optimal feedback strategy in the form of a discontinuous (switching)
state feedback control function. However, such a feedback control func-
tion makes no sense in a classical framework, because the feedback
system to which it gives rise fails in general unambiguously to deter-
mine a state trajectory for a given open-loop strategy v.
To overcome this difficulty, Elliot and Kalton [6] introduced the con-
cept of a feedback strategy U for the u-player, interpreted as a nonan-
ticipative mapping from V to U
U := G: V ! U : 8v; v0 2 V; T  0
vj[0;T ] = v
0j[0;T ]'` implies G(v)j[0;T ] = G(v0)j[0;T ]'` :
Here, vj[0;T ] = v0j[0;T ] means that v and v0 coincide on [0; T ] a.e. For
an alternative approach, see [9].
Elements in U will henceforth be referred to as nonanticipative
feedback strategies. Introduction of nonanticipative feedback strate-
gies eliminates the problem of evaluating the payoff associated with
an open-loop v-player strategy v 2 V and a closed-loop u-player
strategy G  U ; we simply evaluate J at u 2 U and v 2 V , where
u = G(v).
Often a heuristic analysis yields a “minimizing” state feedback law
that is multivalued, owing to the nonuniqueness of optimal state feed-
back strategies for theu-player, for certain initial conditions [7]. It takes
the form
u(t) 2 (t; x(t); v(t)): (2)
The overbar indicates the multivalued nature of the state feedback con-
trol “function.” We arrange for greater flexibility in the ensuing anal-
ysis by allowing  to depend on v(t) as well as t and x(t). It is by no
means obvious that (2) can be interpreted as a nonanticipative feedback
strategy.
Under what conditions can the u-player choose a nonanticipative
feedback strategy G  U , compatible with a given multivalued state
feedback control law (2)? The important point here is that there may
be many functions u 2 U and x 2 ACloc([0;1);Rn) satisfying
_x(t) = f(t; x(t); u(t); v(t)) a:e: t 2 [0;1)
x(0) = x0
u(t) 2 (t; x(t); v(t)) a:e: t 2 [0;1)
(3)
for each v 2 V . The aim of this note is to give precise, verifiable con-
ditions under which there exists a nonanticipative feedback strategy
compatible with a given multivalued or discontinuous feedback (3).
Relevant analytical techniques were developed by Cardaliaguet and
Plaskacz [3].
Expanded proofs and a process systems application of the results of
this note appear in [4].
II. EXISTENCE OF NONANTICIPATIVE SOLUTIONS TO CONTROLLED
DIFFERENTIAL INCLUSIONS
A convenient starting point for studying nonanticipative feedback
stategies, compatible with a given discontinuous feedback control law,
is to examine “nonanticipative” solutions to the controlled differential
inclusion
_x(t) 2 F (t; x(t); v(t)) a:e: t 2 [0;1)
x(0) = x0
: (4)
Here, F : [0;1)RnRm ! Rn is a given multi-function and x0
is a given n-vector.
Fix p2 2 [0;1) [ f1g and a multifunction 
2: [0;1) Rm .
As in Section I, define the set of open-loop controls for the v-player
V = fv 2 Lploc([0;1);R
m ): v(t) 2 
2(t)a:e:g :
Consider the differential equation
_x(t) = g(t; x(t); v(t)) a:e: t 2 [0;1)
x(0) = x0
(5)
inwhich g: [0;1)RnRm ! Rn is a given function. Assume that,
for each v 2 V , (5) has a unique solution x(v) 2 ACloc on [0;1).
The following property is a consequence of the assumed uniqueness of
solutions to (5) and of the fact that the concatenation of solutions to the
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Fig. 1. Idealized sawtooth oscillator.
differential equation (for fixed v) is also a solution: For any v; v0 2 V
and T  0
vj[0;T ] = v
0j[0;T ]'` implies x(v)j[0;T ] = x0(v0)j[0;T ]'` :
Theorem 2.1 generalizes this property to controlled differential inclu-
sions. When the multi-function F replaces the function g, we can ex-
pect there will be many state trajectories satisfying the dynamic con-
straint (4), for given v 2 V . The theorem asserts that we can, nonethe-
less, select solutions to the differential inclusion (4) which retain the
nonanticipativity property.
The following terminology will be helpful. Given v 2 V and T 2
[0;1)[f1g, we will say that a locally absolutely continuous function
x: [0;1)! Rn is an F (; ; v)-trajectory on [0; T ) if x(0) = x0 and
_x(t) 2 F (t; x(t); v(t)) a.e. t 2 [0; T ).
Theorem 2.1: Consider the controlled differential inclusion (4). As-
sume that
a) for each v 2 V , there exists an F (; ; v)-trajectory on [0;1);
b) for each v 2 V and T  0, any F (; ; v)-trajectory on [0; T )
has an extension as an F (; ; v)-trajectory on [0;1).
Let X : V ACloc([0;1);Rn) be the multifunction
X (v) := fx 2 ACloc([0;1);R
n): x
is an F (; ; v)-trajectory on [0;1)g:
Then there exists a functionX: V ! ACloc([0;1);Rn) such that
X(v) 2 X (v); for all v 2 V
and, for any T  0 and v; v0 2 V
vj[0;T ] = vj[0;T ]'` implies X(v)j[0;T ] = X(v)j[0;T ]'` :
In abstract terms, Theorem 2.1 is a theorem on “nonanticipative se-
lections” of control dependent multifunctions, appropriately defined.
Cardaliaguet and Plaskacz [3] provide an axiomatic framework, cen-
tered on the notion of a “nonexpansive” multifunction between ultra-
metric spaces, for proving selection theorems of this nature in a gen-
eral context. The assertions of Theorem 2.1 can be deduced from [3,
Lemma 7.1]. In the Appendix, we provide a direct proof, specific to
present requirements.
As a preliminary application of Theorem 2.1, consider an idealized
sawtooth oscillator with disturbance input, comprising a switch and
two integrators in a feedback loop. The disturbance v enters the loop







in which the switch characteristic, s(  ), is assumed to satisfy
s(y) =
+1; if y > 0
 1; if y < 0.
For many disturbance inputs v and initial states, the response of the
oscillator unit can be determined in the absence of information about
values of s(y)when y = 0. An investigation of worst case disturbances
might compel us, however, to givemeaning to the response for arbitrary
v 2 L1loc and (x1(0); x2(0)). It is a matter of interest then whether the
idealized noise-driven oscillator preserves the nonanticipative proper-
ties of a physical noisy sawtooth oscillator for arbitrary disturbances.
It can be shown that the hypotheses of Theorem 2.1 are satisfied for







in which s is the multi-function
s(v) =
f+1g; if v > 0
[ 1;+1]; if v = 0
f 1g; if v < 0
and for arbitrary initial data. It follows that we can, in principle, “fill
in” values of the characteristic at v = 0 between 1 and+1 (how this
is done will depend on past values of the disturbance input), such that
the idealized noisy oscillator is nonanticipative.
III. EXISTENCE OF NONANTICIPATIVE FEEDBACK STRATEGIES
COMPATIBLE WITH A MULTIVALUED STATE FEEDBACK CONTROL LAW
The analytical tools of Section II will now be used to resolve ques-
tions of existence of nonanticipative feedback strategies compatible
with a given multivalued state feedback control function, posed in Sec-
tion I. For simplicity of hypothesis specification, we restrict attention to
the following special case of the dynamic constraint in problemP(x0):
_x(t) = d(t; x(t)) + A(t; x(t))u(t) +B(t; x(t))v(t)
a:e: t 2 [0;1) (7)
x(0) = x0 (8)
u(t) 2 (t; x(t); v(t)) a:e: t 2 [0;1): (9)
Here, d: [0;1)  Rn ! Rn; A: [0;1)  Rn ! Rnm and
B: [0;1)  Rn ! Rnm are given functions, : [0;1)  Rn 
Rm Rm is a given multifunction and x0 is a given n-vector. Take
also subsets 
1  Rm +1 and 
2  Rm +1.
We assume that
(t; x; v)  
1(t) for all (t; x; v) 2 [0;1)Rn Rm :
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Define
U
1 = fu 2 L1loc([0;1);R
m ): u(t) 2 
1(t) a:e:g
V
1 = v 2 L1loc([0;1);R
m ): v(t) 2 
2(t)a:e:
i.e., the sets of open loop controls for the u- and v-players introduced
in Section I, when p1 = +1 and p2 = 1.
Theorem 3.1: Consider the two player dynamic system (7)–(9). As-
sume the following.
H1) d;A, and B are continuous functions and there exists k1 2
L1loc([0;1);R) and k1  0 such that
jd(t; x)j+ jA(t; x)j  k1(t)(1 + jxj) for all (t; x) 2 [0;1)R
n
jB(t; x)j  k1(1 + jxj) for all (t; x) 2 [0;1)R
n
:
H2)  has a closed graph, (t; x; v) is convex for each (t; x; v) 2
[0;1)  Rn  Rm and the multifunction t 
1(t) is
bounded on bounded sets.
Define the multifunction Z: V 1 U1
Z(v) := fu 2 U1: 9x 2 ACloc([0;1);R
n)
s:t: (7)–(9) are satisfiedg:
Then, there exists a mapping Z: V 1 ! U1 such that
Z(v) 2 Z(v); for all v 2 V 1
and, given any v; v0 2 V 1, and T  0 such that
vj[0;T ] = v
0j[0;T ]
we have
uj[0;T ] = u
0j[0;T ]
where u = Z(v) and u0 = Z(v0).
Proof: The theorem is proved by applying Theorem 2.1 to the
controlled differential inclusion
( _x; _y) 2 ~F (t; (x; y); v)
(x(0); y(0)) = (x0; 0)
where ~F : [0;1)Rn+m Rm Rn+m is the multifunction
~F (t; (x; y); v) =
d(t; x) + A(t; x)u+B(t; x)v
u
2 Rn+m : u 2 (t; x; v)
in which we regard the partitioned vector (x; y) 2 Rn+m as the de-
pendent variable.
IV. EXIT PROBLEM IN DIFFERENTIAL GAMES: OPTIMAL SET-VALUED
STATE FEEDBACK CONTROL FUNCTIONS
Take constants x0 2 [ 1;+1] and   0 and consider the problem
Q(x0)
supG(  )2U infv2V J(G(v); v)
subject to







jv(t)j2 dt+  (x); if  (x) <1
1; if  (x) =1
in which  (x) denotes the first exit time of the arc x from the region
fx0:  1 < x0 < +1g. (Our notation here “G(  ) 2 U” reflects the fact
that we now interpret feedback controls as nonanticipative feedback
strategies, i.e., as mappings from V to U .)
We take
U := fu 2 L1([0;1);R): u(t) 2 [ 1;+1] a:eg
and
V := L2([0;1);R):
U denotes the corresponding space of nonanticipative feedback strate-
gies for the u-player.
Q(x0) is a special case of the differential games problem P(x0)
considered in Section I, in which L(t; x; v) = jvj2; f(t; x; u; v) =
u + v;
1 = [ 1;+1];
2 = R; A = [ 1;+1]; p1 = +1, and
p2 = 2. It is an example of a general differential games problem studied
byDupuis andMcEneany [5] arising in the asymptotic analysis of max-
imum exit time stochastic control problems with risk sensitive costs, in
the limit as the noise parameter becomes vanishingly small.
We define the multifunction : R R
(x) :=
f 1g; if x > 0
[ 1;+1]; if x = 0
f+1g; if x < 0
:
Lemma 4.1: Consider problem Q(x0). Assume that there exists a
nonanticipative feedback strategy G: V ! U for the u-player such
that, for all v 2 V
u(t) 2 (x(t)) a:e:
where u = G(v) and x 2 ACloc([0;1);R) is the unique state tra-
jectory corresponding to u and v. Then
inf
v2V





That is, G is a maximizing nonanticipative feedback strategy for the
u-player.
Proof: We can assume at the outset that x0 2 ( 1;+1), since, if
x0 is a boundary point of [ 1; 1], then the assertions of the lemma are
obviously true. Without loss of generality, we can assume also that 0 
x0 < +1. Write x(u; v) for the (unique) state trajectory corresponding
to (u; v) 2 U  V .
Step 1: Take any v 2 V such that J(G(v); v) < +1. We show
that v0 2 V can be found such that
J(G(v0); v0)  J(G(v); v)
and, with the notation x0 = x(G(v0); v0) and  0 =  (x0), such that
x0(t) > 0; for all t 2 (0;  0]
x0( 0) = +1
:
Write u = G(v); x = (G(v); v), and  =  (x). (Note that, since
J(G(v); v) < +1; x exits from ( 1;+1) in finite time.) We con-
sider the case “x() = +1.” The other case “x() =  1” is treated in
similar fashion. Define
t = supft 2 [0;  ]: x(t) = x0g:
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Since x(0) = x0 and x( ) = +1, we know that t < ; x(t) = x0, and
x(t) > x0  0; for all t 2 (t;  ]:
Define
v
0(t) = v(t+ t) for t  0 x0 = x(G(v0); v0) and  0 =  (x0):
We assert that
x
0(t) = x(t+ t); t 2 [0;    t] and  0 =    t:
To see how this is justified, first note that, as x(t + t) > 0 for all
t 2 (   t]; G(v)(t + t) =  1 a.e. on (   t] and




However, as G(v0) 2 [ 1;+1] a.e. t 2 [0;1), we have
x











(v(t+ s)  1)ds = x(t+ t) > 0
for all t 2 (0;    t], which implies that G(v0)(t) =  1 for t 2
(0;    t] as well. So x0(t) = x(t+ t) and  0 =    t. Consequently
J(G(v0); v0) = J(G(v); v) 
t
0
jv(t)j2 dt  t  J(G(v); v)
as required.
Step 2: Take arbitrary G: V ! U . We show that, for any v 2 V
J(G(v); v)  inf
v 2V
J(G(v0); v0): (10)
This inequality is obviously true if J(G(v); v) = +1. So assume
that J(G(v); v) < +1. By Step 1), there exists v0 2 V such that
J(G(v); v)  J(G(v0); v0) (11)
and
_x0(t) =  1 + v0(t) a:e: t 2 [0;  0]
x0(0) = x0 and x0( 0) = +1
where x0 = x((G(v0); v0)). Now define ~u = G(v0) and
~x = x(~u; v0). We have
_~x(t) = ~u(t) + v0(t) a:e: t 2 [0;  0]
~x(0) = x0
:
Comparing the preceding differential equations, we see that
~x( 0) = x0( 0) +

0
(1 + ~u(t))dt a:e::
Since ~u(t) 2 [ 1;+1] a.e., it follows that ~x( 0)  x0( 0) = 1. How-
ever, then the exit time of ~x is not greater than that of x0. We conclude
that
J(G(v0); v0)  J(G(v0); v0):
Then, from (11)




Conclusion: Since (10) is true for all v, we deduce that
inf
v2V
J(G(v); v)  inf
v 2V
J(G(v0); v0):
The proof of the lemma is complete.
Of course, the missing link here is that the lemma leaves open the
question of whether there exists a nonanticipative feedback strategy
compatible with the specified set-valued state feedback control law.
However, this is furnished by Theorem 3.1.We conclude the following.
Proposition 4.2: There exists a nonanticipative feedback strategy
G: V ! U such that, for all V
u(t) 2 (x(t)) a:e:
where u = G(v) and x is the state trajectory corresponding to u and
v, i.e., x is the unique ACloc([0;1);R) function satisfying
_x = u+ v a:e: t 2 [0;1)
x(0) = x0
:
Any such nonanticipative feedback strategy is an optimal nonanticipa-
tive feedback strategy for the u-player.
APPENDIX
PROOF OF THEOREM 2.1
We can assume, without loss of generality, that the set V of open-
loop controls for the v-player is nonempty since, otherwise, the asser-
tions of the theorem are true vacuously. Write
S := f(v; x) 2 V  ACloc([0;1);R
n): (4) is satisfiedg
and
Q := D  S: (v; x); (v0; x0) 2 D and vj[0;T ] = v
0j[0;T ]
for some T  0 implies xj[0;T ] = x0j[0;T ] :
We emphasize that Q is a family of subsets of S. Note that, for any
D 2 Q and v 2 V , there exists at most one element x such that
(v; x) 2 D; this fact follows directly from the defining properties ofQ.
Thus, elements in Q are subgraphs, i.e., graphs of functions mapping
subsets of V intoACloc. Furthermore,Q is nonempty, since it contains
point sets f(v; x)g, where v is an arbitrary element v 2 V and x is an
F (; ; v)-trajectory on [0;1).We verify presently the following claim.
Claim: There exists D 2 Q with the property: for each v 2 V
there is a unique x 2 ACloc([0;1);Rn) such that (v; x) 2 D. That
is, D is a graph over V .
The assertions of Theorem 2.1 will follow immediately. Indeed, the
set D is, according to the claim, the graph of a mapping G: V !
ACloc. SinceD 2 Q, the mapping has the requisite nonanticipativity
properties for it to qualify as a member of U .
It remains therefore to verify the claim. For this purpose, regard set
inclusion as a partial ordering on Q.
Let C = fD:  2 Ag be any chain in Q, i.e., a subclass on which
the partial ordering induces a total ordering.
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Define
M = [2AD:
Notice thatM 2 Q. To see this, take any T  0 and (v; x); (v0; x0) 2
M such that vj[0;T ] = v0j[0;T ]. Then, (v; x) 2 D and (v0; x0) 2
D , for some ; 0 2 A. Since C is totally ordered by inclusion,
(v; x); (v0; x0) 2 D , where either  =  or  = 0. In either case
xj[0;T ] = x
0j[0;T ], sinceD 2 Q. We have shown thatM  Q. Since
D M; for all  2 A
it follows thatM is a maximal element in C. We have shown that every
chain in Q has a maximal element in Q. Zorn’s Lemma [8] now tells
us that Q itself has a maximal element, which we write D.
We show that D, chosen in this way, has the properties asserted in
the claim.
Suppose the claim is false. As D is a subgraph, this implies that
there exists an element v such that
fx 2 ACloc([0;1);R
n): (x; v) 2 Dg = ;: (12)
Let
T  := supfT  0: 9(v; x) 2 D s:t: vj[0;T ] = vj[0;T ]g:
There are three cases to consider
i) T  = 0 ii) 0 < T  < +1 and iii) T  = +1:
We assume that 0 < T  < +1. The analysis for the other cases is
similar (but simpler).
Take Ti " T  and a sequence f(vi; xi)g inD such that vij[0;T ] =
vj[0;T ], for each i. Define x 2 AC([0; T );Rn) according to
x(t) = xi(t)
where i is any index value such that Ti > t. Now x is an
AC([0; T );Rn) function such that x(0) = x0 and _x = F (t; x; v)
a.e. Under the hypotheses of Theorem 2.1, x admits an extension as a
locally absolutely continuous function on [0;1) satisfying x(0) = x0
and _x = F (t; x; v) a.e. It follows that (v; x) 2 S.
By (12), (v; x) =2 D. Define
D0 := D [ f(v; x)g:
We show that D0 2 Q. To this end, take any T > 0 and distinct
elements (v; x); (v0x0) 2 D0 such that vj[0;T ] = v0j[0;T ]. If (v; x)
coincides with neither (v; x) nor (v0; x0), then xj[0;T ] = x0j[0;T ], since
D 2 Q. We can assume then that (v; x) = (v; x) and (v0; x0) 2 D.
Notice that the case “T > T ” cannot arise, since, by definition of T ,
there does not exist (v0; x0) 2 D such that v0j[0;T ] = vj[0;T ]. We can
assume then that T  T . Fix j. For any i  j, we have
xij[0;T ^T ] = x
0j[0;T ^T ]:
However, xij[0;T ] = xj[0;T ]. Since Tj " T , we deduce that
xj[0;T ] = x
0j[0;T ]:
We have shown thatD0 2 Q. However, this is not possible, sinceD 
D0 andD 6= D0, yetD is a maximal element in Q. So, (12) is false
and the claim is confirmed.
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Robust Observer-Based Control of Systems With State
Perturbations Via LMI Approach
Chang-Hua Lien
Abstract—In this note, the observer-based control for a class of uncertain
linear systems is considered. Exponential stabilizability for the systems is
studied and the convergence rate of system is estimated. Linear matrix in-
equality (LMI) approach is used to design the observer-based control. The
control and observer gains are given from LMI feasible solution. A numer-
ical example is given to illustrate our results.
Index Terms—Observer-based control, linear matrix inequality (LMI)
approach, Lyapunov theory, state perturbation.
NOMENCLATURE
<n := n-dimensional real space.
<mn := Set of all realm by n matrices.
AT (resp: xT ) := Transpose of matrix A (resp., vector
x).
rank(A) := Rank of matrix A.
min(P ) := Minimal eigenvalue of real sym-
metric matrix P .
max(P ) := Maximal eigenvalue of real sym-
metric matrix P .
diag[A1; A2; . . . ; An] := Diagonal matrix with diagonal ele-
ments A1; A2; . . . ; An.
P > 0 (resp:P < 0) := Positive (resp., negative)–definite
symmetric matrix.
I := Unit matrix.
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