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Resumo 
O objetivo deste trabalho é estudar a influência do atrito nas equações da onda. Os 
exemplos clássicos neste contexto são a equação da onda com atrito viscoso 
u,, - !lu+ pu, = O, 
e a equação da onda com atrito forte 
u,, !lu- pflu, = O. 
Nosso interesse está em estudar problemas onde o atrito varia entre estes dois casos. Mais 
especificamente, consideraremos 
Utt- !lu+ p( -fl)"'u, =O, 
onde o parâmetro a satisfaz O ::; a ::; 1. Este problema gera semigrupo analítico para 
1/2::; a::; 1. Restringiremos nosso trabalho para este intervalo do parâmetro a. 
lV 
Abstract 
The aim of thís work is to study the ínfluence of the damping in wave equation with 
viscous damping 
Utt- t:.u + PUt = 0 
and the strongly damped wave equatíon 
Utt - t:.u - pt:.u1 =O. 
We are interested in stunding problems where the damping vary in between these two 
cases. More specifically, we will consider 
Utt- t:.u + p( -t:.)"u1 =O 
where the parameter a satisfies O ::; a ::; l. These problems generate analitic semigroups 
for 1/2::; a ::; 1. We will restrict our work to this range of the parameter a. 
v 
Introdução 
A primeira motivação que deu origem a esse trabalho surgiu comparando a influência 
do atrito na equação da onda com atrito viscoso 
Utt - tlu +pu, = O (1) 
e na equação da onda com atrito forte 
Utt - LlU- pLlUt = 0, (2) 
que são equivalentes aos sistemas 
(3) 
e 
(4) 
respectivamente. Pode-se analisar as soluções dessas equações estudando a geração de 
semigrupo dos operadores 
A= ( ~ I 
-pl p~ ) . (5) 
A questão principal é saber o domínio no qual esses operadores geram semigrupos. No 
caso do operador AI essa tarefa não é difícil pois o domínio aparece naturalmente, ou seja, 
as condições para se calcular a imagem de um elemento por AI compõem o domínio em 
que AI gera semigrupo. No entanto isso não ocorre com A 6 , exigindo uma análise mais 
cuidadosa. A solução que aparece para o operador A 6 motiva a obtenção de resultados 
Vl 
mais gerais. Nosso interesse está em problemas com atrito variando entre os casos (1) e 
(2). Mais precisamente, problemas do tipo 
(6) 
onde o parâmetro a satisfaz 1/2 ::; a::; 1. Em nosso trabalho estudamos problemas como 
(6) em um contexto ainda mais geral considerando sistemas elásticos do tipo 
i+ pA"i:+ Ax =O, (7) 
com p > O , 1/2 ::; a ::; 1 e A sendo um operador auto-adjunto, estritamente positivo 1 e 
com domínio V(A) denso em um espaço de Hilbert H. 
A equação (7) é um caso particular de um problema que já foi amplamente estudado. 
Nos referimos a sistemas elásticos do tipo 
i + Bi: + Ax = O, (8) 
ou, equivalentemente 
(9) 
estudados sobre o espaço de Hilbert E= V(A112 ) x H. Em (8) o operador A é o mesmo 
definido em (7) e B possui as mesmas propriedades de A e satisfaz 
p1 < A"x, x >:S< Bx, x >:S P2 < A"x, x > x E V(A"), P1 >O, P2 >O, (10) 
com O ::; a ::; 1. Os primeiros estudos sobre a equação (8) surgiram em um trabalho de 
G. Chen e D.L. Russel [2] publicado em 1982, onde ambos conjecturam que o operador 
As = ( _oA -IB ) (11) 
em (9), no caso a = 1/2, gera um semigrupo analítico sobre E. Um trabalho publicado 
em 1987 de S.Chen e R. Triggiani [3] prova a conjectura e em 1989/1990 trabalhos dos 
1 Ou seja, temos que A satisfaz 
< Ax, x >2: Kllxll 2 
para algum K > O 
Vll 
mesmos autores ([4] e [5]) estendem o resultado provando que As gera um semigrupo 
fortemente contínuo e de contrações sobre E para O::; a::; 1. Além disso, se 1/2::; a::; 1, 
o semigrupo é analítico sobre E . Nosso problema em (7) se restringe ao caso B = pA" 
com 1/2 ::; a::; 1, onde temos que o operador 
I 
-pA" (12) 
obtido substituindo B por -pA" em (11), possui propriedades especiais e gera um se-
migrupo analítico e de contrações como acabamos de citar. Nosso principal objetivo 
é estender os resultados obtidos para esse caso específico caracterizando, quanto a ge-
ração de semigrupo, o domínio de potências fracionárias do tipo ( -Apa)0 , o < e < 1, 
1/2::; a::; 1, conforme o trabalho de S.Chen e R.Trigianni em [6]. 
Com o propósito descrito acima em mente seguimos o seguinte roteiro: 
No capítulo 1 apresentamos noções sobre alguns assuntos que serão úteis para o 
desenvolvimento do trabalho. A maioria dos resultados que utilizamos estão colocados 
nesse capítulo diminuindo assim a necessidade do leitor procurar as referências. Uma 
introdução a teoria de semigrupos de operadores lineares com alguns resultados funda-
mentais corno o teorema de Hille-Yosida e Lurner Phillips, é dada na seção 1.1. Corno 
trabalhamos constantemente com potências fracionárias de operadores, introduzimos o 
assunto na seção 1.2. Na seção 1.3 é feita uma exposição detalhada sobre representação 
espectral de operadores auto-adjuntos e não limitados, um assunto fortemente utilizado 
para demonstrar nosso principal resultado. Na seção 1.4 damos uma breve exposição 
sobre espaços de interpolação, que será útil somente no último capítulo, onde são feitas 
algumas aplicações. 
No capítulo 2 iniciamos estudando as três equações da onda clássicas, que são exem-
plos típicos de sistemas do tipo (7). O estudo desses exemplos nos motiva então a definir 
um domínio para operador AP"' que é mantido em todo o trabalho. Nas seções seguintes 
formalizamos o problema geral e estudamos algumas propriedades espectrais do operador 
Apa· Mostramos que Apa possui resolvente compacto para 1/2 ::; a < 1 e urna análise 
sobre seus auto-valores nos mostra ainda que os mesmos estão contidos em uma região que 
Vlll 
é conveniente para podermos definir as potências ( -Apa)0 , O::; e::; 1, e verificar que Apa 
realmente gera semigrupo analítico. Um estudo sobre os auto-vetores de AP" nos mostra 
ainda que Apa pode ser escrito corno sorna de dois operadores normais, com exceção em 
dois casos excepcionais onde aparece urna sorna adicional de componentes. Essa última 
propriedade é útil para nós somente no último capítulo para se provar urna aplicação de 
nossos resultados. 
O terceiro capítulo é, sem dúvida, o mais importante (e mais trabalhoso), pois nele 
verificamos que Apa realmente gera semigrupo analítico e demonstramos o teorema que 
caracteriza os domínios das potências fracionárias de -Apa· Sua demonstração compre-
ende praticamente todo esse capítulo. 
No último capítulo colocamos duas aplicações do teorema demonstrado no capítulo 
3. A primeira, sobre geração de semigrupo com perturbação não auto-adjunta e a segunda 
sobre a regularidade de um problema não homogêneo. 
lX 
Capítulo 1 
Conceitos Introdutórios 
Nesse capítulo introduziremos noções de alguns assuntos necessários para desenvolvi-
mento de nosso trabalho. A maioria dos resultados apresentados não serão demonstrados 
e poderão ser verificados consultando as respectivas referências citadas. 
1.1 Semigrupos de operadores lineares 
Para uma verificação dos resultados apresentados nessa seção consulte [9] . 
Por toda esta seção X será considerado sempre um espaço de Banach. 
Definição 1.1 Dizemos que uma famz?ia {T{t), O :::; t < oo}, de operadores lineares 
limitados em X é chamada de semigrupo fortemente contínuo se 
{i) T{O)= I 
{ii) T(s+t)=T(t)T(s) para qua1squer t, s ~O 
{iii) lim T(t)x = x para cada x E X 
i-tO+ 
Nesse caso dizemos T(t) é um semigrupo de classe C0 ou simplesmente um C0 -semigrupo. 
Ainda mais se 
lim IIT(t)- Ill =O, 
t-+ü+ 
dizemos que T(t) é uniformemente contínuo. 
Definição 1.2 Seja {T(t) : O :::; t < oo} um C0 - semigrupo. Definimos o seu gerador 
1 
infinitesimal como sendo o operador linear definido por 
Ax = lim T(t)x- x. 
t-to+ t ' (U) 
onde seu domínio :D(A) é o conjunto dos elementos x's para os quais o limite em (1.1} 
existe. 
Definição 1.3 Dizemos que uma famüia {T(t) : -oo < t < oo} de operadores lineares 
limitados em X é um Co - grupo se 
(i) T(O) =I 
(ii) T(s + t) = T(s)T(t), -00 < t, s < 00 
(iii) lim T(t)x = x para todo x E X 
t......;.O 
O gerador infinitesimal de um Co -grupo T(t) é definido por 
A I. T(t)x- x X = lill --'-'---
t->0 t ' 
para o conjunto D(A) dos elementos de X, para os quais o limite acima existe. 
Observação 1 Se T(t) é um Co- grupo, temos que T(t) para t 2: O e T( -t) para t::::; O 
são C0 - semigrupos com geradores infinitesimais A e -A respectivamente. Por outro 
lado se A e -A são geradores infinitesimais de C0 - semigrupos r+(t) e r-(t) respecti-
vamente, então A é o gerador infinitesimal de um Co- grupo T(t) dado por 
T(t) = { r+(t) para t 2: O 
r-( -t) para t::::; o. 
Proposição 1.1 Seja {T(t) :O::::; t < oo} um C0 -semigrupo. Então existem constantes 
w 2: O e M 2: 1 tais que 
Definição 1.4 Se w = O no teorema anterior dizemos que {T(t) : O ::::; t ::::; oo} é 
uniformemente limitado. Além disso, se M = 1, ele é chamado um C0 - semigrupo de 
contrações. 
2 
Teorema 1.5 Seja T(t) um C0 - semigrupo e A seu gerador infinitesimal. Então: 
1) Para todo x E X, T(.)x: JR+ >-+X é contínuo 
2} Se x 0 E D(A), então T(t)x0 E 'D(A) e 
d 
dt T(t)xo = AT(t)x0 = T(t)Ax0 . 
Em particular u(t) = T(t)u0 é solução do problema de valor inicial 
{ 
:i:(t) = Ax(t) 
x(O) = xo E 'D(A) · 
Definição 1.6 Seja A um operador linear sobre X. Definimos como o conjunto resolvente 
p(A) de A todos os números complexos À para os quais o operador (.\I- A) possui inversa 
limitada e com domínio denso em X. Um número À E p(A) é chamado de valor regular de 
A e a famüia de operadores { R(.\ :A) = (,\l- A)-1, À E p(A) } é chamada o resolvente 
de A. Definiremos o espectro de A, designando por o-(A), como o complementar de p(A) 
em C Sobre o espectro de A temos a seguinte classificação: 
i) Se .\I - A admite inversa densamente definida em X, porém não limitada, dizemos 
que À pertence ao espectro contínuo de A. 
ii) Se À admite inversa limitada em X, mas não densamente definida em X então À 
pertence ao espectro residual de A. 
iii) Se não existe a inversa de (.\I -A), então dizemos que À pertence ao espectro pontual 
de A. 
Observe que o espectro pontual constitui todos os auto-valores de A. 
Proposição 1.2 Se A é o gerador infinitesimal de um C0 - semigrupo T(t), então A 
possui domínio denso em X e é um operador linear fechado. 
Teorema 1. 7 (Hille- Yosida): Um operador linear A sobre X é o gerador infinitesimal 
de um Co - semigrupo de contrações T(t) se, e somente se, 
i) A é fechado e D(A) =X 
ii) O conjunto resolvente p( A) contém JR+ e para todo À > O 
IIR(.\: A) li::; 1/.\ 
3 
onde R(>. :A) = (>.I- AJ-1 . 
Teorema 1.8 Seja A um operador com domínio denso em X e satisfazendo as seguintes 
condições: 
(i} Para algum O< J < ~~ p(A) ::>Lo={>.: larg>.l < ~ + J} U {O} 
(ii) Existe uma constante M tal que 
M I IR(>.: A) li ::; j):i para >. E 2::0 , >.#O. 
Então A é o gerador infinitesimal de um C0 - semigrupo T(t) satisfazendo IIT(t)ll ::; C 
para alguma constante C > O. 
Definição 1.9 Seja Ll = {z: <p1 < argz < if2, <p1 < O < <p2 } e para cada z E Ll, seja 
T(z) um operador linear limitado. A famz1ía {T(z), z E Ll}, é chamada um semigrupo 
analítico em 6 se satisfaz as seguintes condições: 
(i) z-+ T(z) é analítico em Ll 
{ii) T(O) =I e Iim T(z)x = x para todo x E X 
;.; -+ o 
z E A 
(iii} T(z1 + z2) = T(z1)T(z2) para z1, Z2 E Ll 
Um semigrupo T(t) será chamado analítico se ele for analítico em algum setor Ll 
contendo o eixo real não negativo. 
Teorema 1.10 Seja T(t) um Co- semigrupo uniformemente limitado. Seja A o gerador 
infinitesimal de T(t) e consideremos O E p(A). As seguintes afirmações são equivalentes: 
i) T(t) pode ser estendido para um semi-grupo analítico no setor 6 8 = {z : largzl < J} 
e IIT(t)ll é uniformemente limitado em qualquer subsetor .6.8,, J' < J, de .6.8• 
ii) Existe uma constante C > O tal que para todo u > O e T f O temos que 
IIR(u +ir: A)ll::; l~l· 
iii) Existe O< J < 1rj2 eM> O tal que 
7r 
p(A) ::> L:= {À; larg>.l < 2 + J} U {O} 
4 
e 
M [[R( À: A)[[ < f.\1 para À E 2: e À i- O 
iv) T(t) é diferenciável para t > O e existe uma constante C tal que 
c [[AT(t)[[::; t para t >O. 
Teorema 1.11 Seja A o gerador infinitesimal de um semigrupo analítico. Seja B um 
operador linear satisfazendo D(B) ::::l D(A) e 
[[Bx[[ ::; a[[Ax[[ + b[[x[[ para x E D(A). 
Existe um número 5 tal que se O ::; a ::; 5 então A + B é o gerador infinitesimal de um 
semigrupo analítico. 
Definição 1.12 Seja X* o dual de X. Definimos a transformação J de X no conjunto 
das partes 2x· de X* por 
J: X-+ J(X) = {x* E X*:< x*,x >= llxW = [[x'ln 
O teorema de Hahn-Banach garante que J(x) i- 0 para todo x E X. Escolhendo j(x) E 
J(X) para todo x E X obtemos uma aplicação 
j: X-+ X', 
que é chamada "aplicação dualidade". 
Definição 1.13 Um operador linear A é dissipativo (com respeito a aplicação dualidade 
j) se 
Re(Ax,j(x))::; O para todo x E D(A), 
e acretivo se -A é dissipativo. 
Teorema 1.14 {Lumer-Phillips). Seja A um operador linear com domínio D(A) denso 
em X. Então 
5 
(i) Se A é dissipativo com respeito a alguma aplicação dualidade j e existe Ào > O tal que 
a imagem de Àol - A é X, então A é o gerador infinitesimal de um C0 - semigrupo de 
contrações em X. 
(ii) Se A é o gerador infinitesimal de um C0 - semigrupo de contrações sobre X, então 
A é dissipativo (com respeito a j) e a imagem de Àl - A é igual a X para todo À > O . 
Corolário 1.15 Seja A um operador linear com domínio V(A) denso num espaço de 
Hilbert H Se existe Ào > w 2: O tal que a imagem de Ào - A é H e 
Re < Ax, x >:S wllxll 2 para todo x E V( A), 
então A é o gerador infinitesimal de um C0 - semigrupo T(t) satisfazendo 
IIT(t)ll :S ewt 
Observação 2 Em particular, observe que se Re < Ax, x >=O para todo x E V(A), e 
existe Ào > O tal que a imagem de Ào ± A é H, então A é o gerador infinitesimal de um 
C0 -grupo T(t) de contrações. 
1.2 Potência fracionária de operadores 
Consulte [9]pg 69 para verificar os resultados apresentados nessa seção. 
Definição 1.16 Seja A um operador linear fechado com domínio denso em X tal que 
p(A) ::l 2::+ ={À: O< w < !arg>.! :S 1r} U V, 
onde V é uma vizinhança de zero e 
IIÀR(À:A)II:SM para ÀEL:+. 
Para o: > O definimos 
A-a 1 1 -"(A I)-ld 
= 21fi c z - z z, (L2) 
onde o caminho C percorre no conjunto resolvente de A evitando o eixo real negativo e a 
orzgem. 
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Observe na definição 1.16 que se M = 1 e w = ~ então -A é o gerador infinitesimal de 
um C0 - semigrupo e se w <~então, pelo teorema 1.10, temos que -A é gerador de um 
semigrupo analítico. 
Daqui em diante nessa seção, a menos que mencionemos o contrário, A estará sendo 
considerado um operador satisfazendo as hipóteses da definição 1.16. 
Proposição 1.3 Se O < a < 1 então 
A-"' = senHa 1co C"'(tl + A)-ldt. 
1í o 
Proposição 1.4 Seja A um operador linear satisfazendo as hipóteses da definição1.16 
com a> O e w < ~· Ou seja, -A gera um semigrupo analítico T(t). Temos então que 
(1.3) 
onde 
r(a) = 1oo e-xxa-ldx. 
Observe que a integral em (1.3) converge na topologia do operador uniforme 1 para todo 
a> O. 
Proposição 1.5 Para a, {3 ::0: O temos que 
Proposição 1.6 Existe uma constante C > O tal que 
Proposição 1. 7 Para todo x E X temos que 
Proposição 1.8 O operador A-"' em (1.3} é injetor. 
1 Ou seja, converge no espaço das funções contínuas de X em X 
7 
Definição 1.17 Seja A um operador linear como na definição1.16 com w < 7r/2. Defi-
mmos: 
{ 
A"= (A-<>)-1 se a> O 
A"= I se a= O. 
Teorema 1.18 Consideremos A" como na definição anterior. Então, 
(a) A" é um operador linear fechado e 1J(A") = Im.(A-"). 
(b) se a 2:: .B >O então V(A") C 1J(Afi). 
(c) 1J(k') =X para todo a 2:: O. 
(d) Se a, .B são dois números reais então A"+fix = A" Ailx para todo x E D(A'') onde 
1 = max(a, (3, a+ fJ). 
Teorema 1.19 Seja -A o gerador infinitesimal de um semigrupo analítico T(t). Se 
O E p(A), então 
a) T(t) : X -7 1J(A") para quaisquer t >O e a 2:: O. 
b) Para qualquer x E 1J(A") temos T(t)A"x = A"T(t)x. 
c) Para qualquer t >O o operador A"T(t) é limitado e 
d) Seja O < a:<:; 1 ex E 1J(A"), então 
IIT(t)x- xll :S Cat"IIA"xll· 
Teorema 1.20 Seja B um operador linear fechado satisfazendo 1J(B) :::J 1J(A"), com 
O < a :<:; 1. Então 
IIBxll :S CIIA"xll, para qualquer x E 1J(A") (1.4) 
e existe uma constante C1 tal que para qualquer p > O ex E 1J(A) temos 
(1.5) 
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1.3 Representação espectral de operadores auto-adjunto: 
e não limitados 
Todos os resultados dessa seção seguem de [7]. Daqui em diante, nesta seção, H 
sempre será considerado um espaço de Hilbert munido de um produto interno (, ) , e 
para quaisquer operadores envolvidos no texto, a menos de uma especificação, já estará 
subentendido que são definidos com domínio nesse espaço. Dados A e B dois operadores, 
a notação A :::; E estará significando que 
(A.x, x):::; (Ex, x), Vx E H. 
1.3.1 A função espectral: 
Se E 1 e E2 são duas projeções ortogonais sobre subespaços Hb H2 de H, respec-
tivamente. Observe que E1 e E2 satisfazem a desigualdade E1 :::; E 2 se e somente se 
H 1 C H2 . Nesse caso o operador E3 = E2 - E 1 é a projeção ortogonal sobre o subespaço 
H 3 que é o complemento ortogonal de H 1 em H2. Essas observações serão importantes 
para compreender os conceitos que apresentaremos a seguir. 
Definição 1.21 Uma função-operador E>. de parâmetros reais À ( -oo < À < oo) 2 é 
chamada uma função espectral se possui as seguintes propriedades: 
i) Os valores E>. desta função são projeções ortogonais. 
ii) E>., :::; E>., se À1 < Àz. 
iii) Para cada x E H as seguintes relações são válidas: 
lim IIE>.xll =O e lim IIE>.x- xll =O. 
À-+-oo À-toe 
iv) Para cada x E H a função E>.x é contínua á direita, isto é 
lim IIE>.+,X- E>.xll =O. 
--------------------------~·~~0+ 
2 Nesse caso estamos nos referindo a função que associa cada número real À a um operador E>.. 
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Para cada À E (-DO, +DO) denotaremos H>. o subespaço de H sobre o qual o operador 
E>. projeta. Sem muita dificuldade pode-se verificar que H>., C H>., para À1 < À 2 e a 
intersecção de todos os HÀ consiste somente do elemento zero. 
Seja E>. uma função espectral e 6 = (À1 , À2]. Como já foi observado o operador 
E6 =E>., -E>., é uma projeção ortogonal sobre algum subespaço H6 . Suponhamos que 
o eixo real é dividido em intervalos 6 1 = (-DO, À1], 6 2 = (À1, .),2], .... , 6n = (Àn_1, DO]. 
Então os subespaços H 6 , H 6 , ... , são ortogonais entre si e a soma deles coincide com 
todo o espaço H, ou seja, 
De forma correspondente temos a seguinte fórmula 
que é uma decomposição da identidade. Observe que E6 jE6 , =O para i I= j . 
1.3.2 Integração com respeito a funções espectrais 
Seja EÀ uma função espectral e, como anteriormente, consideremos E6 =E>.,- E>., onde 
6 = (À1 , Àz]. A integral 
JabX = J.b f(,\)dE>.X (1.6) 
de uma função contínua f(À) é definida como o limite das somas de Riemann 
n 
Sx =L f(Çi)EL!.,x, (1.7) 
i= O 
onde Ç0 =a e 
e Çi são pontos arbitrários nos subintervalos 6i = (Ài-l, .>,I] nos quais o intervalo [a, b] foi 
dividido. Passando o limite na relação óbvia 
n 
[[Sx[[ 2 =L [f(ôW-(E",x, x), 
í=O 
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obtemos a fórmula 
11 [ f(À)dE>.xW = [ lf(ÀW.d(E>.x,x). (1.8) 
Definimos a integral sobre toda a reta real usando a fórmula 
j +oo 1b f(À)dE>,x = a.!l~oc f(À)dE>,x. 
-oo b-too a 
(1.9) 
Para a convergência da integral em (1.9) é necessário que, com a, a1 --+ -oo e b, b1 --+ oo, 
as normas das integrais 
l a f(À)dE>,x, e lb' j(À)dE>.x a1 b 
sejam convergentes para zero, isto é, que as integrais 
{" lf(ÀWd(E>.x,x) e lb' IJ(ÀWd(E>.x,x) Ja 1 b (1.10) 
convergem para zero. Em outras palavras a integral (1.9) é bem definida se e somente se 
a seguinte condição é satisfeita: 
11L: f(À)dE>.xll 2 =L: lf(ÀWd(E>.x, x) < oo. (1.11) 
Observe que se f (À) = 1, temos as relações L: dE>,x = x, L: d(E>.x,x) = llxll2 (1.12) 
A fórmula 
Ex= I: j(À)dE>.x (1.13) 
define um operador linear. Se a função f(À) em (1.13) é limitada, então devido a (1.11) 
e (1.12), o operador B é definido para todo x E H e 
IIBxll2 =L: lf(ÀWd(E;.x,x):::; s~p lf(ÀW L: d(E;.x,x) = s~p lf(ÀWIIxll2 , 
isto é, 
IIBII :::; sup lf(À)I. (1.14) 
À 
Se por outro lado, a função lf(À)I é limitada inferiormente por um número positivo, então 
a seguinte relação é válida: 
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1.3.3 O Teorema fundamental sobre representação espectral de 
operadores auto-adjuntos e não limitados 
Teorema 1.22 Para cada operador auto-adjunto A, existe uma, e somente uma, função 
espectral E;. com as seguintes propriedades 
i) x E :D(A) se e somente se 
(1.15) 
ii) Vale a relação 
(1.16) 
e 
IIAxll 2 =I: l.\l 2d(E;.x,x). (1.17) 
A representação (1.16) implica que o produto escalar (Ax, y) de x E :D(A) por qualquer 
y E H pode ser escrito na forma 
(Ax,y) =I: ,\d(E;.x,y). (1.18) 
Relembrando a seção anterior, dizemos que ,\ é um valor regular de um operador A 
se existe o operador contínuo R(À : A) = (,\!- A)-1, densamente definido sobre todo o 
espaço H. Segundo [7] p.211 é possível mostrar que a regularidade de um número real ,\ é 
equivalente a existência de um intervalo (,\-E,,\+ E) sobre o qual a função espectral E;. é 
constante ( então, em particular, segue que o espectro é um conjunto fechado). Portanto 
a fórmula fundamental de representação integral para operadores A pode ser escrita na 
forma 
A= l .\E;., 
onde E é um conjunto arbitrário contendo o espectro. 
Dizemos que um operador A é semi-limitado se 
(Ax, x) 2': m(x, x) 'Vx E Ll(A), 
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(1.19) 
(1.20) 
para alguma constante real m. Uma verificação imediata nos revela que o espectro de 
tais operadores está contido no intervalo [m, oo) . Portanto sua representação espectral 
assume a forma 
(1.21) 
Em particular, o operador A é chamado positivo definido sem > O, e estritamente positivo 
se (Ax,x) >O. 
1.3.4 Funções de operadores auto-adjuntos 
Sejam fi(>.) e h(>.) funções contínuas sobre o intervalo [a, b]. Consideremos os 
operadores contínuos A1 e A2 definidos pelas fórmulas 
onde E>. é uma função espectral. Então 
(1.22) 
De fato, os operadores A1 e A2 podem ser aproximados com qualquer precisão desejada 
por somas do tipo 
n n 
s1 = Lii(f.i)E"'' S2= 'I:.Mf.i)E"" 
i=O i=O 
respectivamente, onde ~i são subintervalos nos quais [a,b] foi dividido. Desta forma o 
operador S1S2 se aproximará do operador A. 1A2 . Além disso, por propriedades de funções 
espectrais temos que 
n 
5152 = Lh(E.i)h(E,i))E6,, 
i= O 
portanto segue a fórmula em (1.22). 
Em particular se A é auto-adjunto e limitado então 
(1.23) 
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Esta equação implica que para qualquer polinômio do operador A, vale a seguinte repre-
sentação: 
(1.24) 
Se a série de Taylor de uma função analítica f(>.), dada por 
converge em um disco de raio igual a IIAII, então a série 
converge em norma. A soma desta série é também um operador linear que definimos como 
f(A). Passando o limite em (1.24) obtemos a fórmula 
[
IIAII 
f(A) = f(>.)dEy.,. 
· -IIAII 
(1.25) 
Para uma função analítica f(>.) o operador f(A) é definido pela fórmula (1.25). 
Analisemos agora o caso de operadores não limitados. Não é difícil mostrar que, se 
(1.26) 
então vale a fórmula 
(1.27) 
Pelo teorema da representação espectral, temos que o domínio do operador An consiste 
de todos os elementos x E H tais que 
Então segue que o domínio V(An) de An diminui quando n cresce. 
Funções contínuas de operadores auto-adjuntos e não limitados são definidos por 
uma fórmula análoga a (1.25), ou seja 
f(A) = 1: f(>.)dEy.,. (1.28) 
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Proposição 1.9 Seja o-(A) o espectro de um operador auto-adjunto e não limitado A. 
Suponhamos que 
sup I!(.\) I= m <co. 
o-(A) 
Então o operador f( A) é limitado e 
llf(AJII = m. 
Prova: A desigualdade llf(A)fl < m resulta observando que 
IIJ(A)xll = 111 f(.\)dE>.xll :S mflxff. 
o-(A) 
(1.29) 
Para mostrar a desigualdade contrária, consideremos ,\0 E o-(A) e seja x E H"' (definido 
no início da seção), onde L\. = ( Ào - E, À o + E). Então 
Portanto, 
llf(A)II 2: inf lf(.\)f. Ào-E::;À::;..\o+E 
Fazendo E-tO obtemos a desigualdade llf(A)II 2: lf(.\o)f, e então llf(A)II 2: m. • 
1.3.5 Comutatividade entre operadores auto-adjuntos 
Consideremos duas funções de um mesmo operador auto-adjunto A dadas por 
Ar= 1: fr(.\)dE>., Az = 1: fz(.\)dE>.. 
Em geral os operadores ArA2 e AzAr possuem domínios distintos. Segundo [7]p.216 pode-
se mostrar que sobre o domínio comum dos operadores A1A2 A2Ar seus valores são os 
mesmos e coincidirá com os valores do operador definido pela integral 
(1.30) 
Nesse sentido dizemos que os operadores Ar e A2 comutam e definimos 
(1.31) 
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com o domínio natural. 
A recíproca também é válida . Suponha que dois operadores auto-adjuntos A1 e A2 
comutam no sentido que 
para todo x , para os quais ambos os lados da relação estão definidos. Pode-se mostrar 
que nesse caso os operadores A1 e A 2 são funções de um mesmo operador auto-adjunto. 
1.4 Espaços de interpolação 
Consideremos X e Y dois espaços de Hilbert onde X C Y, X é denso em Y com a 
inclusão i :X'--+ Y sendo contínua. Sejam <, >x e <, >y os produtos internos em X e 
Y, respectivamente. A seguir mostraremos que X pode ser definido como o domínio de 
um operador A que é auto-adjunto, estritamente positivo 3 e não limitado em Y. 
Consideremos então D(S) como o conjunto dos elementos u E X tais que a aplicação 
v--t<u,v>x, vEX 
é contínua na topologia de Y. Assim para cada elemento u E D(S) existe SuE Y tal que 
< u,v >x=< Su,v >y. (1.32) 
Definimos dessa maneira um operador S : D(S) C X -+ Y. Observe que S é auto-adjunto 
e estritamente positivo pois, tomando u, v E D(S), temos que 
< Su,v >y=< u,v >x=< v,u >x=< Sv,u >y=< u,Sv >y (1.33) 
e 
< Su, u >y=< u, u > x= llulli :0:: ttllull~, (1.34) 
~~--------~~------
3 Aqui estamos considerando que um operador A é estritamente positivo se satisfaz 
< Ax,x >::õ: Kllxll2 , x E D(A) 
para alguma constante K > O. 
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para alguma constante 11 > O. 
Considere o espaço de Hilbert X x Y com produto interno 
Observe que (1.32) é equivalente a < (u, Su), (v, -v) >xxY= O. Portanto tomando M = 
{ (v, -v) : v E X} C X x Y, temos que o complemento ortogonal de M, 
Ml. = {(u, ü) E X x Y: ((u, ü), (v, -v))xxY = 0}, 
é o fecho do gráfico de S, isto é Graf(S) = Ml.. 
Proposição 1.10 O domínio 1J(S) do operador S, definido acima, é denso em X e o 
operador (I+ S) : 1J(S) C X -7 Y é sobrejetor. 
Prova: Se 1J(S) não é denso em X, existe u0 E X, u0 # O tal que < u0 , u >= O para 
todo u E V(S). Então 
((uo,O), (u,ü)) =O 
para todo (u, ü) E Graf(S) = Ml.. Logo (uo, O) E (MJ.)J. = M, o que implica uo =O, 
que é uma contradição. Assim 1J(S) =X 
Observe também que, dado y E Y, como M 131 Ml. =X x Y existem (v, -v) EM e 
(u,Su) E Ml. tais que 
(0, y) =(v, -v)+ (u, Su). 
então -v = u e -v+ Su = y, ou seja (I+ S)u = y. Portanto (I+ S) é sobrejetor. • 
Proposição 1.11 S é um operador fechado. 
Prova: Seja {xn}n=l uma sequência em 1J(S) tal que Xn -+ Xo e Sxn -+ Yo quando 
n-+ oo. Temos que (I+ S)xn = Xn + Sxn -7 x 0 + y0 com n-+ oo.Observe que por (1.34) 
segue que (I+ S) é inversível. Então, como Xn = (I+ s)-1(! + S)xn temos, fazendo 
n -7 ()() que Xo = (I+ s)-1(xo + Yo), ou seja, Xo E 1J(S) e (I+ S)xo = Xo + Yo, o que 
implica Sxo = Yo· • 
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Observação 3 Como S é um operador auto-adjunto e estritamente positivo segue que 
seu espectro está contido no conjunto dos números reais positivos e portanto seu conjunto 
resolvente p( S) contém o setor 
7r 
r;+ = {).: O< w < largÀI ::; r., O< w ::; 2} U V, 
onde V é uma vizinhança do zero. Além disso temos que V satisfaz 
para alguma constante C > O. 
De fato, por (1.34) temos que 
< Ex, x >::õ O, 
onde E= J.lol- S . Assim, para x E D(S) e llxll = 1 segue que 
portanto 
ou seJa, 
IÀisenw::; dist(À, R+) ::; IM < Ex, x > I = I < (M + E)x, x > I ::; 
::; II(Àl + E)xllllxll = II(Àl + E)xll, 
li(Àl + E)-111 ::; I '11 - Ml 'I (M = _1_), 
A senw A senw 
11[(.>.- J.lo)I- St1ll ::Õ ~' À E r;+. 
Substituindo 5. =À- J.lo em (1.38} obtemos 
como queríamos. 
(1.35) 
(1.36) 
(1.37) 
(1.38) 
(1.39) 
Portanto segundo considerações da seção 1.2 temos que existem potências fracionárias S" 
de S, para O ::; a ::; 1. Relembrando as questões discutidas na seção 1.3 sobre represen-
tação espectral de operadores auto-adjuntos, verificamos facilmente que as potências de 
S também são auto-adjuntas e estritamente positivas. 
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Proposição 1.12 O domínio D(S112) do operador S 112 é X. 
Prova: Seja u E X e UnE D(S) com Un-+ u em X. Então 
para todo n. Como em espaços reflexivos, conjuntos limitados são fracamente compactos 
(veja, por exemplo, Brézis [1] p.46) segue de (1.40) que S112un converge fracamente para 
algum y E Y, e como S112 é fechado temos que u E D(A112 ) e S112u = y, portanto 
X C D(S112). Para mostrar a inclusão contrária, observemos primeiramente que para 
todo y E X 
(1.41) 
com n -+ oo, po1s 
1 1 1 . ll(n + S)- 11 ::; - ==} 11(1 + -St'll::; 1 
n n 
(1.42) 
para todo n . Logo para n-+ oo e y E D(S) segue que 
1 1 1 1 I I (I+-)-1 - Yll = -11(1 + -s)-1SYII ::; -IISYII-+ o. 
n n n n 
(1.43) 
Como D(S) é denso em X segue o resultado. 
Se u E D(S112 ), considere Un = (I+ ~s)- 1 u, então Un E D(S), Un -+ u quando 
n-+ oo, e 
(1.44) 
Como llun- umll = IIS 112un- S 112umiiY temos que (un)n é uma sequência de Cauchy em 
X, portanto u E X, o que implica D(S112 ) c X. • 
Considerando o operador S estudado acima definimos 
(1.45) 
Temos que l\. é auto-adjunto, estritamente positivo e com domínio igual a X. 
Observação 4 Considere D um aberto do JRn com fronteira âD suave. Obtemos exem-
plos típicos dos operadores definidos acima escolhendo Y = U(D) e X = HJ(D). Nes-
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se caso temos que S = -.6. (O operador Laplaciano) com 1J(.6.) = H2(Q) n HJ(iJ) e 
D((-.6.)1/2) = HJ(iJ). 4 
Definição 1.23 Considerando o operador A em {1.45), definimos: 
[X, Y]6 = D(A 1- 6), O :'ô e :'ô 1, (1.47) 
onde D(A 1- 6 ) é o domínio de A 1- 6 e a norma sobre [X, Y]e é igual a norma do gráfico 
de A 1- 6 , isto é 
Observe que 
[X,Y]o =X, 
[X,Yh =Y 
e X é denso em [X, Y]6 , O :'ô e :'ô 1. 
Considerando X e Y os espaços de Hilbert definidos no inicio desta seção, sejam a e 
b dois números reais com a < b. Para um inteiro m 2': 1 definimos 
(1.48) 
Seja E um espaço de Hilbert. A notação C(a, b, E) que usaremos a seguir se refere ao 
espaço das funções contínuas de [a, b] em E. 
Teorema 1.24 Considerando as notações definidas acima, para E W(a,b) temos que 
u(j) E C(a, b, [X, YJu+1/2)/m) O :'ô j :'ô m- 1 (1.49) 
com u-+ uUl é uma função linear e contínua de W(a, b) em C(a, b, [X, Y]u+1/2)jm)· 
Para uma prova deste teorema veja [8] 
4 Aqui estamos considerando a norma em HJ (fl) definida como 
(1.46) 
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Capítulo 2 
Formulação do Problema e Estudos 
Preliminares 
2.1 Os exemplos clássicos 
Seja n um aberto limitado do Rn com fronteira 8Q suave. Para ilustrarmos o nosso 
problema, discutiremos as três equações da onda clássicas na variável u(x, t) em (0, oo) x n 
que são descritas como 
Utt- l1u =O, 
Utt + Ut - f1u = 0 
e 
Utt - f1Ut- f1u = 0 
(2.1) 
(2.2) 
(2.3) 
com condições de fronteira de Dirichlet u = o sobre (0, 00) X en. As equações (2.2) e (2.3) 
são conhecidas como equação da onda com atrito e atrito forte, respectivamente. Observe 
que o operador Laplaciano, 
(2.4) 
é auto-adjunto com domínio 1J(l1) = H 2 (Q) n HJ(n) denso em U(n), além disso, pela 
desigualdade de Poincaré (veja por exemplo, [1] p.174), temos que 
< -l1u,u >u= IJ'VuJI 2 2: CIJuiJi,, u E 1J(-l1), (2.5) 
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para alguma constante C > O. Sob as hipóteses consideradas também podemos definir o 
operador 
(2.6) 
com domínio D(( -6.)112) = HJ(f2), que é a raiz quadrada positiva de -6. e corresponde 
á soma das derivadas primeira. 
Escrevendo u = z1 e ú = z2 em (2.1), (2.2) e (2.3) obtemos, respectivamente, os 
sistemas equivalentes 
a ( z1 ) ( 0 I ) ( Z1 ) at Zz = Li. 0 Zz ' (2.7) 
a ( Z1 ) ( 0 I ) ( Z1 ) 
at Zz = 6. -I Zz (2.8) 
e 
~ ( Z1 ) = ( 0 I ) ( Z1 ) 
at zz 6. 6. zz (2.9) 
definidos sobre o espaço de Hilbert E = HJ(f2) x L2 (f2) = D((-6.) 112 ) x L2(f2), cuJo 
produto interno é dado por 
(2.10) 
A análise das soluções das equações em (2.1), (2.2) e (2.3) pode ser feita estudando 
a geração de semigrupo dos operadores 
respectivamente. A questão é saber em quais domínios esses operadores geram semigrupos. 
É exatamente esse problema que pretendemos resolver. 
Consideremos então o operador Ao em (2.11) com domínio D(Ao) = H2 (f2)nHJ(f2) x 
HJ(f2) = D(-6.) x D((-6.) 112 ). Mostraremos que Ao gera um Co- grupo de operadores 
lineares com esse domínio. Observemos inicialmente que o operador (>.I -Ao) é sobrejetor 
se ReÀ #O. De fato, dado (/1 , fz) E E, considere 
(2.12) 
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ou, equivalentemente 
{ 
ÀZ1- Z2 = fi 
ÀZ2 - Ll.z1 = fz · 
Tirando z2 na primeira equação de (2.13) e substituindo na segunda obtemos 
(2.13) 
que possui solução z1 E V(Ll.) = H 2 (fl) n HJ(fl) seRe:>..# O, pois o espectro do operador 
Ll. só possui números reais negativos. Assim 
Z2 = Àz1 - ! 1 E HJ(fl), 
e então ( ~~ ) E V(Ao), como queríamos. Como Ao satisfaz 
(Ao(~~),(~~))E- ((;~1 ),(~~))E = 1(vz2Vz1+Ll.z1z2)dx 
- r Vz2Vz1dx+Vz1zzlan- r Vz1Vzzdx=O, Jn Jn 
temos, conforme observação 2, que Ao é gerador infinitesimal de um C0- grupo de con-
trações. 
Observação 1 : Consideremos a mudança z1 = (-Ll.)-112w1 e z2 = w 2 onde 
(z1,z2) E V(A0). Então a correspondência reali~ada por Ao em (2.7) (ou seja, z1 --t z2 e 
z2 --t Ll.z1) define o operador 
Lo ( :: ) = ( ( -( -~)1/2) ( -~) 112 ) ( :: ) = ( ( ~(-Ll.2;~~;J~1 ) 
com domínio V(Lo) = HJ(fl) x HJ (fi) = V( ( -Ll.)112) xV( ( -Ll.112)) que gera um C0 -grupo 
de operadores sobre E'= L2 (fl) x L2 (fl), cujo produto interno é dado por 
((w1,w2),(w1ow2))E,= L(w1w1+w2w2)dx. (2.14) 
Considerando o operador AI em (2.11) com o mesmo domínio de Ao, temos também 
que o operador (M-Ar) é sobrejetor se ReÀ #O (veja a prova com Ao ). E como 
\AI ( ~~)' ( ~~ ) ) E - ( ( Ll.z1z~ 22 ), (~~))E= L (Vz2YZ1 + (Ll.z1- z2)z2)dx 
- L (v Zz V z1 + ( Ll.z1z2 - z2z2 )dx 
- L (Vz2VZ1 + Ll.z1z2)dx -11z2IIL(n) = -11z2IIL(n) <O, 
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segue pelo corolário (1.15) que A 1 gera um C0 - semigrupo de operadores sobre E. 
Observação 2: A observação 1 continua sendo válida para o operador AI· Nesse 
caso obtemos o operador 
dado por 
o 
-( -f:l.)l/2 
( -f:l.)l/2 ) 
-I ' 
que gera um C0 - semigrupo de operadores sobre E' . 
Observe que o domínio D(AI) = D(A0 ) = H 2 (rl) n HJ (ri) x HJ(rl) dos operadores 
Ao e AI aparecem naturalmente pois, como 
(2.15) 
devemos ter z2 pertencendo a HJ (ri) e z1 a H2(rl) n HJ(rl) e o mesmo ocorre com AI .No 
entanto esse procedimento não funciona com o operador Ae:. pois temos que 
e então deveríamos pedir que z1 e z2 pertencessem a H 2 (rl) nHJ(rl). Com essa formulação 
teríamos dificuldades pois, para determinarmos o resolvente de A 6 temos que resolver a 
equação 
(2.16) 
o que implica Àz1 - z2 = f, com f E HJ(rl), e portanto z1 e z2 não podem estar em 
H 2 (rl). A necessidade de definirmos um domínio conveniente para o operador Ae:. foi a 
primeira e principal motivação para a elaboração deste trabalho. Nesse caso a solução 
aparece escrevendo-o na forma 
A ( zl 
C:. Z2 
e definindo o domínio 
(2.17) 
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Temos então que A6 gera um C0 - semigrupo de operadores lineares sobre E. De fato, 
dado ( ~ ) E 1l , considere 
(I- A~>) ( ;~ ) = ( ~ ) . 
Temos então que 
{ 
Z1- Zz = f 
Zz - 6(z1 + Zz) = g · (2.18) 
Multiplicando a segunda equação de (2.18) por 2 e somando-a com a primeira obtemos 
Fazendo z1 + z2 = w em (2.19) segue que 
ou seja 
w- 26w =f +2g 
(~I-6)w= f+ 2g. 2 2 . 
(2.19) 
(2.20) 
que possui solução w E D(6) pois o espectro de 6 só possui números reais negativos. 
Portanto, como w E D(6) e f E D((-6) 112), escrevendo 
w+f w-f 
z1 = -- e zz = --2 2 
temos que z1,z2 E D((-6)112),z1 +z2 E D(6) e satisfazem (2.18). Mostramos então que 
(>.I- A 6 ) é sobrejetor. E mais ainda, temos que 
<A~>z,z>E = < ( .ó.(z;~zz)), (;~)>E= In \7zz\7zl+6(zl+zz)zzdx 
- In \7zz\7zldx+\7(zl+zz)zzian-fn \7(zl+zz)\7zzdx 
- In \7zz\7zldx+\7(zl+zz)zzian-fn \7zl\7zzdx-fn \lzz\lz2dx 
- -ll\7z211I' <O. 
Portanto, novamente pelo corolário 1.15, segue o resultado desejado. 
Observação 3: Novamente considerando as mudanças discutidas na observação 1, 
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mas para o operador A 6 , obtemos dessa vez o operador C6 : :D((-6.) 112) x V(-6.) C 
E' -+ E', dado por 
( o ( -tJ.)l/2 ) L6= -(-tJ.)l/2 t,. · (2.21) 
O operador em (2.21) também gera um Co- semigrupo de operadores lineares, mas a 
verificação é mais difícil. Um comentário sobre esse caso em um contexto mais geral pode 
ser visto em [2] . 
2.2 Generalização do problema 
Seja H um espaço de Hilbert munido de um produto interno <, > e A um operador 
auto-adjunto sobre H com domínio V(A) denso em H e estritamente positivo, isto é 
< Ax,x >2:: J.Lollxll2 , x E :D(A) (2.22) 
para algum J.Lo > O. Suponhamos também que A possui resolvente compacto. Sob estas 
hipóteses temos que A possui potências fracionárias A", a E IR, definidas sobre o domínio 
V(A") C H (veja a observação 3 da seção 1.4). 
Para o operador A definido acima consideremos o sistema linear homogêneo 
i+ pA"i: + Ax =O, x E H (2.23) 
com 1/2 :::; a :::; 1 e p > O. Fazendo x = z1 e i: = z2 em (2.23), obtemos o sistema de 
primeira ordem 
(2.24) 
onde 
A ( Z1 ) _ ( 0 l ) ( Z1 ) 
pa Z2 - -A -pA" Zz · (2.25) 
Estamos considerando o sistema (2.24) sobre o espaço de Hilbert E= :D(A112 ) x H, cujo 
produto interno é dado por 
(2.26) 
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Em nosso trabalho nos concentraremos no estudo do operador Apa em (2.25). Al-
gumas de suas propriedades, que serão discutidas mais adiante, nos permitirão definir 
potências fracionárias do tipo ( -Apa)8 , O ::; e ::; 1. Nosso principal objetivo será ca-
racterizar os domínios dessas potências quanto a geração de semigrupo. Estudaremos 
o operador Apn sobre um certo domínio (que definiremos logo a seguir e que foi obtido 
generalizando o caso A~ estudado na seção 2.1) no qual desenvolveremos todo o trabalho. 
2.3 Propriedades espectrais do operador Apa 
Daqui em diante vamos considerar o operador Apa em (2.25) entendido como 
A ( Z1 ) _ ( Z2 ) 
pa Z2 - -A"'(A1-"'z1 + pz2) (2.27) 
e com domínio "D(Apa) = {(z1,z2) E E; z2 E "D(A112 ) e A1-"'z1 + pz2 E "D(A"')}. 
2.3.1 Análise do resolvente de Apa 
Determinaremos explicitamente o resolvente de Apa, mas antes precisaremos de um 
resultado preliminar. 
Lema 2.1 Consideremos o operador A definido na seção 2.2 e V= ,\2 I+ p,\A"' +A, com 
p > O, 1/2 ::; a ::; 1 e ,\ E C. Então, se Re,\ > O temos que V é inversível e AV-1 é um 
operador linear limitado. 
Prova: Seja J.Lo a constante definida em (2.22). Observe que a função f : [J.Lo, oo) -+ C 
definida por f(J.L) = ,\2 + pÀJ.L"' + f.L assume somente valores não nulos seRe,\ >O, pois se 
f (O) = O para algum O E [~to, oo), então segue que 
,\ = (-[!_±v p2 - g1-2a) O"' 
2 4 ' 
(2.28) 
ou seja, Re,\ < O. Como a função g : [J.Lo, oo) -+ C definida por g(J.L) = !(~) é analítica 
para Re,\ > O, temos que v-1 pode ser definido como 
v- 1 = joo 1 dE . 
l'o ,\2 + PÀ!l"' + J.L "· (2.29) 
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onde Ep. é uma família espectral associada ao operador A, segundo considerações da seção 
1.3. Análogamente temos que 
AV-1 = loo 11 dE . 
P.o À 2 + pÀfL"' + {L P. (2.30) 
Como as integrais em (2.29) e (2.30) convergem na topologia do operador uniforme, segue 
que v-1 e AV-1 são operadores lineares limitados. • 
Observe que os operadores A e V definidos no lema 2.1 comutam sob o ponto de vista 
discutido em 1.3.5. Usaremos esse fato livremente abaixo. Para o cálculo do resolvente 
de AP" consideremos (f,g) E E e (z1 , z2) E "D(Ap") tais que 
ou equivalentemente, 
(M-Apa) ( =~ ) = ( ~ ) , 
{ 
ÀZ1 - Z2 = f 
Àz2 + A"'(A l-o.z1 + pz2) = g. 
Tirando z2 na primeira equação em (2.32) e substituindo na segunda, obtemos 
Aplicando A-o. em (2.33) e reordenando os termos resulta 
Logo, aplicando A"' em (2.34), segue que 
ou então 
V(z1 ) =~(V- A)J + g, 
onde 
Pelo lema (2.1) temos que V em (2.37) é inversível, logo segue de (2.36) que 
1 
z1 =-(v- A)V-1f + v-19 À . 
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(2.31) 
(2.32) 
(2.33) 
(2.34) 
(2.35) 
(2.36) 
(2.37) 
(2.38) 
Consequenternente 
z2 - .\zl-f=(V-A)V-1f+.\V- 1g-f=f-AV-1f+.\V-1g-f 
- -AV-1f+.\V-1g. 
Concluímos então que 
( 
1-AV- 1 v-1 ) 
R(.\,Apa)= -Atr-1 .\V_1 , Re.\>0. 
Observe que 
I- AV-1 
--:-- = v-1(.\I + pA"). 
À 
A relação em (2.40) será usada futuramente. 
(2.39) 
(2.40) 
Proposição 2.1 O operador Apu, definido em (2.27), tem resolvente compacto para 
1/2 :S a< 1. 
Prova: Seja (f,g) E E satisfazendo II(J,g)lli = IIA112fll2 + 11911 2 :S K, para algum 
K >O. Então se 
R(.\, Apa) ( : ) = ( ~1 ) , 
ternos que z2 E :D(A112) e de (2.39) segue que 
IIA1/2z211 - II-AV-1A1/2f+.\A1/2v-1gll 
< IIAV-111.11A112JII + I.\IIIA-1/2II.IIAV-1II.II9II 
< IIAV-1IIVK + I.\IIIA-1/2II·IIAV-1IIVK. 
(2.41) 
Logo l[z2lfv(A'i'J = IIA1I2z2ll :S C1, onde C1 depende de K. Ternos também que (A1-"z1 + 
pz2 ) E :D(A") C :D(A112), pois 1/2 :S o: < 1. Assim A1-"z1 E :D(A112), e portanto 
z1 E :D(A312-"). Aplicando A-" e substituindo .\z1- f por z2 em (2.33) obtemos 
(2.42) 
Assim 
IIA3/2-"z![[ - IIA1/2(A1-az1)11 
- li - pA 1/2Z2 - À 2 A-(a-1/2) Z1 +A -(a-1/2) g +.\A -(a-1/2) fi[ 
< pC1 + I.\I2IIA-("-112lz111 + IIA-('H/2)911 + I.\IIIA-("-112) fll :S c2, 
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onde C2 é um a constante que depende de K. Mostramos então que a imagem por 
R(>.., Apa) de conjuntos limitados é limitada em D(A312-") x D(All2) • Como a inclusão 
i: D(A312-") x D(A112) '-+ D(A112 ) x H é compacta segue a compacidade do resolvente, 
como queríamos. • 
2.3.2 Análise do espectro de Apa 
Observemos inicialmente que como o operador A, definido na seção (2.2), tem resol-
vente compacto então H possui uma base ortonormal formada por auto-vetores { en};:"=1 
de A associados a auto-valores O < ~t 1 < ~t2 < ... ds auto-valores de Apa ( que possui 
resolvente compacto para 1/2 ::; a < 1 ) podem ser determinados resolvendo-se a equação: 
(2.43) 
De (2.43) segue que 
(2.44) 
Como { en};:"=1 é um base ortonormal de H, segue de (2.44) que 
00 00 00 
-A L< Zj, en > en = À 2 L< Zj, en > en + pÀA" L< Zj, en > en = 
n=l n=l n=l 
00 00 L( -Mn) < Z1, en > en = L(À2 + pÀfk~) < Z1, en > en. (2.45) 
n=l n=l 
Portanto os auto-valores >..! de Apa são soluções da equação quadrática 
A . '+ + ,_- " ,+,--SSlffi /\n .1\n - - Pltn ' /\n ""n - f.Ln e 
(2.46) 
Após um cálculo simples concluímos que 
I
Im>..±l ReÀ; ::; Const. (2.47) 
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para todo n. 
Observe que para 1/2 < a< 1, ou a= 1/2 e p 2: 2, então À~·- são todos negativos 
para n suficientemente grande e .À.n ..[. -oo monótonamente. Para a = 1/2 e O < p < 2, 
À~·- assume a forma complexa 
7r 
2<'li<7r. 
!\o caso a= 1 temos que À;;..[. -oo e À~ t -l, monótonamente. 
p 
Essa análise nos mostra que o espectro de Apa é somente pontual para a < 1 e 
contém o ponto À=-~, para a= 1, em seu espectro contínuo. Portanto temos que Apa 
possui resolvente compacto somente para 1/2 ::; a < 1. Observe também que em todos os 
casos , À~·- assumem valores rais negativos ou complexos com parte real negativa. Logo 
segue de (2.47) que os auto-valores de AP"' estão contidos no setor 
(2.48) 
2.3.3 Propriedades dos auto-vetores de Apa 
Sejam {t-tn};;'=1 os auto-valores de A e { en};;'=1 seus respectivos auto-vetores sujeitos 
a normalização 
(2.49) 
onde À~ são os auto-valores de Apa definidos em (2.46). Então os auto-vetores normali-
zados de AP"' são dados por 
(2.50) 
- o, (2.51) 
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temos que { <l?;t};;"=1 e { <l?;:;- };;"=1 são famílias ortonormais de auto-vetores sobre E. No 
entanto observe que 
< w;;;, w;; >= { 
o 
Kn(l-tn + .\;t.\;:;-)llenll'k 
1 
ou seja , a família { <l?~};;"= 1 não é ortogonal. 
nf.m 
n = m · )..+-"- .\-
' n I n 
n = m; .\;t = .\;, 
Nas proposições que seguirão nesse capítulo as hipóteses consideradas serão referentes 
a (2.46), onde temos os auto-valores { .\~};;"= 1 de AP'" e { w±};;<=1 são seus respectivos auto-
vetores definidos em (2.50). 
2 
Proposição 2.2 Seja T f. ~-t!n- 2a para todo n (ou seja .\;t f..\;:;- para todo n). Então 
(2.52) 
Prova: Seja ( =~ ) E E. Devemos determinar constantes Mh M2 , •.. 11, h, .... tais que 
ou, equivalentemente 
{
X = 
y = 
Como, para cada n, 
(M1 + J1K1)e1 + (M2 + J2K2)e2 + .. . 
(M1.\i + J1K1X:í)e1 + (M2.\i + J2K2X;)e2 + .. . 
Kn 
Kn.\; 
(2.54) 
e { en};;"=1 é uma base de H, existem únicos Mn e ln satisfazendo (2.53) e a proposição 
(2.2) está provada. • 
Proposição 2.3 Seja a f. 1/2 e suponhamos que p satisfaz 
2 P 1-2a 4 = 1-tn• (2.55) 
para algum inteiro positivo n' (observe que n* é único). Logo temos que 
(2.56) 
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Defina o vetor \li n• por 
(2.57) 
Então 
a) Apaw;;-. = ).;;-. w;;-. + il';;-. e (Apa- .:\;;-.!)2 \li;;-. = O ( ou seja, w;;-. é um auto-vetor 
generalizado de Apa correspondente ao auto-valor À;;-. ) 
Prova: 
a) Como ).;t. = -~p~, temos que 
- ( -2~~:en• (2.58) 
Usando (2.58) obtemos 
(A '+ I)2,T,- A2 ,T,- ')' + A ,T,- '+ 2,T,-pa- -"n• "'n• - pa"'n•- --"n• pa"'n• + -"n• "'n• 
o. (2.59) 
b)Análogo á prova da proposição (2.2). • 
Corolário 2.2 Seja a= 1/2 e p = 2 (portanto .:\;t = ).;;- = _ef para todo n ).Con-
sideremos o vetor w;;- como em (2.51) para todo n. Portanto (2.58) vale para todo n. 
Então 
(2.60) 
Observe que 
"'"'" ,T,- { O n =f- m 
<'-",;,•"'n >e= ).;tllenll~=f-0 n=m. (2.61) 
Proposição 2.4 Considerando as mesmas hipóteses da proposição {2.2),definimos 
(2.62) 
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Então 
(2.63) 
onde EB significa a soma direta de E+ e E-. 
Prova: Seja ( ~ ) E E . Devemos encontrar constantes { an};;';1 e { ín};;';1 tais que 
(:) 00 00 = L>n (f>~ + .L In <I>;;-' 
n=l n=l 
(2.64) 
ou seja 
00 
X= L(an + lnkn)en (2.65) 
n==l 
e 
00 
Y = L(anÀ~ + lnkn.\;;-)en. (2.66) 
n=l 
Como { ( ,j ttn + l\tl2)en};;';1 é uma base ortonormal de H, temos que x e y podem ser 
escritos como: 
00 
X = _L (ttn + l.\~1 2 ) < X, en > en (2.67) 
n=l 
e 
00 
Y = L(ttn + l.\~1 2 ) < y, en > en, (2.68) 
n=l 
respectivamente. Portanto tomando, para cada n, an e In como soluções do sistema 
{ 
Ctn + lnKn = (ttn + l\tl2 ) <X, en > 
CtnÀ~ + 'YnKn.\;;- = (ttn + l.\~1 2 ) < y, en >, 
temos que a relação (2.64) está satisfeita. Provamos então que 
E= E++E-. 
Resta mostrar que E+ n E- = {O}. Dado ( ~ ) E E+ n E-, temos que 
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(2.69) 
(2. 70) 
(2. 71) 
onde ~Yn =< ( : ) , i!'>~ > e Wn =< ( : ) , i!'>;;: > . De (2.71) obtemos 
00 = 00 
X= L CYnen =L WnKnen ==* L(etn- WnKn)en =O (2.72) 
n=l n=l n=l 
e 
00 00 00 
Y = L~YnÀ~en = LWnKnÀ;;en ==* L(etnÀ~- WnKnÀ;;)en =O. (2.73) 
n=l n=l n=l 
Como o conjunto { en} é ortogonal , então para todo n , segue de (2.72) e (2.73) o sistema 
(2.74) 
que possui solução ~Yn = Wn = O. Então, para todo n, temos que 
< ( : ) , w~ >=< ( : ) , w;:; >= o. (2.75) 
Como as famílias {i!'>~ };:"=1 e {i!'>;;: };:"=1 são bases ortonormais de E+ e E-, respectivamente, 
concluímos que ( : ) =O e portanto E+ n E- = {0}. • 
Proposição 2.5 seja a# 1/2 e suponhamos que (2.55) vale. Definindo 
Então 
onde 
(2. 76) 
(2. 77) 
(2.78) 
E:;. n E";;. =E:;. n En· =E;;. n En· = {0}. (2.79) 
Proposição 2.6 Seja a = 1/2 e p = 2 (ou seja, À~ = À;;_- para todo n) . Consideremos 
E+ como em (2.62) e 
Então 
E=E+eE;. (2.81) 
Prova: Os argumentos para se provar as proposições (2.5) e (2.6) são análogos aos 
desenvolvidos na proposição {2.4). 
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Teorema 2.3 Consideremos o operador Apa definido em (2.27) e {>.;};:"=1 seus auto-
valores em (2.4.6). Então 
a) Se ~ f. J.L~- 2" (o que implica -\t f. >.;:; para todo n) temos que Apa pode ser escrito 
como soma de dois operadores normais . 
b) Quando a f. ~ e ~ = J.L~-: 2" para algum inteiro n* (portanto À~. = >.;:;.), então Apa é 
escrito como soma de dois operadores normais mais uma componente dimensionalmente 
finita. 
c) No caso a=~ e p = 1, (ou seja>.;;=>.;:; para todo n), então AP" é igual a soma de 
um operador normal mais uma componente dimensionalmente infinita. 
Prova: a) Sejam E+ e E- definidos em (2.62). Dado x E D(Apa). segue da proposição 
(2.4) que existem x+ E E+ ex- E E- tais que 
(2.82) 
Por outro lado temos que {<1'>;;};:"=1 e {<1'>;:;};:"=1 são bases ortonormais de E+ e E-, respec-
tivamente. Portanto temos que x+ e x- podem ser escritos como 
00 00 
x+ = L < x+, <li;; > <li~ e x- = L < x-, <li;:; > <li;:;. 
n=l n=l 
Segue então de (2.82) e (2.83) que 
onde 
Como 
A -A++ A--pax - po:X + po:X , 
00 00 
A + x+ = ~ '+ < x+ "'-+ > "'+ e A- x- ~ '- < x- ,__ > ,__ pa L.._. "n • ""n "'n pa =L.._. "n '""n '*'n · 
n=l n=l 
00 
IIA;"x±ll2 =L 1>.;1 21 < x, <li;> 12 = IIA;!x±ll2 , 
n=l 
onde A;~ é o adjunto de A;"' segue que A;" é um operador normal. 
(2.83) 
(2.84) 
(2.85) 
(2.86) 
b) Sejam E:;., E;;. e En. definidos em ( 2. 76) e (2. 77). Dado x E 'D(Apa), temos pela 
proposição (2.5) que existem x+ E E:/:., x- E E;;. e Xw E w;:;. tais que 
(2.87) 
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Nesse caso temos que xw = a<I>;t. + ;3w;;-., com a, (3 E lEt Usando argumentos análogos 
aos usados no item anterior obtemos então que 
onde 
00 
A ± X± = ""' ,± < ± ;,;± > n;± pa L_. "n X '"'n "'n· 
n=l 
n:;;tn'" 
Como Apa w;;-. = .\;t. w;;-. + <I>;t., segue de (2.88) que 
(2.88) 
(2.89) 
(2.90) 
c) Nesse caso considerando E+ e Ew definidos em (2.62) e (2.80), respectivamente, e 
usando proposição (2.6), obtemos, procedendo de maneira análoga aos casos anteriores, 
que 
onde 
00 00 
ApaX = A;"x+ +L anApaw;;- = A;"x+ +L o:n(.\;tw;;- + <I>;t), 
n=l 
< x..,, w;;-.> w;;-
flwn 11 2 
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n=l 
(2.91) 
(2.92) 
• 
Capítulo 3 
Caracterização de Domínios 
Nesse capítulo desenvolveremos nosso principal objetivo, que é caracterizar domínios 
de potências fracionárias do operador -Apa definido em (2.27). Logo em seguida vere-
mos que essas potências realmente podem ser definidas, mas antes resolveremos o caso 
particular mais importante de nosso problema e que é essencial para o prosseguimento do 
trabalho. 
Teorema 3.1 O operador Apa, 1/2 :::; a :S 1, definido em (2.27) é gerador infinitesimal 
de um semigrupo analítico de contrações sobre E. 
Prova: Observemos inicialmente que o domínio, 
do operador Apa é denso em E. De fato, dado (z1, zz) E D(A) x D(A"), temos que 
A1-"z1 = A-"(Az1 ) E D(A"), o que implica que A1-"z1 + pz2 E D(A") e portanto 
D(A) x D(A") C D(Apa)· Isso mostra a densidade de D(Apa) em E, já que A" tem 
domínio denso em H, para todo a > O (teorema 1.18 item c ). Por (2.48) temos que o 
conjunto resolvente p(Apa), de AP"' contém o setor 
Z::ó ={À: larg.\.1 < ~ + 6, O< 6 < ~} U {0}. 
Além disso segue de [ 4] que 
IIR(.\.,Ap")ll:::; f~~, 
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À E Z::ó, 
(3.1) 
(3.2) 
onde I I R( À, Apa)ll é o resolvente de Apa e CP" é uma constante real positiva que depende 
de p e a. Portanto, pelo teorema 1.8, temos que Apa gera um Co -semigrupo S(t) = eApat 
satisfazendo 
IIS(t)ll ::; c, (3.3) 
para alguma constante C > O. E pelo teorema 1.10 concluímos mais ainda, que eApat é 
analítico sobre E. • 
Agora estamos prontos para trabalhar o caso geral. Observe que do teorema 3.1 e 
da proposição 1.2 segue que Apa é um operador fechado densamente definido sobre E. 
Portanto devido as propriedades em (3.1) e (3.2) de Apa podemos definir potências fra-
cionárias do tipo ( -Apa) 8 , O ::; e ::; 1, segundo considerações da seção 1.2 do capítulo 1. 
Nossa caracterização será feita em termos de domínios de potências fracionárias do ope-
rador A ( definido no capítulo 2). Antes precisaremos de alguns resultados preliminares. 
Inicialmente relembremos que, como A é auto-adjunto e estritamente positivo segue que 
A pode ser escrito como 
A = loo 11dE", /lo > O. 
J.'O 
(3.4) 
onde E" é uma função espectral conforme definição na seção 1.3. E mais ainda, para 
qualquer função analítica 7j;(t) definida sobre o intervalo [Jlo, +oo) temos que 7,b(A) é um 
operador linear definido pela fórmula 
7J;(A) = 1"" \b(Jl)dE~", Jlo >O. 
/"O 
(3.5) 
No restante deste capítulo o operador A será sempre o mesmo considerado acima. 
duas funções definidas por 
1co >.-edÀ 92(11) = o ).2 + Àpj.JP + J1' (3.6) 
com O <e< 1, 1/2::; a::; 1 e Jl.o é definido em (3 . .!,). Então os operadores 
(3.7) 
são isomorfismos sobre H. Além disso, T1 e T2 são operadores auto-adjuntos, estritamente 
positivos e comutam com qualquer função analítica de A . 
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Prova: Para mostrar que T1 e T2 são isomorfismos basta verificar que ambos são estrita-
mente positivos e portanto o zero não pertence ao espectro desses operadores. Provaremos 
então que para cada Ü < e < 1 existem constantes C18, Cl8, C28 e C20 tais que 
(3.8) 
e 
(3.9) 
para todo 11 2 Jlo· Para provar (3.8), temos de (3.6) que g1 (JL) é dado por 
100 À1-0dÀ 91(J.1) = À2 +À "..L . o P!l · 11 (3.10) 
Escrevendo À= crVJI em (3.10) obtemos 
Logo 
(3.11) 
Consideremos primeiramente O < J.lo :S: 11 :s; 1. Em (3.11), majorando a soma de integrais 
e substituindo CJ por 11"-112 no denominador, obtemos 
11~a-1 11-(cx-1/2)0 > (2 + p)(2- e) ' (3.12) 
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onde para a última desigualdade majoramos 11"-112 por 1 no denominador. Segue de 
(3.12) que 
o < /10 :S 11 :S 1. (3.13) 
ou seJa 
O < !lo :S 11 :S 1, (3.14) 
Suponhamos agora que 11 2': 1. Novamente, em (3.11), majorando a soma de integrais, 
substituindo 11"-112 por C5 e 1 por C5 2 no denominador, obtemos 
(2 + p) ll(e>-1/2)8' (3.15) 
para 11 2': 1. Portanto temos que 
(3.16) 
ou seja 
e>8 () 1 
11 91 11 2': 2 + p' (3.17) 
Logo por (3.17) e (3.14) temos 
,e > . __ llo _ 
{ 
1 2e>-1 } 
11 91(/l)_mzn 2 +p'(2 +p)(2 -e) -C1e, O< !lo< 11 :S 1, 
e o limite inferior em (3.8) está provado. Para mostrar o limite superior em (3.8), consi-
deremos novamente a expressão em (3.11) e tomemos O< E< e. Observe que 
(3.18) 
Substituindo IJO-e por (11"- 112)C8-e) em (3.18) obtemos 
100 {51-8 d!J 1 
e) 1:112 {51-8 d!J 1 X 1oo {5-1-ed!J f.Lc.-1/2 a2 O+'iae fi < 11 (" 1/2)(8 {52 O+e - 11(" 1/2)(8 E) J.Lc.-1/2 
1 1 1 
'i112': llo >O. (3.19) - ll(e>-1/2)(8-e) E/le(e>-1/2) - Ejl(e>-1/2)8' 
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Por outro lado temos que 
- p(1 _ ()) f..l(a-1/2)0' (3.20) 
Portanto, por (3.18), (3.19) e (3.20), segue que 
0/2 1 1 1 
f..l g1(J.L) < Ef..l(o.-1/2)0 + p(l _ ()) f..l(a-1/2)0' 
ou seJa 
como queríamos. 
Provaremos agora (3.9). De (3.6) sabemos que g2(J.L) é dada por 
1oo À-0dÀ gz (J.L) = o À2 + Àpf..lo. + f..l. (3.22) 
Introduzindo a mudança de variável Ç = Àf..lo.-1 em (3.22) obtemos 
= 1oo ç-o J.L(l-a)(1-0)dÇ = 
1
oo f..l f..l-a+B(o.-1Jç-odç 
gz(J.L) 0 Ç2J.L2(1-a) + ÇpJ.L + f..l 0 f..l Ç2J.L1-2a + pÇ + 1· 
Portanto, 
a+B(1-o.) ( ) _ ~ ~ 1oo c-Ode f..l gz f..l - 0 f..l1-2aç2 + pÇ + 1 · (3.23) 
Como a> 1/2, então J.L6-2"' 2': J.L1-zo., logo 
1
oo ç-odç 
1
oo ç-odç 1oo ç-odç 
O < c e = < < = Czo < oo 2 O J.LÔ 2açz + pÇ + 1 - O f..l1-2o.ÇZ + pÇ + 1 - O pÇ + 1 
(3.24) 
Portanto, por (3.23) e (3.24), (3.9) é verificado. As demais propriedades dos operadores 
T1 e T2 seguem direto dos resultados apresentados na seção 1.3 do capítulo 1 . • 
Corolário 3.3 Consideremos os operadores T1 e T2 definidos em (3. 7}. Então os opera-
dores T3 e T4 dados por 
(3.25) 
e 
(3.26) 
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possuem as mesmas propriedades dos operadores T1 e T2 . 
Teorema 3.4 Consideremos o operador AP" definido em (2.27). Temos que 
(i) Se O < e ::; 1/2, então 
(ii) Se 1/2::; IJ ::; 1, então 
D(( -Apan = { ( : ) E E : x E D(A112+0(1-"l); 
y E D(Aa-1/2+8(1-al),A1-ax + PY E D(A"e)}. 
(3.28) 
Prova: Observe que o caso IJ = 1 já foi resolvido pelo teorema (3.1), enquanto que o caso 
I) = O é óbvio. Portanto demonstraremos o teorema 3.4 para O < I) < 1. A prova será 
dividida em três lemas. 
Lema 3.5 Se O < I) ::; 1/2, então 
(3.29) 
e se ~ ::; e < 1 ' então 
D(( -Apa)e) C { ( ~ ) : x E D(A1/2+B(1-al); y E D(Aa-1/2+8(1-a)) ; 
A 1-"x + py E D(A"8 )}. (3.30) 
Prova: Temos pela proposição 1.3 temos que (x, y) E D( ( -Apa) 0 ) se e somente se 
(: ) = (-Apa)- 8 w =se: 1riJ ['" >..-0(>.!- Apa)-1wd>.., (3.31) 
para algum w = (w1,w2) E E= :D(A112 ) x H. Logo, substituindo em (3.31) a expressão 
(2.39) do resolvente , usando (2.40) , obtemos 
X= senJriJ ('"' )..-8 [(>..! + pA")V-1w1 + v-1 (À)w2]d>... 
7r lo 
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e 
Com a substituição 
sen r.e 4112 z1 = " w1 E H e 
1f 
sen r.e H 
zz= wzE, 
1f 
(3.32) 
resulta· 
(3.33) 
e 
(3.34) 
para algum (z1 , z2) E H x H. Portanto usando a representação espectral de A (veja (3A) 
e (3.5)) obtemos de (3.33) e (3.34) que 
1
oo joo À-e(À + Pllo.)p,-1/2 , 1oo joo À-edE"z2dA 
x = dEp,z1 dÀ ..,- , 
O J,to À2 + ÀPI1o. + J1 O l'o À2 + ÀpJ1"' + 11 (3.35) 
e 
= -1oo!cc À-Bp,l/2dEp,zldÀ + fccjoo Àl-OdEp,z2dÃ. (3.36) 
y o P.o À 2 + Àpp,"' + 11 · Jo l'o À2 + ÀPI1" + 11 
Pelo toerema de Fubini's, podemos trocar a ordem de integração em (3.35) e (3.36), 
obtendo 
e 
Joo1oo À-0111(2 J""1oo Àl-0 Y = - À2 À "' dÀdEp,zl + À2 À "' dAdEp,z2. P,O o + P11 + J1 1'0 o + Pll + 11 
Relembrando as expressões de 91 (p,) e 92(11) em (3.6), obtemos 
x = Joo p,-11291(p,) + P11"'-11292(p,)dE,z1 + j"" 92(11)dE,z2 
p,o P,O 
(3.37) 
e 
(3.38) 
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ou 
(3.39) 
e 
(3.40) 
Pelo lema (3.2) temos que 
(3.41) 
Substituindo (3.41) em (3.39) e (3.40) obtemos 
(3.42) 
e 
Y _ Al/2-8-a+aO,., _ + A-ae,., z -- 1241 J.} 2, (3.43) 
ou, de outra forma 
(3.44) 
e 
(3.45) 
onde T3 é definido em (3.25). Observe que o expoente de A em (3.42), (3.44) e (3.45) são 
negativos pois 1/2 :<:;a:<:; 1 e O < B < 1, portanto estas expressões estão bem definidas. 
Para qualquer (z1 , z2) E H x H, temos que 
e como 1/2+(1(1-a) = a+(l(1- a) +1/2-a :<:; a+(l(1-a) (pois 1/2-a :<:; 0), segue 
por (3.44) e (3.46) que 
(3.47) 
Além disso, para qualquer (z1 , zz) E H x H, também temos que 
A1/2-a+B(a-l)]: z E TJ(Aa-1/2+0(1-aJ) A-aey, z E V(A"'e) 2 1 ' l 2 . (3.48) 
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E para a > ~' como assumimos, segue que 
e 
1 1 1 [a- 2 + 0(1- a)]- aO= (a- 2)(1- 20) ::; O se 2 ::; () < 1. (3.50) 
ou seja 
1 [a- 2 + B(1- a)] 2: aO se 
e 
1 [a- 2 + 0(1 -a)] ::; aO se 
1 0<0<-
-2 
1 2:SB<l. 
Desta forma, por (3.48), (3.52) e (3.45), temos 
e 
1 
se o < e ::; 2' 
1 
se 2 ::; e< 1. 
Finalmente, aplicando pA"- 1 em (3.43) e somando com (3.42) obtemos 
X+ pA"-ly = A-l/2-aBTlzl (E V(Al/2+a8)) 
+A-B-a+aeT2z2 (E V(AO+a-ae)) 
+pAa-l-a8Tlz2 (E V(Al-a+ae)), 
(3.51) 
(3.52) 
(3.53) 
(3.54) 
(3.55) 
e como 1/2+aB 2: 1-a+aB e B+a-aB 2: 1-a+aB, para 1/2::; aeO < 1, obtemos 
de (3.55) que 
(3.56) 
Portanto (3.47), (3.53), (3.54) e (3.56) nos dão o resultado desejado e o lema (3.5) está 
provado. • 
Lema 3.6 Seja O < O ::; 1/2. Então 
(3.57) 
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Prova: Determinaremos z1 e z2 , definidos em (3.44) e (3.45), de maneira explícita para 
O < e ::; 1/2, usando somente as propriedades (3.47) e (3.53), que são nossas hipóteses 
presentes. Aplicando A112+B(1-"lT1 em (3.44) e A112+a(O-l)T2 em (3.45) (ambos sendo 
operadores bem definidos para 1/2 < a)e subtraindo a segunda identidade da primeira 
obtemos 
(3.58) 
onde T4 é definido em (3.26). De (3.58) obtemos 
(3.59) 
substituindo (3.59) em (3.45), após ao último ter sido aplicado A"8 , resulta 
Observe que z1 e z2 estão bem definidos pois para x e y satisfazendo (3.47) e (3.53), pois 
((2a- 1)(8- 1/2) <O e 1/2- a< O. Portanto para 
7r -1/2 7r 
w1 = e A Z1 e w2 = e Z2, 
sen 7r sen 7r 
(3.60) 
(ver (3.32)) temos que 
(3.61) 
e então ( : ) E D( -Apa) 8. • 
Lema 3.7 Seja 1/2:::; e< 1. Então 
{ (~)E E: x E D(A1/2+8(1-al,y E D(Aa-l/2+e-ea);A1-ax+ py E D(A"e)} 
C D( ( -Apa)8 ) (3.62) 
Prova: Novamente como no lema anterior, determinaremos explicitamente z1 e z2 ,defi-
nidos em (3.44) e (3.45), mas agora usando somente as propriedades (3.47), (3.54) e (3.56) 
para 1/2 :::; e < 1. 
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Aplicando A112+e-e"T2 em (3.44), A<>-l/Z-B(l-<>)T3 em (3.45) e somando as identida-
des obtemos 
Substituindo T3, definido em (3.25), no lado esquerdo de (3.63) obtemos 
ou 
A"-l/2-Ba+By2 (A(l-<>)x + py) + A"-l/2+2B-3aey1y 
= Alf2-a..,.,z 2 ..c. 4 ca-1/2)(1-2B)y T z 1z2·· 132, (3.64) 
onde T4 é o operador definido em (3.26). Observe que todas as expressões em (3.65) estão 
bem definidas sob as hipóteses presentes pois (o:- 1/2)(1- 28) <O e corno o:- 1/2 2: O 
ternos o:-1/2+o:-o:B = (o:-1/2) +8(1- o:) 2: 8(1-o:), o que irnplicay E D(A8(l-<>l), 
por (3.54).Desta forma, de (3.65) resulta 
(3.66) 
Substituindo (3.66) em (3.44), após ao último ter sido aplicado A 1f2+B-Ba, obtemos 
Zl = y 3-lA1/2+B-Oax _ y 3-lAlf2-ay2y 4-l[Ae"T2(Al-a + py)] 
- y3-1 A 1/2-o.y2y4-1 AB(l-<>)ylY· 
(3.67) 
Observe que todos os termos em (3.66), (3.68) estão bem definidos para para x e y 
satisfazendo (3.47), (3.54) e (3.56). Portanto tomando (w1, w2) como em (3.60) segue o 
resultado desejado. • 
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Capítulo 4 
Aplicações 
Por todo este capítulo assumiremos que A é o mesmo operador definido no capítulo 2. 
4.0.4 Geração de semigrupo com perturbação não auto-adjunta 
Teorema 4.1 Seja B = pA"+B1> onde p >O, 1/2::; o:::; 1, e B1 é um operador fechado. 
Além disso, suponhamos que existe a 1 ::; 1/2 tal que 'D(A" 1 ) c 'D(B1), onde o:1 < 1/2 se 
a< 1 e a 1 = ~ se a= 1. Então, o operador 
As = ( _0A _IB ) , 'D(As) = 'D(A) x 'D(B) ( 4.1) 
gera um semigrupo analítico sobre E= 'D(A112 ) x H. 
Prova: Observe que As pode ser reescrito como 
As= ( ~OA -:A")+ (~ -~J = Apa +L, (4.2) 
onde 'D(L) = 'D(A112 ) x 'D(B1). Observe que L e fechado, pois para w = (x, y) E 'D(L) 
temos Lw = (0, -B1y) e B1 é fechado. Como o:1 < 1/2 se a< 1 e a 1 = 1/2 se a= 1, 
podemos determinar B E (1/2, 1) de forma que (1- 8)(1-a) seja suficientemente pequeno, 
obtendo 
1 1 2- (1 - 0)(1 - a) =a- 2 + 0(1- o:) 2: a 1 . (4.3) 
Portanto segue de (4.3) e da hipótese 'D(A"') C 'D(B1), que 
( 4.4) 
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E como V(A112+0(1-"l) C 'D(A 112 ), segue do teorema 3.4 que 
( 4.5) 
Portanto, pelo teorema 1.20, temos que 
para todo t > O, onde C é uma constante que independe de t. Observe que podemos 
tomar t suficientemente grande de forma que Ct0- 1 e Ct0 estejam próximos de zero, e 
como o semigrupo de contração gerado por AP" também é analítico sobre E, podemos 
usar o teorema 1.11 e concluir que As gera um semigrupo analítico eAst de operadores 
lineares sobre E para todo t > O. • 
4.0.5 Regularidade de um problema não-homogêneo 
Consideremos o problema não homogêneo 
i+ pA"x + Ax =f, x(O) = xo, i:(O) = x1 (4.6) 
com p > O, ~ ::; a::; 1 e f E L2 (0, T; H). Com a substituição z1 = x e z2 =i: o problema 
( 4.6) pode ser escrito como 
onde 
i(t) - Ap"z(t) + g(t), 
z(O) - zo, (4.7) 
Observe que se 59 é solução de ( 4. 7) a função definida por h(s) = S(t- s )S9 (s ), onde S(t) 
é o semigrupo gerado por Apa, é diferenciável para O < s < t. Assim 
dh 
ds - -Ap"S(t- s)S9 (s) + S(t- s)S~(s) = -ApaS(t- s)S9 (s) 
+S(t- s)ApaS9 (s) + S(t- s)g(s) = S(t- s)g(s). (4.8) 
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Como f E L2 (0,T;H) então S(t- s)g(s) é integrável, portanto integrando (4.8) de O a t 
resulta 
(S9 )(t) = 11 S(t- T)g(T)dT + S(t)zo. (4.9) 
Teorema 4.2 (i) Consideremos o problema não homogêneo definido em (4..6). Então 
temos que 
(ii) Seja z 0 = (x0 , x 1 ) E 'D( ( -Apa) 8 ), s é um número real, onde se s > O temos que 
'D( ( -Apa)-s) = ['D( (-A;,))']', o espaço dual de 'D( ( -A;,)s) com a respectiva E-topologia. 
Então 
A seguir faremos um esboço da prova do teorema (4.2) nos preocupando apenas em 
enfatizar a importância do teorema 3.4 . Evitaremos trabalhar com alguns pontos mais 
trabalhosos que, quando possível, serão referenciados. 
Prova do Teorema 4.2: 
a) Provaremos primeiro a L2-regularidade em (4.10). Sejam 
x(t) = [ S(t- s)g(s)ds (4.12) 
e 
y(t) = S(t)zo. (4.13) 
Aplicando Apa em ( 4.12) obtemos 
ApaX(t) = Apa 1T S(t- s)g(s)ds = 1T ApaS(t- s)g(s)ds. ( 4.14) 
Estendendo a função g(t) igual a zero para valores negativos e maiores do que T, podemos 
escrever Apax(t) em (4.14) como 
ApaX(t) = loo ApaS(t- s)g(s)ds = Apa(S * g)(t), ( 4.15) 
51 
onde* significa o produto de convolução de Se g. Aplicando a transformada de Laplace 
em (4.15) e usando o teorema da convolução, obtemos 
onde R(>., Apa) é o resolvente de Apa com À= 1 + wi , ~r> O. Devido a analiticidade de 
S(t), temos pelo teorema 1.10 que existe M > O tal que 
na norma do operador . E da indentidade 
(M- Apa)R(À, Apa) =I, 
resulta 
portanto 
I I AR( À, Apa)ll :S: M + 1, I> O 
Por (4.16) e (4.18) segue então que 
II(.C{Apax(t)}(À)II :S: (M + 1)II.C{g}(À)IIH, A(> O 
usando ( 4.19) e a identidade de Parseval obtemos I: e-'1IIApaX(t)il1dt - I: II.C{Apa(t)x(t)}(i+iw)ll~dw 
< (M + 1) I: II.C{g}(i + iw)ll~dw 
( 4.17) 
( 4.18) 
(4.19) 
- (M + 1) I: e--rtllg(t)il~dt. (4.20) 
Como g(t) =O para t <O e t > T segue de (4.20) que 
E como llx(t)llv(A,a) = IIApax(t)ll concluímos que x(t) E L2 (0, T; D(Apa)· Como S(t) é um 
semigrupo analítico e de contração temos direto que y(t) E L2 (0, T; D(Apa)· Mostramos 
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então que S9 (t) = x(t) + y(t) E L 2 (0, T; 'D(Apa)· Mas pelo teorema (3.4) temos que 
'D(Apa) C 'D(A312-"l) x 'D(A112), portanto a L2 regularidade em (4.10) está provada. 
Quanto a C-regularidade em (4.10), como 59 E Lz(O, T; :D(Apa)) e ;k(S9 ) = ApaS9 +g(t) E 
L 2 (0, T; E), temos pelo teorema 1.24 com j =O em= 1 que 
59 E C([O, T]; [:V(Apa), E]e=l/z), ( 4.21) 
onde [ , ]e é o espaço de interpolação definido na seção 1.4 do capítulo 1. Por [6]p.289 
temos que 
( 4.22) 
Portanto usando (4.21) e (4.22)(com e= 1/2) segue que 59 E C([O,T];:V(-Apa) 112 ). 
Como, pelo teorema (3.4), temos :D(-Apa) 112 ) = 'D(A1-<>12 ) x 'D(A"I2 ) , segue a C-
regularidade em (4.10). 
(ii) Como S(t) é um semigrupo analítico sobre E, segue pelo teorema 1.19 a C-
regularidade em (4.11). Quanto a L2-regularidade em (4.11) observemos inicialmente 
que, como 
llx(t)ll:v(Apa) = IIApaX(t)lle, ( 4.23) 
então 
(4.24) 
Pelo teorema (2.3) temos que Apa pode ser escrito como soma de dois operadores normais 
(explicitamente definidos), com exceção em dois casos excepcionais onde aparece uma 
soma adicional de componentes. No caso geral onde p2 f /1~-2", para todo n segue que 
00 co 
A - A+ + A- - - "'"" '+ + "'+ "'+ "'"" '- - "'- "'-pa:- p X + p X -L._.. An <X ''±'n > '*"n + L-t /\n <X ''±'n > '*'n' (4.25) 
n:;;;l n=l 
para todo x E 'D(Apa)· Logo ( -Apa)s+112S(t)zo pode ser escrito como 
co 
( -Apa)'+l/2 S(t)zo = L( -À~)s+1/2 é'-;t)t < z,j, ií>~ > ií>~ 
n=l 
n=l 
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co 1 
+ 2:::: l.\;;l2s+ll < ziJ, il?;; > 12 2Re.\- (e2Re>.;:;T- 1) 
n=l n 
00 00 
< cli:: l.\~1 28 1 < zt, il?~ > 12 + Cz L l.\;;1281 < ziJ, il?;; > 12 
n=l n=l 
Portanto S(t)zo E U(O, T; D(( -Apa)s+112 ). No caso a# 1/2 e p = /1"';;;2" o cálculo não se 
difere do realizado acima, já que a componente adicional envolvida tem dimensão finita. 
O último caso, a= 1/2 e p = 1, envolve questões mais complexas e não faremos aqui. 
Exemplo 4.3 Seja n um domínio aberto limitado do lltn com fronteira ôfl, suave. Con-
sideremos o sistema elástico 
{ 
Wtt + l:. 2w- pl:.Wt =f em (0, T] X n = Q 
Wit=O = Wo; Wtlt=O = W1 em f2 (4.27) 
wii: =O em (O,T] x ôfl =.L 
l:.wii: =O em .L. 
Comparando os problemas (4.27} e (4.6} com a= 1/2, temos que H= L2 (f2); Au = l:.2u, 
D(A) = {u E H 4 (fl),uian = l:.ulen = 0}. Então A 112u = -l:.u, u E D(A112 ) = H 2(f2) n 
HJ(D). Além disso temos 
54 
Portanto, pelo teorema (4.2} com a= 1/2, obtemos a seguinte regularidade: 
[w(t), Wt(t)] = (Sg)(t) E L2 (0, T; H 4 (fJ) x H2(fJ)) n C([O, T], V x H~(fJ)). (4.29) 
Por outro lado como, para a= 1/2, (w0,w1) E V(-Apa) 112 = V(A314 ) x V(A 114 ) = 
V x HJ(fl), segue pelo item ii} do teorema (4.2) (com s = 1/2) que 
S(t)z0 E Lz(O, T; V(Apa) n C([O, T]; V(( -APSI2 ) 
= L2 (0, T; H 4 (fJ) x H2 (fJ)) n C([O, T]; V x H~(fJ)), 
que é a mesma regularidade em (4.29). 
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