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Correcting Codes for Asymmetric Single Magnitude Four Error
Derong Xie Jinquan Luo∗
Abstract−An error model with asymmetric single magnitude four error is considered. This paper
is about constructions of codes correcting single error over Z2a3br. Firstly, we reduce the construction
of a maximal size B1[4](2
a3br) set for a ≥ 4 and gcd(r, 6) = 1 to the construction of a maximal size
B1[4](2
a−33br) set. Further, we will show that maximal size B1[4](8 · 3
br) sets can be reduced to maximal
size B1[4](3
br) sets. Finally, we give a lower bounds of maximal size B1[4](2r) and B1[4](2 · 3br) sets.
Index Terms−Asymmetric error, single error, flash memories, limited magnitude error.
I Introduction
The asymmetric channel with limited magnitude errors was introduced in [1] and it can be applied to some
multilevel flash memories well. Nonsystematic and systematic codes correcting all asymmetric errors of
given maximum magnitude can be found in[2, 5]. Consider the asymmetric error model, a symbol a over
an alphabet
Zq = {0, 1, · · · , q − 1}
may be modified during transmission into b, where b ≥ a, and the probability that a is changed to b is
considered to be the same for all b > a. For some applications, the error magnitude b − a is not likely to
exceed a certain level λ. In general, the errors are mostly asymmetric and some classes of construction of
asystematic codes correcting such errors were studied in [4, 6, 7]. Also, several constructions of systematic
codes correcting single errors are given in [6] and the symmetric case is closely related to equi-difference
conflict-avoiding codes see e.g., [9, 10, 11, 13, 14]. In addition, splitter sets can be seen as codes correcting
single limited magnitude errors in flash memories see e.g., [3, 12, 16, 17, 18].
We briefly recall known links between codes correcting t errors and Bt[λ](q) sets which have appeared
in [6, 7, 8].
If H is an h×m matrix over Zq, the corresponding code of length m with parity check matrix H , is
CH = {x ∈ Z
m
q | xH
t = 0}
where Ht denotes the transposed of H .
Let E ⊂ Zmq be the set of error patterns that we want to correct and consider single errors of magnitude
at most λ. If x ∈ CH is a sent codeword and e ∈ E is an error introduced during transmission, then the
received m-tuple is y = x+ e. Therefore
yHt = xHt + eHt = eHt.
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2As usual, eHt is called the syndrome of e. Let
SH,E = {eH
t |e ∈ E}
be the set of syndromes. We require these to be all distinct, i.e., |SH,E | = |E|. When this is the case, the
code is able to correct all error patterns in E . Moreover,
⋃
x∈CH
{x+ e | e ∈ E}
is a disjoint union.
For h = 1, that is H = (b0, b1, · · · , bm−1), the error patterns we consider are Eλ,m, the set of sequences
(e0, e1, · · · , em−1) ∈ [0, λ]m of Hamming weight at most t. Considering sets
B = {b0, b1, · · · , bm−1}
of distinct positive integers such that the corresponding syndromes
S =


m−1∑
j=0
ejbj (mod q) | (e0, e1, · · · , em−1) ∈ Eλ,m


are distinct. This is called a Bt[λ](q) set, see [6]. The corresponding code we denote by CB, that is
CB =
{
(x0, x1, · · · , xm−1) ∈ Z
m
q
∣∣∣∣∣
m−1∑
i=0
xibi ≡ 0 (mod q)
}
.
The construction of a maximal size B1[3](2
ar) set, B1[3](3
br) set and B1[4](3
br) set can be found in [7].
Several construction of maximal size B1[4](2
ar) sets can be found in [15]. In this paper, we will discuss
maximal size B1[4](2
a3br) sets. In Section II, we reduce the construction of a maximal size B1[4](2
a3br)
set for k ≥ 4 to the construction of a maximal size B1[4](2a−33br) set. In Section III, we consider the
construction of a maximal size B1[4](8 · 3
br) set. In section IV, a lower bounds of maximal size B1[4](12r)
set is given by a maximal size B1[4](2r) set. Finally, we give a lower bounds of maximal size B1[4](2 · 3br)
sets in Section V.
II Maximal size B1[4](2
a3br) set
For q = 2a3br with gcd(r, 6) = 1, we will introduce a result reducing the construction of a maximal size
B1[4](2
a3br) set for a ≥ 4 to the construction of a maximal size B1[4](2a−33br) set in this section. We first
describe the following notations.
For any positive integer l coprime to d, let ordd(l) be the order of l in Z
∗
d, that is,
ordd(l) = min{n > 0 | l
n ≡ 1 (mod d)}.
For m ∈ Z∗d and d a divisor of q, we let β = mq/d.
For gcd(ml, d) = 1, define the cyclotomic set
σl(β) = {l
iβ (mod q) | i ≥ 0}.
3Then |σl(β)| = ordd(l).
DefineM4(q) to be the maximal size of a B1[4](q) set. For a positive integer q = 2
a3br with gcd(r, 6) = 1
and d | r, let
Vd = {xr/d (mod q) | x ∈ Z2a3bd, gcd(x, d) = 1} and Uij = {x ∈ Z2a3br | gcd(x, 2
a3b) = 2i3j}.
Then
Z2a3br =
⋃
d|r
Vd =
⋃
0≤i≤a
⋃
0≤j≤b
Uij . (2.1)
Let
M
′
4(2
a3bd) = max
{∣∣{B ∩ Vd | B ∈ B1[4](2a3br)}∣∣} . (2.2)
Then
M4(2
a3br) =
∑
d|r
M
′
4(2
a3bd).
If a ≥ 3, we consider the following disjoint decomposition:
Z2a3br\{0} = L0 ∪ L1 ∪ L2 ∪ L3,
where
Li = {2
ix mod 2a3br | 1 ≤ x ≤ 2a−i3br, 2 ∤ a} for 0 ≤ i ≤ 2
and
L3 = {8x mod 2
a3br | 1 ≤ x < 2a−33br}.
Similarly, if b ≥ 3, we have the following disjoint decomposition:
Z2a3br\{0} = N0 ∪N1 ∪N2 ∪N3,
where
Ni = {3
ix mod 2a3br | 1 ≤ x ≤ 2a3b−ir, 3 ∤ a} for 0 ≤ i ≤ 2
and
N3 = {27x mod 2
a3br | 1 ≤ x < 2a3b−3r}.
Theorem 1 : If a ≥ 4 and gcd(r, 6) = 1, then we have
M4(2
a3br) =M4(2
a−33br) + 2a−33br.
Proof : Note that a ≥ 4. Let
S1 =
{
4i+ 1 | 0 ≤ i < 2a−43br
}
,
S2 =
{
4i+ 3 + 2a−23b+1r | 0 ≤ i < 2a−43br
}
.
Denote S = S1 ∪ S2. Firstly, |S1| = |S2| = 2a−43br and S1 ∩ S2 = ∅. For 0 ≤ i < 2a−43br, we obtain
0 ≤ 8i+ 2 < 2a3br and 8i+ 2 ≡ 2 (mod 8),
8i+ 6 + 2a−13b+1r(mod 2a3br) = 8i+ 6 + 2a−13b and 8i+ 6 + 2a−13br ≡ 6 (mod 8).
4Then |2S| = 2a−33br. Similarly, |3S| = |4S| = 2a−33br. For any
x ∈ 3S =
{
12i+ 3, 12i+ 9 + 2a−23br | 0 ≤ i < 2a−43br
}
,
x is either x ≡ 1 (mod 4) and 2a−23br < x < q or x ≡ 3 (mod 4) and 0 < x < 2a−23b+1r. Hence S∩3S = ∅.
Let S3 be a B1[4](2
a−33br) set. Define
B = S ∪ S
′
with S
′
= {8c (mod 2a3br) | c ∈ S3}.
Obviously S
′
is a B1[4](2
a3br) set contained in L3. We see that
• B ∩ 2B = ∅ since S ⊂ L0, 2S ⊂ L1.
• B ∩ 3B = ∅ since S ⊂ L0, 3S ⊂ L0 and S0 ∩ 3S0 = ∅.
• B ∩ 4B = ∅ since S ⊂ L0, 4S ⊂ L2.
• 2B ∩ 3B = ∅ since 2S ⊂ L1, 3S ⊂ L0.
• 2B ∩ 4B = ∅ since 2S ⊂ L1, 4S ⊂ L2.
• 3B ∩ 4B = ∅ since 3S ⊂ L0, 4S ⊂ L2.
Then B is a B1[4](2
a3br) set of size M4(2
a−33br) + 2a−33br.
On the other hand, firstly we note that at least one of x, 2x, 3x, 4x belongs to L2 for any x ∈ L0∪L1∪L2.
Therefore, in L0 ∪L1 ∪L2, at most |L2| = 2a−33br elements can be chosen in a B1[4](2a3br) set. Also, all
of x, 2x, 3x, 4x belongs to L0 ∪ L1 ∪ L2 for any x ∈ L3. Since
(S ∪ 2S ∪ 3S ∪ 4S) ⊂ (L0 ∪ L1 ∪ L2),
then the set B is a maximal size B1[4](2
a3br) set. 
III Maximal size B1[4](8 · 3
b
r) set
In this section, we reduce the construction of a maximal size B1[4](8 · 3
br) set to the construction of a
maximal size B1[4](3
br) set. For b ≥ 2, the maximal size B1[4](3br) set are given in [[7], Theorem 10]. We
give a explicit construction of a maximal size B1[4](3r) set in Theorem 3.
Theorem 2 : If b ≥ 1 and gcd(r, 6) = 1, then we have
M4(8 · 3
br) = M4(3
br) + 3br.
Proof : For 0 ≤ j < b, let α = r/d and
Sjd =
{
i · 3b−jα+ 2 · 3br | 1 ≤ i ≤ 1 + 3jd, gcd(i, 2 · 3jd) = 1
}
∪
{
i · 3b−jα | 1 + 3jd < i < 2 · 3jd, gcd(i, 2 · 3jd) = 1
}
.
Note that |Sdj| = ϕ(2 · 3jd). Denote S =
⋃
d|r
⋃b−1
j=0 Sjd. For any xjd ∈ Sjd, we have
3b−j | xjd and 3
b−j+1 ∤ xjd.
5Firstly, if (d, j) 6= (d
′
, j
′
), then
Sjd ∩ Sj′d′ = ∅.
Hence
|S| =
∑
d|r
b−1∑
j=0
|Sjd| =
∑
d|r
3bϕ(d) = 3br.
Clearly, if d 6= d
′
or 0 ≤ j
′
6= j − 1 < b, then
3Sjd ∩ Sj′d′ = ∅.
Finally, for any x(j−1)d ∈ S(j−1)d and xjd ∈ Sjd, one has
3b−j+1α+ 3br < x(j−1)d ≤ 3
b−j+1α+ 3b+1r,
3b−jα+ 3br < xjd ≤ 3
b−jα+ 3b+1r,
and
3xjd ∈ [1, 3
b−j+1α+ 3br] ∪ (3b−j+1α+ 3b+1r, 8 · 3br].
Therefore S(j−1)d ∩ 3Sjd = ∅ and S0d ∩ 3S0d = ∅.
Then S ∩ 3S = ∅.
Let Sb be a B1[4](3
br) set. Define
B = S ∪ S
′
with S
′
= {8c (mod 8 · 3br) | c ∈ Sb}.
Obviously S
′
is a B1[4](8 · 3br) set contained in L3. We see that
• B ∩ 2B = ∅ since S ⊂ L0, 2S ⊂ L1.
• B ∩ 3B = ∅ since S ⊂ L0, 3S ⊂ L0 and S ∩ 3S = ∅.
• B ∩ 4B = ∅ since S ⊂ L0, 4S ⊂ L2.
• 2B ∩ 3B = ∅ since 2S ⊂ L1, 3S ⊂ L0.
• 2B ∩ 4B = ∅ since 2S ⊂ L1, 4S ⊂ L2.
• 3B ∩ 4B = ∅ since 3S ⊂ L0, 4S ⊂ L2.
Then B is a B1[4](8 · 3br) set of size M4(3br) + 3br.
It is similar to the proof of Theorems 1, the set B is a maximal size B1[4](8 · 3br) set. 
Lemma 1 : ([7], Lemma 5) a) For d = pe11 p
e2
2 · · · p
es
s with pi distinct primes not diving l, we have
ordd = lcm
(
ordpe1
1
(l), ordpe2
2
(l), · · · , ordpess (l)
)
.
6b) If p is a prime not dividing l and lordp(l) − 1 = pµpa, where gcd(a, p) = 1, then
ordpk(l) =


ordp(l) if k ≤ µp,
pk−µpordp(l) if k > µp, p = 2 and l ≡ 1(mod 4),
pk−µpordp(l) if k > µp and p > 2,
2 if p = 2, l ≡ 3(mod 4) and k = 2, 3,
2k−2 if p = 2, l ≡ 3(mod 4) and k > 3.
Theorem 3 : Let n = ordd(2) and n1 = ord3d(2).
(1)If n is odd, then
M4
′(3d) =


⌊
2n
3
⌋
· ϕ(d)
n
if 3 ∤ n,
(2n−3)ϕ(d)
3n if 3 | n.
(2)If n is even, then
M4
′(3d) =
⌊n
3
⌋
·
2ϕ(d)
n
.
Proof : For any d | r.
n1 = ord3d(2) = lcm(ord3(2), ordd(2)) = lcm(2, ordd(2)).
For any x, we write η = xr/d (hence the value of η varies with x). Let Γ3d be a set of coset representatives
of the group generated by 2 in Z∗3d.
• If d = 1, then M
′
4(3) = 0.
• d ≥ 5.
(1)Since n is odd, then n1 = 2n.
(i) If 3 ∤ n, then we choose
Td =
⋃
x∈Γ3d
{
23iη (mod 3r) | 0 ≤ i <
⌊
2n
3
⌋}
.
Suppose that
3 · 23iη ≡ 3 · 23i
′
η (mod 3r)
for distinct elements 23iη, 23i
′
η ∈ Td. Then we have
23i ≡ 23i
′
(mod d)
which implies that |i− i
′
| = n3 and it contradicts to 3 ∤ n. Therefore,
3 · 23iη 6≡ 3 · 23i
′
η (mod 3r).
(ii) If 3 | n, then we choose
7Td =
⋃
x∈Γ3d
({
23iη (mod 3r) | 0 ≤ i <
n
3
}
∪
{
23i+1η (mod 3r) |
n
3
≤ i <
2n− 3
3
})
.
For distinct elements y1, y2 ∈ Td. If
y1, y2 ∈
{
23iη (mod 3r) | 0 ≤ i <
n
3
}
or
y1, y2 ∈
{
23i+1η (mod 3r) |
n
3
≤ i <
2n− 3
3
}
, similar to (i), we have 3y1 6≡ 3y2 (mod 3r). On the other hand, for 23iη, 23i
′
+1η ∈ Td, if
3 · 23iη ≡ 3 · 23i
′
+1η (mod 3r),
then |i − i
′
| = n±13 and it contradicts to 3 | n. Therefore,
3 · 23iη 6≡ 3 · 23i
′
+1η (mod 3r).
It is easy to verify that there do not exist distinct elements y1, y2 ∈ Td such that 2y1 ≡ 2y2 (mod 3r)
or 4y1 ≡ 4y2 (mod 3r). Hence 2Td, 3Td and 4Td both have the same size as Td. Obviously,
Td ∩ 2Td = ∅, Td ∩ 4Td = ∅ and 2Td ∩ 4Td = ∅. Since 3Td ⊂ N1 and j · Td ⊂ N0 with j = 1, 2, 4, then
Td ∩ 3Td = ∅, 2Td ∩ 3Td = ∅ and 3Td ∩ 4Td = ∅. Hence,
M4
′(3d) ≥ |Td| =


⌊ 2n3 ⌋ ·
ϕ(d)
n
if 3 ∤ n,
(2n−3)ϕ(d)
3n if 3 | n.
Consider case (i) and (ii). We can choose at most one element from the quadruple
{2iη, 2i+1η, 2i+2η, 3 · 2iη}(mod 3r).
Suppose that we can choose exactly one element from each quadruple. First we note that
3 · 2iη ≡ 3 · 2i+nη (mod 3r),
then we can not choose 3 · 2iη, if we do, none of 2iη, 3 · 2i+1η, 3 · 2i+2η, 2i+1+nη, 2i+2+nη can be chosen.
Then the only choice for a subset of U = {2iη(mod 3r) | 0 ≤ i < n1} with
⌊
2n
3
⌋
element. However, if 3 | n,
then the set {
23iη(mod 3r) | 0 ≤ i <
2n
3
}
contains both η and 2nη. Therefore, it is not a valid choice. Hence, in case (ii) we can not find a valid
subset of U with 2n3 . On the other hand, is is possible to find a subset of U with
2n−3
3 elements. Therefore,
M4
′(3d) =


⌊ 2n3 ⌋ ·
ϕ(d)
n
if 3 ∤ n,
(2n−3)ϕ(d)
3n if 3 | n.
(2)Since n is even, then n1 = n.
8• For d = 5, we have n = 4 and M
′
4(15) = 2 = 2 ·
⌊
4
3
⌋
.
• For d = 11, we have n = 10 and M
′
4(33) = 6 = 2 ·
⌊
10
3
⌋
.
• For d 6= 5, 11, if 2s · 3 ≡ 1 (mod d), then 3 ≤ s < n− 2. We can choose
Td =
⋃
x∈Γ3d
{
23iη (mod 3r) | 0 ≤ i <
⌊n
3
⌋}
.
Similar to (1), we can choose at most one element from the quadruple
{2iη, 2i+1η, 2i+2η, 3 · 2iη}(mod 3r).
We can not choose 3 · 2iη, if we do, none of 2iη, 3 · 2i+1η, 3 · 2i+2η, 2i+1+n−sη, 2i+2+n−sη can be
chosen. Hence,
{
23iη (mod 3r) | 0 ≤ i <
⌊
n
3
⌋}
is a valid choice and so
M4
′(3d) =
⌊n
3
⌋
·
2ϕ(d)
n
.

IV Maximal size B1[4](12r) set
In this section, we give a lower bounds of maximal size B1[4](12r) set by a maximal size B1[4](2r) set with
gcd(r, 6) = 1 and the maximal size B1[4](2r) sets are considered in [15].
Lemma 2 : Let gcd(r, 6) = 1. Any maximal size B1[4](12r) set B satisfies
M4(2r) ≥ |B ∩ (U11 ∪ U21)|.
P roof : Let
Z12r =
⋃
0≤i≤2
⋃
0≤j≤1
Uij .
Suppose that B is a maximal size B1[4](12r) set. For any x ∈ (B ∩ (U11 ∪ U21)), we have 6 | x and so
{x/6 | x ∈ (B ∩ (U11 ∪ U21))}
is a B1[4](2r) set. Hence
M4(2r) ≥ |B ∩ (U11 ∪ U21)|.

Theorem 4 : For gcd(r, 6) = 1, we have
M4(12r) ≥M4(2r) + 2r.
Proof : For d | r, let α = r/d and
S1 = {iα | 1 ≤ i < 4d, gcd(i, 6d) = 1}
9S2 =
{
4r + 3iα
∣∣∣∣ 1 ≤ i <
⌊
2d
3
⌋
, gcd(i, 2d) = 1
}
S3 =
{
8r + 3iα
∣∣∣∣
⌊
2d
3
⌋
+ 1 ≤ i <
⌊
4d
3
⌋
, gcd(i, 2d) = 1
}
Then Si(i = 1, 2, 3) are mutually disjoint by the range of values. Denote Ad = S1 ∪ S2 ∪ S3
For any xd ∈ Ad, if xd ∈ S1, then
• 2α < 2xd (mod 12r) < 8r and 4 ∤ 2xd (mod 12r);
• 3α < 3xd (mod 12r) < 12r and 9 ∤ 3xd (mod 12r);
• 4xd (mod 12r) is either 4r ≤ 4xd (mod 12r) < 12r and 8 ∤ 4xd (mod 12r) or 1 < 4xd (mod 12r) < 4r.
If xd ∈ S2, then
• 8r + 6α ≤ 2xd (mod 12r) = 8r + 6iα < 12r and 8r + 6iα ≡ 2r (mod 3);
• 9α < 3xd (mod 12r) = 9iα < 6r and 9 | 3xd (mod 12r);
• 4r + 12α ≤ 4xd (mod 12r) = 4r + 12iα < 12r, 8 | 4xd (mod 12r) and 4r + 12iα ≡ r (mod 3).
If xd ∈ S3, then
• 8r + 6α < 2xd (mod 12r) = 4r + 6iα < 12r and 4r + 6iα ≡ r (mod 3);
• 6r + 9α < 3xd (mod 12r) = 9i < 12r and 9 | 3xd (mod 12r);
• 4r + 12α < 4xd (mod 12r) = 12iα− 4r < 12r, 8 | 4xd (mod 12r) and 12iα− 4r ≡ 2r (mod 3).
It is easy to see that |3Ad| = |Ad|. Since 3 ∤ r then |2Ad| = |Ad| and |4Ad| = |Ad|.
Moreover, for any x ∈ Vd ∩ U01 i.e.,
x = 3k with 1 ≤ k < 4d and gcd(k, 2d) = 1
which implies x ∈ 3Ad. Obviously, 3Ad ⊂ Vd ∩ U01. Therefore
|Ad| = |Vd ∩ U01| = 2ϕ(d).
Let A =
⋃
d|r Ad. Note that
A ⊂ U00, 2A ⊂ U10, 3A ⊂ U01 and 4A ⊂ U20.
Hence |A| = 2r and never affect the choice of vertices from U11 and U21.
We note that if B1 is a maximal size B1[4](2r) set, then 6B1 is a B1[4](12r) set and
6B1 ⊂ (U11 ∪ U21).
Then, together with Lemma 2, the assertion can be proved. 
Example 1 :
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• For q = 60, we have
M4(60) ≥M4(10) + 10.
It is easy to check that {1, 9} is a maximal size B1[4](10) set. The construction of B1[4](60) set in
the proof of Theorem 4 is presented as follows. Firstly we have r = 5. Hence, d = 1 or d = 5.
If d = 1, then α = 5 and
A1 = {5, 55}.
If d = 5, then α = 1 and
A5 = {1, 7, 11, 13, 17, 19, 23, 29}.
Therefore
B = {1, 5, 6, 7, 11, 13, 17, 19, 23, 29, 54, 55}
is a B1[4](60) set of size 12.
• For q = 84, we have
M4(84) ≥M4(14) + 14.
By [[15], Theorem 4-(1)], the set {1, 13} is a maximal size B1[4](14) set. The construction of B1[4](84)
set in the proof of Theorem 4 is presented as follows. Firstly we have r = 7. Hence, d = 1 or d = 7.
If d = 1, then α = 7 and
A1 = {7, 77}.
If d = 7, then α = 1 and
A7 = {1, 5, 11, 13, 17, 19, 23, 25, 31, 37, 71, 83}.
Therefore
B = {1, 5, 6, 7, 11, 13, 17, 19, 23, 25, 31, 37, 71, 77, 78, 83}
is a B1[4](84) set of size 16.
We have M4(60) = 12 and M4(84) = 16 by computer search.
Conjecture : The lower bound of M4(12r) deduced from Theorems 4 are tight for all gcd(r, 6) = 1.
V Maximal size B1[4](2 · 3
b
r) set
In this section, we give a lower bounds of maximal size B1[4](2 · 3
br) set by a maximal size B1[4](2 · 3
b−3r)
set with gcd(r, 6) = 1.
Theorem 5 : If b ≥ 3 and gcd(r, 6) = 1, then we have
M4(2 · 3
br) ≥M4(2 · 3
b−3r) + 8 · 3b−3r.
11
Proof : Let α = r/d and
Ad =
{
iα | 1 ≤ i ≤ 1 + 3b−1d, gcd(i, 2 · 3b−1d) = 1
}
∪
{
iα+ 4 · 3b−1r | 1 + 3b−1d < i < 2 · 3b−1d, gcd(i, 2 · 3b−1d) = 1
}
.
Note that |Ad| = ϕ(2 · 3b−1d) = 2 · 3b−2ϕ(d). Denote A =
⋃
d|r Ad. Then
|A| =
∑
d|r
|Ad| =
∑
d|r
2 · 3b−2ϕ(d) = 2 · 3b−2r.
Firstly, for any x ∈ A, we have
3 ∤ x and A ∩ 3A = ∅.
Checking binary parity we can get A ∩ 2A = ∅, A ∩ 4A = ∅, 2A ∩ 3A = ∅ and 3A ∩ 4A = ∅.
Clearly, if d 6= d
′
, then
2Ad ∩ 4Ad′ = ∅.
Indeed, the following holds for any xd ∈ Ad
1) 2α < 2xd ≤ 2α+ 3b−1r and 4 ∤ 2xd;
2) 2α+ 4 · 3b−1r < 2xd (mod 2 · 3br) ≤ 2 · 3br and 4 | 2xd (mod 2 · 3br);
3) 4α < 4xd (mod 2 · 3br) ≤ 4α+ 4 · 3b−1r and 4 | 4xd (mod 2 · 3br);
4) 4α+ 4 · 3b−1r < 4xd (mod 2 · 3br) ≤ 2 · 3br and 4 ∤ 4xd (mod 2 · 3br).
Then 2Ad ∩ 4Ad = ∅ and so 2A ∩ 4A = ∅.
Let
S =
⋃
d|r
{
6iα | 1 ≤ i < 2 · 3b−2d, gcd(i, 2 · 3b−2d) = 1
}
.
Then |S| =
∑
d|r ϕ(2 · 3
b−2d) = 2 · 3b−3r.
For any y ∈ S, we have
2|y, 4 ∤ y, 3|y, 9 ∤ y and 4y < 2 · 3br
which implies that
(
k1S (mod 2 · 3
br)
)
∩
(
k2S (mod 2 · 3
br)
)
= ∅ with k1, k2 ∈ {1, 2, 3, 4} and k1 6= k2.
Let Sb be a B1[4](2 · 3b−3r) set. Define
B = A ∪ S ∪ S
′
with S
′
= {27c | c ∈ Sb}.
It is easy to verify that B is a B1[4](2 · 3br) set of size M4(2 · 3b−2r) + 8 · 3b−3r. 
References
[1] R. Ahlswede, H. Aydinian and L.H. Khachatrian, “Unidirectional errors control codes and related
combinatorial problems,” in Proc. 8th Int. Workshop on Algebraic and Comb. Coding Theory, Tsarskoe
Selo, Russia, Sep. 8-14, 2002, pp. 6–9.
[2] R. Ahlswede, H. Aydinian, L.H. Khachatrian and L.M.G.M Tolhuizen, “On q-ary codes correcting
allunidirectional errors of a limited magnitude,” in Proc. 9th Int. Workshop on Algebraic and Comb.
Coding Theory, Kranevo, Bulgaria, Jun. 19-25, 2004, pp. 20–26.
12
[3] S. Buzaglo and T. Etzion,“Tilings with n-dimensional chairs and their applications to asymmetric
codes,” IEEE Trans. Inf. Theory, vol. 59, no. 3, pp. 1573–1582, Mar. 2013.
[4] Y. Cassuto, M. Schwartz, V. Bohossian and J. Bruck,. “Codes for Asymmetric Limited-Magnitude
Errors with Application to Multilevel Flash Memories,” IEEE Trans. Inf. Theory, vol. 56, no. 4, pp.
1582–1595, May 2010.
[5] N. Elarief and B. Bose,“Optimal, systematic, q-ary codes correcting all asymmetric and symmetric
errors of limited magnitude,” IEEE Trans. Inf. Theory, vol. 56, no 3, pp. 979¨C983, Mar. 2010.
[6] T. Kløve, B. Bose and N. Elarief, “Systematic, single limited magnitude error correcting codes for
Flash Memories,” IEEE Trans. Inf. Theory, vol. 57, no. 7, pp. 4477–4487, Aug. 2011.
[7] T. Kløve, J. Luo, I. Naydenova, and S. Yari, “Some codes correcting asymmetric errors of limited
magnitude,” IEEE Trans. Inf. Theory, vol. 57, no. 11, pp. 7459–7472, Nov. 2011.
[8] T. Kløve, J. Luo and S. Yari, “Codes correcting single errors of limited magnitude,” IEEE Trans. Inf.
Theory, vol. 58, no. 4, pp. 2206–2219, Apr. 2012.
[9] Y. Lin, M. Mishima and M. Jimbo, “Optimal equi-difference conflict-avoiding codes of weight four,”
Des. Codes Cryptogr., vol. 78, no. 3, pp. 747–776, Mar. 2016.
[10] Y. Lin, M. Mishima, J. Satoh and M. Jimbo, “Optimal equi-difference conflict-avoiding codes of odd
length and weight three,” Finite Fields Their Appl., vol. 72, no. 2, pp. 289–309, Aug. 2014.
[11] K. Momihara, M. Mu¨ller, J. Satoh and M. Jimbo, “Constant weight conflict-avoiding codes,” SIAM
J. Discrete Math., vol. 21, no. 4, pp. 959–979, Jan. 2007.
[12] M. Schwartz,“Quasi-cross lattice tilings with applications to flash memory” IEEE Trans. Inf. Theory,
vol. 58, no. 4, pp. 2397–2405, Apr. 2012.
[13] S. L. Wu and H. L. Fu, “Optimal tight equi-difference conflict-avoiding codes of length n = 2k ± 1
and weight 3,” J. Des. Comb., vol. 21, no. 6, pp. 223–231, Jun. 2013.
[14] D. Xie and J. Luo, “Optimal Equi-difference Conflict-avoiding Codes,” Sep. 2018. [Online]. Available:
arXiv.org: cs/1809.09300 [cs. IT].
[15] D. Xie and J. Luo, “Asymmetric Single Magnitude Four Error Correcting Codes,” Mar. 2019. [Online].
Available: arXiv.org: 1903.01148 [cs.IT]
[16] S. Yari, T. Kløve, and B. Bose,“Some codes correcting unbalanced errors of limited magnitude for
flash memories” IEEE Trans. Inf. Theory, vol. 59, no. 11, pp. 7278–7287, Nov. 2013.
[17] T. Zhang and G. Ge,“New results on codes correcting single error of limited magnitude for flash
memory” IEEE Trans. Inf. Theory, vol. 62, no. 8, pp. 4494–4500, Aug. 2016.
[18] T. Zhang, X. Zhang, G. Ge, “Splitter Sets and k-Radius Sequences,” IEEE Trans. Inf. Theory, vol.
63, no. 12, pp. 7633–7645, Dec. 2017.
