Iterative algorithms are described for normalizing-coefficient vectors computed by expanding functions on the unit sphere into a series of spherical harmonics. Typical applications of the normalization procedure are the matching of different three-dimensional images, orientation estimations in low-level image processing, or robotics. The method uses general methods from the theory of Lie groups and Lie algebras to linearize the highly nonlinear original problem and can therefore also be adapted to applications involving groups different from the group of three-dimensional rotations. The performance of the algorithm is illustrated with a few experiments involving random coefficient vectors.
INTRODUCTION
In many image-processing and pattern-recognition applications it is important to solve the following matching problem: Given two functions o 1 , o 2 and a set of transformations ͕R i : i I͖, find the index j I such that R j o 1 is as similar to o 2 as possible. The case in which the o i are images of the same object produced under different conditions is an obvious example of this problem. Another application is encountered in low-level image processing, where the function o 1 is a prototype pattern (such as an edge in a standard position) and o 2 is the current input to be analyzed. In this case the possible difference in orientation is compensated first, and then the structural similarity between the two signals is computed.
In the most general case with arbitrary transformations R i , there is only one solution to the problem: to compare R i o 1 and o 2 for all i. Therefore it is necessary to make some assumptions about the transforms R i , and here we assume that the transformations R i form a Lie group dependent on a finite number of parameters. This means roughly that the transformations form a group and that the group operations can be described by differentiable maps. The basic ideas described later on can be used for all n-parameter Lie groups, but for clarity of exposition we restrict ourselves to the simplest, nontrivial example: the group SO(3) of three-dimensional (3-D) rotations. In this case the problem is to find out whether the two patterns o 1 and o 2 are similar up to a change in 3-D orientation. We also restrict the functions o k to be linear combinations of spherical harmonics of a fixed degree. This choice is motivated by the properties of the spherical harmonics that every function on the unit sphere can be developed in a series of spherical harmonics and that the set of linear combinations of spherical harmonics of a fixed degree is closed under the action of 3-D rotations.
Even this restricted case has a number of interesting applications. The spherical harmonics of degree one can be used as 3-D edge-detection filters. 1 Second-and thirdorder harmonics can be applied for detection of other structures such as 3-D planes, lines, and corners (see Refs. 2-4 for some related investigations). The problem of recovering the 3-D orientation of a special class of patterns was considered in Ref. 3 . For feature vectors computed from first-and second-order spherical harmonics, the orientation recovery problem is investigated in Refs. 5-7. Similar problems are investigated in the framework of steerable filter systems. 8, 9 In Refs. 5 and 6 an iterative procedure is described that computes in each iteration a rotation that simplifies the coefficient vector computed with second-order spherical harmonic filters. When the algorithm has converged, a two-parameter vector is obtained that can be interpreted as a description of the shape of the original structure. This is similar to the method described in this paper, since it is an iterative procedure to compensate the effects of 3-D rotations. There are, however, two important differences: the iteration procedure in Ref. 5 is based on the Euler-angle description of the rotations, and it is limited to second-order derivatives. Here we use the matrix exponentials to linearize the problem, and the method developed can be easily generalized to higher-order spherical harmonics and other transformation groups.
In Refs. 7 and 10 Burel and Henocq describe how the expansion of a function in spherical harmonics can be used to construct invariants (i.e., indicators that are independent of the 3-D orientation of an object). They also show some applications to 3-D image registration. Their approach is limited to first-and second-order spherical harmonics. In Ref. 7 they describe a direct method to compute the rotation parameters from the second-order coefficients in the spherical harmonic expansion and apply it to match two different medical 3-D images.
In Section 2 we give a short description of the problem in the framework of the theory of group representations. We summarize briefly the connection between a Lie group and its Lie algebra and show how this can be used to find linear approximations to highly nonlinear equations involving Lie groups. Then we derive an iterative algorithm to solve the orientation recovery problem. Finally, we present some numerical results and discuss some implementation issues.
BASIC FACTS FROM LIE THEORY AND SPHERICAL HARMONICS
In this section we summarize briefly some basic facts about spherical harmonics and Lie theory necessary to give an intuitive understanding of the basic ideas. Detailed information about Lie-theory and group representations can be found in numerous textbooks on the subject. 4, [11] [12] [13] [14] [15] [16] We recall that a group is a set of elements together with a group operation. If the group multiplication and the operation of inversion are differentiable mappings, then the group is called a Lie group. If a subset of a group together with the multiplication inherited from the original group forms a group, then it is called a subgroup. A subgroup of a Lie group that depends on one parameter only is called a one-parameter subgroup. Here we are mainly concerned with the group SO(3) of all 3-D rotations. The elements are 3 ϫ 3 matrices that depend on three parameters. One way to parameterize this group is the Euler-angle parameterization, which describes a rotation R as the product of three rotations R z ()R x ()R z (), where R x (␣) is a rotation around the x axis with angle ␣ and R z (␤) is a rotation around the z axis with angle ␤.
It is also well known that a 3-D rotation can be described by its rotation axis and its rotation angle. The description of the axis needs two parameters (the coordinates of a point on the sphere), and the third parameter is the rotation angle. If we keep the rotation axis fixed, then we get a subgroup of SO(3) consisting of all rotations around this axis. This is a typical one-parameter group. Now assume that we have a one-parameter group consisting of elements R(t) such that R(t 1 ϩ t 2 ) ϭ R(t 1 )R(t 2 ) and such that R(0) is the identity element. Then we can define the derivative:
The objects obtained in this way form a vector space. The dimension of this vector space is equal to the number of parameters of the original group. In the case of SO(3) this is a 3-D vector space. The operation of differentiation can be reversed by the exponential map, which (for matrices) is defined as
Besides the usual vector-space operations of addition and scalar multiplication, the vector spaces obtained in this way have another multiplication operation, the bracket, defined as
Vector spaces with the bracket multiplication are called Lie algebras. For each Lie group there is a Lie algebra and for each element in the Lie algebra we can construct an element in the Lie group. The correspondence between Lie groups and Lie algebras is, however, not unique. Different Lie groups can generate the same Lie algebra. Locally around t ϭ 0 the exponential mapping is invertible. For the rotation group this construction leads to the exponential description R ϭ exp͓(
] with scalars u 1 , u 2 , and u 3 and the matrices
The elements J 1 , J 2 , and J 3 form a basis of the Lie algebra so(3) of SO (3) . Geometrically, the parameter vector u ϭ (u 1 , u 2 , u 3 ) has the following meaning: the direction of the vector u gives the rotation axis and the length of u the rotation angle. When f is a function of the rotation R, we will sometimes write f(u) instead of f(R).
This description of the connection between Lie groups and Lie algebras is intended only as an intuitive introduction to the concepts involved. It is simplified and incomplete, and the reader should consult the literature for a correct description of the subtleties involved.
Next we introduce the concept of representations of groups and algebras. An m-dimensional matrix representation T of a group G is a map from the group to the space of m ϫ m matrices that preserves the group operation, i.e.,
If we have a one-parameter group with elements R(t) and an m-dimensional representation T of the group then T( R(t)) is a one-parameter group of matrices in the representation space. Computing the derivative
gives a mapping from the Lie algebra to the set of m ϫ m matrices. This mapping (which we sometimes denote by T and sometimes by T) preserves the Liealgebra operations, i.e.,
and it therefore defines a representation of the Lie algebra. Again, we can locally connect the two objects by the exponential mapping. We now describe the relation between the matching problem described in the Introduction and the theory summarized so far. Assume that the o k are functions on the unit sphere and the transformations R are 3-D rotations. It is well known 16 that the spherical harmonics 
For a fixed value of l, we collect the coefficients in the (2l ϩ 1)-dimensional vector c l and the spherical harmonics in Y l and write the expansion of o as
where c l Ј is the transpose of the vector c l .
If x is a point on the unit sphere and Rx its image under the rotation R, then we can define the rotated func-
. Expanding the rotated function o R and comparing its coefficient vectors c l (R) with c l gives
where T l (R) are (2l ϩ 1)-dimensional matrices that satisfy the transformation equation
. They define thus a representation of SO (3) in the space of spherical harmonics of degree l. Since rotations can be characterized by Euler angles, it is sufficient to calculate the representation matrices for rotations around the x axis and the z axis. For rotations around the z axis the matrices T l (R) are diagonal matrices, but for rotations around the x axis their structures is much more complex (the computation of these matrices is described in Ref. 17 ). For l ϭ 2 and rotations around the z axis and the x axis, the matrix is given in Eq. (10) and Eq. (11), respectively.
The matching problem in terms of representation theory is as follows:
Given are two functions o 1 and o 2 , which are linear combinations of spherical harmonics of degree l. They are thus completely characterized by two coefficient vectors c l (1) and c l (2) . For those two vectors the rotation R that minimizes the distance between T l (R)c l (1) and c l (2) is sought. This is a difficult nonlinear problem owing to the complicated form of the representation matrices T l (R). For l ϭ 1 the solution can be easily found. For the case l ϭ 2 it can be shown that the solution can (in principle) be solved by a closed expression of the vector elements. This requires, however, the solution of a polynomial equation of degree three. For larger values of l it is impossible to find closed-form solutions. It is therefore necessary to find iterative techniques to solve these equations. Such methods (based on Euler angles) were for the case l ϭ 2 developed in Ref. 5 ; direct methods were investigated in Ref. 7 . Here we show how the Lie theory can be used to linearize the problem and to find fast iterative algorithms.
BASIC ALGORITHM
From a representation of a Lie group, a representation of its Lie algebra can be computed by differentiation. Differentiation of the representation matrices belonging to the three one-parameter subgroups corresponding to the rotations around the three coordinate axes gives three matrices D 1 (l) , D 2 (l) , and D 3 (l) , which correspond to the matrices J k introduced in Eq. (4). They are
with
We will usually assume that the index l is fixed and therefore write D k instead of D k (l) . A general element of the representation of the Lie algebra is thus given by
and each such element can be exponentiated to give a representation matrix of the Lie group:
. Using this exponential form of the representation matrices gives the following approximation of the transformation properties of the coefficient vectors:
This approximation replaces the nonlinear expression T l (R)c l with the simpler, linear combination
and the general idea behind the following algorithms is to find a solution vector u ϭ (u 1 , u 2 , u 3 ) by using this linear approximation. Then these values are inserted in the exponential, and a new approximation is obtained.
DETECTION PROBLEM
The set ͕o
R : R SO(3)͖ (where o is a function and o R is the rotated function) is known as the orbit of o under SO(3).
The matching problem is to find the relation between two elements of the orbit. A related problem is to find in each orbit a simple representative o 0 . The representative can be used as a description of the whole class of functions. In the matching problem the existence of such a reference function can be used to get simpler matching algorithms by splitting the complete matching process into two parts: first, both functions o 1 and o 2 are matched to the reference function o 0 , obtaining transformations R 1 and R 2 , respectively. Then the transformation matching o 1 to o 2 is given by R 2 Ϫ1 R 1 . Using such a strategy is often preferable, since the special properties of the known element o 0 can be used. In low-level image processing the definition of a representative is often necessary, since only the function o to be analyzed is available.
For linear combinations of spherical harmonics of order 2, we have the following characterization of the orbits: The existence of such a rotation is shown in Ref. 7 . If c 2 1 ϭ 0 and c 2 0 Ͻ 0.5 then c 2 0 у 0.5 can be achieved by the rotation R x (/2) or the rotation R x (/2)R z (/2), where R x and R z denote rotations around the x and the z axis, respectively. The condition 2 у 0 can be easily achieved by a z-axis rotation since the corresponding representation matrix is diagonal with complex exponentials on the diagonal. A characterization of the orbits for spherical harmonics of degree 1 can also be found in Ref.
7.
This theorem shows that the main problem is to find a rotation such that the new coefficient vector has entries c 2 1 ϭ Im(c 2 2 ) ϭ 0. For arbitrary values of l we say that a vector is reduced if
From the diagonal form of the transformation matrices for z-axis rotations it follows that a vector with c l 1 ϭ 0 can be easily reduced by applying a z-axis rotation.
In the rest of this section we assume that the value of l is fixed, and we will mostly ignore it; thus c k ϭ c l k . We
will also use and for the real and the imaginary part, respectively, of the coefficients: c k ϭ k ϩ i k . If necessary, the effect of applying a rotation R will be indi- Usually a closed-form solution of the equation c 1 (R) ϭ 0 does not exist, and we will therefore describe an algorithm that computes a series of rotations R i such that
The parameters of these rotations will be computed by the linear approximation introduced in Section 3. 
Inserting the real and imaginary parts of the components of c gives for the entry (l ϩ 2) of c ϩ (
Separating the real and imaginary parts of the equation c 1 (u) ϭ 0 leads to the matrix equation
This equation can be solved for the unknown vector u if the matrix A has rank 2.
In the numerical implementation we do not use the most general form of the solution, but we consider the following three cases separately:
1. If the matrix A 12 (consisting of columns one and two of A) has full rank, then there is a solution of the form u ϭ (u 1 , u 2 , 0), and this solution is given by
2. Considering the submatrix A 13 consisting of columns one and three gives the solution (u 1 , 0, u 3 )
3. Deleting the first column leads to A 23 and the solution (0, u 2 , u 3 ):
No solution can be obtained if all 2 ϫ 2 submatrices of A are singular. In this case the equation system ͕det A 12 ϭ det A 13 ϭ det A 23 ϭ 0͖ leads to the following six solutions:
(25) For the solutions Z 4 , Z 5 the vector is already partly reduced, since c 1 ϭ 0. The other cases require special relationships among the components of the feature vector, which can be easily broken be applying a rotation R. This was never a problem in our experiments.
Summarizing, we now have the following iterative algorithm to find a rotation R such that c 1 (R) ϭ 0:
1. From the computed series coefficients c k , k ϭ Ϫl...l the matrix A and the vector b in Eqs. (20) and (21) 
The new vector c(u) ϭ T(u)c is computed. If the entry c
1 (u) is sufficiently small, the iteration is stopped; otherwise c(u) becomes the input vector for the new iteration.
IMPLEMENTATION AND EXPERIMENTS
The important advantage of the Lie approach is the reduction of a highly nonlinear problem to a problem that can be solved by standard linear algebra methods. This makes it possible to do most of the symbolic calculations involved in a computer algebra system. In our implementation we used the MAPLE system, which computes from a given value of l (the degree of the spherical harmonics involved) the symbolic solutions described in Eqs. (22)-(25) . It also translates these expressions automatically to the MATLAB code, which forms the main part of the numerical implementation of the algorithm. In the numerical implementation we compute the three solutions described in Eqs. (22)- (24) and select the solution that gives the smallest value of ͉c 1 ͉. If the new vector was no improvement, then a line search is tried first. During that search, the length of the estimated parameter vector is reduced in each iteration by a factor of 2. If this leads to no improvement after a predetermined number of steps (usually 5-10) then the effect of three rotations (/2 rotations around the x and y axes and around the space diagonal) is tested and the resulting vector with the smallest value of ͉c 1 ͉ is selected as input to the next iteration. In the tests we first generated 1000 data vectors of a given degree. The components c k (k р 0) were initialized with equally distributed random numbers. From them the components c k with k Ͼ 0 were computed by using the relations c l Ϫk ϭ (Ϫ1) k c l k , which are valid if the underlying function is real valued. Finally, the vectors are normalized to unit length.
In the first three experiments we used data vectors of length 5, 7, and 9 corresponding to second-, third-and fourth-order spherical harmonics. The threshold for the length of c 1 was always 0.01 in these experiments. In the last experiment second-order spherical harmonics were used, but the threshold was now 0.001. The mean number and maximum number of iterations for these experiments are summarized in Table 1, and Tables 2-5 show how many iterations were needed for the different data vectors in these experiments. 
COMMENTS AND CONCLUSIONS
In the experiments we only reduced the incoming vectors to a simple form. In many cases (for example in the lowlevel image-processing detection tasks) it is also of interest to know which rotation brought the input vector into its final form. This rotation will then describe the orientation of the input pattern with respect to the output pattern. Such information is often useful when the results are used in higher-level processing, because the orientation of neighboring points can be compared and evaluated. The corresponding rotation matrices can be easily computed since the algebras spanned by the matrices J k and D k [defined in Eqs. (4) and (12), respectively] are the same from an algebraic point of view. The rotation generated by the parameter vector (u 1 ,
. This matrix is computed in each iteration, and the product of these matrices gives the rotation that transforms the input vector into the estimated output vector. Other parameterizations such as Euler angles or rotation axis and rotation angle can be computed from the final rotation matrix (for more information on parameterizations of the rotation group see Ref. 18) .
From an implementation point of view, an expensive step in the algorithm is the computation of the matrix exponential
. This infinite sum of matrix products is usually computed by diagonalizing the matrix
In this special case, however, the computations can be simplified by using the properties of the matrices D k and J k . One important relation is the connection between the matrices D 1 and D 2 and the raising and lowering operators L ϩ and
These are matrices that have nonzero entries only in the entries above and below the diagonal. The matrices L Ϫ 2lϩ1 and L ϩ 2lϩ1 are therefore zero. With the technique described above, it is also possible to linearize all three Eqs. (16) simultaneously. This leads to a linear equation of the form B • u ϭ d similar to Eq. (19) . But now B is a square matrix of size 3 ϫ 3. In the cases in which B has full rank, this leads directly to a unique solution for the parameter vector u. A common problem with this approach is that the matrix B is often ill-conditioned, which makes it necessary to use a search procedure to find a good new iteration vector. Furthermore, it is computationally more expensive. We experimented with this solution but found it to be inferior to the method described above.
The implementation of the basic algorithm described above is ad hoc and is intended only to serve as an illustration. More-effective implementations should incorporate more-advanced numerical techniques, 19 which should improve the performance of the method considerably. In such an implementation it is also possible to incorporate higher-order approximations of T(R) that are easily computable. As an example, consider the secondorder term in the series expansion of T(R) given by 2 . Matrix multiplication shows that this is equal to 
Finally, we remark that the decision to consider the vectors c l for each l separately was made mainly to illustrate the basic ideas behind the approach. In practical applications it seems more promising to consider all spherical harmonics up to a certain degree simultaneously. In this case we have to select an optimization criterion. Interesting candidates for such an energy function can be found by using ideas about sparse coding that were recently applied in the investigation of biological sensory systems such as human vision. 20 Similar ideas went into the design of artificial neural networks that are useful for pattern-recognition processing. 21 Summarizing, we demonstrated how the theory of Lie groups and Lie algebras can be used to construct efficient iterative numerical methods to compute the orientation parameters from the coefficients of a series expansion in spherical harmonics. The basic structure of the algorithm is the same for all Lie groups that depend on a finite number of parameters and can therefore be easily adopted to problems that involve other groups of this type.
