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Abstrat
I give three desriptions of the Mukai op of type E6,I , one in terms of
Jordan algebras, one in terms of projetive geometry over the otonions, and
one in terms of O-blow-ups. Eah desription shows that it is very similar to
ertain ops of type A. The Mukai op of type E6,II is also desribed.
Introdution
In this artile, I study a lass of birational transformations alled Mukai
ops. LetG/P be a ag variety. Reall [Ri 74℄ that the natural map T ∗G/P →
g∗, where g is the Lie algebra of G, has image the losure of a single nilpotent
orbit.
Sometimes, it happens that for two paraboli subgroups P,Q ⊂ G, the
images in g∗ of T ∗G/P and T ∗G/Q are equal to the same orbit losure O, and
that moreover, the above maps are birational isomorphisms. We therefore get
a birational map
T ∗G/P 99K T ∗G/Q,
ց ւ
O
alled a Mukai op.
Sine T ∗G/P is a sympleti variety, nilpotent orbit losures provide a wide
lass of examples of sympleti singularities and were studied also for this rea-
son. If O is a nilpotent orbit losure, then B. Fu showed that any sympleti
resolution of O is given by a map T ∗G/P → O [Fu 03℄. On the other hand, in
[Nam 04℄, it is proved that any Mukai op an be desribed using fundamental
ones, when P (and Q) is a maximal paraboli subgroup : G is then of type
A,D2n+1 or E6. In some sense, this provides a omplete understanding of the
dierent sympleti resolutions of O and the relations between them.
In fat, the lassial fundamental ops, when G is of type An or D2n+1, are
easy to desribe. The only items whih are not very well understood in this
matter are the fundamental Mukai ops of type E6, and the purpose of this
artile is to ll this gap.
Along with this motivation in birational geometry, these ops are key ingre-
dients for the denition of generalized dual varieties [Cha 06℄ for a subvariety of
the homogeneous spae G/P , when G is of type E6 and P is the paraboli sub-
group orresponding to the root α1 or α3, with Bourbaki's notations [Bou 68℄.
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For example, an easy onsequene of theorem 3.3 is theorem 2.1 in [Ch 06℄,
whih generalizes the fat that the dual variety of the smooth quadri in PV
dened by an invertible symmetri map f : V → V ∗ is the quadri in PV ∗
dened by f−1, when the usual projetive spae PV is replaed by any Sorza
variety (see subsetion 3.1 for the denition of Sorza varieties; for example,
a grassmannian of 2-dimensional subspaes of an even-dimensional xed spae,
and E6/P1, P1 the paraboli subgroup of the adjoint group of type E6 orre-
sponding to the root α1, are Sorza varieties).
Finally, a third motivation is the study of the geometry of exeptional ho-
mogeneous spaes. For example, subsetion 3.5 starts a study of the geometri
properties of E6/P3, with a rather detailed desription of its tangent bundle.
There are two ops of type E6, denoted E6,I (then P orresponds to the
root α1 and Q to α6) and E6,II (P = P2, Q = P5). I give three desriptions of
the op E6,I : one via the geometry of the orresponding ag variety, one using
Jordan algebras, and one using a new lass of birational transformations that I
all O-blow-ups.
In fat, these three onstrutions work uniformly for G/P any Sorza variety.
This gives for example a ommon desription of the op
◦ ◦ ◦ ◦ ◦ ◦ ◦• ←→ ◦ ◦ ◦ ◦ ◦ ◦ ◦•
and the op
◦ ◦ ◦ ◦ ◦•
◦
←→ ◦ ◦ ◦ ◦ ◦•
◦
.
This allows to understand better the latter.
I now desribe more preisely the ontents of this artile. Let k be a eld
and let x ∈ Pnk . Then a non-vanishing tangent vetor t ∈ TxX denes a unique
line l with the following properties :
• x ∈ l ,
• t ∈ Txl.
Moreover, the rational map t 7→ l is learly the quotient map TxX ≃ Ank 99K
P
n−1
k , where P
n−1
k denotes the variety of lines in P
n
k through x. Dually, we have
a similar rational map T ∗xX 99K (P
n−1
k )
v
.
Setion 3 is devoted to proving the same kind of results when the variety
Pnk is replaed by a Sorza variety (see subsetion 3.1), whih after [Cha 05℄
is onsidered as a projetive spae PnA over a omposition algebra A, so that
when A = k, we reover Pnk . So, in this setion, I show theorems 3.2 and 3.3,
whih have the following interpretation in terms of projetive geometry over A :
given a generalized projetive spae PnA and a point x ∈ P
n
A, there is a rational
quadrati map ν+x : TxP
n
A 99K P
n−1
A , whih maps a tangent vetor to the unique
A-line through it. Dually, there is a similar map ν−x : T ∗xP
n
A 99K (P
n−1
A )
v
.
Propositions 3.4 and 3.5 show that polarizing ν+x (resp. ν
−
x ), one gets an
isomorphism between the variety of lines in PnA through x and the Fano variety
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of maximal linear subspaes inluded in P
n−1
A (resp. (P
n−1
A )
v
). These two results
don't have analogs when A = k.
Note that this last (Pn−1A )
v
is the projetive spae of hyperplanes ontaining
x; it is therefore inluded in (PnA)
v
. The onnetion with Mukai ops is as
follows : assume that G/P is the Sorza variety PnA. Let x ∈ G/P . We will see
that there is a Mukai op T ∗PnA 99K T
∗(PnA)
v
. The struture map T ∗G/Q →
G/Q and this Mukai op yield a omposition T ∗xP
n
A = T
∗
xG/P 99K T
∗G/Q →
G/Q = (PnA)
v
. Theorem 3.3 shows that this omposition is the map ν−x :
T ∗xP
n
A 99K (P
n−1
A )
v
⊂ (PnA)
v
.
Then, I show a general anonial isomorphism of quotients of tangent spaes
to homogeneous spaes (theorem 4.1). As a partiular ase, this theorem gives
a way of omputing a Mukai op T ∗G/P 99K T ∗G/Q one we know the om-
position T ∗G/P 99K G/Q. I dedue a desription of the op of type E6,I
(proposition 4.1), in terms of Jordan algebras.
In subsetion 4.3, I give a maybe more geometri desription of the op E6,I .
Reall that the minimal resolution of the simplest Mukai op T ∗Pn 99K T ∗(Pn)
v
is the blow-up of T ∗Pn along the zero setion. I show that the same result holds
for the E6,I -op T
∗P2
O
99K T ∗(P2
O
)
v
, if one replaes the usual notion of blow-up
with an otonioni version of it (theorem 4.2).
Finally, onerning the Mukai op of type E6,II , I use the fat that the
homogeneous spae E6/P3 an be realized as the spae of lines inluded in
E6/P1. Theorem 4.3 uses this model and the study of the tangent bundle
T (E6/P3) performed in subsetion 3.5 to give also a desription of the Mukai
op of type E6,II .
Setions 1 and 2 study the restrition of the ops to a otangent spae in
the two ases when G is of type E6. They are of ourse L-equivariant rational
maps, if L is a Levi fator of P , and happen to be quite subtil. In eah ase,
I show that they are the only P -equivariant rational map T ∗xG/P 99K (G/Q)x
(propositions 1.5 and 2.1), if (G/Q)x denotes the variety of y's in G/Q with
stabilizor Qy suh that Px ∩Qy is paraboli.
In the ase of a op of type E6,I for instane, we get a Spin10-equivariant
rational map; G/P is often alled the Moufang plane P2
O
(it is some kind of
otonioni projetive plane). As an example of the above disussion, the re-
strition of the op to a otangent spae should interpret as the quotient map
A2
O
99K P1
O
. In the rst setion, I show that this map has some properties of suh
a quotient; for example, its bers arry a natural struture of algebra isomor-
phi with the otonions (orollary 1.12). I also study the projetive geometry
of the orresponding spinor variety.
Similarly, setion 2 gives a model for the restrition of the Mukai op of type
E6,II to a otangent spae. In this ase, a Levi fator ontains SL2 × SL5 and
the relevant fator of T ∗E6/P3 is Hom(C
2, (∧2C5)
∗
). The given lassiation
of (GL2×GL5)-orbits in Hom(C
2, (∧2C5)
∗
) allows to understand the E6-orbits
in T ∗E6/P3. Finally, orollary 4.3 states that the Mukai op is dened only on
the open orbit of T ∗E6/P3, and desribes the image of all orbits in T
∗E6/P3 as
nilpotent orbits in e6.
Aknowledgement I thank Baohua Fu for many usefull disussions on the
topi of nilpotent orbits, and stimulating questions.
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1.1 Geometri denition of omposition algebras
For more details on omposition algebras, the reader my onsult [Cha 05℄. I
reall that if R is a ring, then RR,CR,HR and OR denote the four usual split
omposition algebras over R. Therefore, RR = R,CR = R ⊕ R, HR is the
algebra of 2× 2-matries with oeients in R, and OR is obtained from HR by
Cayley-Dikson's proess.
Their norms will be denoted N . If A is one of those and z ∈ A, then Lz and
Rz denote the endomorphisms of A of left and right multipliation by z, and
L(z), R(z) ⊂ A their images.
In the following, we will have to dene a omposition algebra struture on
a vetor spae by geometri means. This subsetion explains how it is possible.
In this setion, k is an algebraially losed eld of arateristi dierent from 2.
Proposition 1.1. Let V be a k-vetor spae of dimension a, with a ∈ {1, 2, 4}.
Let x0 ∈ V − {0} and N ⊂ PV be a smooth quadri suh that the lass of x0 in
PV does not belong to N .
Then if a ∈ {1, 2}, there exists a unique omposition algebra struture on V
with unit x0 and suh that N is the quadri of elements with vanishing norm.
If a = 4, there are two suh omposition algebras.
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Therefore, giving a omposition algebra struture on V is equivalent with giving
a smooth quadri in PV and a point out of its ane one (if a = 4, we must
moreover hoose a omponent of the variety of maximal isotropi subspaes of
the quadri).
Proof : The existene of the algebra is an immediate onsequene of the fat
that Aut(N ) ats transitively on PV −N .
The uniity in the ases when a ∈ {1, 2} is easy. Assume a = 4 and let
(x, y) 7→ xy be a omposition produt satisfying the onditions of the proposi-
tion. Let L,R ≃ P1 be the two families of isotropi lines. For x ∈ Q, denote
l(x) (resp. r(x)) the isotropi line in L (resp. R) ontaininig x. Up to hang-
ing the algebra struture (x, y) 7→ xy into (x, y) 7→ yx, we may assume that
∀x ∈ N , L(x) ∈ L. Therefore, L(x) = l(x) and R(x) = r(x).
If z ∈ V , let [z] denote its lass in PV . Then, for generi x, y ∈ N , [xy] =
L(x) ∩R(y) = l(x) ∩ r(y). Therefore, the produt of two elements of N is xed
up to a sale one N is. One heks also that xy = 0 if and only if r(x) ∩ l(y)
is orthogonal to the unit, with respet to the salar produt dened by N . In
view of lemma 1.1 applied to left multipliation by x ∈ N , the proposition is
proved.
Lemma 1.1. Let V and W be vetor spaes and f, g : V →W linear maps. Let
X ⊂ PV be an irreduible variety inluded in no hyperplane of PV . Assume that
the indued rational maps [f ]|X , [g]|X : X 99K PW are equal and that ker f =
ker g. Then there exists λ ∈ k − {0} : f = λg.
Proof : f and g have the same image, spanned by f(X) = g(X). They also
have the same kernel by hypothesis. Therefore, there is a linear automorphism
h of this ommon image, suh that g = hf . Sine [f ]|X = [g]|X , any vetor in
f(X) is an eigenvetor for h, from whih the lemma follows.
We now onsider the ase of the otonions.
Proposition 1.2. Let V be an 8-dimensional vetor spae and N ⊂ PV a
smooth quadri. Let G denote the grassmannian of maximal isotropi subspaes
of N , and let l be an isomorphism between N and an irreduible omponent of
G. Assume ∀x ∈ N , x ∈ l(x) and let x0 ∈ V − {0} suh that [x0] 6∈ N .
Then there exists a unique omposition algebra struture on V with unit x0
and suh that for all x ∈ N , we have l(x) = L(x).
Proof : Given an otonioni struture on V , it is known as triality priniple
[Che 97, hapter IV℄ that L is an isomorphism on its image, whih is a onneted
omponent of G.
The uniity of the algebra struture follows the lines of the previous propo-
sition. Let (x, y) 7→ xy be an algebra struture on V with unit x0 and suh that
L = l. If x ∈ N is generi, then the line (x, x0) meets N at x and x. Therefore,
x0 determines the onjugation. By hypothesis, L(x) = l(x), therefore we get
R(x) as l(x). Now, the lass of the produt xy in PV is again L(x)∩R(y), and
xy = 0 if and only if dimL(x) ∩ R(x) = 3, as is well-known [Che 97, IV.4.2℄.
Therefore, lemma 1.1 proves the uniity of the algebra.
Let us prove its existene. Put on V an arbitrary struture of omposition
algebra (x, y) 7→ xy suh that the quadri of elements of vanishing norm is
N . This indues isomorphisms L,R between N and the omponents of G. Set
r(x) = l(x). We an assume that L and l have the same image. Therefore,
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there exist f, g ∈ Aut(N ) suh that l(x) = L(f(x)) and r(x) = R(g(x)). The
hypothesis x ∈ l(x) implies x ∈ r(x), and so f(x) ∈ L(x) and g(x) ∈ R(x)
[Cha 05, proposition 1.1℄. By the following lemma 1.2, there exist invertible α, β
suh that f(x) = xα and g(y) = βy. The omposition algebra x∗ y = (xα)(βy),
with unit β−1α−1, satises the onditions of the proposition.
Lemma 1.2. Let m : Ok → Ok a linear map preserving N and suh that
∀x ∈ N ,m(x) ∈ L(x). Then there exists α ∈ Ok suh that ∀x ∈ Ok,m(x) = xα.
Proof : Left to the reader [Cha 03, p.48℄.
1.2 The 8-dimensional quadri as P1
O
I have juste realled the triality priniple, whih implies that the three 8-
dimensional fundamental representations of Spin8 an be identied with the
algebra of otonions. The goal of this subsetion is to relate the group Spin10
with the otonions, see proposition 1.4. To study the representations of Spin10,
my strategy is to restrit them to representations of Spin8. Before proving
proposition 1.4, I need to make a omputation in Cliord algebras. My notations
are those of [Che 97℄.
Let V be a k-vetor spae of even dimension and equipped with a non-
degenerate quadrati form q. Let V ′ ⊂ V be a odimension two subspae in
V suh that q|V ′ is non-degenerate. Let C,C
′
denote the Cliord algebra of
V, V ′ (the Cliord algebra of V is the tensor algebra of V mod out by the
relations x⊗ x = q(x)). Let α be the main antiautomophism of V , dened by
α(v1 . . . vk) = vk . . . v1.
Let V ′ = N ′⊕P ′ be a deomposition into isotropi subspaes. Let x0, y0 ∈ V
be orthogonal to V ′ and suh that q(x0, y0) = 1. Denote N = N
′ ⊕ k.x0 and
P = P ′ ⊕ k.y0.
Let CN ⊂ C (resp. C′N ⊂ C
′
) be the subalgebra of C (resp. C′) generated
by N (resp. N ′). Let f ′ ∈ C′N be the produt of the elements of a basis of
N ′ and f = f ′y0. Let S
±
and S′
±
be the spin representations of Spin(V ) and
Spin(V ′). We may hoose S+ (resp. S−) be the subspae of even (resp. odd)
elements of CN , and similarly for S
′±
.
There are isomorphisms ϕ± between S′+ ⊕ S′− = C′N and S
± = C±N , given
by ϕ+(u′++u
′
−) = u
′
++u
′
−x0 and ϕ
−(u′++u
′
−) = u
′
+x0+u
′
−. Finally, there is a
quadrati map β : CN ×CN → ∧V , where β(u, v) is the image of ufα(v) ∈ C in
∧V under the anonial vetor spae isomorphism C ≃ ∧V [Che 97, p.102,103
and II 1.6℄. Let β′ : C′N × C
′
N → ∧V
′
be the similar map for V ′.
Proposition 1.3. Let r′ = dimV ′/2. Let u′+, v
′
+ ∈ S
′+
and let u′−, v
′
− ∈ S
′−
.
We have
β[ϕ+(u′+ + u
′
−), ϕ
+(v′+ + v
′
−)]
= β′(u′+, v
′
+) ∧ y0 − x0 ∧ y0 ∧ β
′(u′+, v
′
−) + β
′(u′+, v
′
−)
+ (−1)r
′
(x0 ∧ y0 ∧ β′(u′−, v
′
+) + β
′(u′−, v
′
+))− x0 ∧ β
′(u′−, v
′
−),
and
β[ϕ−(u′+ + u
′
−), ϕ
−(v′+ + v
′
−)]
= x0 ∧ β′(u′+, v
′
+) + (−1)
r′(x0 ∧ y0 ∧ β′(u′+, v
′
−) + β
′(u′+, v
′
−))
+ y0 ∧ x0 ∧ β
′(u′−, v
′
+) + β
′(u′−, v
′
+)− β
′(u′−, v
′
−) ∧ y0.
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Proof : We have, in the Cliord algebra C, u′+f
′y0α(v
′
+) = u
′
+f
′α(v′+)y0,
so β[ϕ+(u′+), ϕ
+(v′+)] = β
′(u′+, v
′
+) ∧ y0. We an ompute the other terms
β[ϕ+(u′±), ϕ
+(v′±)] using the fats
u′+f
′y0α(v
′
−x0) = y0x0u
′
+f
′α(v′−), u
′
−x0f
′y0α(v
′
+) = (−1)
r′x0y0u
′
−f
′α(v′+),
and u′−x0f
′y0α(v
′
−) = x0y0x0u
′
−f
′α(v′−) = x0u
′
−f
′α(v′−).
The omputation of β[ϕ−(u′+ + u
′
−), ϕ
−(v′+ + v
′
−)] is similar.
Our seond task is to desribe spinor representations using otonions. Let
V = H2(Ok) denote the 10-dimensional k-vetor spae of 2 × 2 hermitian ma-
tries with entries in Ok. Let det be the quadrati form on H2(Ok) dened by
det
((
t z
z u
))
= tu−N(z) (t, u ∈ k and z ∈ Ok). Reall [Che 97, III 1.2,III
1.4℄ that the variety of maximal isotropi subspaes of V has two omponents;
they will be denoted G+Q(5, V ) and G
−
Q(5, V ). Moreover, there are natural pro-
jetive embeddings G±Q(5, V ) ⊂ PS
±
in the projetivized spinor representations,
the elements of S± whih lass are in G±Q(5, V ) being alled pure spinors.
Let ν+2 : Ok × Ok → H2(Ok) the quadrati map dened by ν
+
2 (a, b) =(
N(a) ab
ba N(b)
)
and µ+ the polarization of ν+ : µ+((a, b), (c, d)) = ν+2 (a+ c, b+
d) − ν+2 (a, b) − ν2(c, d)). Similarly, let ν
−
2 (a, b) =
(
N(b) ab
ba N(a)
)
and µ− the
polarization of ν−2 .
Let X+ = X− ⊂ P(Ok ⊕Ok) be dened by [(a, b)] ∈ X± ⇐⇒ ν
±
2 (a, b) = 0.
Proposition 1.4. The variety X± is isomorphi with G±Q(5, V ). An isomor-
phism X± → G±Q(5, V ) maps (u, v) on the image of µ
±((u, v), .).
Proof : Let q = − det, V ′ =
{(
0 z
z 0
)}
≃ Ok, x0 =
(
0 0
0 −1
)
and y0 =
(
1 0
0 0
)
.
Let βk denote the omponent in ∧
kV ⊂ ∧V of β. Sine q restrits to the norm
of otonions on V ′ ≃ Ok, by the triality priniple [Che 97, Chapter IV℄, with
the notations of proposition 1.3, there are linear isomorphisms S′
± → Ok suh
that the map β′1 : S
′+ × S′− → V ′ identies with the produt of otonions, and
(β′0)
+
: S+ × S+ → k, (β′0)
−
: S− × S− → k identify with the salar produt
of otonions. Composing with the automorphism b 7→ b, of S′− ≃ Ok, we may
assume that β′1 is in fat given by (a, b) 7→ ab.
By proposition 1.3, S+ and S− therefore identify with Ok ⊕ Ok in suh a
way that β+1 ((a, b), (a, b)) = 2N(a)y0 − 2N(b)x0 + 2ab and β
−
1 ((a, b), (a, b)) =
−2N(a)x0 + 2N(b)y0 + 2ab, that is to say, β
±
1 = µ
±
.
By proposition [Che 97, III 5.2℄ the spinor varieties G±Q(5, V ) ⊂ PS
±
are
dened by the equations N(a) = N(b) = 0, ab = 0, whih is equivalent to
ν±2 = 0. Therefore, they are isomorphi with X
±
. Moreover, sine the linear
spae orresponding to s is the image of µ±(s, .) [Che 97, III 4.4℄, the proposition
is proved.
In the sequel, we will identify both S+ and S− with Ok⊕Ok, keeping however
in mind the fat that S+ and S− are non-equivalent Spin10-representations. The
projetivization PS± of S± have two Spin10-orbits, by [Igu 70, prop. 2 p.1011℄.
The losed orbits are X+ and X−.
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Now omes the explanation of the title of this subsetion : the variety of
lasses of matries
[(
t z
z u
)]
∈ PV with tu−N(z) = 0 is a Spin8-onformal
ompatiation of the variety of lasses of matries of the form
[(
1 z
z N(z)
)]
whih is isomorphi withOk ≃ A1O, therefore, it an be thought as P
1
O
. Moreover,
the projetivisations ν±2 : S
±
99K P{det = 0} of the maps ν±2 are some kind of
quotient maps A2
O
99K P1
O
. Proposition 1.8 and orollary 1.12 illustrate this
viewpoint.
For the moment, we show that ν+2 and ν
−
2 are the only natural (ie Spin10-
equivariant) andidates for suh a kind of quotient (proposition 1.5). Let Q ⊂
PV denote the quadri dened by det.
Lemma 1.3. There is a unique 15-dimensional Spin10-orbit in (PS
+−X+)×Q.
Proof : Let (s1, x1), (s2, x2) ∈ (PS
+ − X+) × Q. We may assume that s1 =
s2 = s. Let G0 ⊂ Spin10 be the stabilizor of s. From the proof of [Igu 70,
prop. 2 p.1011℄, it follows that ν+2 (s) ∈ Q is the only line in Q stabilized by G0.
Therefore, x1 = x2 = ν
+
2 (s).
Proposition 1.5. ν+2 : S
+
99K Q is the only (k∗×Spin10)-equivariant rational
map S+ 99K Q.
Proof : Let ν : S+ 99K Q be any (k∗×Spin10)-equivariant rational map S
+
99K
Q. Then ν+2 and ν indue rational maps PS
+
99K Q, whih will be denoted
with the same letter. Sine ν is Spin10-equivariant, it is dened on PS
+ −X+.
Therefore, the variety of {(s, ν(s)) : s ∈ PS+ −X+} is a 15-dimensional orbit
in (PS+ − X+) × Q. By lemma 1.3, it is equal to the orbit {(s, ν+2 (s)) : s ∈
PS+ −X+}.
1.3 Projetive geometry of the spinor variety
We keep the notations of the previous subsetion; namely, V = H2(Ok),
S+ = S− = Ok⊕Ok are the two spinor representations of Spin10, and ν
±
2 : S
± →
V are the quadrati Spin10-equivariant maps dened above. Their polarizations
are denoted µ±. We denote Q ⊂ PV the smooth quadri dened by det. If
(a, b) ∈ Ok ⊕ Ok we denote [a, b] its lass in P(Ok ⊕ Ok). Finally, if X ⊂ Pn is
a variety and x ∈ X , let TxX its tangent spae and let X̂ ⊂ A
n+1
k denote the
ane one over X .
Reall from [Che 97, III 2.3℄ that there is a Spin10-equivariant perfet pairing
S+ × S− → k. This allows identifying S− with the dual of S+. Reall that the
dual variety of a varietyX is the losure of the set of tangent hyperplanes, where
a tangent hyperplane is by denition a hyperplane ontaining a tangent spae
TxX at a smooth point x ∈ X .
Proposition 1.6. The equivariant isomorphism PS+
∗
≃ PS− identies the dual
variety of X+ with X−.
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Proof : The dual variety of X+ is a Spin10-stable losed variety. Sine in PS
−
there are only two orbits, by [Igu 70, prop 2 p.1011℄, it is either the whole
projetive spae PS−, whih is absurd, or the variety X−.
If X ⊂ Pn is a subvariety of projetive spae, and if z ∈ Pn −X , the entry
lous of z is lassially dened as the losure of the set of points x ∈ X suh
that the line joining x and z meets X at at least two distint points.
If s ∈ PS±−X±, denote L±s the variety (ν
±
2 )
−1
(k∗.ν±2 (t)) ⊂ S
±
, where t ∈ S+
is suh that [t] = s. Let L± denote the variety {(s, v) ∈ (PS± −X±)× S± : v ∈
L±s }. Finally, let ν
±
2 : PS
±−X± → Q denote the map indued by ν±2 : S
± → V .
Proposition 1.7. Let s ∈ PS+ − X+. Then the entry lous Q+s of s in X
+
is a smooth 6-dimensional quadri in the 7-dimensional projetive spae PL+s .
Moreover, the bration L→ PS+−X+ is loally trivial and is the push-bak by
ν+2 of a vetor bundle on Q ⊂ PV .
Remark : The bundle over Q of the proposition is often alled the spinor
bundle.
Proof : Sine PS+−X+ is a single Spin10-orbit, it is enough to hek the rst
laim of the proposition for s = [1, 0]. Computing Q+s is equivalent with solving
the equation (1, 0) = (a, x)+(b, y) in Ok⊕Ok, with (a, x) and (b, y) in the ane
one over X+. Equivalently, (a, x) satises N(a) = N(x) = 0 and ax = 0, and
similarly for (b, y).
Now, the equality a + b = 1 implies N(a, b) 6= 0 (N(., .) denotes the po-
larization of N). This, in turn, implies R(a) ∩ R(b) = {0} [Che 97, IV 4.4℄.
Sine ax = 0, x ∈ R(a) [Cha 05, proposition 1.1℄ and similarly y ∈ R(b). Sine
x = −y, it follows that x ∈ R(a) ∩R(b), so x = 0.
We thus have proved that the entry lous Q+s is inluded in the variety of
elements [a, 0] with N(a) = 0. Conversely, this smooth quadri is inluded in
Q+s . Sine if N(a) 6= 0, then left multipliation by a is invertible, and a diret
omputation shows that L+s = Ok ⊕ {0}.
To show that L+ is a vetor bundle, let s ∈ S+ and x = [ν+2 (s)] ∈ Q. Let
Lx ⊂ V denote the line orresponding to x. First reall by denition that the
image of the restrition of ν+2 to L
+
s is the line of multiples of ν
+
2 (s). Therefore,
µ+(s, L+s ) = k.ν
+
2 (s). The linear spae µ
+(s, S+) is T̂xQ, thus the kernel of the
omposition S+
µ+(s,.)
−→ T̂xX → T̂xX/Lx is exatly L+s . Therefore, L
+
is the
kernel of a morphism of vetor bundles over PS+ −X+ with onstant rank; so,
it is loally free.
Sine L+s is onstant on a ber (ν
+
2 )
−1
(x), L+ is the push-bak of a vetor
bundle on Q.
We now study the family of quadris {Q+s }. Let G(8, S
+) denote the grass-
mannian of 8-dimensional linear spaes in S+ and onsider the variety Q ⊂
G(8, S+) of 8-dimensional linear spaes L in S+ suh that X+ ∩PL is a smooth
6-dimensional quadri.
Proposition 1.8. The variety Q is Spin10-equivariantly isomorphi with Q
and any element of Q is of the form Qs. Moreover, let s, t ∈ PS+−X+; one of
the following holds :
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1. L+s = L
+
t and Qs = Qt.
2. Q+s ∩Q
+
t = PL
+
s ∩ PL
+
t ≃ P
3
.
3. PL+s ∩ PL
+
t = ∅.
Remark : Although this does not make sense due to the lak of assoiativity of
the otonions, the maps ν±2 : S
±
99K Q should be some kind of quotient maps
A2
O
99K P1
O
. The linear spae L+s an be interpreted as the set of Ok-multiples
of s (in Ok ⊕ Ok). With this point of view, the proposition says that for two
non-degenerate (out of X+) vetors in Ok ⊕ Ok, there are three possibilities :
either they are linked (1), either they are free (3), either they are weakly linked
(2). This last ase would not our if we would onsider non-split otonions, say
for example over the eld R of real numbers. The same situation holds when
one onsiders two non-degenerate vetors v, w ∈ Hk ⊕Hk. In fat, it is easy to
hek that
dim ({λ.v : λ ∈ Hk} ∩ {λ.w : λ ∈ Hk}) ∈ {0, 2, 4}.
(see the remark after lemma 2.1 in [Cha 05℄).
Proof : Proposition 1.7 and the fontorial property of grassmannians show that
there is a map ψ : Q→ Q. In the other way, let l ∈ Q. Let δ be a generi line in
Pl; this line meets the quadri X+∩Pl in two points x and y. Sine ν+2 vanishes
on X̂+, for any s in δ, we have ν+2 (s) = µ
+(x, y). Therefore, ν+2 is onstant on
the generi lines in Pl, so it is onstant on Pl. This proves that there is a map
ϕ : Q→ Q, indued by ν+2 .
It is obvious, by onstrution, that ϕ and ψ are inverse maps, so the rst
point of the proposition is proved.
The rest of the proposition follows. In fat, set s = (1, 0), so that L+s =
Ok ⊕ 0. If t = s, then L+s = L
+
t . If t = (1, b), with N(b) = 0, then an easy
omputation shows that PL+s ∩ PL
+
t = Q
+
s ∩ Q
+
t = {(c, 0) : c ∈ R(b)}. If
t = (0, 1), then L+t = 0⊕Ok and so PL
+
s ∩ PL
+
t = ∅.
Sine there are three Spin10-orbits in Q ×Q, these three examples exhaust
all the possibilities for a ouple (L+s , L
+
t ) ∈ Q×Q.
Let s ∈ PS+−X+. Dene Q−s as the intersetion of X
−
with the orthogonal
of L+s (in other words, Q
−
s ⊂ (X
+)
∗
is the variety of tangent hyperplanes whih
ontain L+s ).
Proposition 1.9. With notations above, Q−s is a 6-dimensional smooth quadri
in X−. Moreover, its linear span in S− is the losure of (ν−2 )
−1
(k∗.ν+2 (s)) =:
L−s .
Proof : Arguing as in the proof of proposition 1.4 one an show that the equiv-
ariant duality between S+ and S− is 〈(a, b), (c, d)〉 = N(a, c)+N(b, d). Therefore,
if s = [1, 0], then Q−s is the variety {[0, b] : N(b) = 0}. Its linear span is 0⊕Ok,
whih is sent by ν−2 on
(
1 0
0 0
)
= ν+2 (s).
Let ϕ± denote the isomorphisms between X± and the omponents of the
grassmannian of maximal isotropi subspaes in Q. We have another arateri-
sation of the quadris Q+s and Q
−
s :
Proposition 1.10. Let x ∈ X± and s ∈ S+. Then x ∈ Q±s if and only if
ν+2 (s) ∈ ϕ
±(x).
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Proof : By proposition 1.7, there exists a quadrati form qs on L
+
s , whih zero
lous is Q+s , and suh that ∀u ∈ L
+
s , ν
+
2 (u) = qs(u)ν
+
2 (s). Let x ∈ Q̂
+
s ⊂
L+s , then for u ∈ L
+
s , we have µ
+(x, u) = qs(x, u)ν
+
2 (s). Therefore, ν
+
2 (s) ∈
{µ+(x, u) : u ∈ S+} = ϕ+(x).
The onverse impliation ν+2 (s) ∈ ϕ
+(x) ⇒ x ∈ Q+s follows by a dimension
ount argument.
In view of proposition 1.9, the proof of the same result for Q−s is similar.
1.4 Equivariant otonioni struture on the bers on ν±
2
In a honest projetive spae Pnk , over a eld k, the hoie of an element
v ∈ An+1k identies the losure of the ber of the quotient map A
n+1
k 99K P
n
k
with k, sine any element in this ber an uniquely be written as λ.v, with
λ ∈ k. Therefore, this ber arries the struture of a eld, isomorphi with k.
We will see (orollary 1.12) in this subsetion something analogous for ν±2 ,
whih is interpreted as a quotient map. However, let s ∈ S+; the image of the
stabilizer of s in GL(L+s ) ontains Spin7 by [Igu 70, prop 2 p.1011℄. Therefore,
there is no hope to give L+s an equivariant otonioni struture.
I will show that given two generi spinors s, t ∈ S+, there are equivariant
otonioni strutures on L+s and L
+
t (and indeed the stabilizor of two elements
has a quotient isomorphi with G2). I don't know how to interpret the nees-
sity of two spinors to dene suh a struture in terms of otonioni projetive
geometry.
Let s, t ∈ PS+−X+ suh that 〈ν+2 (s), ν
+
2 (t)〉 6= 0. The idea of the geometri
denition of an otonioni struture on L+s is as follows : we have the two
quadris Q+s and Q
−
s . Let Qs denote variety of lines in Q ontaining [ν
+
2 (s)].
Then Qs is isomorphi with a 6-dimensional quadri. By proposition 1.10, Q
+
s
and Q−s parametrize the maximal isotropi linear spaes of Qs. The point is to
show that s and t yield an isomorphism Q+s
∼
→ Q−s . Then, proposition 1.2 gives
the otonioni struture.
The next proposition yields the isomorphism ψ : Q+s
∼
→ Q−s . Let x ∈ Q
+
s be
suh that the line through x and s is not a tangent line to Q+s . Call x the other
point of intersetion of this line with Qs. Moreover, set r(x) = 〈TxX+, L+s 〉
⊥
⊂
PS+
∗
= PS−.
Proposition 1.11. For all x ∈ Q+s , r(x) is a maximal isotropi subspae of
Q−s . Moreover, if (x, s) is not a tangent line to Qs, then r(x) and r(x) are
supplementary subspaes of L−s . Call ψ(x) the image of t by the projetion on
r(x) with enter r(x). Then ψ : Q+s → Q
−
s is an isomorphism.
Proof : Assume s = [1, 0] and t = [0, 1]. Let x = [a, 0] ∈ Q+s (therefore
N(a) = 0). Sine X+ is the variety of pairs [a, b] with N(a) = N(b) = 0 and
ab = 0, TxX
+ = {[c, d] : N(a, c) = 0 and ad = 0}. Therefore, its orthogonal is
the set of [c, d] with c olinear with a and d ∈ R(c). So r(x) = {[0, d] : d ∈ R(a)}.
This is endeed a maximal isotropi subspae of Q−s .
Moreover, we have x = [a, 0], and so r(x) = {[0, d] : d ∈ R(a)}. Therefore,
r(x) and r(x) are supplementary.
Finally, sine t = [0, 1] = [0, (a + a)/2], we dedue that ψ(x) = [0, a]. We
have proved that ψ([a, 0]) = [0, a], so ψ is an isomorphism.
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Corollary 1.12. Let s, t ∈ PS+ −X+ suh that 〈ν+2 (s), ν
+
2 (t)〉 6= 0. Then L
+
s
has a natural struture of algebra, isomorphi with Ok.
Moreover, when (s, t) vary, this otonioni struture on the vetor bundle with
ber L+s varies algebraially.
Proof : We have isomorphisms ψ± between Q±s and the omponents of the
variety of maximal isotropi subspaes in Qs, as explained at the beginning of
this paragraph.
If s = (1, 0) and t = (0, 1), it follows from the proof of proposition 1.11
that ∀x ∈ Q+s , dim (ψ
+(x) ∩ ψ−(ψ(x))) = 3. This is analogous to the ondition
x ∈ l(x) of proposition 1.2, and therefore s and the isomorphisms ψ, ψ+, ψ−
dene a unique otonioni struture on L+s .
It follows by general arguments that this otonioni struture varies alge-
braially. Alternatively, one an give another onstrution of this otonioni
struture, where the algebraiity is lear.
Let x = ν+2 (s) and M = T̂xQ/k.x. Then, as one heks one the example
s = (1, 0), t = (0, 1), µ+(s, .) restrits to an isomorphism νt between L
+
t and M
and µ+(t, .) to an isomorphism νs between L
+
s and M . We an therefore give
an otonioni struture to L+s by setting
∀u, v ∈ L+s , uv = ν
−1
s [µ
+(u, ν−1t (νs(v)))].
A diret omputation shows that this otonioni struture is the same as the
previous one.
2 Geometry assoiated with two skew-forms in k5
In this setion, we onsider a model for the restrition of the Mukai op of
the seond kind to a tangent spae. In the rst subsetion, we prove lemmas
whih will sue dening this restrition, in setion 4. The seond subsetion
will be used when lassifying the orbits in T ∗G/P , for G of type E6 and P
orresponding to α3. The third subsetion shows that the involved rational
map is the unique equivariant rational map.
Let k denote an arbitrary eld.
2.1 A rational map Hom(k2, (∧2k5)
∗
) 99K G(3, k5)
Let r be an integer and let F be a vetor spae of dimension 2r + 1. An
element ω in ∧2F ∗ yields a skew-symmetri map F → F ∗ whih will be denoted
Lω. The rank, image, and kernel of ω will be those of Lω. If f1, f2 ∈ F , ω(f1, f2)
will denote the number Lω(f1)(f2).
Lemma 2.1. Let ω ∈ ∧2F ∗ of rank 2t and U ⊂ F a linear subspae of dimen-
sion 2r + 1− t and suh that ω⊥ ∧2 U . Then
• If u ∈ U , then ω(u, U) ≡ 0.
• kerω ⊂ U .
Proof : Taking a basis of F ontaining a basis of U and deomposing ω along
this basis, one heks that the ondition ω⊥ ∧2 U is equivalent to ∀u, v ∈
U, ω(u, v) = 0, proving the rst point.
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Therefore, we have Lω(U) ⊂ U⊥, and sine 2t = rg(Lω) ≤ rg(Lω |U ) + t, we
have rg(Lω |U ) = t and so Lω(U) = U
⊥
. Sine moreover Lω is skew-symmetri,
it follows that kerLω = (Im Lω)
⊥ ⊂ (U⊥)
⊥
= U .
Notation 2.1. Let ω1, ω2 ∈ ∧2F ∗. We denote
l(ω1, ω2) := {f ∈ F : ∀u ∈ kerω1, ω2(u, f) = 0}.
Lemma 2.2. Assume 2(2r + 1) = 5t. Let ω1, ω2 ∈ ∧
2F ∗ with rank 2t be suh
that
1. kerω1 ∩ kerω2 = {0}, and
2. Lω2(kerω1) ∩ Lω1(kerω2) = {0}.
If a linear subspae U ⊂ F of dimension 2r+1− t is suh that ∧2U⊥ωi, i = 1, 2,
then U = l(ω1, ω2) ∩ l(ω2, ω1).
We will see in lemma 2.3 that for the minimal possible values of r, t, whih
are those of interest to desribe Mukai's op, U = l(ω1, ω2) ∩ l(ω2, ω1) satises
indeed ∧2U⊥ωi, i = 1, 2; this is not the ase in general.
Proof : Let u ∈ kerω1. By the previous lemma, we have kerω1 ⊂ U , so u ∈ U .
If f ∈ U , it follows that ω2(u, f) = 0, so f ∈ l(ω1, ω2) and U ⊂ l(ω1, ω2). By
symmetry, we have also U ⊂ l(ω2, ω1). By ondition (1),
dimkerω1 = dimLω2(kerω1) = dimLω1(kerω2) = 2r + 1− 2t,
and by ondition (2),
dim(Lω2(kerω1) + dimLω1(kerω2)) = 2(2r + 1− 2t).
Sine we know that U is orthogonal to this spae, and sine by hypothesis
2r + 1 − 2(2r + 1 − 2t) = 4t− (2r + 1) = 2r + 1 − t = dimU , U is exatly the
orthogonal of this spae, proving the lemma.
Notation 2.2. Denote U(ω1, ω2) := l(ω1, ω2) ∩ l(ω2, ω1).
Lemma 2.3. Assume r = t = 2 and let ω1, ω2 ∈ ∧2F ∗ be arbitrary. Then
there exists U ⊂ F of dimension 3 suh that ∧2U⊥ω1, ω2. Therefore, if the two
onditions of lemma 2.2 are satised, then ∧2U(ω1, ω2)⊥ω1, ω2. If moreover
ω′1, ω
′
2 are linear ombinations of ω1, ω2 whih also satisfy the two onditions,
then U(ω′1, ω
′
2) = U(ω1, ω2).
Proof : The seond laim is a onsequene of the rst and the lemma 2.2. The
third laim follows from the seond sine ∧2U(ω1, ω2)⊥ω
′
1, ω
′
2. It is therefore
enough to prove the rst laim.
Let G = ∧2F ∗ ⊕∧2F ∗ ≃ Hom(k2,∧2F ∗). There is a natural GL2 ×GL(F )
ation on G. Let G(3, F ) denote the grassmannian of 3-spaes in F and onsider
the inidene variety I ⊂ G(3, F ) × PG dened by (U, [ω1, ω2]) ∈ I if and only
if ∧2U⊥ω1, ω2. It is a losed projetive GL2×GL(F )-stable variety. Therefore,
its projetion p2(I) ⊂ PG also.
Now, let f1, . . . , f5 be a basis of F and f
∗
1 , . . . , f
∗
5 be the dual basis of F
∗
.
Set ω1 = f
∗
4 ∧ f
∗
1 + f
∗
5 ∧ f
∗
2 and ω2 = f
∗
4 ∧ f
∗
2 + f
∗
5 ∧ f
∗
3 . It is lear that if
U = Vect(f1, f2, f3), then ∧2U⊥ω1, ω2; therefore [ω1, ω2] ∈ p2(I). It is proved
in [KS 77, proof of proposition 13 p.94℄ that the GL2 × GL(F )-orbit through
[ω1, ω2] is dense (it also follows from lemma 2.5); therefore p2(I) = G and the
existene laim of the lemma is proved.
13
2.2 GL2 ×GL5-orbits
Let as above F a 5-dimensional vetor spae over k. In this subsetion,
I desribe the GL2 × GL(F )-orbits in Hom(k2,∧2F ∗), and prove where the
previous rational map U : PHom(k2,∧2F ∗) 99K G(3, F ), dened on the open
orbit by notation 2.2, extends.
We start with a result of o-diagonalisation of 2-forms of maximal rank :
Lemma 2.4. Let ω1, ω2 ∈ ∧2F ∗ be forms suh that ∀(α1, α2) ∈ k2 − {(0, 0)},
α1ω1 + α2ω2 has rank 4. Then there exists a basis f
∗
1 , . . . , f
∗
5 of F
∗
suh that
ω1 = f
∗
2 ∧ f
∗
4 + f
∗
3 ∧ f
∗
5
ω2 = f
∗
1 ∧ f
∗
5 + f
∗
3 ∧ f
∗
4 .
Proof : For i ∈ {1, 2} and u, v ∈ F , we denote 〈u, v〉i := Lωi(u)(v).
Assume that kerω1 = kerω2. Denote K this 1-dimensional vetor spae.
Then ω1, ω2 belong to ∧
2(F/K)∗. The variety of degenerate 2-forms in (F/K)∗
is a hypersurfae, so there exists (α1, α2) ∈ k2−{(0, 0)} suh that α1ω1 +α2ω2
is degenerate, ontraditing the hypothesis of the lemma.
We onsider 0 6= f1 ∈ kerω1 and 0 6= f2 ∈ kerω2; f1 and f2 are therefore
not olinear.
Assume now that Lω1(f2) and Lω2(f1) are olinear. Denote I this ommon
image. The map F ∗ → F ∗/I indues a map ∧2F ∗ → ∧2(F ∗/I) Let ωi ∈
∧2(I⊥)
∗
denote the image of ωi under this map. Both ω1 and ω2 vanish on
f1, f2. Therefore, they are proportional 2-forms : let α1ω1 + α2ω2 be a non-
trivial relation. Sine I⊥ is an isotropi subspae for α1ω1 + α2ω2, this form
does not have rank 4, ontraditing the hypothesis.
We set f∗5 = Lω2(f1) and f
∗
4 = Lω1(f2); f
∗
4 and f
∗
5 are therefore not olinear.
Note that 〈f∗4 , f1〉 = 〈f2, f1〉1 = 0 beause Lω1(f1) = 0, and that 〈f
∗
4 , f2〉 =
〈f2, f2〉1 = 0; therefore, f∗4 ∈ 〈f1, f2〉
⊥
, and similarly f∗5 ∈ 〈f1, f2〉
⊥
.
We now let [ωi] be the omposition F
Lωi→ F ∗ → F ∗/〈f∗4 , f
∗
5 〉. I laim that
ker[ωi] = 〈f∗4 , f
∗
5 〉
⊥
.
Note that ImLωi = f
⊥
i ⊃ 〈f
∗
4 , f
∗
5 〉. I will prove the laim when i = 1. Both
spaes are 3-dimensional and ontain 〈f1, f2〉. So let f suh that Lω1(f) = f
∗
5 ,
and let us see that f ∈ 〈f∗4 , f
∗
5 〉
⊥
. Sine Lω1(f) = f
∗
5 by assumption, 〈f
∗
5 , f〉 = 0.
Similarly, 〈f∗4 , f〉 = 〈f2, f〉1 = −〈f
∗
5 , f2〉 = −〈f1, f2〉2 = 0, sine Lω2(f2) = 0.
So the laim is proved.
Looking at the surjetive maps 〈f∗4 , f
∗
5 〉
⊥
Lω1 ,Lω2−→ 〈f∗4 , f
∗
5 〉, one proves that
there exists f3 ∈ 〈f∗4 , f
∗
5 〉
⊥
suh that Lω1(f3) ∈ 〈f
∗
5 〉 − {0} and Lω2(f3) ∈
〈f∗4 〉 − {0}. Up to saling f1 (and so f
∗
5 = Lω1(f1)) and f2 (and so f
∗
4 ), we may
assume that Lω1(f3) = f
∗
5 and Lω2(f3) = f
∗
4 .
Up to now, the vetors f1, f2, f3, f
∗
4 , f
∗
5 were determined, up to a sale, by
ω1 and ω2. We now make a more signiant hoie for f4 : let f4 ∈ (f∗5 )
⊥
suh that 〈f∗4 , f4〉 = 1. Note that this implies 〈f3, f4〉2 = 〈f2, f4〉1 = 1, by
denition of f3 and f
∗
4 . We moreover hoose f5 ∈ (f
∗
4 )
⊥
suh that 〈f∗5 , f5〉 = 1
and 〈f4, f5〉1 = 〈f4, f5〉2 = 0. Note that this implies 〈f5, f3〉1 = 〈f5, f1〉2 = −1.
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It is then easy to hek that for i ∈ {1, . . . , 5}, we have f∗5 (fi) = δi,5
and f∗4 (fi) = δi,4. So it will not onit notations to onsider the dual ba-
sis (f∗1 , . . . , f
∗
5 ) of the basis (f1, . . . , f5) of F . In this dual basis, ω1 and ω2 are
as in the proposition.
Let (f∗1 , . . . , f
∗
5 ) be a basis of F
∗
. Let ω1, ω2 denote the forms f
∗
2 ∧f
∗
4 + f
∗
3 ∧
f∗5 , f
∗
1 ∧f
∗
5 +f
∗
3 ∧f
∗
4 . We now lassify the GL2×GL(F )-orbits inHom(k
2,∧2F ∗).
Lemma 2.5. There are eight GL2 × GL5-orbits in Hom(k2,∧2F ∗). The fol-
lowing array gives elements in eah orbit, its dimension and a label.
label f((1, 0)) f((0, 1)) dim
A2 + 2A1 ω1 ω2 20
A2 + A1 ω1 f
∗
1 ∧ f
∗
2 18
A2 ω1 f
∗
2 ∧ f
∗
4 16
3A1,a ω1 f
∗
2 ∧ f
∗
3 15
3A1,b f
∗
1 ∧ f
∗
2 f
∗
1 ∧ f
∗
3 12
3A1,c ω1 ω1 11
2A1 f
∗
1 ∧ f
∗
2 f
∗
1 ∧ f
∗
2 8
A1 0 0 0
Finally, the losure of an orbit O ontains the orbit O′ if and only if O lies
above O′ in this array, exept that the losure of the orbit labelled 3A1,b does
not ontain the orbit labelled 3A1,c.
Proof : Granting the lassiation of the orbits, I leave it to the reader to hek
the dimensions of the orbits and the deomposition of their losures.
So let again F = k5 and f ∈ Hom(k2,∧2F ∗). If the rank of f , as a morphism
of vetor spaes, is one, then there are three ases (labelled A1, 2A1, 3A1,c),
aording to the rank (as an element of ∧2F ∗) of a generi element of its image.
Assume f has rank two. If all non-vanishing elements of the image of f have
rank 4, then, by lemma 2.4, we are in ase A2 + 2A1. If all these elements are
degenerate, then it is well-known that we are in ase 3A1,b.
Otherwise, we may assume that f((1, 0)) has rank 4 and ω := f((0, 1)) has
rank 2. There is a basis f1, . . . , f5 of F suh that in terms of the dual basis
f∗1 , . . . , f
∗
5 , f((1, 0)) = ω1. The kernel of Lω1 is generated by f1. Consider
the 4-dimensional subspae F ′ := 〈f∗2 , f
∗
3 , f
∗
4 , f
∗
5 〉 ⊂ F
∗
and the 5-dimensional
projetive spae P∧2F ′ ontaining the 4-dimensional quadri G(2, F ′) of lasses
of elements of rank 2. The generi element ω1 ∈ ∧2F ′ denes a polar hyperplane
(with respet to the quadri) in P ∧2 F ′, whih will be denoted H . Note that
H ∩G(2, F ′) is a smooth 3-dimensional quadri.
• Assume rst that Lω does not vanish on f1 and let g∗1 be an element in
Im Lω not vanishing on f1. Let g
∗
2 6= 0 be an element in Im Lω ∩ Im Lω1 .
The variety of lasses of elements of the form [g∗2 ∧ g
∗], g∗ ∈ F ′ is a P2 in
the quadri G(2, F ′). Therefore, it an't be inluded in H . Let g∗4 ∈ F
′
suh that [g∗2 ∧ g
∗
4 ] 6∈ H ; the projetive line through [g
∗
2 ∧ g
∗
4 ] and [ω1]
is therefore a seant line : let [g∗3 ∧ g
∗
5 ] be an element in the intersetion
of this line and G(2, F ′). We an assume ω1 = g
∗
2 ∧ g
∗
4 + g
∗
3 ∧ g
∗
5 and
ω = g∗1 ∧ g
∗
2 ; therefore, we are in the ase labelled A2 +A1.
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• Assume now that Lω(f1) = 0. In this ase, both ω and ω1 are in ∧2F ′.
There are two GL(F ′)-orbits for the projetive line through ω and ω1 :
either it is a seant line to the quadri G(2, F ′), either it is a tangent line;
this orresponds to the ases A2 and 3A1,a.
Reall the rational map U of notation 2.2. It is a model for the restrition
of the Mukai op of the seond kind to a tangent spae, so it is interesting to
know where it is dened.
Lemma 2.6. The open orbit is the lous where U is dened.
Proof : Let as before ω1 = f
∗
2 ∧f
∗
4 +f
∗
3 ∧f
∗
5 , and let ω2(t) = f
∗
1 ∧f
∗
5 + t.f
∗
2 ∧f
∗
3 .
Let f : k2 → ∧2F ∗ be dened by f((1, 0)) = ω1 and f((0, 1)) = ω2(t); we have
U(f) = 〈f∗5 , f
∗
2 〉.
The same onstrution with ω′2(t) = f
∗
1∧f
∗
5+t.f
∗
3∧f
∗
4 yields U(f
′) = 〈f∗5 , f
∗
4 〉.
Now, sine ω2(t) and ω
′
2(t) onverge to f
∗
1 ∧f
∗
5 , this proves that U is not dened
at the point f0 dened by f0((1, 0)) = f
∗
2 ∧f
∗
4 +f
∗
3 ∧f
∗
5 and f0((0, 1)) = f
∗
1 ∧f
∗
5 .
Therefore, the indeterminay lous of U ontains the orbit labelled A2+A1;
sine it is losed, it ontains all the orbits but the open one.
2.3 Uniity of the equivariant rational map
Reall that F is a 5-dimensional vetor spae over k. In this subsetion,
I show that the rational map U : Hom(k2,∧2F ∗) 99K G(3, F ) of notation 2.2
is the unique (GL2 × GL(F ))-equivariant rational map Hom(k2,∧2F ∗) 99K
G(3, F ). This is a result analogous to proposition 1.5, and the strategy of proof
is the same : we araterize its graph as an orbit of minimal dimension.
Let O denote the open (GL2 ×GL(F ))-orbit in Hom(k
2,∧2F ∗).
Lemma 2.7. In O ×G(3, F ), there is a unique 20-dimensional orbit.
Proof : The set of (f, α) with α = U(f) is suh an orbit. Let (f, α) be in an
orbit of dimension 20. Sine O is homogeneous, we an assume that f((1, 0)) =
ω1 = f
∗
2 ∧ f
∗
4 + f
∗
3 ∧ f
∗
5 and f((0, 1)) = ω2 = f
∗
1 ∧ f
∗
5 + f
∗
3 ∧ f
∗
4 . Let G0
denote the stabilizor of f in GL2 ×GL(F ); we have G0 = {1}×G1, with G1 =



t 0 0 0 0
0 t 0 0 0
0 0 t 0 0
a c d t−1 0
b d a 0 t−1

 : t ∈ k∗; a, b, c, d ∈ k


(these matries express the
ation of G1 on F
∗
in the dual basis f∗1 , . . . , f
∗
5 ). This fat an be proved by a
diret omputation; we will only use the obvious fat that G1 stabilizes f .
Let Fα ⊂ F denote the 3-dimensional subspae orresopnding to α, and let
F⊥α ⊂ F
∗
denote its orthogonal. Sine (f, α) belongs to an orbit of dimension
20, G1 must stabilize α. Assume there exists f
∗ ∈ F⊥α , with f
∗ =
∑
xif
∗
i
and x1 6= 0. The ation of G1 implies that f∗5 belongs to F
⊥
α , and so also f
∗
4 .
Therefore we have a ontradition. The same ontradition arises if F⊥α ontains
a form with non-vanishing oeient along f∗2 . From this it follows easily that
F⊥α is generated by f
∗
4 and f
∗
5 , so α = U(f).
Proposition 2.1. There is a unique (GL2 ×GL(F ))-equivariant rational map
Hom(k2,∧2F ∗) 99K G(3, F ).
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Proof : U is suh a rational map. Let u denote any (GL2×GL(F ))-equivariant
rational map Hom(k2,∧2F ∗) 99K G(3, F ).
Reall that O ⊂ Hom(k2,∧2F ∗) denotes the open orbit; sine u is equiv-
ariant, it is dened on O and surjetive. The variety {(f, u(f)) : f ∈ O} is a
20-dimensional orbit in O ×G(3, F ); therefore, by lemma 2.7, it is equal to the
variety {(f, U(f)) : f ∈ O}.
3 Tangeny in Sorza varieties
In a projetive spae, given a point x and a non-vanishing tangent vetor
t ∈ TxX , there is a unique line l through x and suh that t ∈ TxX . Similarly,
given a non-vanishing otangent form f ∈ T ∗xX , there is a unique hyperplane h
suh that f vanishes on Txh. Therefore, a tangent vetor denes a line and a
otangent form a hyperplane. This will be extended to a projetive spae over
a omposition algebra in this setion. Both of these maps will be also dened
using Jordan algebras.
3.1 Notations for Sorza varieties
Let A be a omposition algebra over C, of dimension a. If n is an integer,
let Hn(A) denote the spae of (n×n) hermitian matries with oeients in A.
Let
ν2 : An → Hn(A)
(z1, . . . , zn) 7→ (zizj)1≤i,j≤n
be the map generalizing that of setion 1. Reall from [Cha 05℄ that in Hn(A)
there is a notion of rank. The variety of rank n− 1-elements is a hypersurfae;
let det denote a redued equation of this hypersurfae. The variety of rank one
matries may be desribed, by [Cha 05, theorem 3.1 (4) and proposition 4.2℄, as
the losure X = {[ν2(1, z2, . . . , zn)] : zi ∈ A}.
Sorza varieties were dened and lassied by F. Zak as varieties having some
extremal properties with respet to their seant varieties [Zak 93, Cha 03℄. For
our purpose, the following theorem will serve as a denition :
Theorem 3.1 (Zak). Let a ∈ {1, 2, 4, 8} and n be integers. A Sorza variety
of type (n, a) is a pair (V,X), where V is a C-vetor spae, and X ⊂ PV is a
projetive variety projetively isomorphi to the variety of lasses of rank one
matries in the projetivisation of the spae Hn(A) (with dimA = a).
X is a kind of projetive spae; moreover, one an dene a dual projetive
spae Xv ⊂ PV ∗, non-anonially isomorphi withX , and an inidene relation
for (x, h) ∈ X ×Xv denoted x ⊢ h. In fat, Xv is the variety of hyperplanes
ontaining n− 1 general tangent spaes to X and x ⊢ h if and only if TxX ⊂ h.
For h ∈ Xv, the Shubert ell of x's inident to h will be denoted Ch. The
quadrati representation orresponding to the Sorza variety (V ∗, Xv) will be
denoted Uv; therefore, Uv is a quadrati map V ∗ → Hom(V, V ∗).
For the onveniene of the reader, I reall, given a and n, the orresponding
Sorza varieties and their automorphism group (G(n1, n2) denotes the grass-
mannian of n1-dimensional subspaes in C
n2
.
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a A V X Xv Aut(X)
1 C S2Cn Pn−1 (Pn−1)
v
PGLn
2 C⊕ C Cn ⊗ Cn Pn−1 × Pn−1 (Pn−1)
v
× (Pn−1)
v
PGLn × PGLn
4 M2(C) ∧2C2n G(2, 2n) G(2n− 2, 2n) PGL2n
8 OC dim27 E6/P1 E6/P6 E6
In eah ase, it is well-known that there is a Mukai op T ∗X 99K T ∗Xv.
One aim of the rest of the artile is to desribe this op.
Let (X,V ) be a Sorza variety of type (n, a). Reall from [Ch 06, setion
1℄ the quadrati representation : it is a quadrati map V → Hom(V ∗, V ),
anonially dened using only X . If A ∈ V , we will denote UA ∈ Hom(V ∗, V )
the image of A under the quadrati representation.
In onrete terms, when we will have to ompute a quadrati representation
in V , we will allways do the following. First, we will identify V with Hn(A).
Seond, we will hoose the salar produt (A,B) = tr(AB), whih identies V
and V ∗. These two hoies will not aet the nal result. Then, to ompute
UA(B), for A ∈ V and B ∈ V ∗ ≃ V , we will allways manage to be in the
situation when all the oeients of A and B belong to an assoiative subalgebra
of A (this holds, for example, if A itself is assoiative). Then we use the fat that
UA(B) is ABA, where juxtaposition stands for the usual produt of matries
[Ch 06℄.
Reall also that for any integer r < n there is a well-dened variety GA(r,X)
parametrizing Sorza subvarieties of type (r, a) in X . To an element A ∈ PV of
rank r is assoiated a subvariety XA ∈ GA(r,X) and its linear span in PV is
denoted ΣA [Ch 06, proposition 1.3℄.
As explained in [Cha 05℄ and [Ch 06℄, the Sorza varieties admit a model
over Z, and the quadrati representation is dened over Z. Therefore, all the
following onstrutions are valid on this base, and we get a desription of Mukai
ops over Z. For the larity of redation, I will work over C, sine it is the usual
ontext of Mukai ops.
In the following, (V,X) will be a Sorza variety of type (n, a), and G denotes
the automorphism group of X .
3.2 A generi tangent vetor denes a line
Let x ∈ X and let Lx ⊂ V be the line it represents. We have TxX =
Hom(Lx, T̂xX/Lx). Let t ∈ TxX ; in the next proposition, I say that T ∈ T̂xX
represents t if the morphism t ∈ Hom(Lx, T̂xX/Lx) has image the line generated
by the lass modulo Lx of T .
By [Ch 06, proposition 1.5℄, the A-lines through a point x ∈ X are naturally
parametrized by a subvariety of P(V/T̂xX). I say that a representative of an A-
line through x is L (with L ∈ V/T̂xX) if the lass of L in P(V/T̂xX) orresponds
to l.
Theorem 3.2. Let x ∈ X and t ∈ TxX generi. There exists a unique A-line
l ∈ GA(2, X) suh that x ∈ l and t ∈ Txl. A representative for l in V/T̂xX is
L = [UT (A)], if T ∈ T̂xX represents t and A is a generi element in V ∗.
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Notation 3.1. Let ν+x denote the quadrati map TxX → V/T̂xX,T 7→ UT (A)
of this theorem.
Proof : Let x ∈ X and t ∈ TxX be generi. Let T represent t. Then T has
rank two, so by [Ch 06, proposition 1.4℄, T denes the A-line XT . We will prove
that XT is the unique A-line with the properties of the proposition. To this
end, we assume that n = 3 to simplify notations, sine larger values of n would
not hange the argument.
We assume that V = Hn(A) and X is the variety of rank one matries.
By [Ch 06, proposition 1.3℄, we an assume x =

1 0 00 0 0
0 0 0


and T =

1 1 01 0 0
0 0 0


.
ThenXT is the set of rank one matries of the form

 ∗ ∗ 0∗ ∗ 0
0 0 0


. We therefore
hek that x ∈ XT and T ∈ T̂xXT =

∗ ∗ 0∗ 0 0
0 0 0


.
Conversely, let l ∈ GA(2, X) suh that x ∈ l and t ∈ Txl. Let B ∈ PV
of rank 2 suh that l = XB. Then sine T represents t and t ∈ Txl, we have
T ∈ T̂xl ⊂ ΣB. By [Ch 06, proposition 1.4℄, ΣB = ΣT and l = XT .
The fat that L = [UT (A)] ∈ V/T̂xX is a representative for l follows from
the fat that by [Ch 06, proposition 1.4℄ again, ΣT is the image of UT , and the
fat that the isomorphism of [Ch 06, proposition 1.5℄ maps the A-line XT on
the line Im UT /T̂xX ⊂ V/T̂xX.
Let d be an integer and A a omposition algebra; reall the map ν2 : Ad →
Hd(A) dened in subsetion 3.1. Its projetivisation ν2 : Ad 99K PHd(A) may
be onsidered as a kind of quotient map Ad 99K Pd−1A [Cha 05, subsetion 3.4℄.
Corollary 3.1. There are identiations of TxX with An−1 and V/T̂xX with
Hn−1(A) suh that ν+x identies with ν2 : A
n−1 → Hn−1(A).
Proof : With the notations of the previous proof, to see that ν+x identies
with ν2, we hoose the salar produt (A,B) 7→ tr(AB) on V = Hn(A), whih
identies V and V ∗, and moreover we hoose A ∈ V ∗ to be the linear form
orresponding to the identity matrix in V = Hn(A). Then, by subsetion 3.1,
if T =

 t z1 z2z1 0 0
z2 0 0


, then UT (A) = T
2 =

∗ ∗ ∗∗ N(z1) z1z2
∗ z2z1 N(z2)


. Therefore, ν+x
identies with ν2.
3.3 A generi otangent form denes a hyperplane
A otangent form f ∈ TxX∗ is an element f ∈ Hom(L∗x, (T̂xX/Lx)
∗). I say
that f˜ ∈ V ∗ represents f if f˜
|T̂xX
generates the image of f . Reall (subsetion
3.1) that for h ∈ Xv, Ch denotes the Shubert ell in X dened by h. Let
µ : T ∗X 99K T ∗Xv denote the Mukai op and pi : T ∗Xv → Xv the projetion.
Theorem 3.3. Let x ∈ X, x0 ∈ Lx − {0}, and f ∈ T ∗xX generi. There exists
a unique h ∈ Xv suh that f vanishes on TxCh. If f˜ ∈ V ∗ represents f , then a
representative of h is Uv
f˜
(x0) ∈ (V/T̂xX)∗. Finally, pi ◦ µ(x, f) = h.
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Notation 3.2. Let ν−x denote the quadrati map T
∗
xX → (V/T̂xX)
∗, f˜ 7→
Uv
f˜
(x0) of this theorem.
Proof : The last laim follows from the rst and [Cha 06℄, where it is proved
that pi ◦ µ(x, f) is the only h ∈ Xv suh that f vanishes on TxCh.
To simplify notations, we assume in the proof that V = H3(A) and we
identify V and V ∗ via the salar produt (A,B) = tr(AB). Assume as before
that x =

 1 0 00 0 0
0 0 0


and that f



 t z1 z2z1 0 0
z2 0 0



 = Re(z2).
Let h0 =

 0 0 00 0 0
0 0 1


. Let y =

 t z 0z u 0
0 0 0


, with t, u ∈ C and z ∈ A
and tu − N(a) = 0, be an element of X̂. By [Cha 05, theorem 3.1 (4) and
proposition 4.2℄, X̂ = {[ν2(1, z1, z2)] : zi ∈ A}. We dedue that if (mi,j) ∈ X̂,
then the minors mi,imj,j − N(mi,j) vanish. It follows that if t 6= 0, TyŶ is
orthogonal to h0.
Therefore, by ontinuity, the intersetion of

 ∗ ∗ 0∗ ∗ 0
0 0 0


with X lies in
the Shubert ell Ch0 , and for dimension reasons we have equality. This shows
that f vanishes on TxCh0 . Therefore h = h0.
Finally, let f˜ =

 0 z1 z2z1 t z
z2 z u


be a linear form (t, u ∈ C and z, z1, z2 ∈ A
are arbitrary); then Uv(f˜).x = f˜ .x.f˜ = f˜

0 z1 z20 0 0
0 0 0

 =

0 0 00 N(z1) z1z2
0 z2z1 N(z2)


, so
that ν−x identies with ν2. Moreover, if z1 = 0 and z2 = 1, then f˜ represents f
and we have [νx(f˜)] = h0, as laimed.
In the proof of the theorem, we showed :
Corollary 3.2. There are identiations of TxX
∗
and (V/T̂xX)
∗
with An−1
and Hn−1(A) suh that ν
−
x identies with ν2 : A
n−1 → Hn−1(A).
3.4 The variety of lines through a point in PnA as Fano
variety of maximal linear subspaes of P
n−1
A
The goals of this subsetion are propositions 3.4 and 3.5.
The normal bundle to X in PV twisted by (−1) will be denoted N and
let pi : N → X (resp. pi : PN → X) be the struture map of this vetor
bundle (resp. its projetivisation). Similarly, let ψ and ψ denote the natural
maps TX(−1) → X and PTX(−1) → X . Let x ∈ X ; the quotient map
V → V/T̂xX = Nx will be denoted pix. The normal bundle N admits an
interesting subvariety : the image of X̂. This variety will be denoted N(X) :
by denition, the ber N(X)x := pi
−1(x)∩N(X) is pix(X̂). Reall [Ch 06℄ that
(Nx,PN(X)x) is a Sorza variety of type (n− 1, a).
Assume a > 1. Let F (0, 1, X) denote the variety of ouples (x, l) where
x ∈ PV , l ⊂ PV is a projetive line, and x ∈ l ⊂ X . The map whih sends a
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pair (x, l) ∈ F (0, 1, X) to (x, t) ∈ PTX , where t ∈ PTxX is the projetivisation
of the tangent vetor of l at x shows that F (0, 1, X) an be onsidered as a
subvariety of PTX . By [Ch 06, lemma 1.2 and proposition 1.3℄, F (0, 1, X) is
homogeneous.
The rst interesting point is that (ψ
∗
N)|F (0,1,X) admits a subbundle inluded
in ψ
−1
(N(X)). For (x, l) ∈ F (0, 1, X) and x 6= y ∈ l, dene Ty := pix(T̂yX).
Proposition 3.3. Ty does not depend on y ∈ l and Ty → F (0, 1, X) denes a
rank (ra/2 + 1)-subbundle of (ψ
∗
N)F (0,1,X), entirely inluded in ψ
−1
(N(X)).
Proof : Assume for the simpliity of notations that n = 3. I use the fat
that if z1, z2, z3 generate an assoiative subalgebra of A, then ν2(z1, z2, z3) ∈ X̂
[Cha 05, proposition 4.2℄. The ondition on z1, z2, z3 holds for example if A
itself is assoiative or if z1 = 1, sine in OC, the subalgebra generated by two
elements is allways assoiative.
Let x =

1 0 00 0 0
0 0 0


and y =

1 z 0z 0 0
0 0 0


in H3(A), with z ∈ A and N(z) =
0. Then the line through [x] and [y] in PH3(A) lies in X , beause x + ty =
ν2(1, tz, 0). Moreover, dierentiating ν2, we have T̂xX =



 ∗ ∗ ∗∗ 0 0
∗ 0 0




and T̂yX =



 Re(u) uz + v wzu+ v Re(zv) zw
w wz 0

 : u, v, w ∈ A

. It follows that
T̂yX/T̂xX ≃
{(
∗ zw
wz 0
)
: w ∈ A
}
.
Therefore, this spae does not hange if y is replaed by a point of the line
through x and y. Sine F (0, 1, X) is homogeneous, this holds for any of its
elements. Therefore, T(x,l) is allways a (a/2 + 1)-linear subspae of V/T̂xX. It
follows that it is a subbundle of (ψ
∗
N)|F (0,1,X), as it is loally the image of the
bundle T̂yX (y a loal setion of l dierent from x) under a onstant rank vetor
bundle map.
Moreover, sine

0 0 00 ∗ zw
0 wz 0


belongs to X̂,
(
∗ zw
wz 0
)
belongs toN(X)x,
and so the subbundle T is inluded in ψ
−1
(N(X)x).
Let x ∈ X and denote F (x, 1, X) the variety of lines through x and inluded
in X . Theorem 3.2 yields a quadrati map ν+x : T̂xX/Lx → Nx, well-dened up
to a sale. Let µ+x (., .) denote its polarization.
Proposition 3.4. The map l 7→ T(x,l) denes a map between F (x, 1, X) and
some omponents of the Fano variety of maximal linear subspaes in PN(X)x.
This map is an isomorphism when a 6= 4, and is surjetive with bers isomorphi
to P1 when a = 4. Moreover, let 0 6= t ∈ Txl; T(x,l) is the image of µ
+
x (t, .).
In partiular, in the ase A = OC this proposition proves that the variety of
lines in X through a xed point x ∈ X is isomorphi with a 10-dimensional
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spinor variety; this fat is proved in [LM 03, prop 3.4 p.77℄, but I give here
a diret proof whih makes it lear whih isotropi spaes this spinor variety
parametrizes.
Proof : First of all, by [Ch 06, proposition 1.4℄, there are two P -orbits in PTxX ,
if P denotes the stabilizor of x in G. Therefore, F (x, 1, X) = P{νx = 0} ⊂
PTxX . We know that νx identies with ν2 and in [Cha 05, setion 3.4℄, I
desribed the lous where ν2 vanishes; therefore, we get the following array
(G+Q(5, 10) denotes a 10-dimensional spinor variety and Q an 8-dimensional
projetive quadri; G(2, 2n − 2) is the grassmannian of 2-dimensional spaes
in C2n−2) :
V F (x, 1, X) PN(X)x
a
2 (n− 2) + 1
Hn(CC) P
n−2 ∐ Pn−2 Pn−2 × Pn−2 n− 1
Hn(HC) P
1 × P2n−3 G(2, 2n− 2) 2n− 3
H3(OC) S
+ Q 5
Let now z ∈ A suh that N(z) = 0; the image of µ+x ((z, 0, . . . , 0), .) is



∗ zu1, . . . , zun−2
u1z
.
.
.
un−2z
0

 : ui ∈ A

 ;
it is of dimension 1 + a2 (n− 2), so it is a maximal linear subspae of N(X)x. If
l ∈ F (x, 1, X), the fat that the image of µ+x (l, .) is T(x,l) is a onsequene of the
formula for ν+x and the omputation of T(x,l) made in the proof of proposition
3.3.
In the ase when A = OC, proposition 1.4 shows that the map of the propo-
sition is an isomorphism. I leave it to the reader to hek that in ase A = CC,
it is an isomorphism, and in ase A = HC, it has bers isomorphi with P1.
Let ν−x : (T̂xX/Lx)
∗ → NxX
∗ ⊂ V ∗ be the quadrati map of theorem 3.3
and µ−x its polarization. We know that (Nx,PN(X)x) is a Sora variety of type
(n− 1, a); let PN(X)vx ⊂ PN
∗
x denote its dual Sorza variety.
We have a similar result for the otangent spae :
Proposition 3.5. The map l 7→ Im µ−x (t, .), where 0 6= t ∈ Txl denes a mor-
phism between F (x, 1, X) and some omponents of the Fano variety of maximal
linear subspaes in PN(X)vx. It is an isomorphism if a 6= 4, and is surjetive
with bers isomorphi to P1 if a = 4.
From the array in the proof of proposition 3.4, we see that in ase n = 3,
PN(X)x is a smooth quadri of dimension a. So there are two families of maxi-
mal linear subspaes in N(X)x. In ase A = CC, the two families are desribed
by proposition 3.4. But in ase a ≥ 4, we only get one family. The other fam-
ily omes with proposition 3.5, beause we an use the anonial isomorphism
PN(X)vx = PN(X)x whih holds sine PN(X)x is a smooth quadri. One an
hek that we indeed nd two dierent families with the two dual onstrutions
of propositions 3.4 and 3.5.
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3.5 The tangent bundle to the variety of lines in a Severi
variety
In this subsetion, we prepare the desription of the Mukai op of the seond
kind. Let X ⊂ PV be a Sorza sheme of type (3, a) (these shemes are alled
Severi varieties in [Zak 93℄) and assume a ≥ 2. Note [Cha 05℄ that if a = 2,
then X is isomorphi with P2×P2 ⊂ P8 and that if a = 4, then X is isomorphi
with the grassmannian G(2, 6) ⊂ P14 of 2-dimensional subspaes of C6.
Let Y denote an irreduible omponent of the variety of projetive lines in
PV whih are inluded in X . If a = 2, then Y ≃ (P2)
v
× (P2) and if a = 4,
then Y is isomorphi with the ag variety F (1, 3, 6) of 1-dimensional subspaes
inluded in a 3-dimensional subspae inluded in a xed C6. If a = 8, then
it follows from [LM 03, theorem 4.3 p.82℄ that Y is the quotient G/P3, where
G is a simply-onneted group of type E6 and P3 is the paraboli subgroup
orresponding to the simple root α3. Therefore, the Mukai op of the seond
kind is a rational map T ∗Y 99K T ∗Y v, where Y v = G/P5.
The aim of this subsetion is to desribe the tangent bundle TY . As before,
this will be done in a unied way for all Severi varieties with a ≥ 2 (if a = 1,
the variety Y is empty).
Let us start with an easy lemma. Let det(., ., .) be the polarization of the
degree 3 polynomial det (that is, the unique trilinear symmetri form suh that
∀v ∈ V, det(v, v, v) = 6 det(v)).
Lemma 3.1. Let X be a Severi variety and x ∈ X. Then we have
T̂xX = {v : ∀w ∈ V, det(x, v, w) = 0}.
Proof : By [Cha 05, propositions 3.5 and 4.2℄, the ideal of X is generated by
the quadrati equations det(x, x, .) = 0. Therefore, by dierentiation, we get
the given equations for the tangent spae at x.
Now, let α ∈ Y . The 2-dimensional linear spae it represents will be denoted
Lα. We set
Sα := 〈TxX̂〉x∈Lα−{0}
Iα :=
⋂
x∈Lα−{0}
TxX̂.
It is lear that S and I are G-homogeneous subbundles of the trivial bundle
V ⊗OY over Y . We moreover onsider the quotient bundles dened by Aα :=
Iα/Lα, Bα := Sα/Iα, Cα := V/Sα.
Proposition 3.6. The ranks of the bundles A,B,C are, respetively, 3a/2 −
2, a+ 2, a/2 + 1. There is a G-equivariant short exat sequene of bundles
0→ Hom(L,A)→ TY → ∧2L∗ ⊗ C∗ → 0.
Remark : The image of Hom(L,A)α in TαY may be desribed geometrially,
by [LM 03, theorem 4.3 p.82℄, as the linear subspae generated by the tangent
vetors to lines through α inluded in Y .
Proof : Let u ∈ A suh that N(u) = 0. Let x =

1 0 00 0 0
0 0 0


and y =

1 0 u0 0 0
u 0 0


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be vetors in X̂. The tangent spaes TxX̂ and TyX̂ were omputed during the
proof of proposition 3.3; it follows from this omputation that TxX̂ ∩ TyX̂ =
 ∗ . .R(u) 0 0
u⊥ 0 0


(the dots replae oeients above the diagonal whih are
onjugates of elements under it) and that 〈TxX̂, TyX̂〉 =

 ∗ ∗ ∗∗ 0 ∗
∗ L(u) ∗


.
Note that these spaes do not hange when x is replaed by λ.x, and y by ν.y,
λ, ν ∈ C. Therefore, if α represents the subspae generated by x and y, we
have Iα = TxX̂ ∩ TyX̂ and Sα = 〈TxX̂, TyX̂〉. We see that dim Iα = 3a/2 and
dimSα = 5a/2+2. The rst result on the ranks of the vetor bundles therefore
follows.
Let α ∈ Y ; I now dene a map TαY → ∧2L∗α ⊗ C
∗
α. Let G(2, V ) denote the
grassmannian of 2-dimensional linear subspaes of V . We use the fat that TαY ,
as a subspae of TαG(2, V ), may be desribed as the set of ϕ : Lα → V/Lα suh
that ∀x ∈ Lα, ϕ(x) ∈ TxX̂/Lα. So an element ϕ ∈ TαY ⊂ Hom(Lα, V/Lα)
denes a linear map ϕ0 : Lα ⊗ Lα → V ∗
x⊗ y 7→ (w 7→ det(x, ϕ(y), w)).
Now, if y = λ.x, with λ ∈ C, then ϕ(y) ∈ TyX̂ = TxX̂, and so by lemma
3.1, det(x, ϕ(y), w) = 0 for all w ∈ V . Therefore, ϕ0 indues a linear map
ϕ1 : ∧2Lα → V ∗.
Moreover, assume there exists x ∈ Lα − {0} suh that w ∈ TxX̂. Then
we have det(x, ϕ(y), w) = det(x,w, ϕ(y)) = 0 beause w ∈ TxX̂. Choosing
y ∈ Lα not olinear with x, this proves that ϕ1(∧2Lα) ⊂ S⊥α . Sine S
⊥
α = C
∗
α,
we therefore get an element ϕ2 ∈ ∧2L∗α ⊗ C
∗
α. The map ϕ 7→ ϕ2 is the map
TαY → ∧
2L∗α ⊗ C
∗
α of the proposition.
From the realization of TαY as a subspae of Hom(Lα, V/Lα), it is moreover
lear that Hom(Lα, Aα) is a subspae of TαY . Assume now that ϕ2 = 0. This
implies that if x, y ∈ Lα and w ∈ V , then det(x, ϕ(y), w) = 0. By lemma
3.1 again, this implies that ϕ(y) ∈ TxX̂ . It follows that Im ϕ ⊂ Aα and ϕ ∈
Hom(Lα, Aα). Sine dim Y = 25, the above map ϕ 7→ ϕ2 is surjetive and the
sequene of the proposition is exat.
We will see (proposition 3.8) that the projetivised bundle PA ontains
a subvariety whih is isomorphi to the relative grassmannian G(2, C) of 2-
dimensional subspaes in C. Here is a rst result in this diretion.
Proposition 3.7. There is a G-equivariant injetive map of bundles ψ : ∧2C⊗
∧2L→ A. The okernel bundle is trivial exept when a = 4, in whih ase it is
a line bundle.
Proof : Assume rst that a = 4. Let E be a 6-dimensional vetor spae; we
have already seen that Y = F (1, 3, E). So a point α in Y denes a 1-dimensional
subspae E1 of E and a 3-dimensional subspae E3 of E; moreover, E1 ⊂ E3.
Consider now E1, E3 as bundles over Y .
We have V ⊗OY = ∧2E, L = E1 ∧E3 = E1⊗ (E3/E1), A = E1⊗ (E/E3)⊕
∧2(E3/E1) and C = ∧2(E/E3). Set A′ = E1 ⊗ (E/E3). Reall that if Z is a 3-
dimensional vetor spae, then ∧2(∧2Z) is anonially isomorphi with Z⊗∧3Z.
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Therefore,
∧2C ⊗ ∧2L = (E/E3)⊗ ∧
3(E/E3)⊗ E1 ⊗ E1 ⊗ ∧
2(E3/E1)
= (E/E3)⊗ ∧3(E/E3)⊗ E1 ⊗ ∧3E3
= E1 ⊗ (E/E3)⊗ ∧6E
= A′.
The last equality follows from the fat that ∧6E is the trivial line bundle on
Y . We therefore get the map ∧2C ⊗ ∧2L → A, whih is injetive and has
1-dimensional okernel.
The ase when a = 2 is similar.
Assume now that a = 8. In this ase, I don't know any better proof than
heking the weights. Reall from [Bou 68℄ the following : the highest weight
of V is λ = 13
[
45 6 42
3
]
and the lowest is
1
3
[
− 2 − 4 − 6 − 5 − 4
− 3
]
. Let x be a
vetor of weight λ and y a vetor of weight sα1(λ) =
1
3
[
15 6 42
3
]
. We may assume
that Lα is the spae generated by x and y. I laim that the weights of Cα are
1
3
[
− 2 − 4 − 6 − 5 − 4
− 3
]
, 13
[
− 2 − 4 − 6 − 5 − 1
− 3
]
, 13
[
− 2 − 4 − 6 − 2 − 1
− 3
]
,
1
3
[
− 2 − 4 − 3 − 2 − 1
− 3
]
and
1
3
[
− 2 − 4 − 3 − 2 − 1
0
]
. In fat, rst, we see that
these weights are obtained from the lowest adding suessively α6, α5, α4, α2
(this proves by the way that if L ≃ SL2×SL5 is inluded in a Levi fator of P3,
then Cα is an irreduible SL5-module). Seond, the orresponding weight lines
are not in TxX̂ (resp. neither in TyX̂) sine the weights of this linear subspae
are the sum of λ (resp. sα1(λ)) and a root. Sine no root has a oeient −3
in α4, the laim follows.
Adding the two highest weights of Cα and the two weights of Lα, one gets
1
3
[
12 6 42
3
]
. This is exatly the highest weight of A. Therefore, there is an L-
equivariant map ∧2Cα ⊗ ∧2Lα → Aα. Sine this is a map between irreduible
L-representations, it is also a P3-equivariant map, proving the proposition.
Lemma 3.2. Let α ∈ Y and x, y ∈ PIα−PLα suh that x ≡ y mod Lα. Then
x ∈ X if and only if y ∈ X.
Proof : Let z1 6= z2 ∈ PLα and i ∈ {1, 2}. By denition of Iα, x ∈ TziX . If
x ∈ X , then the projetive line (xzi) through x and zi meets X at the points zi
and x, and with multipliity at least two at zi. Sine X is dened by quadrati
equations, (xzi) ⊂ X . Therefore, the plane (xz1z2) meets X along the three
lines (z1z2), (xz1), (xz2); so this plane is inluded in X . Therefore, y ∈ X .
Notation 3.3. Let A′ ⊂ A denote the image of ∧2C ⊗ ∧2L under the map of
proposition 3.7. Let X(α) ⊂ PA′α denote the intersetion of the image of X
under the rational projetion PIα 99K PAα and PA
′
α.
Proposition 3.8. Assume a ≥ 4. Let α ∈ Y and x ∈ X(α). The projetivisa-
tion of the inverse of the isomorphism ψα : ∧2Cα ⊗∧2Lα → A′α maps x on the
element in G(2, Cα) representing the 2-dimensional spae TyX̂/Sα ⊂ V/Sα, if
y ∈ Iα is any vetor with lass x in PAα.
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Proof : Assume rst that a = 8. Let α ∈ Y . Sine Aα is an irreduible SL5-
representation isomorphi with ∧2C5, there is a unique non-trivial invariant
subvariety in PAα, and therefore it is X(α). If a = 4, then obviously we also
have X(α) = PA′α.
Let a ∈ {4, 8} and assume as in the proof of proposition 3.6 that x =
1 0 00 0 0
0 0 0

 , y =

1 0 u0 0 0
u 0 0


and Lα is spanned by x and y. If z =

1 0 v0 0 0
v 0 0


,
with 〈u, v〉 = 0, then the 3-dimensional spae generated by x, y, z lies in X and
TzX̂/Sα ⊂ Cα is 2-dimensional and does not hange if z is replaed by a linear
ombination of x, y and z. By homogeneity of X(α), this fat holds for any
[z] ∈ X(α) and so we have a well-dened map X(α)→ G(2, Cα). Sine there is
only one suh P3-equivariant map, this map also oinides with the restrition
of the projetivisation of ψ−1.
We now assume a = 8, and onlude this subsetion lassifying the E6-orbits
in T ∗Y . By propositions 3.6 and 3.7, there is a vetor bundle map T ∗Y →
Hom(L∗ ⊗ ∧2L,∧2C∗) = Hom(L,∧2C∗); I denote it h.
Proposition 3.9. Let α ∈ Y and f, g ∈ T ∗Y , and assume f and g both don't
vanish. Then f, g lay in the same E6-orbit if and only if the two elements
h(f), h(g) ∈ Hom(Lα,∧2C∗α) lay in the same (GL(Lα)×GL(Cα))-orbit.
In view of lemma 2.5, this gives a omplete understanding of the E6-orbits in
T ∗Y .
Proof : Let P ⊂ E6 be the stabilizor of α and L(P ) a Levi fator of P . We
know that the image of L(P ) in End(Hom(Lα,∧2Cα)) is the same as that of
GL(Lα) × GL(Cα). If h(f) = h(g) = 0, then, by proposition 3.6, f and g are
elements in (∧2Lα ⊗ Cα) − {0}, whih is obviously homogeneous under L(P ),
and so lay in the same P -orbit.
Assume h(f) 6= 0 and h(g) 6= 0. Sine by hypothesis h(f) and h(g) lay in
the same L(P )-orbit, we may assume that h(f) = h(g). Let Ru(P ) denote the
unipotent radial of P ; Ru(P ) ats trivially on the irreduible P -representation
Hom(Lα,∧
2C∗α). Therefore, it is enough to prove that the Ru(P )-orbit of f is
dense in h−1(h(f)). Equivalently, we will prove that the image of the ation of
the Lie algebra of Ru(P ) on f ontains ∧2Lα ⊗ Cα.
It is enough to prove this when h(f) is in the minimal non-zero orbit of
GL(Lα) × GL(Cα) in Hom(Lα,∧2C∗α). This, in turn, an be veried at the
level of weights. In fat, we assume that h(f) is a highest weight vetor of
Hom(Lα,∧2C∗α). Therefore, h(f) has weight
[
1 1 22 1
2
]
. In fat, as we saw in the
proof of proposition 3.7, the highest weight of L∗α is
1
3
[
− 1 − 5 − 6 − 4 − 2
− 3
]
,
and the two highest weights of C∗α are
1
3
[
2 46 5 4
3
]
and
1
3
[
2 46 5 1
3
]
.
Sine the weight of ∧2L is 13
[
5 10 12 8 4
6
]
and the heighest weight of C is
1
3
[
− 2 − 4 − 3 − 2 − 1
0
]
, the heighest weight of ∧2Lα ⊗ C is
[
1 2 32 1
1
]
= ω2.
Sine this is the highest weight of Hom(Lα,∧2C∗α) plus α3+α4, whih is a root
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of Ru(P ), we are done.
4 Mukai ops of type E6
Let (V,X) be a Sorza variety and (V ∗, Xv) the dual Sorza variety. An
element in T ∗X will be denoted (x, α), where x ∈ X and α is a linear form on
TxX . The op is a map T
∗X 99K Xv, (x, α) 7→ (h, κ) = (h(x, α), κ(x, α)).
For ops of type E6,I , the element h(x, α) was desribed in the preeeding
setion. The omplete desription of Mukai ops should also inlude a formula
for κ(x, α). However, it is not easy to follow the identiation of T ∗xE6/P1,
seen more or less as a subspae of V ∗, with a subspae of the Lie algebra of G.
Instead, given h(x, α), I explain in the next subsetion a general geometri way
to put our hands on κ(x, α).
4.1 Canonial isomorphism of quotients of tangent spaes
to ag varieties
Let G be a redutive algebrai group and let P ,Q denote two ag varieties
parametrizing two lasses of paraboli subgroups of G. Let R denote the ag
variety of paraboli subgroups whih are intersetions of a paraboli subgroup in
P and a paraboli subgroup in Q. Sine a paraboli subgroup in R is ontained
in exatly one subgroup in P (resp. Q), R is anonially isomorphi with a
subvariety of P × Q; an element in R will threrefore be denoted (x, y), with
x ∈ P and y ∈ Q.
If x ∈ P , let Qx denote the variety of paraboli subgroups y suh that
(x, y) ∈ R, and dene similarly Py. The following quite general theorem allows,
as a speial ase, desribing Mukai ops T ∗X 99K T ∗Xv of type E6,I as soon
as we know the omposition T ∗X 99K T ∗Xv → Xv. Sine it is the ase by
theorem 3.3, it will be easy to dedue a Jordan-theoreti formula for this Mukai
op, in proposition 4.1.
In the next theorem, (C, 0, t) will denote a pointed urve (C, 0) whih is
smooth at 0, together with a tangent vetor t at the point 0. Moreover, if Y is
an algebrai variety and f : C → Y is a map, then f ′(0) ∈ Tf(0)Y will denote
the derivative df0(t). I say that there is a Mukai op T
∗P 99K T ∗Q if the natural
maps T ∗P → g, T ∗Q → g are birational and have the same image.
Theorem 4.1. Let (x, y) ∈ R. Then there is a anonial isomorphism µ(x, y) :
TxP
TxPy
→ TyQTyQx . If (C, 0, t) is as above, and if γ : (C, 0) → (P , x) is any map,
suh an isomorphism maps the lass of γ′(0) on the lass of δ′(0), if δ : (C, 0)→
(Q, y) is any map suh that (γ, δ)(C) ⊂ R.
If, moreover, there is a Mukai op T ∗P 99K T ∗Q, then this op maps a generi
form f ∈ (TxP/TxPy)∗ to (y, tµ(x, y)−1(f)).
Proof : Let piP : R → P and piQ : R → Q denote the natural projetions.
Consider the diagram
TxP
TxPy
ϕP
←
T(x,y)R
〈T(x,y)pi
−1
P
(x),T(x,y)pi
−1
Q
(y)〉
ϕQ
→ TyQTyQx
‖ ‖ ‖
g/p
q/p ≃
g/(p∩q)
〈p,q〉/(p∩q) ≃
g/q
p/q ,
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where ϕP (resp. ϕQ) is indued by the dierential d(x,y)piP (resp. d(x,y)piQ). All
the terms on the seond line are anonially isomorphi with g/〈p, q〉. Obviously,
the diagram ommutes, so ϕP and ϕQ are isomorphisms. Let µ(x, y) :
TxP
TxPy
→
TyQ
TyQx
denote the anonial isomorphism ϕQ ◦ ϕ
−1
P .
Let f ∈ (TxP/TxPy)∗ be generi. Let (y′, f ′) ∈ T ∗Q denote the image
of (x, f) by the op T ∗P 99K T ∗Q. By [Cha 06℄, y′ is the only element in
Q suh that f vanishes on TxPy; sine by assumption, f vanishes on TxPy,
y′ = y. Moreover, we have anonial isomorphisms (TxP/TxPy)∗ ≃ u(p)∩u(q) ≃
(TyQ/TyQx)∗, and under this isomorphism, f is mapped to f ′ by denition of
the Mukai op. It is lear that this isomorphism is the transpose of µ(x, y)−1,
so the last laim of the proposition is proved.
If (γ, δ) are as in the proposition, then (γ′(0), δ′(0)) ∈ T(x,y)R; denote by
[γ′(0), δ′(0)] its lass in
T(x,y)R
〈T(x,y)pi
−1
P
(x),T(x,y)pi
−1
Q
(y)〉
. By denition of ϕP and ϕQ,
we have ϕP ([γ
′(0), δ′(0)]) = [γ′(0)] and ϕQ([γ
′(0), δ′(0)]) = [δ′(0)]. We therefore
have, as expeted, ϕQ ◦ ϕ
−1
P ([γ
′(0)] = [δ′(0)].
4.2 Mukai op of type E6,I in terms of Jordan algebras
Let µ(x, y) denote the isomorphism of proposition 4.1. In this subsetion, I
give an expression of µ(x, y) in the ase of Sorza varieties, in terms of Jordan
algebras. Therefore, this gives also a formula for the Mukai op.
More preisely, let (V,X) be a Sorza variety of type (n, a) and let (V ∗, Xv)
be the dual Sorza variety. Let (x, h) ∈ X ×Xv suh that x ⊢ h. Let us hoose
(x˜, h˜) ∈ V × V ∗ suh that [x˜] = x and [h˜] = h. This identies TxX (resp.
ThX
v
) with Tx˜X̂/C.x˜ (resp. Th˜X̂
v/C.h˜). The previous isomorphism µ(x, h) :
TxX/TxCh ≃ ThX
v/ThCx indues an isomorphism Tx˜X̂/Tx˜Ĉh ≃ Th˜X̂
v/Th˜Ĉx.
The goal of this setion is to give a formula for this isomorphism in Jordan
terms.
For A,B ∈ V , let σA(B) ∈ V ∗ denote the linear form U 7→ D2A det(B,U).
Note that this is equal, modulo DA det, to SA(B) [Cha 06℄. For h ∈ X
v
, let
V (h) := (ThX
v)
⊥ ⊂ V .
Lemma 4.1. Let A ∈ V (h). Then σA(x˜) is proportional to h˜.
Proof : We an assume that V = H3(A) and X ⊂ PV is the variety of rank
one elements. Identify V and V ∗ as usually. Sine Xv is homogeneous under G,
we may assume that h =

0 0 00 0 0
0 0 1


. Then V (h) =



∗ ∗ 0∗ ∗ 0
0 0 0



. It is enough
to prove the lemma for generi A in V (h), so we may assume that A has rank 2.
Moreover, let Gh denote the stabilizor in Aut(X) of h. It is lear that Gh ats
transitively on the set of rank 2 elements of V (h), and on the set of its rank 1
elements. So we may assume x˜ =

1 0 00 0 0
0 0 0


. Moreover, for the stabilizor of x in
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Gh, the set of A's of rank 2 is made of two orbits and A =

1 0 00 1 0
0 0 0


is in the
open orbit, as it is easily heked ase by ase.
Therefore, it is enough to ompute σA(x˜) for these hoies of x and A. Let
m = (mi,j) ∈ V . Then one omputes
D2A det(m,m) =
∑
i<n
mi,imn,n −
∑
i<n
N(mn,i). (1)
The lemma immediately follows.
Let as before x ∈ X,h ∈ Cx, A ∈ V (h), and let x˜ ∈ V, h˜ ∈ V ∗ represent x and
h.
Proposition 4.1. Let v ∈ Tx˜X̂, and let [v] denote its lass in Tx˜X̂/Tx˜Ĉh ≃
TxX/TxCh. If σA(x˜) = h˜, then the vetor
[σA(v)] ∈ Th˜X̂
v/Th˜Ĉx ≃ ThX
v/ThCx
identies with µ(x, h)([v]).
The isomorphism Tx˜X̂/Tx˜Ĉh ≃ TxX/TxCh depends on the hoie of x˜, and the
isomorphism Th˜Ĉx ≃ ThX
v/ThCx depends on the hoie of h˜. However, the
proposition says that the orresponding map TxX/TxCh → ThXv/ThCx does
not depend on these hoies, neither on the hoie of A, as long as σA(x˜) = h˜.
Proof : As in the previous lemma, we assume that V = Hn(A). Let Xr denote
the variety of rank r matries. If B ∈ Xn−1, then DB det belongs to Xv. Sine
DA det = h and T̂xX ⊂ ̂TAXn−1, we have the impliation u ∈ T̂xX =⇒ σA(u) ∈
T̂hXv.
Now, let v ∈ T̂xX and let u be the lass of v in T̂xX/C.x˜. Let ϕ(x˜, h˜, A)(u)
denote the element of ThX
v
orresponding to the lass of σA(v) in T̂hXv/C.h˜
(by lemma 4.1, this lass depends only on u).
We rst show that if x˜, h˜, A are multiplied by a salor, then ϕ(x˜, h˜, A) does
not vary. So let λ, µ, ν ∈ C, and assume σν.A(λ.x˜) = µ.h˜. Sine by assumption
σA(x˜) = h˜, this means that ν
n−2.λ = µ. Now, λ.x˜ will identify u with λ.v.
Then, σν.A(λ.v) = ν
n−2.λ.σA(v) = µ.σA(v), and the lass of this vetor will
identify with ϕ(x˜, h˜, A)(u) ∈ ThXv with the hoie µ.h˜ instead of h˜.
Therefore, the laim is proved, and one an hoose the same elements h˜, x˜, A
as in the proof of the lemma. By formula (1), if v =

 t w zw 0 0
z 0 0

 ∈ T̂xX, then
σA(v) =

 0 0 − z0 0 0
− z 0 t


, if one identies V and V ∗ via the usual salar produt.
Note that Th˜Ĉx =



0 0 00 0 ∗
0 ∗ ∗



, so that the lass of σA(v) does not depend on
w, neither on t.
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Let us now ompute µ(x, h)([v]) using theorem 4.1, and assuming w = 0.
So let z ∈ A and t ∈ C. Reall that generi elements of X̂ an be written as
ν2(α, z1, z2), with α ∈ C, z1, z2 ∈ A, and ν2(α, z1, z2) =

α2 αz1 αz2αz1 N(z1) z1z2
αz2 z2z1 N(z2)


.
Denote x(t) = ν2(1, 0, tz) =

1 0 zt0 0 0
zt 0 N(z)t2


; we have x(t) ∈ X̂ and x′(0) =

0 0 z0 0 0
z 0 0


.
Dieretiating ν2 we get
T̂x(t)X =



 2α z1 z2 + αtzz1 0 tz1z
αtz + z2 tzz1 t(zz2 + z2z)

 : α ∈ C, z1, z2 ∈ A


Reall that the inidene relation between X and Xv is : x ⊢ h if h ⊃ T̂xX;
therefore, if we set h(t) =

t2N(z)/2 0 − tz0 0 0
− tz 0 1


, we have x(t) ⊢ h(t), and sine
h′(0) = −

0 0 z0 0 0
z 0 0


, the proposition follows.
4.3 Mukai ops for Sorza varieties in terms of A-blow-up
The simplest Mukai op T ∗Pn 99K T ∗(Pn)
v
an be resolved blowing-up the
zero setion. Let's reall this onstrution. Let Z ⊂ T ∗Pn be the zero setion,
and let B be the blow-up of T ∗Pn along Z. It is known that there is a map
B → T ∗(Pn)v suh that the following triangle ommutes :
B
ւ ց
T ∗Pn 99K T ∗(Pn)
v
.
(2)
Moreover, this is the minimal resolution, in the sense that for any other B′
with the same property, there is a map B′ → B and an obvious ommutative
diagram.
In this subsetion, I give a similar resolution of the rational map T ∗X 99K
T ∗Xv, if X is a Sorza variety and Xv the orresponding dual Sorza variety.
In fat, the main idea is that sine X behaves like a projetive spae PnA over
A, one should onsider an A-blow-up.
Let me make a heuristi omment. Given a omposition algebra A, I believe
in the existene of a ategoryA−V ar ofA-varieties, ontaining projetive spaes
and grassmanians over A. Moreover, if Y ⊂ X is a losed immersion in this
ategory, then there should be an objet BlX(Y ) over X dened by a universal
property analogous to that dening usual blow-ups, but in the ategoryA−V ar.
Sine for the moment I don't know how to dene A − V ar, I will not give this
onstrution here. In the following we will only have very simple A-blow-ups to
do, and in these simple ases we an guess what the blow-up should be.
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So let A be a omposition algebra over C of dimension a and n ≥ 2 an
integer, with n = 2 if A = OC. Let the ane spae A
n
A be just A
n
, the ane
(an)-dimensional spae over C.
Reall that in subsetion 1.2, I introdued a map ν2 : A
2
O
99K P1
O
, where by
denition P1
O
is an 8-dimensional smooth quadri. Reall also the rank 8 vetor
bundle L over P1
O
of proposition 1.7. By denition, L is a subbundle of the
trivial bundle A2
O
⊗ OP1
O
of rank 16 over P1
O
. Therefore, if L denotes the total
spae of the vetor bundle L, there is an inlusion L ⊂ A2
O
× P1
O
. Therefore we
have a map L → A2
O
.
The ase of assoiative algebras is simpler and was studied in [Cha 05℄ :
reall that there is a rational map ν2 : A
n
A 99K P
n−1
A and a rank a subbundle L
of the trivial bundle AnA ⊗ OPn−1
A
with ber AnA over P
n−1
A . This subbundle is
also dened by Lx = {v ∈ AnA : ν2(v) is dened and ν2(v) = x}. Let L denote
its total spae.
Denition 4.1. The A-blow-up BlAn
A
(0) of the ane spae AnA at the origin is
the map L → AnA.
Reall that in A2
O
there are three Spin10-orbits : the open orbit, the point 0,
and the ane one Ŝ over a spinor variety S ⊂ PA2
O
. The map BlA2
O
(0)→ A2
O
is
an isomorphism above the open orbit, and the ber over 0 is isomorphi with P1
O
.
Exept for the existene of the intermediate orbit Ŝ− {0} in A2
O
, the situation
is therefore very similar to that of the usual blow-up of the origin in A2
C
. A
similar statement holds in general for the blow-up of AnA. The following result
gives another analogy with usual blow-ups :
Proposition 4.2. This A-blow-up is the minimal resolution of the rational map
ν2 : A
n
A 99K P
n−1
A .
Proof : Let pi : L → AnA denote this A-blow-up. The restrition of pi to the
regular lous of ν2 is an isomorphism. By denition, there are maps BlAn
A
(0)→
AnA and BlAnA(0)→ P
n−1
A suh that the diagram
BlAn
A
(0)
ւ ց
ν2 : A
n
A 99K P
n−1
A
ommutes.
Let
B′
ւ ց
ν2 : A
n
A 99K P
n−1
A
be another resolution. Then we have a map B′ → AnA × P
n−1
A . Sine the above
diagram is ommutative, the image of this map is BlAn
A
(0), and we get the
desired map B′ → BlAn
A
(0).
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Let (V,X) be a Sorza variety of type (n, a) with n ≥ 3. The above on-
strution of the blow-up of a point in the xed vetor-spae A
n−1
A extends read-
ily to a blow-up of the zero setion in the vetor bundle T ∗X . In fat, let
x ∈ X ; reall (theorem 3.3) that we have a quadrati map ν−x : T
∗
xX → N
∗
xX ,
where NxX = V/T̂xX, and so a rational map ν
−
x : T ∗xX 99K PN
∗
xX . This
map is isomorphi with our model map ν2 : An−1 99K P
n−2
A . Letting x vary,
we get an algebrai map ν− : T ∗X → N∗X over X , and so a rational map
ν− : T ∗X 99K PN∗X .
In subsetion 3.4, the projetivisation of the image of ν− was denoted
PN(X)v; PN(X)v is a loally trivial bration over X with bers Sorza va-
rieties of type (n− 1, a). Let pX : PN(X)v → X denote the natural projetion.
Consider the bundle p∗XT
∗X above PN(X)v. An element of this bundle
will be denoted (x, h, f), with x ∈ X,h ∈ PN(X)vx and f ∈ T
∗
xX . Globalizing
the above onstrution, let L ⊂ p∗XT
∗X be dened as the losure of the set of
(x, h, f) ∈ p∗XT
∗X suh that ν−x (f) is dened and equals h.
Lemma 4.2. L ⊂ p∗XT
∗X is a subbundle.
Proof : Assume rst that a = 8. Then it is simply a global version of propo-
sition 1.7. By theorem 3.3, We know that ν− is a global algebrai map, whih
on eah ber T ∗X is isomorphi with the map ν−2 : Ok ⊕Ok 99K P
1
O
dened in
subsetion 1.2. Therefore, the argument of proposition 1.7 works in this situa-
tion. The ase of assoiative omposition algebras A is similar and left to the
reader.
Let Z ⊂ T ∗X denote the zero setion.
Denition 4.2. The A-blow-up BlT∗X(Z) of T ∗X along Z is the map L →
T ∗X.
Theorem 4.2. This A-blow-up is the minimal resolution of the Mukai op
µ : T ∗X 99K T ∗Xv.
Proof : Globalizing the proof of proposition 4.2, we see that BlT∗X(Z) is the
minimal resolution of the rational map ν− : T ∗X 99K PN(X)v. In view of theo-
rem 3.3, it is also the minimal resolution of the omposition T ∗X
µ
99K T ∗Xv →
Xv. Now, by theorem 4.1, resolving the Mukai op T ∗X 99K T ∗Xv is equivalent
with resolving its projetion to Xv, so the theorem follows.
4.4 Mukai op of type E6,II
Let Y = E6/P3 be the homogeneous spae onsidered in subsetion 3.5,
Y v = E6/P5 the dual homogeneous spae and A,B,C the homogeneous vetor
bundles over Y dened there. Let also X = E6/P1 and X
v = E6/P6.
We already used the fat that Y is isomorphi with the Fano variety of
projetive lines inluded in X . Similarly, Y v is the variety of lines inluded in
Xv. Denote as before PV the ambient spae of X . As we have already seen,
Xv identies with the set of hyperplanes in V whih ontain two tangent spaes
to X .
Therefore, given a point α ∈ Y , whih represents a projetive line lα on-
tained in X , and given two points x 6= y ∈ X , any hyperplane h ⊂ PV whih
ontains the span of TxX and TyX an be onsidered as an element of X
v
.
A odimension two subspae Vβ ⊂ V ontaining this span denes a penil of
hyperplanes belonging to Xv, or a point in Y v.
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Let α ∈ Y . Reall that the linear spae V/〈T̂xX, T̂yX〉 (where x and y are
dierent points of the line lα) was denoted Cα in subsetion 3.5. Let PC
∗
denote
the projetive bundle over Y and G(3, C) the relative grassmannian of 3-spaes
in C. The preeeding remarks show that there are natural maps PC∗ → Xv
and G(3, C)→ Y v. Let f : G(3, C)→ Y v be this map.
For any α ∈ Y , let gα : Hom(Lα,∧2C∗α) 99K G(3, Cα) be the map dened
by lemmas 2.2 and 2.3 using F = Cα (namely, gα(ϕ) = U(ϕ(l1), ϕ(l2)) for
ϕ ∈ Hom(Lα,∧2C∗α) and any non-olinear l1, l2 ∈ Lα). By propositions 3.6
and 3.7, there is a natural vetor bundle map T ∗Y → Hom(L∗⊗∧2L,∧2C∗) =
Hom(L,∧2C∗), whih I denote h.
Let nally µ : T ∗Y 99K T ∗Y v be the Mukai op and pi : T ∗Y v → Y v the
struture map.
Theorem 4.3. The omposition
T ∗Y
h
→ Hom(L,∧2C∗)
g
99K G(3, C)
f
→ Y v
equals the omposition
T ∗Y
µ
99K T ∗Y v
pi
→ Y v.
Remark : This desribes the rational map pi ◦ µ. The rational map µ itself is
then desribed using proposition 4.1.
Proof : Let α ∈ Y and generi η ∈ T ∗αY . We know that pi ◦ µ(η) is the unique
β ∈ f(G(3, Cα)) suh that η vanishes on the tangent spae TαSCβ at α of the
Shubert ell SCβ ⊂ Y dened by β. So rst, we ompute TαSCβ.
If β = f(β0), with β0 ∈ G(3, Cα), let cβ ⊂ Cα be the 3-dimensional subspae
orresponding to β0. Let aβ denote the image of ∧2cβ ⊗ ∧2Lα ⊂ ∧2Cα ⊗ ∧2Lα
in Aα under the isomorphism of proposition 3.7. By proposition 3.8, if the lass
modulo Lα of x ∈ X is in Paβ, then T̂xX/Sα ⊂ cβ .
Let vβ ⊂ V denote the inverse image of aβ under the projetion Iα → Aα =
Iα/Lα. Sine SCβ is the variety of lines l ⊂ X suh that ∀x ∈ l, T̂xX/Sα ⊂ cβ,
we dedue G(2, vβ) ⊂ SCβ .
Now, given α ∈ Y , the ell SCα ∈ Y v identies with G(3, Cα). By symmetry,
SCβ is also isomorphi with a six-dimensional grassmannian, and so G(2, vβ) =
SCβ . Therefore, TαSCβ = Hom(Lα, aβ).
Now, we omplete the proof. We already saw that a otangent form η ∈ T ∗αY
denes an element h(η) ∈ Hom(Lα,∧2C∗α). Given the previous omputation of
TαSCβ , η vanishes on TαSCβ if and only if ∧2cβ⊥Im h(η). Therefore, we an
onlude thanks to lemmas 2.2 and 2.3.
Reall that if V2 and V5 are vetor spaes of respetive dimensions 2 and
5, there are 8 (GL(V2)×GL(V5))-orbits in Hom(V2,∧2V5), whih were given a
label in lemma 2.5. We also use the standart labels for nilpotent orbits, as in
[MG 02, p.202℄.
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Corollary 4.3. Let α ∈ Y and 0 6= f ∈ T ∗αY . Under the natural map T
∗Y →
e6, f is mapped to the nilpotent orbit with the same label as that of the (GL(L)×
GL(C))-orbit h(f) ∈ Hom(L,∧2C∗) belongs. The Mukai op is dened exatly
on the open orbit of T ∗Y .
In this orollary, I mean that if h(f) is the orbit labelled 3A1,a, 3A1,b or 3A1,c,
then it is mapped on the nilpotent orbit labelled 3A1.
Proof : This orollary follows from dimension arguments, whih are not so
illuminating on the geometry of the resolution. The map T ∗Y → e6 being
birational and proper, it has 50-dimensional losed image; so it is the losure of
the unique 50-dimensional orbit in e6, labelled A2 + 2A1. By the given graph
of orbit losures [MG 02, p.212℄, the image of T ∗Y is the union of the orbits
labelled 0, A1, 2A1, 3A1, A2, A2 +A1, A2 + 2A1.
Let α ∈ Y and f, g ∈ T ∗αY , with f 6= 0 and g 6= 0. Then f and g lay in
the same E6-orbit if and only if h(f), h(g) ∈ Hom(Lα,∧2C∗α) lay in the same
(GL(Lα) ×GL(Cα))-orbit, by proposition 3.9. It is lear that the zero setion
in T ∗Y is mapped to the 0-orbit in e6. Let us label the other E6-orbits in T
∗Y
by the labels of their images in Hom(L,∧2C∗).
We rst begin with a trivial remark : the image of an orbit in T ∗Y is an
orbit in e6 of non-greater dimension. From this it follows that the orbits in T
∗Y
labelled A2 + 2A1, A2 +A1, A1 map to the orbits in e6 with the same label.
Suppose the orbit in T ∗Y labelled 3A1,a maps to the orbit in e6 labelled
A2. The the bers above the nilpotent orbit A2 would have dimension 3, and
the preimage of the nilpotent orbit labelled 3A1 would be inluded in the orbits
labelled 3A1,b and 3A1,c. So the bers above this orbit would have dimension
1 or 2, ontraditing the semi-ontinuity of the dimensions of the bers of a
morphism. Therefore, 3A1,a maps to 3A1.
We know that the resolution T ∗Y → e6 is semi-small, so the 38-dimensional
orbit in T ∗Y labelled 2A1 annot ontrat to the 22-dimensional orbit labelled
A1; therefore, it maps to 2A1.
We dedue that the bers above the A1-orbit are 8-dimensional; by semi-
ontinuity again, the orbits labelled 3A1,b, 3A1,c map to the orbit 3A1.
Sine by lemma 2.5 the map U of notation 2.2 is dened only on the open
orbit of Hom(Lα,∧2C∗α), the Mukai op is also dened only on the open orbit
of T ∗Y .
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