Abstract. In this work, we present a POS-based preordering approach that tackles both long-and short-distance reordering phenomena. Syntactic unlexicalized reordering rules are automatically extracted from a parallel corpus using only word alignment and a source-side language tagging. The reordering rules are used in a deterministic manner; this prevents the decoding speed from being bottlenecked in the reordering procedure. A new approach for both rule filtering and rule application is used to ensure a fast and efficient reordering. The tests performed on the IWSLT2016 English-to-Arabic evaluation benchmark show a noticeable increase in the overall Blue Score for our system over the baseline PSMT system.
Introduction
When translating between two languages that are noticeably different in terms of their grammatical structures, the task of producing a high-quality translation in a correct word order becomes a serious challenge. Finding a better way to model these grammatical transformations or what is known as reordering phenomena, was and still is a long standing problem which receives a great deal of attention from the machine translation community. The classic Phrase-based Statistical Machine Translation System (PSMT) [1] [2] [3] has two means for word reordering: it can either learn the whole bi-phrase as an entry in the phrase table (generally a bi-phrase length does not exceed a certain limit) or via the distortion model which allows limited phrase movements (reorderings) in the output, but with a certain penalty. These means cannot address reorderings that involve a long distance jump or what is known as long-distance reordering. This problem represents a well-known limitation for the standard PSMT system, hence the need to provide a more sophisticated model to solve it.
Syntactic reordering in machine translation is a research area that aims to find more efficient solutions so as to handle both short-and long-distance reordering problems. One common way to perform reordering as a standalone process is known as preordering. Preordering is a preprocessing step that precedes the PSMT phase; its goal is to minimize the syntactic gap between languages and make their grammatical construction as close as possible. Preordering is commonly used to address the long-distance reordering problems, it has the advantage of being easy to use and independent from the used translation system. Figure 1 gives an example of short-and long-distance word reordering phenomena performed on an aligned English-to-Arabic sentence pair. Both the English and Arabic texts are written from left-to-right to keep the alignment order consistent. In the first example (a) the word "announced" appears at the end of the English sentence, aligned to the Arabic word "
" by means of the 6 th alignment link. Preordering will attempt to swap the position of the first and the 6 th alignment links, which moves the word "announced" to the beginning of the English sentence to match the Arabic sentence order as shown in the second example (b). Since these two links are separated by a large margin we call this reordering a long-distance word reordering. Short reordering cases such as the one involving the second and the third links are considered as performing short-distance reordering. The goal of word preordering is to perform a reordering process on the English side of the corpus prior to the translation phase. This is done by finding and applying a set of syntactic rules which helps tweak the grammatical construction of the English-side language making it as close as possible to the Arabic-side language structure, which can also be seen as the task of minimizing the alignment links, as shown in Fig. 1 (b) .
In this work, we propose a preordering method that can efficiently handle both long-and short-distance word reorderings. The reordering rules are learned automatically from a parallel corpus using word alignment and a basic part-ofspeech source language tagging. The test results showed a noticeable improvement over the baseline PSMT system which proves the consistency and adequacy of our proposal. The remainder of this paper is organized as follows: the next section gives an overview of the state-of-the-art preordering methods. The used PSMT baseline is then presented in Sect. 3. Section 4 presents our proposed reordering system and explains the details of each of its components. In Sect. 5, we present and discuss the tests we have done and the results we have obtained. Finally, in the last Section, we conclude our work and highlight some possible future improvements.
Related Work
Preordering methods can be classified into two main categories: the deterministic approaches which provide the decoder with only one optimal reordering; and the non-deterministic methods which feed the decoder with multiple candidate sentences in the form of a weighted lattice, and it is then up to the decoder to find the best choice among them.
In terms of deterministic methods, one of the earlier works was done by Xia et al. [4] , whose system deals with the task of French-to-English machine translation. They automatically extracted syntactic rules (which they called rewrite patterns) from a bilingual corpus, using syntactic parsers of the source and target languages along with word alignment. They reported a 10% relative improvement in the Blue Score. Habash [5] proposed a preordering method for Arabicto-English translation. He used word alignment and a source dependency parse tree to automatically extract syntactic reordering rules. The extracted rules were used to reorder the Arabic training and testing data. He investigated various alignment strategies and parsing representations and provided a comparative analysis of the different combinations of the investigated strategies. Genzel [6] defined the reordering task as a dependency parse tree transformation, in which the goal is to find the best children order for each internal node that has more than two children. He proposed a number of metrics for rule quality estimation which allows the filtering and selection of higher quality reordering rules. His proposal was tested on the task of translation from English to various other languages. In a similar fashion, Yang et al. [7] performed the reordering task on a dependency parse tree by reordering the children of each internal node. They handled the position of each node as its rank making the reordering a ranking problem in which the task is to find a certain function f that determines the best rank of each child. Then, the children get sorted according to their ranks. For the task of translation from Chinese to Japanese, Sudoh et al. [8] used a learning-to-rank model based on a pairwise classification method to predict the target Japanese word order. In the same spirit, Jehl et al. [9] proposed a featurebased reordering model for English-to-Japanese and English-to-Korean translation. Their model predicts whether a pair of sibling nodes on the source-side of the parse tree needs to be swapped. Based on the node swapping probabil-ities, a global branch-and-bound search is applied to find the best ordering of the children. Fuji et al. [10] proposed a global reordering model that captures language-specific sentence structure directly from non-annotated corpora and use it to boost the performance of conventional syntactic reordering system.
In terms of non-deterministic methods, Zhang et al. [11] presented a preordering strategy for Chinese-to-English translation using chunk-based syntactic rules. They used a source-reordering lattice instead of a single best reordering, and a reordering source language model as an additional feature to score each path in the lattice. Elming [12] presented a preordering approach for Englishto-Danish translation. His proposed approach automatically learns probabilistic rules from a parallel corpus. The reordered sentences are fed via a lattice to the SMT decoder. He reported an absolute improvement in the translation quality of 1.1% in Blue Score.
Despite the existing work on word preordering, to the best of our knowledge, no strategy has appeared to give ideal reordering results, hence the continuing efforts to improve them. This work aims to introduce a new, efficient way for both rule identification and application, along with a method for estimating rules usefulness in the reordering process.
PSMT Baseline System
Given a source sentence f that we want to translate into a target sentence e. The phrase-based statistical machine translation [1] [2] [3] finds the best translation e from the space of all possible translations of f . e = argmax e = p(e|f )
This can be decomposed using the noisy channel decomposition [13] into a translation model p(f |e) and a language model p(e). e = argmax e = (p(e) * p(f |e)) (
The translation model ensures the accuracy of the translation between the source and the target languages, and the language model ensures the fluency of the generated target sentences. A more common generalization is the log-linear model [13] which, instead of splitting the problem into a translation and a language model, it enables the incorporation of arbitrary components (or features), with the assumption that these components are independent from each other,
where M is the number of components, ϕ m (f, e) is the m th component and α m is its corresponding weight in the log-linear model.
The denominator e exp M 1 αmϕm(f,e ) being constant for all possible translations e , it can be omitted at decoding.
Since the log-linear components are supposed to be independent, they can be trained separately. After training each component, an optimization technique such as the Minimum Error Rate Training (MERT) [14] can be used to find the optimal component weights. Our baseline log-linear model includes the following components:
Preordering System
Our proposed preordering system automatically learns syntactic reordering rules and uses them to change the grammatical structure of the English source-side sentences making them as close as possible to the target Arabic one. Figure 2 shows the architecture of our proposed preordering system. There are two main steps: first, a set of reordering rules will be extracted from a parallel corpus, then each rule will be evaluated using a specific rule evaluation mechanism. The second step applies the selected rules to reorder both the training and testing data prior to their exploitation in the PSMT.
Reordering Rules Definition
In this work, the reordering rules are composed of part-of-speech tags only; as such all the used rules are unlexicalized. Two tagsets are considered: the English Penn Treebank (PTB) tagset (48 tags) [15] , and the English Universal (Univ) tagset (17 tags) [16] .
Using high-level tags (more general tag classes) will result in more general rules, while using more specific tags will allow the rules to capture more accurate contextual information albeit with a low generalization ability. The intuition behind using these two different tagsets is to investigate in a practical way the impact of the tags fineness on the reordering performance.
Our reordering rules are composed of three parts: the condition, the reordering, and an optional context. A rule condition may have more than one possible reordering, each reordering having its own specific context. Table 1 shows an example of reordering rules with PTB part-of-speech tags. The first column presents the condition part of the rule and the second column shows all its corresponding reorderings. The context is presented as a pair (previous tag, next tag) which need to appear before and after the condition part of the rule. For example, for the first rule, the sequence of tags "DT NNP NNPS" need to be present in the sentence. Additionally, the left and right contextual tags "IN DT NNP NNPS IN" also need to appear before and after the condition. In such case, the reordering "2, 0, 1" can be applied to reorder the tags producing a new order "NNPS DT NNP".
Reordering Rules Extraction
The reordering rules are extracted using only word alignment and a tagged source text of the parallel corpus. Figure 3 shows the overall process of rules extraction. First, the bi-phrases are extracted using word alignment with a tagged source text, the phrases are then filtered by imposing some restrictions, and finally, the candidate rules are formed from the selected phrases. Figure 4 shows an example of word alignment with a tagged source text. The Univ and PTB tags are presented for each word in the English source sentence. In the first step, phrase extraction is done using the standard phrase extraction Fig. 4 : Word alignment with tagged source-side, in which both the English and Arabic texts are written from left-to-right to keep the alignment order consistent algorithm described by Koehn [13] , which uses word alignment to extract biphrases from a parallel corpus. From our previous example of Fig. 4 , the phrase extraction algorithm extracts a total of 25 bi-phrases, some of which are shown in Table 2 . Table 2 : Some extracted bi-phrases from the example given in Fig. 4 using the standard phrase extraction algorithm described in [13] English Phrase Arabic Phrase Donald Trump the United States announced Having a set of English-Arabic bi-phrases, we select the pair of bi-phrases that contain a crossing. For instance, in Fig. 4 the phrases denoted by the links 4 and 5 cross each other (by abuse of language, since the links cross each other); thus swapping them will minimize the number of crossing links; which makes the English sentence structure more similar to the Arabic one. We will be using this kind of crossings of bi-phrases in-order to form our syntactic rules.
Given two bi-phrases p 1 = (s 1 , t 1 ) and p 2 = (s 2 , t 2 ) where s i and t i are phrases from the source and target sentences, respectively, the two bi-phrases p 1 and p 2 are considered valid to form a syntactic rule if they satisfy the following conditions: 1. If s 1 precedes s 2 in the source sentence, then t 2 must precede t 1 in the target sentence. In other words, the two bi-phrases must cross each other. 2. The two bi-phrases must be consecutive in both the source and the target sentences. In other words, s 2 must follow s 1 and t 2 must follow t 1 .
For example in Fig. 4 , the two bi-phrases denoted by the links 5 and 4 respect these two conditions. The two bi-phrases 5 and 3 do not respect the second condition (they are not consecutive in the English text). The set of selected phrases are then used to generate unlexicalized syntactic rules; the left and right tags that precede and follow the two phrases are used as context. Table 1 shows some valid rules that can be extracted from Fig. 4. 
Reordering Rules Evaluation
The extracted rules are not always useful for reordering. In fact, most of them are very specific, which makes their coverage quite limited. Another issue resides in the errors introduced by the automatic word alignment which increases the rate of incorrect rules.
To tackle these problems, a number of metrics that estimate rules quality have been proposed. The metric that is most used is the Crossing Score (CS) [6] which determines the quality of a rule based on the decrease in crossing alignment links after its application.
In practice, the quality of a rule is tested on the whole training corpus by applying the rule to each of its sentences and evaluating the change in the number of crossing alignments. This should give a solid estimation of the rule quality.
Applying this kind of metric directly will be computationally expensive since each rule is generally evaluated separately. Another issue is to perform the reordering task when given a set of rules. This involves finding all the applicable rules and determining the best order for their application. To this end, we build an index that accelerates both rules lookup and rules application.
Index Construction We build an index, which is a compact Trie [17] . To reduce rule lookup time, this index will be used for the tasks of rules evaluation and application.
Formally, given a set of rules R, with their conditions driven from a set of tags G, such that |R| = n and |G| = m. Each rule r in R, is a tuple (c, a, x) , where c is the condition, a is the action and x is the rule context.
We construct a compact Trie T on R which has the following characteristics:
-A root node and n leaves (since each rule condition c ends at a leaf node which contains its corresponding action a and context x). -For each internal node, its descendants have the same prefix (the same condition). -Two branches leaving the same node can't start with the same prefix. Figure 5 shows a compact Trie constructed over the tag-sequences of the previous set of rules from Table 1 . The leaf nodes are numbered according to their corresponding rules and the labels are printed on the edges. A special end tag # is added to ensure that each sequence terminates at the level of a leaf node. The reordering and context for each rule are kept in the leaf node that corresponds to it.
Efficient Search for Applicable Rules
The task of finding all the applicable rules for a given sentence is very challenging given the number of rules and the variations in their corresponding part-of-speech tags. Algorithm 8 presents an easy and efficient way to identify all the applicable rules for a given sentence using a compact Trie representation for all the reordering rules. In-order to find Algorithm 1: Algorithm F indAll that finds all the applicable rules for a given sentence Input : T : a Trie constructed over a set of rules R. St = t1, t2, t k : the part-of-speech tags of the English sentence S where k is the length of S. Output: candidate rules: a list that contains all the applicable rules for S. all the applicable rules for a sentence S, Algorithm 8 finds all the applicable rules for each suffix (each position) in the tagged source sentence S t ; this is done by traversing the Trie starting from the root node and following the path led by each suffix in s t . The rules found for each suffix are accumulated in candidate rules and returned when the algorithm terminates. All the applicable rules for S can be found in O(k 2 ) time, where k is the length of S. Having the set of applicable rules for a given sentence, we need to determine the best one among them. This is done by sorting the obtained candidate rules according to their condition part to ensure that the rules concerning longdistance reorderings are applied first.
Rule Quality Evaluation As mentioned in Sect. 4.3, since the majority of rules are not useful for reordering purposes, a good method for rule quality estimation is needed. Algorithm 2 scores the rules which can be applied to a given sentence using the CS metric.
Algorithm 2 starts by identifying the best applicable rule for a given sentence S as described in Sect. 4.3. A close list is then used to prevent the rules from being reused in the same position. The best rule is then applied to reorder the word-aligned sentence, and the number of crossing alignments is then estimated using the CS metric. The score of the applied rule is then updated based on the CS difference 1 . This process is repeated for several iterations as indicated by the max iterations variable.
Algorithm 2: Algorithm U pdateSent that updates the evaluation score for each syntactic rule Input : R: a set of rules. T : a Trie constructed over R. St = t1, t2, t k : S part-of-speech tags for the sentence S. Sa: alignment points for the sentence S and its target translation. close: a close list. Output: Updates the scores for each applicable rule in T for the sentence S. 1 Function UpdateSent(R, T , St, Sa, close): After scoring all the rules, we estimate the usefulness of a given rule r by taking the ratio of the number of time the rule gave a positive impact on the reordering task and the total number of its application:
In case the rule usefulness surpasses a certain threshold, it will be considered useful and selected for reordering. Applying this equation on the whole corpus will select a subset of useful reordering rules (since not all the rules can be applied in all possible contexts). This process of rules usefulness estimation is repeated for several iterations until the subset of the useful rules stabilizes, which indicates that a convergence point has been reached. Figure 6 shows the variation of the number of selected rules when estimating the rules' usefulness. The number of useful rules ( Fig. 6 (a) ) increases with the number of epochs and at the same time, the count of non-useful rules (Fig. 6 (b) ) decreases until a convergence is achieved.
Experiments
To test our approach, we have used the English-Arabic parallel corpus provided by the IWSLT2016 2 evaluation campaign which offers a complete testing framework which includes: training, development, and evaluation data. Our results have been obtained on the IWSLT 2010 IWSLT , 2011 IWSLT , 2012 IWSLT , 2013 and 2014 test sets. Tagging is done using the Stanford English Log-linear Part-Of-Speech Tagger [18] . The Univ part-of-speech tags are obtained by converting the PTB tagset using a simple tag mapping method 3 .
Preprocessing
For the Arabic language, our preprocessing includes: diacritic sign removal, Arabic character normalization and word segmentation by means of the AMIRA toolkit [19] using the default tokenization scheme in which conjunctions, prepositions, determinants, suffixes and future markers are all individually separated. For the English side, only word tokenization is performed using the Python NLTK toolkit 4 . We have also added a number <nbr> and a link classes <url> to all numbers and links found in the parallel corpus respectively. Sentence length has been limited to 40 words; "bad" sentence pairs, i.e. whose length difference exceeds a certain threshold were also removed. Table 3 shows some statistics about the resulting data from the preprocessing step. 
Evaluation of Translation Quality
We have investigated the use of two tagsets and the presence/absence of partof-speech contexts. This leads to four systems: All our systems have been tested using the Moses PSMT framework [20] . We have used a 6-gram language model instead of the default tri-gram model to ensure a better language modeling for the segmented Arabic language. The rest of the parameters are kept unchanged. Our test results have been reported using the Blue Score Metric [21] . Table 4 shows the Blue Score results obtained by the Moses baseline with and without its default MSE-bidirectional reordering model [22] . The values in parentheses indicate the gain in Blue score with respect to the PSMT baseline system. A slight increase in Blue Score is obtained when the default Moses reordering model was turned on. Table 5 shows the reordering results obtained when using the PTB tags and the Univ tags without including the context. The obtained results when using the PTB was slightly better than the one obtained with the Univ tags. The maximum gain in Blue Score was 1.35 point compared to the Baseline PSMT system. Table 6 shows the reordering results obtained using the PTB tags and the Univ tags when the context is included. The obtained results for the two tagsets were very similar with a maximum increase of about 1.5 in the Blue Score over the PSMT baseline. These results prove the importance of using the context to enhance the accuracy of the syntactic rules. Indeed, the more specific the rules, the better. Another thing to note is the effect of the POS-tag fineness: we can see that the use of PTB tags yields better results than with Univ tags, especially when no context is used. This suggests that more tag fineness will lead to a more accurate reordering.
Evaluation of Alignment Ambiguity
We have also used the Normalize Crossing Links Score (N CS) [6] to measure the quality of the different investigated reordering systems. The N CS metric formula is the following:
where C is the number of crossing links in the aligned corpus and S is the number of words in the source text of the corpus. For this formula the smallest the N CS score, the better. An ideal score will be zero, which means that the corpus is completely monotonic 5 . The N CS scores are shown in Fig. 7 for the different reordering methods. We recall that the smallest the score, the better. The results indicate that using the PTB tagset with the contextual information produce less ambiguous alignments, hence better translation results.
Conclusion
We have introduced a general method for word preordering in which reordering rules are extracted from a parallel corpus using only word alignments and basic part-of-speech tagging. Rule quality is estimated using the CS metric, which allows the selection of only the best applicable rules. Our proposal has been evaluated in terms of translation quality using the Blue Score, and the change in alignment ambiguity has been investigated using the N CS metric. We have found out that using the PTB tags yield a more noticeable improvement over the baseline PSMT system; this suggests that the higher the tag fineness the better the effect of the part-of-speech preordering methods.
As a future work, we plan to explore a similar approach using tree structures (dependency and constituency trees). We also plan to examine the coupling of both preordering and post-ordering strategies in the same framework and check whether that yields to further improvements in the overall translation performance.
