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ference on average treatment effects estimated by synthetic control and
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1 Introduction
This paper develops a practical and robust method for making inference on
average treatment effects in panel data settings with a single treated unit
and many potential controls. The proposed approach is generic and works
in conjunction with synthetic control (SC) (e.g., Abadie and Gardeazabal,
2003; Abadie et al., 2010, 2015) and various penalized regression estimators
(e.g., Doudchenko and Imbens, 2016; Carvalho et al., 2017; Li and Bell, 2017;
Chernozhukov et al., 2018a).
We consider a setting where the treated unit is untreated for T0 periods
and treated for the remaining T1 periods. The N control units remain un-
treated for all periods. The treatment effect on the treated unit in period t
is αt = Y I0t − Y N0t , where Y I0t and Y N0t are the potential outcomes with and
without the treatment. The fundamental challenge for causal inference is that
Y N0t is unobserved in the post-treatment period. To overcome this identifica-
tion problem, Y N0t is approximated using a linear combination of the control
outcomes, Y N1t , . . . , Y NNt,
Y N0t = µ+
N∑
i=1
wiY
N
it + ut, E(ut) = 0. (1)
Our chief goal is to provide practical and robust methods for making inference
on the average treatment effect (ATE):
τ :=
1
T1
T0+T1∑
t=T0+1
αt.
An important feature of many SC applications is that T0 and T1 are rather
small, while N is comparable to or even larger than T0, such that imposing
some regularization or additional restrictions on w is often unavoidable (Doud-
chenko and Imbens, 2016). As a consequence, inference relies on the estimation
of the high-dimensional (relative to T0) parameter w = (w1, . . . , wN)′, making
it quite challenging to guarantee a good performance for empirically relevant
sample sizes. Figure 1 illustrates this issue when w is estimated using the SC
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method: the finite sample distribution of the ATE is not centered at the true
value τ = 0, even under correct specification, and the bias can be very large
under misspecification. This bias, which is caused by the error from estimating
the high-dimensional weight vector w using SC, precludes the application of
standard inference procedures. One of the main contributions of this paper
is to develop a K-fold cross-fitting procedure to remove the bias such that
one can conduct simple t-tests and compute confidence intervals. Figure 1
shows the impact of bias-correction: the finite sample distribution of the bias-
corrected estimator is centered at the true value and well-approximated by a
normal distribution, even under misspecification.
The proposed cross-fitting scheme naturally suggests an inference proce-
dure based on a self-normalized t-statistic, which allows us to completely avoid
the difficult estimation of the long-run variance. The test statistic has an
asymptotic t-distribution with K − 1 degrees of freedom, rendering our infer-
ence procedure practical and very easy to implement.
Contributions. In this paper, we make four main contributions. First, we
provide a unified framework for practical t-test based inference using SC and
related methods. Under the linear specification of model (1) the literature
has considered various different specifications for the high-dimensional weight
vector w, including difference-in-differences (DID) with equal weights (e.g.,
Ashenfelter and Card, 1985; Card and Krueger, 1994; Bertrand et al., 2004;
Angrist and Pischke, 2008), SC with non-negative weights that sum to one, as
well as penalized regression estimators based on `1 and sparsity restrictions.
The proposed t-test based approach only requires consistent (in `2-norm) es-
timation of w, which can be verified for many existing methods. We provide
concrete sufficient conditions for SC and constrained Lasso (e.g., Raskutti
et al., 2011; Chernozhukov et al., 2018a). Constrained Lasso restricts w to be
contained in an `1-ball with bounded radius and thus generalizes and nests
both classical DID and SC as special cases.
Second, we study the practically relevant issue of model misspecification,
which is not yet well understood for SC and related high-dimensional mod-
3
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Figure 1: Finite-sample distributions of the original and the bias corrected SC
estimator under correct specification and misspecification. The true value of
the ATE is τ = 0. The DGP is calibrated to match the empirical application.
T0 = 15, T1 = 28, J = 16.
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els. In our setting, model misspecification can be either misspecification with
respect to the coefficient vector w or the linear model (1) itself. The classi-
cal treatment of misspecification focuses on so-called “pseudo-true” parameter
values (e.g., White, 1996). However, the results in this literature do not apply
here as the parameters are high-dimensional. We therefore extend the concept
of a pseudo-true parameter value to our high-dimensional setting and prove
that our bias-correction method yields valid inferences, even under model mis-
specification.
Third, our theoretical analysis sheds light on the role of imposing con-
straints on w. The literature has proposed many different types of constraints
(and combinations thereof), including adding-up, non-negativity, and sparsity
constraints; see Doudchenko and Imbens (2016) for a discussion. In appli-
cations, when deciding between different methods such as DID, SC, or con-
strained Lasso, it is crucial to understand whether and to which extent adding
additional constraints affects the inference performance. Alas, the existing
literature offers little practical guidance. In this paper, we show theoretically
that adding additional constraints does not yield any first-order improvements
when they are correct. By contrast, while our procedure remains valid (i.e.,
controls size) under misspecification, imposing constraints that are incorrect
can lead to substantial losses in terms of efficiency. An application-based sim-
ulation study corroborates these theoretical results.
Finally, we address the delicate issue of long-run variance estimation by
using a self-normalized test statistic. In many SC applications, T0 and T1
are rather small such that classical estimators of the long-run variance (e.g.,
Newey and West, 1987; Andrews, 1991) might not be accurate enough for
reliable inference. The self-normalized structure naturally arises from the pro-
posed cross-fitting approach and yields a test statistic with a pivotal student
t-distribution, without requiring the estimation of the long-run variance. Our
simulation evidence shows that this feature of our method is crucial for achiev-
ing a good small sample performance.
Empirical Monte Carlo study. To investigate the finite sample perfor-
mance of the proposed inference procedure, we conduct an empirical Monte
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Carlo study based on the original SC paper by Abadie and Gardeazabal (2003).
Our method demonstrates excellent small sample properties and performs bet-
ter than existing alternatives. Moreover, we document that, when the DID or
the SC specifications are correct, constrained Lasso, DID, and SC exhibit
comparable small sample performances. By contrast, when DID and SC are
misspecified, constrained Lasso often yields much shorter confidence intervals
than DID and SC. Thus, consistent with our theory, the simulation evidence
suggests that the generality and flexibility of constrained Lasso relative to DID
and SC does not come at a cost in terms of the efficiency of the inference pro-
cedure. In sum, we find that imposing additional restriction does not yield
notable finite sample performance improvements when they are correct, but
may lead to much wider confidence intervals when they are not.
Literature. The present paper is most closely related to a very recent litera-
ture which proposes asymptotic inference theory for SC and related methods
in settings where both T0 and T1 are large. Focusing on the expected treat-
ment effect E(αt), Li and Bell (2017) derive the asymptotic distribution of
the least squares estimator proposed by Hsiao et al. (2012).1 Moreover, they
propose to use Lasso to select the relevant control units, but do not provide
formal theory. In related work, Li (2017) studies inference on E(αt) in SC set-
tings where the number of controls is small and proposes a subsampling-based
inference procedure to deal with the non-standard limiting distribution of the
SC estimator. Here, we focus on a different target, τ = T−11
∑T0+T1
t=T0+1
αt, which
allows us to avoid stationarity and weak dependence assumptions on {αt}.
We propose a t-test based inference method that does not require the choice
of the subsample size (a very delicate issue in small samples), accommodates
the empirically relevant case of many controls, and is provably robust against
misspecification. Carvalho et al. (2017) study inference on the ATE in set-
tings where the parameters are estimated using Lasso. Their approach relies
on strict sparsity of w, which rules out SC methods. By contrast, we develop
1Note that the linear models in Li and Bell (2017) and Hsiao et al. (2012) are derived
from a factor structure.
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a cross-fitting scheme for bias-correction that does not rely on any sparsity
assumptions. Another important difference to the existing literature (e.g., Li
and Bell, 2017; Carvalho et al., 2017), which relies on classical estimators of
the long run variance (e.g., Newey and West, 1987; Andrews, 1991), is that
we rely on a self-normalized test statistic.2 Self-normalization allows us to
completely avoid the difficult estimation of the long-run variance, which, as
we demonstrate in simulations, is crucial for achieving a good small sample
performance.
Another strand of the literature focuses on finite population inference
methods (e.g., Abadie et al., 2010). These methods impose exchangeability
of the units and use permutation/randomization tests for testing sharp null
hypotheses about the whole treatment effect trajectory {αt}T0+T1t=T0+1. However,
exchangeability of units is a strong assumption and it is often not plausible
to assume that the treated unit has been chosen at random (e.g., Hahn and
Shi, 2017; Firpo and Possebom, 2018). Our proposal differs from these fi-
nite population approaches in that we study the problem of making inference
on the ATE in a super-population setting. The proposed t-test based infer-
ence method is motivated by large sample asymptotics and does not rely on
permutation distributions. On a conceptual level, instead of relying on cross
sectional permutations, our inference procedure exploits the times series di-
mension, which has several important advantages in SC applications. First,
our method does not require specifying models for all N + 1 units, but only
for the treated unit, which is often easier to accomplish and substantially re-
duces the risk of model-misspecification. Second, it does not rely on strong
exchangeability assumptions, but on stationarity and weak dependence of the
error terms over time. These assumptions are widely accepted, weak condi-
tions that hold for many commonly encountered stochastic processes. They
are plausible whenever there exists a weighted combination of control out-
comes that provides a good approximation of the treated outcome. Finally,
2As pointed out in Müller (2007), any consistent estimator of long-run variance might
suffer from robustness issues. Our self-normalized structure uses an inconsistent estimator
for the long-run variance and generates a pivotal limiting distribution.
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our procedure only requires estimating one instead of N + 1 models, which
substantially enhances computational tractability.
Chernozhukov et al. (2018a) propose an alternative approach for testing
sharp null hypotheses about {αt}T0+T1t=T0+1, which exploits the times series di-
mension and relies on permuting blocks of residuals over time. Here, we focus
on a different target, the ATE, and rely on asymptotic approximations and
pivotal t-distributions instead of permutation distributions for making infer-
ence.
Finally, let us comment on two papers in the rapidly growing literature
on SC and related methods that were written around the same time as our
work. Since the panel structure has both time and cross-sectional dimensions,
Arkhangelsky et al. (2018) view the classical synthetic control as a “match-
ing” mechanism on the cross-sectional dimension and propose to extend the
SC idea to both dimensions. They derive a bias-correction scheme that ad-
justs the estimate for bias on both dimensions and develop the asymptotic
properties, assuming a low-rank (or factor) structure for the counterfactual
and constant treatment effects. Ben-Michael et al. (2018) adopt the view of
augmented inverse propensity score weighting (AIPW) to reduce the bias of
the SC estimate. Under a formulation that parallels AIPW, they correct for
the bias by re-weighting residuals using estimates of SC weights and the con-
ditional mean of the counterfactuals. Our work differs from these two papers
in that (1) we focus on a different goal (making inference on the ATE with
heterogenous effects) (2) we do not explicitly consider low-rank/factor models
(we study linear models for the counterfactual as well as a completely model-
free setting), and (3) our bias-correction scheme neither requires a separate
estimator for the conditional mean of the counterfactual nor the estimation
of different types of weights and, except for the choice of K, is completely
tuning-free. In addition, the proposed self-normalization structure addresses
the important problem of dealing with temporal dependence in the error terms
in small sample settings, which is crucial in many SC applications.
Notation. For q ≥ 1, the `q-norm of a vector is denoted by ‖·‖q. We use ‖·‖0
to denote the number of nonzero entries of a vector; ‖ · ‖∞ is used to denote
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the maximal absolute value of entries of a vector. For a matrix A, we use the
notation ‖A‖∞ = ‖vec(A)‖∞, where vec(A) is the column-wise vectorization
of A. We also use the notation a . b to denote a ≤ cb for some constant c > 0
that does not depend on the sample size. We also use the notation a  b to
denote a . b and b . b. For a set A, |A| denotes the cardinality of A.
Layout. Section 2 introduces the setup and our methodology. In Section 3,
we establish the theoretical properties. Section 4 reports the results from an
empirical Monte Carlo simulation study calibrated to match the application
in Abadie and Gardeazabal (2003). Section 5 concludes. All proofs as well as
some additional results are collected in the appendix.
2 Methodology
2.1 Setup and estimators
Consider an aggregate panel data setting with N+1 units and T time periods.
Unit i = 0 is the treated unit and units i = 1, . . . , N are the control units. The
treated unit is untreated for the first T0 periods, and treated for the remaining
T − T0 = T1 periods. The control units remain untreated for all T periods.
Our analysis is developed within the potential (latent) outcomes frame-
work (Neyman, 1923; Rubin, 1974). Potential outcomes with and without the
treatment are denoted as Y Iit and Y Nit , respectively. Observed outcomes Yit
are related to potential outcomes as Yit = DitY Iit + (1 − Dit)Y Nit , where the
treatment indicator is defined as Dit = 1{t > T0, i = 0}. Our object of interest
is the ATE on the treated unit in the post treatment period:
τ :=
1
T1
T∑
t=T0+1
αt, (2)
where αt := α0t = Y I0t − Y N0t is the per-period treatment effect on the treated
unit. We consider the problem of testing hypotheses of the form
H0 : τ = τ0. (3)
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Because the counterfactual outcome Y N0t is fundamentally unobserved for
t > T0, treatment effects are not identified without additional assumptions.
To overcome this identification problem, we impose a linear model for Y N0t . To
simplify the exposition, define Y Nt := Y N0t and let Xt :=
(
Y N1t , . . . , Y
N
Nt
)′.
Assumption 1 (Model).
Y Nt = X
′
tw + ut, for 1 ≤ t ≤ T, (4)
where E(ut) = 0 and E (Xtut) = 0.3
Remark 1. Model (4) can be augmented by including transformations of(
Y N1t , . . . , Y
N
Nt
)′ as well as additional observable predictors into Xt.
Our inference procedure is generic and its validity only requires `2-consistency
of the estimator of w. This is a weak condition that can be verified for many
of the estimators referenced in the introduction. In this paper, we focus on
two specific estimators which differ with respect to the restrictions imposed
on the weight vector w: SC and constrained Lasso.
Synthetic control. Following the classical literature (e.g., Abadie and Gardeaz-
abal, 2003; Abadie et al., 2010), we focus on SC without an intercept:4
w ∈ WSC :=
{
w : wi ≥ 0,
N∑
i=1
wi = 1
}
.
The canonical SC estimator without additional predictors (Doudchenko and
Imbens, 2016) is
wˆ = arg min
w
T0∑
t=1
(Yt −X ′tw)2 s.t. w ∈ WSC . (5)
Constrained Lasso. Constrained Lasso (e.g., Raskutti et al., 2011; Cher-
nozhukov et al., 2018a) restricts w to lie in an `1-ball of bounded radius:
w ∈ WCLQ := {w : ‖w‖1 ≤ Q} , Q = O(1).
3To simplify the exposition, we do not include an intercept in Model (4). All theoretical
results continue to hold in the presence of an intercept.
4We refer to Doudchenko and Imbens (2016) and Ferman and Pinto (2018) for extensions
of SC that allow for an intercept.
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The constrained Lasso estimator of w is
wˆ = arg min
w
T0∑
t=1
(Yt −X ′tw)2 s.t. w ∈ WCLQ . (6)
In practice, we include an unpenalized intercept into program (6), which we
omit here for notational simplicity.
Remark 2. When Q = 1, constrained Lasso (with an unpenalized intercept)
nests both SC and DID as special cases and thus provides a unifying framework
for estimating counterfactuals in linear models. The DID estimator can be
written as
(µˆ, wˆ) = arg min
(µ,w)
T0∑
t=1
(Yt−µ−X ′tw)2 s.t.
N∑
i=1
wi = 1, wi ≥ 0, wi = w, (7)
which implies that wˆi = 1/N does not depend on the data (Doudchenko and
Imbens, 2016). Thus, DID is nested since (1/N, . . . , 1/N)′ ∈ WCL1 . In Section
3.3, we show that our inference method in conjunction with constrained Lasso
is more efficient than DID.
2.2 Bias-corrected estimation and inference
The natural estimator for τ would be T−11
∑T
t=T0+1
(Yt −X ′twˆ). However, this
estimator is biased due to the bias in wˆ, which arises from estimating the
high-dimensional parameter w (cf. Figure 1). To remove this bias, we propose
a K-fold cross-fitting procedure. Throughout this paper, K is assumed to
be fixed. We partition the pre-treatment period into K consecutive pieces:
H1
⋃
H2
⋃ · · ·⋃HK = {1, . . . , T0}. Define r = bT0/Kc and let Hk = {(k −
1)r+1, . . . , kr} for k ≤ K−1 and HK = {(K−1)r+1, . . . , T0}. For notational
simplicity, we assume that T0/K is an integer.
Let wˆ(k) be a consistent (in `2-norm) estimator of w obtained using only
the data in H(−k) := {1, . . . , T0}\Hk. Sufficient conditions for `2-consistency
of the SC estimator (5) and the constrained Lasso estimator (6) are provided
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in Section 3.2. Define
τˆk =
1
T1
T∑
t=T0+1
(Yt −X ′twˆ(k))−
1
|Hk|
∑
t∈Hk
(Yt −X ′twˆ(k)). (8)
Our construction ensures that, under weak dependence, wˆ(k) is approximately
independent of the data in Hk
⋃{T0 + 1, . . . , T}, which allows us to establish
the validity of our procedure under weak conditions. The final estimator for
the ATE is
τˆ =
1
K
K∑
k=1
τˆk. (9)
To avoid the difficult estimation of the long-run variance, we construct
a test statistic that is scale-free. The idea is to form a ratio in which the
numerator and the denominator are both scaled by the long-run standard
deviation. Specifically, we propose to test the null hypothesis (3) using a
t-statistic based on {τˆk}:
TK =
√
K (τˆ − τ0)
σˆτˆ
, (10)
where
σˆτˆ =
√
1 +
T0
T1
√√√√ 1
K − 1
K∑
k=1
(τˆk − τˆ)2.
We show that, under the null hypothesis (3), TK has an asymptotic t-distribution
with K−1 degrees of freedom, which suggests the following (1−α) confidence
interval for τ :
CIK(1− α) =
[
τˆ − tK−1(1− α/2) σˆτˆ√
K
, τˆ + tK−1(1− α/2) σˆτˆ√
K
]
, (11)
where tK−1(1−α/2) is the (1−α/2)-quantile of the student t-distribution with
K − 1 degrees of freedom.
Remark 3. The construction of the test statistic TK is inspired by Ibragi-
mov and Müller (2010). However, there are two important conceptual dif-
ferences. First, {τˆk} naturally arise from our cross-fitting procedure, which
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is essential for bias-correction and establishing asymptotic normality in our
high-dimensional inference problem. Second, due to the particular structure of
our problem, the τˆks share a common component and, thus, are not asymp-
totically independent (cf. Theorem 1). Nevertheless, we are able to show that
TK has an asymptotic t-distribution under the null hypothesis after scaling the
denominator by
√
1 + T0/T1 (cf. Theorem 2).
Remark 4. The alternative fixed bandwidth (fixed-b) approach (e.g., Kiefer
et al., 2000; Kiefer and Vogelsang, 2002a,b, 2005; Jansson, 2004) does not
naturally arise from the cross-fitting procedure and encounters extra technical
difficulty due to the estimation error from estimating the high-dimensional
weight vector w. The usual justification for the fixed-b approach is its higher-
order improvement in Gaussian location models. In Appendix A, we show that
our self-normalization procedure achieves the same property in this setting.
3 Theory
3.1 Asymptotic properties
In this section, we establish the relevant theoretical properties of our inference
procedure under correct specification. We consider a setting where both T0 →
∞ and T1 → ∞. The proposed estimator defined in (9) is shown to be
√
T0-
consistent and asymptotically normal and the test statistic TK is shown to
have a student t-distribution with K − 1 degrees of freedom.
To establish the theoretical results, we impose the following assumption.
Assumption 2 (Stationarity). E(Xt) does not depend on t and {ut}Tt=1 is
covariance-stationary.
Stationarity is a common assumption imposed for high-dimensional models
in the SC literature. For example, Carvalho et al. (2017) assume that the
entire (Y Nt , Xt) is fourth-order stationary. A natural approach for dealing
with non-stationarity is to transform the data to make them stationary before
applying our method (for example, by taking first differences or computing
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growth rates). However, doing so will generally change the interpretation of
the ATE. To avoid this issue, one can remove the non-stationary component by
making explicit assumptions on its structure. The literature has considered
several different assumptions, including common additive trends, exact unit
roots, and factor structures (e.g., Li, 2018; Amjad et al., 2018; Arkhangelsky
et al., 2018; Ferman and Pinto, 2018; Li, 2018). Our method can be applied
whenever the non-stationary structure can be successfully removed.
By simple algebra, Assumption 2 gives us the following observation.
Lemma 1. Let Assumptions 1 and 2 hold. Then, for any 1 ≤ k ≤ K,
τˆk − τ =
(
1
T1
T∑
t=T0+1
ut − 1|Hk|
∑
t∈Hk
ut
)
+
(
1
|Hk|
∑
t∈Hk
X˜t − 1
T1
T∑
t=T0+1
X˜t
)′
∆(k),
where X˜t = Xt − E(Xt) and ∆(k) = wˆ(k) − w.
Next, we now impose two assumptions which guarantee that the second
term in Lemma 1 is negligible. First, we require `2-consistency of wˆ(k).
Assumption 3. max1≤k≤K ‖wˆ(k) − w‖2 = oP (1).
Assumption 3 is a weak condition that can be verified for many different
estimation methods and does not require strict sparsity assumptions as im-
posed for example by Carvalho et al. (2017). Section 3.2 provides concrete
sufficient conditions for SC and constrained Lasso.
Second, we impose weak dependence assumptions on the data. Under
weak dependence, ∆(k) is approximately independent of the data in Hk
⋃{T0+
1, . . . , T} such that the assumed `2-consistency of wˆ(k) can be used to bound
the second term in Lemma 1.
Assumption 4. Suppose the following conditions hold:
1. There exists a constant κ1 > 0 such that for any A ⊆ {1, . . . , T}, the
largest eigenvalue of E
[
|A|−1
(∑
t∈A X˜t
)(∑
t∈A X˜t
)′]
is bounded above
by κ1.
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2. There exists a sequence ρT > 0 such that P (max1≤t≤T ‖X˜t‖∞ ≤ ρT )→ 1.
3. The data {(Xt, ut)}Tt=1 are β-mixing with coefficient satisfying βmix(γT )→
0 for some sequence γT satisfying 0 < γT < T/(K + 1) and ρTγT‖wˆ(k)−
w‖1 = oP (min{
√
T0,
√
T1}).
4. {ut}Tt=1 satisfies max1≤t≤T E|ut|r = O(1) and βmix(i) . i−η for some
constants r > 2 and η > r/(r − 2).
The weak dependence is stated in terms of β-mixing, which holds for a large
class of stochastic processes. Typically, ‖wˆ(k)‖1 is bounded by construction.
Hence, the bound on X˜t is essentially allowed to grow but no faster than
min{√T0,
√
T1}.
The following theorem states establishes the asymptotic distribution of{√
T0(τˆk − τ)
}K
k=1
.
Theorem 1. Let Assumptions 1, 2, 3, and 4 hold. Suppose that T0/T1 → c0
for some c0 ∈ [0,∞). Then
√
T0 (τˆk − τ) =
√
T0/T1
(
1√
T1
T∑
t=T0+1
ut
)
−
√
T0/|Hk|
(
1√|Hk|
∑
t∈Hk
ut
)
+oP (1).
and
√
T0

τˆ1 − τ
τˆ2 − τ
...
τˆK − τ
 d→

√
c0ξ0 −
√
Kξ1√
c0ξ0 −
√
Kξ2
...√
c0ξ0 −
√
KξK
σ,
where σ2 = limT→∞E
(
T−1/2
∑T
t=1 ut
)2
and ξ0, . . . , ξK are independent N(0, 1)
random variables.
Notice that we allow for the case where T1  T0, i.e., c0 = 0. In this
scenario, the variance comes from the errors in the pre-treatment periods.
Moreover, we include the case in which T1  T0. This is a relevant scenario in
many applications.
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Remark 5. The asymptotic results in Theorem 1 only rely on the consistency
of wˆ(k) (in `2-norm). Thus, in settings where the constrained Lasso estimator
is consistent, imposing additional constraints such as the SC constraints does
not change the asymptotic expansion in Theorem 1 and, as a consequence, does
not improve the first-order efficiency of the inference procedure. When the ad-
ditional constraints are misspecified, the resulting estimator of w will generally
be inconsistent. In Section 3.3 we show that the proposed inference method
is valid even under inconsistent estimation of w. However, inconsistency will
generally be costly in terms of efficiency, which is confirmed by the simulation
evidence in Section 4.
The next theorem establishes the asymptotic distribution of our estimator
and test statistic.
Theorem 2. Let all the assumptions in Theorem 1 hold. Then (i)√
T0(τˆ − τ) d→ N(0, (1 + c0)σ2)
and (ii), under the null hypothesis (3),
TK
d→ tK−1,
where the random variable tK−1 has a standard t-distribution with K−1 degrees
of freedom.
The first part of Theorem 2 establishes the asymptotic normality of our
ATE estimator. Making inference directly based on this result would require
the estimation of the long-run variance σ2, which is difficult in small sample
settings. We therefore use the self-normalized test statistic TK , which allows
us to completely avoid the estimation of σ2. The second part of Theorem 2
demonstrates that, under the null, TK has an asymptotically pivotal student
t-distribution with K − 1 degrees of freedom. This result is very useful from
a practical perspective, as one does not have to simulate non-standard critical
values, nor rely on subsampling or permutation distributions.
The test statistic TK and its limiting distribution depend on K. Choosing
K seems unavoidable as it is inherent to the cross-fitting procedure that is
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essential for bias-correction. To shed some light on the choice of K, it is useful
to characterize the expected length of the confidence interval (11) as a function
of K. Our theoretical results imply that
√
T0|CIK(1− α)| d→ ζK−1 with
EζK−1 = C · tK−1(1− α/2)
√
1
K − 1
Γ (K/2)
Γ ((K − 1)/2) ,
where the constant C = 2
√
2
√
1 + c0σ does not depend on K. Figure 2 plots
EζK−1 as a function of K for T0 = 15 and T1 = 28 (as in our application),
α = 0.1, and σ = 1. The choice of K is subject to a trade-off between the
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Figure 2: Expected length 90% confidence interval
expected length of the confidence intervals and their finite sample coverage
properties; see Ibragimov and Müller (2010) for a related discussion. Choosing
a largeK will lead to shorter confidence intervals, but may impact the accuracy
of the t-approximation in Theorem 2. In Section 4, we investigate the choice
of K in an empirical Monte Carlo study based on Abadie and Gardeazabal
(2003). We find that choosing K = 3 yields a good balance between coverage
accuracy and average length of the confidence intervals.
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3.2 Sufficient conditions for consistency
In this section, we verify Assumption 3 for SC and constrained Lasso. We
treat both estimators in a unified framework and write them as
wˆ(k) = arg min
w
∑
t∈H(−k)
(Yt −X ′tw)2 s.t. w ∈ W , (12)
where W is a subset of {w : ‖w‖1 ≤ Q} with Q = O(1). For constrained
Lasso, we include an unpenalized intercept into program (6). Because this
is numerically equivalent (in terms of wˆ(k)) to applying the estimator (12) to
demeaned data, we focus on this estimator in our theoretical analysis.
We impose the following assumption.
Assumption 5. Let K be fixed. Suppose that the following conditions hold
for 1 ≤ k ≤ K:
1. Let Σ(−k) = |H(−k)|−1
∑
t∈H(−k) E(XtX
′
t). There exists a constant κ > 0
such that min1≤k≤K λmin(Σ(−k)) ≥ κ.
2. ‖|H(−k)|−1
∑
t∈H(−k)(XtX
′
t − E(XtX ′t))‖∞ = oP (1) and
‖|H(−k)|−1
∑
t∈H(−k) Xtut‖∞ = oP (1).
The eigenvalues of Σ(−k) are assumed to be bounded away from zero to
achieve identification of w. The second condition in Assumption 5 holds under
weak serial dependence, mild conditions on the tail of the distribution of the
variables and conditions on N . For example, when entries of Xt and ut are
sub-Gaussian, we can allow for logN = o(
√
T0); when entries of Xt and ut have
bounded rth moment for r > 2, then we can typically allow for N = o(T r/40 ).
The following lemma presents the formal consistency result.
Lemma 2. Let Assumptions 1 and 5 hold and suppose that wˆ(k) is obtained
from (12), where W is a subset of {w : ‖w‖1 ≤ Q} with Q = O(1). Then
‖wˆ(k) − w‖2 = oP (1). In particular,∥∥wˆ(k) − w∥∥22 ≤ 4‖|H(−k)|−1
∑
t∈H(−k)(XtX
′
t − E(XtX ′t))‖∞Q2
κ
+
4‖|H(−k)|−1
∑
t∈H(−k) Xtut‖∞Q
κ
.
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3.3 Model misspecification
In this section, we show that, under weak conditions, our procedure is fully
robust against model misspecification (i.e., violations of Assumption 1).
As in Section 3.2, we treat SC and constrained Lasso in a unifying frame-
work. LetW ⊆ {w : ‖w‖1 ≤ Q} withQ = O(1) and define w∗ = arg minv∈W E(Yt−
X ′tv)
2 and u∗,t = Yt − X ′tw∗. We shall show that under weak conditions, we
have ‖wˆ(k) − w∗‖2 = oP (1) and
τˆ − τ = 1
T1
T∑
t=T0+1
u∗,t − 1
T0
T0∑
t=1
u∗,t + oP (T
−1/2
0 ).
Since w∗ might not equal to [E(XtX ′t)]−1E(XtYt), there is no guarantee that
E(u∗,t) = 0. However, as long as {u∗,t}Tt=1 is stationary, we should still ex-
pect zero mean and asymptotic normality for T−11
∑T
t=T0+1
u∗,t−T−10
∑T0
t=1 u∗,t.
Next, we provide regularity conditions to formalize this intuition.
Assumption 6. Suppose that {(Y Nt , Xt)}Tt=1 is covariance-stationary and sat-
isfies the following conditions
1. ‖(µˆ(−k)−µ)−(Σˆ(−k)−Σ)w∗‖∞ = oP (1), where µ = EXtY Nt , Σ = EXtX ′t,
µˆ(−k) = |H(−k)|−1
∑
t∈H(k) XtY
N
t and Σˆ(−k) = |H(−k)|−1
∑
t∈H(k) XtX
′
t.
2. ‖Σˆ(−k) − Σ‖∞ = oP (1) and λmin(Σ) ≥ c.
Assumption 6 serves the role of Assumption 5 in that it is essentially a
law of large numbers uniformly across entries of XtY Nt and XtX ′t. Notice
that Assumption 6 directly states a condition on XtY Nt instead of Xtut. The
following lemma establishes consistency under misspecification.
Lemma 3. Let Assumption 6 hold and suppose that wˆ(k) is obtained from
(12), where W is a convex subset of {w : ‖w‖1 ≤ Q} with Q = O(1). Then
‖wˆ(k) − w∗‖2 = oP (1). In particular,
‖wˆ(k) − w∗‖22 ≤
4‖Σˆ(−k) − Σ‖∞Q2 + 2‖(µˆ(−k) − Σˆ(−k)w∗)− (µ− Σw∗)‖∞Q
c
.
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Next, we note that all the previous theoretical results still hold with ut
replaced by u˜t := u∗,t − E(u∗,t). Therefore, we have results analogous to
Theorem 1 and Theorem 2.
Theorem 3. Let Assumption 4 hold with ut replaced by u˜t and let Assumption
6 hold. Suppose that wˆ(k) is obtained from (12), where W is a convex subset
of {w : ‖w‖1 ≤ Q} with Q = O(1), and that T0/T1 → c0 for some c0 ∈ [0,∞).
Then
√
T0 (τˆk − τ) =
√
T0/T1
(
1√
T1
T∑
t=T0+1
u˜t
)
−
√
T0/|Hk|
(
1√|Hk|
∑
t∈Hk
u˜t
)
+oP (1),
and
√
T0

τˆ1 − τ
τˆ2 − τ
...
τˆK − τ
 d→

√
c0ξ0 −
√
Kξ1√
c0ξ0 −
√
Kξ2
...√
c0ξ0 −
√
KξK
σ∗,
where σ2∗ = limT→∞E
(
T−1/2
∑T
t=1 u˜t
)2
and ξ0, . . . , ξK are independent N(0, 1)
random variables.
Theorem 4. Let all the assumptions in Theorem 3 hold. Then (i)√
T0(τˆ − τ) d→ N(0, (1 + c0)σ2∗)
and (ii), under the null hypothesis (3),
TK
d→ tK−1.
As discussed in Remark 5, adding additional constraints does not change
the first order asymptotics under correct specification. Theorem 4 allows us
to study the impact of adding additional constraints under misspecification.
To illustrate, we compare the asymptotic efficiency of constrained Lasso with
Q = 1 and DID. Note that the DID estimator of the ATE can be written as
τˆDID =
1
T1
T∑
t=T0+1
(Yt −X ′twDID)−
1
T0
T0∑
t=1
(Yt −X ′twDID) ,
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where wDID := (1/N, . . . , 1/N)
′. For simplicity, suppose that E(Y Nt ) = 0 and
E(Xt) = 0 and assume that the data are i.i.d.. Then a CLT gives√
T0(τˆ
DID − τ) d→ N(0, (1 + c0)σ2DID), σ2DID = E (Yt −X ′twDID)2 .
For constrained Lasso, the previous results imply√
T0(τˆ − τ) d→ N(0, (1 + c0)σ2∗), σ2∗ = E(Yt −X ′tw∗)2,
where w∗ = arg minv∈WCL1 E(Yt − X ′tv)2. To show that the estimator based
on constrained Lasso is more efficient, it suffices to note that
σ2∗ = E(Yt −X ′tw∗)2 = min
v∈WCL1
E(Yt −X ′tv)2 ≤ E (Yt −X ′twDID)2 = σ2DID.
This shows that, while adding additional restrictions that are not correct may
yield valid inferences (i.e., accurate coverage), it can be costly in terms of
asymptotic efficiency, which is confirmed by the simulation evidence in Section
4.
4 Empirical Monte Carlo study
To evaluate the practical usefulness and the small sample performance of our
method, we conduct an empirical Monte Carlo study based on the original
SC paper by Abadie and Gardeazabal (2003), who study the economic conse-
quences of terrorism.
4.1 Empirical setup and results
Abadie and Gardeazabal (2003) use SC to estimate the causal effect of the
terrorist activities by the Basque terrorist organization ETA on per-capita
GDP in the Basque Country. They use province-level data on annual real
per-capita GDP in thousands of 1986 USD from 1955 to 1997.5 There are
N +1 = 17 provinces including the Basque country. Since the terrorist actives
5The data are available through the R-package Synth (Abadie et al., 2011).
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gained in strength during the 1970’s, following Firpo and Possebom (2018),
our pre-intervention period lasts from 1955 to 1969 (T0 = 15) and the post-
intervention period lasts from 1970 to 1997 (T1 = 28). Figure 3 displays the
raw data.
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Figure 3: Raw Data
Because the province-level GDP data are non-stationary, we follow Ferman
and Pinto (2018) and de-trend the data by subtracting the contemporaneous
average of the control outcomes.6 Table 1 presents the ATE estimates and
confidence intervals for constrained Lasso with Q = 1, SC and DID.7 We
find that, on average, terrorism decreased the real per-capita GDP in the
Basque Country by 430–810 USD. Overall, constrained Lasso yields the largest
negative point estimates, followed by SC and DID. For all three methods, the
effects are not significant when K = 2 and are significant at the 10%-level
when K = 3.
6In an earlier version of this paper (Chernozhukov et al., 2018b), we de-trended the data
using province-level trends and found similar results.
7Note that the results for DID are slightly different for K = 2 and K = 3, since we use
K · bT0/Kc pre-treatment periods.
22
Table 1: Results application
CL SC DID
K ATE 90%-CI ATE 90%-CI ATE 90%-CI
2 -0.69 -1.43 0.04 -0.55 -2.18 1.08 -0.44 -1.60 0.72
3 -0.81 -1.15 -0.46 -0.76 -1.29 -0.22 -0.43 -0.78 -0.08
Notes: CI: confidence interval; CL: constrained Lasso with Q = 1.
4.2 Monte Carlo study
The Monte Carlo study is calibrated to closely match the empirical application.
We set T0 = 15, T1 = 28, and N = 16 and generate the control outcomes based
on a factor model with four factors fitted to the empirical data:
Y Nit = λ
′
ift + ηit, 1 ≤ i ≤ N, 1 ≤ t ≤ T,
where ft ∼ N(0,Σf ), ηit = ρiηi,t−1 + it, and it ∼ N(0, σ2i). The treated
outcome is
Y Nt = µ+X
′
tw + ut, 1 ≤ t ≤ T,
with ut = ρuut−1 + vt, and vt ∼ N(0, σ2v). (λ1, . . . , λN), Σf , (ρ1, . . . , ρN),
(σ21 , . . . , σ
2
N
), ρu, and σ2v are estimated from the data. We note that the
degree of serial correlation is high: med(ρ1, . . . , ρN) = 0.75 and ρu = 0.64.
Treatment effects are assumed to be constant: αt = τ = 0 for t > T0.
We consider five DGPs that differ with respect to the specification of (µ,w)
and compare four inference procedures: K-fold cross-fitting in conjunction
with constrained Lasso, SC, and DID, and the ArCo method of Carvalho et al.
(2017).8 Given the small sample size, we only show the results for K ∈ {2, 3}.
Table 2 presents the results. Despite the aforementioned strong serial cor-
relation and the very small sample size, our inference method exhibits an
excellent performance. The simulation results highlight the trade-off between
8The ArCo method is implemented using the R-package ArCo (Fonseca et al., 2017).
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Table 2: Simulation results
Coverage Average length CI
K CL SC DID ArCo CL SC DID ArCo
DGP1 (µ = 0, application-based SC estimates of w)
2 0.89 0.89 0.90 0.65 0.39 0.38 1.47 0.13
3 0.85 0.86 0.89 0.65 0.16 0.16 0.73 0.13
DGP2 (Application-based CL estimates of (µ,w))
2 0.88 0.86 0.90 0.67 0.40 0.81 1.08 0.11
3 0.84 0.85 0.89 0.67 0.16 0.39 0.55 0.11
DGP3 (µ = 1, w = (1/N, . . . , 1/N)′)
2 0.88 0.85 0.90 0.72 0.42 0.95 0.30 0.11
3 0.86 0.84 0.85 0.72 0.17 0.47 0.14 0.11
DGP4 (µ = −1, w = − (1, . . . , 0, 0)′)
2 0.89 0.87 0.90 0.71 0.40 1.11 1.33 0.09
3 0.86 0.83 0.90 0.71 0.16 0.51 0.68 0.09
DGP5 (µ = −1, w = − (1/N, 2/N, . . . , 1)′)
2 0.86 0.87 0.88 0.62 1.07 1.62 1.57 0.22
3 0.83 0.83 0.86 0.62 0.47 0.74 0.76 0.22
Notes: Simulation design based on the empirical application as de-
scribed in the main text. CI: confidence interval. CL: constrained
Lasso with Q = 1. Nominal coverage 1 − α = 0.9. Based on simula-
tions with 2000 repetitions.
coverage accuracy and length of the confidence intervals when choosing K.
From a practical perspective, K = 3 yields a good balance between robust-
ness and average length. A comparison of constrained Lasso, SC, and DID
shows that misspecification can lead to much wider confidence intervals. On
the other hand, imposing additional restrictions that are correct does not sub-
stantially reduce average length. This finding is consistent with our theoretical
results (cf. Remark 5). Finally, irrespective of the estimator, we find that our
inference method performs much better than ArCo, which exhibits substantial
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undercoverage under all DGPs (and even under the ultra-sparse DGP4). This
can at least partly be attributed to the poor small sample properties of the
long-run variance estimator underlying the ArCo method.
5 Conclusion
This paper develops new methods for making inference on ATEs estimated by
SC and related methods in aggregate panel data settings. We approximate the
counterfactual outcomes using linear models. The proposed inference method
is based on a cross-fitting procedure for bias-correction in conjunction with
a self-normalized t-statistic. It only requires consistent (in `2-norm) estima-
tion of the parameters, which can be verified for many different methods and
we provide sufficient conditions for SC and constrained Lasso. Our method
is very easy to implement and has several advantages: it provides a unified
inference framework for several different models, is provably robust against
misspecification, avoids the difficult estimation of the long-run variance, and
demonstrates an excellent small sample performance.
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Appendix (for online publication)
A Higher-order improvements
Suppose that we observe {yt}Tt=1 from the following Gaussian location model:
yt = β + ut, (13)
where ut is a mean zero covariance-stationary Gaussian process with
∑∞
h=−∞ h
2γ(h) <
∞ and γ(h) = Eutut−h. This model has been considered for example by Jansson
(2004) and Sun et al. (2008, Assumption 3). Sun et al. (2008) show that the usual
consistent estimators using Bartlett kernel for the long-run variance (e.g., Newey-
West estimator) would generate a test that has size distortion at least O(T−1/2).
They also show that the fixed-b approach would have size distortion of the order
O(T−1). These results are the typical explanation for why the fixed-b approach is
more accurate than classical long-run variance estimation approach. We now show
that in this setting our self-normalization approach also enjoys the higher-order im-
provement as it has size distortion of the order O(T−1).
We first outline the inference procedure in the Gaussian location model in (13).
LetK ≥ 2 be a fixed integer and defineG = T/K. For simplicity, we assume thatG is
an integer. Then we construct blocks {Hk}Kk=1 withHk = {(k−1)G+1, . . . , kG}. Let
βˆk = G
−1∑
t∈Hk yt for 1 ≤ k ≤ K and β¯ = K−1
∑K
k=1 βˆk. For testing H0 : β = 0,
we define the test statistic
TK =
√
Kβ¯√
(K − 1)−1∑Kk=1(βˆk − β¯)2 .
The critical value is tK−1(1− α/2).
Theorem 5. Consider the model in (13). Suppose that H0 : β = 0 holds. Then
|P (|TK | > tK−1(1− α/2))− α| = O(T−1).
By Theorem 5, the “cross-fitted” self-normalized t-test also has size distortion
O(T−1) in the Gaussian location model (13). Although it is quite difficult to derive
the higher-oder asymptotics outside the Gaussian location model, Theorem 5 sug-
gests that, for size considerations, the cross-fitted self-normalized test is expected to
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have similar properties as fixed-b methods. However, in high-dimensional settings,
we are not aware of any existing results that would allow for establishing the validity
of the fixed-b approach.
B Proofs
B.1 Lemmas
B.1.1 Proof of Lemma 1
Let µ = E(Xt). Notice that for T0 + 1 ≤ t ≤ T ,
Yt −X ′twˆ(k) = αt + ut −X ′t∆(k) = αt + ut − µ′∆(k) − X˜ ′t∆(k)
and for t ∈ Hk
Yt −X ′twˆ(k) = ut −X ′t∆(k) = ut − µ′∆(k) − X˜ ′t∆(k).
Therefore,
τˆk − τ = T−11
T∑
t=T0+1
(Yt −X ′twˆ(k))−
1
|Hk|
∑
t∈Hk
(Yt −X ′twˆ(k))− τ
= T−11
T∑
t=T0+1
(αt + ut − µ′∆(k) − X˜ ′t∆(k))−
1
|Hk|
∑
t∈Hk
(ut − µ′∆(k) − X˜ ′t∆(k))− τ
= T−11
T∑
t=T0+1
ut − 1|Hk|
∑
t∈Hk
ut +
1
|Hk|
∑
t∈Hk
X˜ ′t∆(k) − T−11
T∑
t=T0+1
X˜ ′t∆(k).
The proof is complete.
B.1.2 Proof of Lemma 2
We use the notation ET,(−k) for |H(−k)|−1
∑
t∈H(−k) . To simplify notations, we use
δ = wˆ(k) − w instead of ∆(k) = wˆ(k) − w. Let η1 = ‖ET,(−k)(XtX ′t − E(XtX ′t))‖∞
and η2 = ‖ET,(−k)Xtut‖∞.
Notice that ET,(−k)(ut −X ′tδ)2 ≤ ET,(−k)u2t . Therefore,
ET,(−k)(X ′tδ)
2 ≤ 2(ET,(−k)Xtut)′δ ≤ 2η2‖δ‖1.
31
Notice that∣∣δ′ (ET,(−k)XtX ′t − Σ(−k)) δ∣∣ ≤ ‖δ‖21 ∥∥ET,(−k)XtX ′t − Σ(−k)∥∥∞ = η1‖δ‖21.
This means that
ET,(−k)(X ′tδ)
2 ≥ δ′Σ(−k)δ − η1‖δ‖21 ≥ κ‖δ‖22 − η1‖δ‖21.
It follows that
κ‖δ‖22 − η1‖δ‖21 ≤ 2η2‖δ‖1.
Since ‖δ‖1 ≤ ‖wˆ(k)‖1 + ‖w‖1 ≤ 2Q, we obtain the result by ‖δ‖22 ≤ (η1‖δ‖21 +
2η2‖δ‖1)/κ.
B.1.3 Proof of Lemma 3
For simplicity, we write wˆ = wˆ(k), µˆ = µˆ(−k) and Σˆ = Σˆ(−k). Let ξ = (µˆ − Σˆw∗) −
(µ− Σw∗). By assumption, ‖ξ‖∞ = oP (1).
We rewrite
w∗ = arg min
v
v′Σv − 2µ′v s.t. v ∈ W
and
wˆ = arg min
v
v′Σˆv − 2µˆ′v s.t. v ∈ W
Let ∆ = wˆ−w∗. For any λ ∈ [0, 1], define wλ = w∗+λ∆. Then by the definition
of w∗, we have that w′λΣwλ − 2µ′wλ ≥ w′∗Σw∗ − 2µ′w∗, which means
λ2∆′Σ∆ ≥ 2λ(µ− Σw∗)′∆.
Thus, for any λ ∈ (0, 1), we have that λ∆′Σ∆ ≥ 2(µ−Σw∗)′∆. Since this holds
for any λ ∈ (0, 1), we have that
(µ− Σw∗)′∆ ≤ 0. (14)
Now by definition, we have that
wˆ′Σˆwˆ − 2µˆ′wˆ ≤ w′∗Σˆw∗ − 2µˆ′w∗.
It follows that
∆′Σˆ∆ ≤ 2(µˆ− Σˆw∗)′∆.
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Notice that
(µˆ− Σˆw∗)′∆ = (µ− Σw∗)′∆ + ξ′∆
(i)
≤ ξ′∆ ≤ ‖ξ‖∞‖∆‖1 ≤ 2‖ξ‖∞Q,
where (i) holds by (14). The above two displays imply that
∆′Σˆ∆ ≤ 2‖ξ‖∞Q.
Therefore,
2‖ξ‖∞Q ≥ ∆′Σ∆ + ∆′(Σˆ− Σ)∆ ≥ ∆′Σ∆− ‖Σˆ− Σ‖∞‖∆‖21
≥ c‖∆‖22 − 4‖Σˆ− Σ‖∞Q2.
The desired result follows.
B.2 Main results
B.2.1 Proof of Theorem 1
Proof of Theorem 1. By Lemma 1, we have that∣∣∣∣∣∣τˆk − τ −
 1
T1
T∑
t=T0+1
ut − 1|Hk|
∑
t∈Hk
ut
∣∣∣∣∣∣
≤
∣∣∣∣∣∣ 1|Hk|
∑
t∈Hk
X˜ ′t∆(k)
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1T1
T∑
t=T0+1
X˜ ′t∆(k)
∣∣∣∣∣∣ , (15)
where X˜t = Xt −E(Xt) and ∆(k) = wˆ(k) −w. We now bound the two terms on the
right-hand side of (15).
Fix k ∈ {1, ...,K}. Define Bk to be the “two-sided buffer”, i.e., the set that
contains the smallest γT numbers and the largest γT numbers in Hk. Also define
Ak = Hk\Bk, i.e., Ak = {t : minHk + γT + 1 ≤ t ≤ maxHk − γT }. Thus,∑
t∈Hk
X˜ ′t∆(k) =
∑
t∈Ak
X˜ ′t∆(k) +
∑
t∈Bk
X˜ ′t∆(k).
The second term can be bounded by∣∣∣∣∣∣
∑
t∈Bk
X˜ ′t∆(k)
∣∣∣∣∣∣ ≤ max1≤t≤T0 ‖X˜t‖∞‖∆(k)‖1|Bk| = 2γT max1≤t≤T0 ‖X˜t‖∞‖∆(k)‖1.
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Thus,
P
∣∣∣∣∣∣
∑
t∈Bk
X˜ ′t∆(k)
∣∣∣∣∣∣ ≤ 2ρTγT ‖∆(k)‖1
→ 1. (16)
On the other hand, we use Berbee’s coupling to bound
∑
t∈Ak X˜
′
t∆(k). By The-
orem 16.2.1 of Athreya and Lahiri (2006), on an enlarged probability space, there
exist random variables {X¯t}t∈Ak such that (1) {X¯t}t∈Ak and {X˜t}t∈Ak have the
same distribution, (2) {X¯t}t∈Ak is independent of data in {1, ..., T0}\Hk and (3)
P ({X¯t}t∈Ak 6= {X˜t}t∈Ak) ≤ βmix(γT ). Notice that ∆(k) is independent of {X¯t}t∈Ak .
Hence,
E
∑
t∈Ak
X¯ ′t∆(k)
2 | ∆(k)
 = ∆′(k)E
∑
t∈Ak
X¯t
∑
t∈Ak
X¯t
′∆(k)
(i)
≤ |Ak|κ1‖∆(k)‖22,
where (i) follows by Assumption 4 and the fact that {X¯t}t∈Ak and {X˜t}t∈Ak have the
same distribution. Thus,
∑
t∈Ak X¯
′
t∆(k) = OP (
√|Ak|‖∆(k)‖2). Since P ({X¯t}t∈Ak 6=
{X˜t}t∈Ak) ≤ βmix(γT ) = o(1), it follows that∑
t∈Ak
X˜ ′t∆(k) = OP (
√
|Ak|‖∆(k)‖2). (17)
Now by (16) and (17),∑
t∈Hk
X˜ ′t∆(k) = OP
(
ρTγT ‖∆(k)‖1 +
√
|Ak|‖∆(k)‖2
)
(i)
= OP
(
ρTγT ‖∆(k)‖1 +
√
T0‖∆(k)‖2
)
,
where (i) follows by the assumption that γT = o(T0), min1≤k≤K |Hk|/T0 ≥ 1/(K+1)
and K is bounded. Similarly, we can show
T−11
T∑
t=T0+1
X˜ ′t∆ = OP
(
T−11 ρTγT ‖∆(k)‖1 + T−1/21 ‖∆(k)‖2
)
.
The above two displays and (15) imply∣∣∣∣∣∣τˆk − τ −
 1
T1
T∑
t=T0+1
ut − 1|Hk|
∑
t∈Hk
ut
∣∣∣∣∣∣ = OP
(
ρTγT ‖∆(k)‖1
min{T0, T1} +
‖∆(k)‖2√
min{T0, T1}
)
.
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By Assumptions 3 and 4, we have
√
T0
∣∣∣∣∣∣τˆk − τ −
 1
T1
T∑
t=T0+1
ut − 1|Hk|
∑
t∈Hk
ut
∣∣∣∣∣∣ = oP (1) .
The desired result in Theorem 1 follows from Assumption 3 and the usual CLT for
dependent processes, e.g., Theorem 5.20 of White (2001).
B.2.2 Proof of Theorem 2
Part (i) is a direct consequence of Theorem 1. For Part (ii), Theorem 1 and the
continuous mapping theorem imply that
TK
d→ TK ,
where
TK =
√
K(K−1
∑K
k=1(
√
c0ξ0 −
√
Kξk))
√
1 + c0
√
(K − 1)−1∑Kk=1((√c0ξ0 −√Kξk)−K−1∑Kk=1(√c0ξ0 −√Kξk))2
=
(1 + c0)
−1/2(
√
Kc0ξ0 −Kξ¯)√
(K − 1)−1∑Kk=1(√K(ξk − ξ¯))2
=
(1 + c0)
−1/2(
√
c0ξ0 −
√
Kξ¯)√
(K − 1)−1∑Kk=1(ξk − ξ¯)2 ,
where ξ¯ = K−1
∑K
k=1 ξk. Notice that
∑K
k=1(ξk − ξ¯)2 is independent of ξ¯ and thus is
independent of the numerator of TK . It follows that TK has a student t-distribution
with K − 1 degrees of freedom.
B.2.3 Proof of Theorem 3
Note that all the results in Lemma 1 and Theorem 1 still hold with ut replaced by
u∗,t. Therefore, the result follows by Lemma 3 and similar arguments as in Theorem
1.
B.2.4 Proof of Theorem 4
In view of Theorem 3, the proof follows by the same arguments as in the proof of
Theorem 2.
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B.2.5 Proof of Theorem 5
We define the mapping ψ : RK → R by
ψ(v1, ..., vK) =
√
Kv¯√
(K − 1)−1∑Kk=1(vk − v¯)2 with v¯ = K
−1
K∑
j=1
vj .
We define ΣT,K to be the covariance matrix of
√
G(βˆ1, ..., βˆK). We also define
the matrix ΣK to be the diagonal matrix whose diagonal entries are all equal to
TE(βˆ21). Finally, we define ξ ∼ N(0, IK). Hence, TK has the same distribution as
ψ(Σ
1/2
T,Kξ). Moreover, ψ(Σ
1/2
K ξ) follows student’s t-distribution with K − 1 degrees
of freedom. It suffices to show that∣∣∣P (ψ(Σ1/2T,Kξ) ≤ a)− P (ψ(Σ1/2K ξ) ≤ a)∣∣∣ = O(T−1) ∀a ∈ R.
Clearly, ψ(·) is Lipschitz. Since the student’s t-distribution with K − 1 degrees
of freedom has bounded density, we only need to show that ‖Σ1/2T,Kξ − Σ1/2K ξ‖2 =
OP (T
−1).
Now we do so by showing that ΣT,K − ΣK = O(T−1). The diagonal entries in
both matrices are the same. We consider the off-diagonal entries. Fix k, l ∈ {1, ...,K}
with l > k ≥ 1. Then∣∣∣(ΣT,K)k,l∣∣∣
= G
∣∣∣E(βˆkβˆl)∣∣∣
= G−1
∣∣∣∣∣∣
∑
t1∈Hk
∑
t2∈Hl
Eut1ut2
∣∣∣∣∣∣
= G−1
∣∣∣∣∣∣
kG∑
t1=(k−1)G+1
lG∑
t2=(l−1)G+1
Eut1ut2
∣∣∣∣∣∣
= G−1
∣∣∣∣∣∣
kG∑
t1=(k−1)G+1
lG∑
t2=(l−1)G+1
γ(t2 − t1)
∣∣∣∣∣∣
= G−1
∣∣∣∣∣∣
kG∑
t1=(k−1)G+1
lG−t1∑
h=(l−1)G+1−t1
γ(h)
∣∣∣∣∣∣
= G−1
∣∣∣∣∣∣
(l−1)G∑
h=(l−2)G+1
γ(h) [min {(l − k + 1)G− h,G} −max {(l − k)G+ 1− h, 1}]
∣∣∣∣∣∣
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≤ G−1
(l−1)G∑
h=(l−2)G+1
|γ(h)| · |[min {(l − k + 1)G− h,G} −max {(l − k)G+ 1− h, 1}]|
≤ G−1
(l−1)G∑
h=(l−2)G+1
|γ(h)|h ≤ KT−1
∞∑
h=1
|γ(h)|h.
Since
∑∞
h=1 |γ(h)|h is bounded, we have (ΣT,K)k,l = O(T−1). Therefore, ΣT,K −
ΣK = O(T
−1). The proof is complete.
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