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Resumen: En este art´ıculo analizamos la utilidad que tiene el ca´lculo de la riqueza
le´xica para predecir atributos demogra´ficos latentes en textos de opinio´n del espan˜ol.
Nuestro objetivo es determinar hasta que´ punto la riqueza le´xica permite predecir el
sexo, la edad y la procedencia de los autores de este tipo de textos. Para ello hemos
analizado 32 me´tricas de la riqueza le´xica en 1911 textos de opinio´n previamente
etiquetados con informacio´n demogra´fica. Esta aproximacio´n tiene como principales
ventajas la independencia del dominio y la reduccio´n del coste computacional.
Palabras clave: Sistemas de Recomendacio´n, categorizacio´n de textos, riqueza le´xi-
ca
Abstract: In this paper we analyse the utility of Lexical richness estimations to
predict latent user attributes shown in Spanish opinionated texts. Our aim is to
establish how useful could be the Lexical richness to predict user’s gender, age and
regional origin. Because of this goal, we applied 32 lexical richness measures to
1911 previously labeled texts with demographic information. This approach has the
advantage that it is domain-independent with modest computational cost.
Keywords: Recommender Systems, text categorization, lexical richness
1. Introduccio´n
Los Sistemas de Recomendacio´n (SR) utili-
zan el conocimiento que tienen del usuario
para personalizar las recomendaciones. La ge-
neracio´n de los perfiles de usuario es, por lo
tanto, una tarea fundamental en el disen˜o de
estos sistemas. La informacio´n demogra´fica,
p.e. edad o sexo, suele estar en la base de to-
do perfil. Actualmente se buscan alternativas
no intrusivas para la obtencio´n de dichos per-
files mediante la interpretacio´n de las accio-
nes y comportamientos del usuario. Analizar
los textos que produce el usuario (compor-
tamiento verbal) para predecir sus atributos
demogra´ficos, puede constituir una v´ıa indi-
recta pero efectiva de crear y mantener los
perfiles.
El ana´lisis de textos con el propo´sito asig-
narles un atributo demogra´fico predefinido,
se ha considerado habitualmente una tarea
t´ıpica de la categorizacio´n de textos (Sebas-
tiani, 2002). No obstante, tratar la asigna-
cio´n de atributos demogra´ficos como un ca-
so de categorizacio´n de textos presenta una
doble problema´tica. Por un lado, comporta
elevados costes computacionales: el uso de n-
gramas exige la habilidad para manejar una
alta dimensionalidad de espacio de rasgos.
Por otro, la categorizacio´n de textos suele
estar determinada por el contenido tema´tico
del documento, lo cual hace que sea depen-
diente del dominio (Sarawgi, Gajulapalli, y
Choi, 2011).
En este art´ıculo evaluamos el uso de la
riqueza le´xica para la extraccio´n de atribu-
tos demogra´ficos latentes. A diferencia de los
me´todos para la categorizacio´n de textos, el
ca´lculo de la riqueza le´xica tiene un coste
computacional muy bajo y es totalmente in-
dependiente del dominio. Esto se debe a que
la riqueza le´xica evalu´a los textos en te´rminos
de la variedad y la cantidad del vocabulario
que contienen de acuerdo con la relacio´n ty-
pes/tokens.
La evaluacio´n se ha llevado a cabo me-
diante una serie de experimentos que usan
una aproximacio´n basada en aprendizaje au-
toma´tico. En los experimentos hemos aplica-
do me´tricas esta´ndar de riqueza le´xica sobre
1911 textos de opinio´n en espan˜ol agrupados
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por atributos demogra´ficos y clases binarias.
El art´ıculo esta´ organizado en 5 secciones.
En la seccio´n 2 se describe brevemente los
trabajos relacionados. En la seccio´n 3 presen-
tamos el me´todo y el corpus que hemos usado
para el ana´lisis. En la seccio´n 4 describimos
los experimentos y los resultados obtenidos.
Finalmente, en la seccio´n 5 ofrecemos las con-
clusiones y el trabajo futuro.
2. Trabajos relacionados
La extraccio´n de atributos demogra´ficos la-
tentes –atributos demogra´ficos no expresados
de forma expl´ıcita por el autor de un texto– es
una tarea orientada a la deteccio´n de perfiles
de usuario (user profiling). Esta tarea esta´ re-
lacionada con la clasificacio´n automa´tica de
textos y la estilometr´ıa (Koppel, Argamon, y
Shimoni, 2003) pero se diferencia de aquellas
en que no clasifica textos por su contenido
tema´tico ni por el estilo individual de su au-
tor1.
No obstante, por su proximidad con la cla-
sificacio´n de textos y la estilometr´ıa, para la
extraccio´n de atributos demogra´ficos latentes
se aplican me´todos pertenecientes a ambos
campos (Koppel, Schler, y Argamon, 2009).
Por ejemplo, se suele emplear grandes con-
juntos de rasgos que reflejan el contenido de
un documento (p.e. palabras clave) en com-
binacio´n con me´todos de seleccio´n automa´ti-
ca de rasgos, los me´todos estad´ısticos como el
ana´lisis multivariante o las te´cnicas de apren-
dizaje automa´tico. Los trabajos que citamos
a continuacio´n son una muestra de esta com-
binacio´n de enfoques.
En Schler et al. (2006) se usan rasgos de
estilo y de contenido para clasificar documen-
tos por la edad y el sexo de su autor. Dentro
del primer grupo de rasgos los investigadores
seleccionan secuencias de clases de palabras
(part of speech, POS), palabras funcionales,
neologismos y palabras que aparecen con una
alta frecuencia en blogs. Como rasgos de con-
tenido seleccionan las palabras con contenido
le´xico y un listado de palabras especiales to-
madas del programa para el ana´lisis de textos
LIWC2. Para cada rasgo se midio´ la frecuen-
1Segu´n Koppel, Argamon, y Shimoni (2003), si
consideramos que los autores individuales exhiben
ha´bitos ma´s consistentes en cuanto a estilo que los
autores agrupados por clases, la deteccio´n de perfiles
es una tarea ma´s ardua que la atribucio´n de autor´ıa.
2Linguistic Inquiry and Word Count
(http://www.liwc.net/)
cia de aparicio´n en el corpus por sexo y por
edad.
Tambie´n para predecir la edad y el se-
xo, Kabbur, Han, y Karypis (2010) usan
una aproximacio´n basada en aprendizaje au-
toma´tico. Los autores representan cada do-
cumento (pa´ginas web) con un conjunto de
rasgos de contenido (te´rminos) y estructura-
les (tags HTML).
Recientemente, Sarawgi, Gajulapalli, y
Choi (2011) combinan te´cnicas estad´ısticas y
de aprendizaje automa´tico para predecir el
sexo de los autores de blogs y de art´ıculos
cient´ıficos. Su principal objetivo consiste en
hacer la clasificacio´n sin tener que recurrir
a informacio´n relacionada con el tema de los
documentos. Los rasgos que emplean se basan
en patrones morfolo´gicos, le´xico-sinta´cticos y
relaciones de dependencia de larga distancia.
Como ejemplo de prediccio´n de la proce-
dencia del usuario tenemos el trabajo de Kop-
pel, Schler, y Zigdon (2005). En su trabajo,
utilizan una serie de rasgos estil´ısticos para
clasificar los autores de textos en ingle´s segu´n
su procedencia. Los investigadores agrupan
en tres categor´ıas dichos rasgos: palabras fun-
cionales, n-gramas de caracteres y errores or-
togra´ficos y sinta´cticos. Un trabajo similar a
este, so´lo que usando rasgos le´xicos y estruc-
turales, es el de Estival et al. (2007). Final-
mente, una investigacio´n que intenta ampliar
el conjunto de rasgos de estos dos modelos es
el art´ıculo de Jojo y Dras (2009). Los investi-
gadores recurren a errores sinta´cticos causa-
dos por interferencia con la lengua de origen
para predecir la procedencia de autores de
textos en ingle´s.
A diferencia de los trabajos anteriores que
para identificar atributos demogra´ficos se ba-
san en la cantidad y complejidad de los ras-
gos, en esta investigacio´n usamos conjunto re-
ducido de rasgos que obtenemos mediante el
ca´lculo de la riqueza le´xica. Los beneficios de
esta aproximacio´n son la independencia del
dominio y del idioma, la facilidad para ex-
traer los rasgos y el bajo coste computacio-
nal.
3. Ana´lisis
El objetivo de este art´ıculo es analizar la via-
bilidad del empleo de la riqueza le´xica para
la extraccio´n de atributos demogra´ficos laten-
tes. A continuacio´n, presentamos las me´tricas
de riqueza le´xica y los datos utilizados para
cumplir con este objetivo.
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3.1. Las me´tricas
La riqueza le´xica –en adelante nos referiremos
como RiqLex– (Read, 2005) se compone de
tres dimensiones que son la densidad (Den-
Lex), la sofisticacio´n (SofLex) y la variacio´n
(VarLex). La DenLex (Ure, 1971) calcula la
proporcio´n entre el nu´mero de palabras le´xi-
cas y el nu´mero total de palabras (le´xicas y
gramaticales) de un texto. La SofLex (Read,
2005), tambie´n conocida como singularidad
le´xica, mide la proporcio´n de palabras “sofis-
ticadas o avanzadas” presentes en un texto.
Finalmente, la VarLex (Granger y Wynne,
2000), denominada diversidad le´xica (Mal-
vern et al., 2004) y a´mbito le´xico (Crystal,
1982), mide el nu´mero de types o palabras
diferentes que hay en un texto.
Adicionalmente, Laufer y Nation (1995)
reconocen una dimensio´n ma´s, la originalidad
le´xica. No obstante, el ı´ndice de originalidad
le´xica (OriLex) es una medida individual: se
emplea para comparar la produccio´n escrita
de una persona con relacio´n al grupo. La Ori-
Lex calcula el porcentaje de palabras que usa
la persona y que no son usadas por nadie ma´s
dentro de ese mismo grupo. Por este motivo
no se emplea en esta investigacio´n.
La mayor´ıa de las me´tricas que hemos se-
leccionado para predecir los atributos edad,
sexo y procedencia, son transformaciones al-
gebraicas que trabajan con ı´ndices le´xicos pa-
ra compensar la variacio´n en la longitud de
los textos. Hemos optado por este me´todo
ya que consideramos que representa un ni-
vel ma´s avanzado en el calculo de la rique-
za le´xica. Adema´s, con ello evitamos tener
que recurrir a me´todos ma´s simples de estan-
darizacio´n como, por ejemplo, dividir todos
los textos en segmentos de la misma longi-
tud (Thordardottir y Weismer, 2001; Jarvis,
2002) o hacer una seleccio´n aleatoria de pa-
labras (Breeder, Extra, y van Hout, 1986).
Estos u´ltimos se consideran procedimientos
“derrochadores” (wasteful) pues prescinden
de datos potencialmente relevantes al tiempo
que dificultan la reproduccio´n de los experi-
mentos y el contraste de los resultados (Mal-
vern et al., 2004; Lu, 2011).
En el Cuadro 1 presentamos el conjunto
de me´tricas que hemos aplicado. En total hay
una medida de la DenLex (1), cinco de la So-
fLex (2-6) y 22 de la VarLex (7-29). El nu´me-
ro real de me´tricas aplicadas es de 32 pues en
las fo´rmulas 16, 20, 25 y 29 el sub´ındice G
puede ser interpretado como n (nombre), v
(verbo), a (adjetivo) o r (adverbio) puesto
que son las categor´ıas de base le´xica. Adi-
cionalmente, para cada medida se especifican
los siguientes valores (segu´n columna): la di-
mensio´n a la que pertenece (Dim.), un iden-
tificador de la me´trica (Id.), el nombre de la
me´trica, una etiqueta que facilita su posterior
identificacio´n en la seccio´n de resultados, la
fo´rmula y una referencia bibliogra´fica. En la
parte inferior de la tabla aparecen las con-
venciones necesarias para interpretar correc-
tamente las fo´rmulas.
En la definicio´n de las me´tricas hemos asu-
mido que las palabras de contenido le´xico son
los nombres, los adjetivos, los verbos y los ad-
verbios. Dentro de las palabras de contenido
gramatical estar´ıan las preposiciones, las con-
junciones, el art´ıculo y los pronombres. De la
misma forma, para determinar los ı´ndices de
sofisticacio´n nos hemos apoyado en una lis-
ta de las 5000 formas ma´s frecuentes del es-
pan˜ol de acuerdo con la RAE3. Segu´n Laufer
y Nation (1995), las palabras sofisticadas no
esta´n en la lista de las 1000 o 2000 palabras
ma´s frecuentes de un idioma. En nuestro ca-
so hemos usado las 5000 ya que la lista de
la RAE contiene tanto palabras le´xicas como
gramaticales.
3.2. Los datos
Los textos sobre los cuales aplicamos las
me´tricas de la RiqLex pertenecen al cor-
pus Hopinion. Este corpus contiene ma´s
de 18.000 textos de opinio´n en caste-
llano provenientes de la web de TripAdvior
(www.tripadvisor.es). Cada texto tiene una
extensio´n aproximada de 150 palabras. De es-
te conjunto de textos seleccionamos 1911 por
estar anotados con informacio´n morfolo´gica
y demogra´fica.
En primer lugar, mediante la anotacio´n
morfolo´gica a cada palabra del texto se le
asigna automa´ticamente un lema y una ca-
tegor´ıa gramatical (POS). Los errores origi-
nados en el proceso automa´tico de anotacio´n
morfolo´gica, han sido corregidos manualmen-
te con el objetivo de detectar variantes or-
togra´ficas propias del registro coloquial.
En segundo lugar, usando los metadatos
del perfil publico de cada usuario en TripAd-
visor, a cada texto se le asignan tres eti-
quetas: edad, sexo y procedencia. En los po-
cos casos en los que el usuario no ha decla-
rado uno de estos tres atributos demogra´fi-
3http://corpus.rae.es/lfrecuencias.html
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Dim. Id Me´trica Etiqueta Fo´rmula Referencia
D
e
n
L
e
x
1 Densidad le´xica DL
Nlex
N
(Engber, 1995)
S
o
fL
e
x
2 Sofisticacio´n le´xica SL
Nslex
Nlex
(Linnarud, 1986; Hyltenstam, 1988)
3 Perfil de Frecuencia Le´xica PFL5
Ts
T
(Laufer y Nation, 1995)
4 Sofisticacio´n Verbal I SV-I5
Tvs
Nv
(Harley y King, 1989)
5 Sofisticacio´n Verbal II SV-II5
T 2vs
Nv
(Chaudron y Parker, 1990)
6 Sofisticacio´n Verbal Corregida SVC5
Tvs√
2Nv
(Wolfe-Quintero, Inagaki, y Kim, 1998)
V
a
r
L
e
x
7 Type/Token ratio TTR
T
N
(Templin, 1957)
8 Root TTR RTTR
T√
N
(Guiraud, 1960)
9 TTR Bilogar´ıtmico TTRB
LogT
LogN
(Herdan, 1960)
10 TTR Corregido TTRC
T√
2N
(Carroll, 1964)
11 a2 ac
logN − logT
log2N
(Maas, 1972; Tweedie y Baayen, 1998)
12 Indice de Uber I UI
(logN)2
logN − logT (Dugast, 1979; Tweedie y Baayen, 1998)
13 K de Yule YuleK 104 × (
∑
i2Ti −Nlex)/N2lex (Yule, 1944; Smith y Kelly, 2002; Miranda-
Garc´ıa y Calle, 2005; Tweedie y Baayen, 1998)
14 Z de Zipf ZIPF
Z ×N × log(N/Z)
(N − Z)log(p× Z) (Smith y Kelly, 2002; Tweedie y Baayen, 1998)
15 Variacio´n de Palabras Le´xicas VPL
Tlex
Nlex
(Engber, 1995)
16n,v,a,r Variacio´n G I VG-I
TG
Nlex (McClure, 1991; Harley y
King, 1989)20n,v,a,r Variacio´n G II VG-II
TG
NG
24 Variacio´n Mod. VM
(Ta + Tr)
Nlex
25n,v,a,r Variacio´n G Cuadrada VG2-II
T 2G
NG
(Wolfe-Quintero, Inagaki, y
Kim, 1998)
29n,v,a,r Variacio´n G Corregida VGC-II
TG√
2NG
Convenciones:
N = tokens T = types lex = unidades le´xicas
s = unidades sofisticadas G = categor´ıa gramatical (n, v, a, r) n = nombre
v = verbo a = adjetivo r = adverbio
Ti = nu´mero de Types le´xicos que ocurren i veces Z = una medida de la riqueza le´xica p = Token ma´s frecuente dividido por la longitud del texto
Cuadro 1: Me´tricas empleadas para el ca´lculo de la riqueza le´xica.
cos, hemos recurrido a la informacio´n con-
textual para deducirlo. Por ejemplo, el alias
“ANA1983Madrid” nos dice que se trata de
una mujer, menor de 34 an˜os y que vive en
Madrid.
En el Cuadro 2 presentamos la distribu-
cio´n de los datos atendiendo al atributo (co-
lumna 1), las clases (binarias) en las que ca-
da atributo ha sido agrupado (columna 2), el
nu´mero de muestras que han sido etiqueta-
das bajo cada clase (columna 3) y el nu´me-
ro total de muestras por atributo (columna
4). Con el propo´sito de contar con una dis-
tribucio´n alternativa de los datos, para edad
hemos agrupado las muestras en dos subcon-
juntos: Edad (Ed) y Edad2 (Ed2). Un primer
subconjunto con las clases ≥35 (1044 textos)
y ≤34 (867 textos) y un segundo subconjun-
to con las clases ≥50 (199 textos) y ≤24 (86
textos). De este u´ltimo subconjunto hemos
descartado 1626 muestras que corresponden
a la franja de edad comprendida entre los 25
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y los 49 an˜os.
Atributos Clases Muestras Total
Sexo (Sx)
Hombres 948
1911
Mujeres 963
Edad (Ed)
≥35 1044
1911≤34 867
Edad2 (Ed2)
≥50 199
1911≤24 86
≥25-≤49 1626
Procedencia (Pr)
Espan˜a 1450
1911
Ame´rica 461
Cuadro 2: Distribucio´n de las muestras
Finalmente, las 32 medidas de riqueza
le´xica fueron aplicadas sobre los textos, lo que
devuelve una serie de valores que se usaron
como atributos para entrenar diferentes clasi-
ficadores. Las pruebas se confeccionaron esco-
giendo 90 % de datos para el training y 10 %
para validar las pruebas (test). Todos los cla-
sificadores fueron entrenados usando valida-
cio´n cruzada (ten− fold cross− validation).
Para realizar los experimentos usamos We-
ka (Witten y Frank, 2000). Los acronimos de
los algoritmos usados se pueden encontrar al
pie de la tabla y figura de resultados.
El corpus utilizado junto con las me´tricas
y los resultados de los experimentos esta´n dis-
ponibles en la web de CLiC4.
4. Experimentos y resultados
Los experimentos que realizamos esta´n enfo-
cados a determinar hasta que´ punto el ca´lculo
de la RiqLex ayuda a inferir el sexo (Sx), la
edad (Ed) y la procedencia (Pr) de los au-
tores de textos de opinio´n. Para ello hemos
realizado tres experimentos.
4.1. Experimento 1
En el primer experimento hemos realizado un
ana´lisis preliminar aplicando las 32 me´tricas
de RiqLex (ver Cuadro 1) directamente so-
bre los textos agrupados por atributos (Sx,
Ed y Pr) y clases. Los valores que retorna-
ron cada una de las me´tricas se usaron como
conocimiento para entrenar una serie de cla-
sificadores (Cuadro 3). Nuestro objetivo era
medir el rendimiento general de las me´tricas
de RiqLex para clasificar los textos por Sx,
Ed y Pr.
El Cuadro 3 presenta un resumen de este
experimento. Cada columna contiene la pre-
cisio´n (Prediction Accuracy, PA) obtenida al
predecir cada atributo de acuerdo con sus res-
pectivas clases binarias: Sx (hombre/mujer),
4http://clic.ub.edu/
Ed (≥35/≤34), Ed2 (≤24/≥50) y Pr (es-
pan˜ol/latinoamericano). En la primera fila
tenemos el PA de los mejores clasificadores,
en la segunda fila el PA de los peores y en la
u´ltima fila el PA promedio de todos los clasi-
ficadores. Al final del cuadro esta´ la lista de
los algoritmos empleados.
Como podemos ver en el Cuadro 3, el ren-
dimiento promedio de todos los clasificadores
para el atributo Sx es de 55.6 % y para Ed
de 54.9 %. Los mejores PAs para estos mis-
mos atributos esta´n en torno al 60 %. Estos
resultados son muy discretos. Por el contra-
rio, el rendimiento de los clasificadores mejo-
ra cuando los atributos a predecir son Ed2 y
Pr, su promedio de PA supera el 70 %. De he-
cho, el clasificador con mejor desempen˜o en
el caso de Ed2 alcanza el 98.8 % de precisio´n
y es del 77.3 % para Pr. Estos resultados indi-
can que existen diferencias le´xicas importan-
tes asociadas con la procedencia y, en menor
medida, la edad de los usuarios.
Sx Ed Ed2 Pr
mejor 60 57.3 98.8 77.3
peor 53.1 52.6 67 58.4
promedio 55.6 54.9 81 73.7
bayes (BayesNet, BayesianLogisticRegression,
NaiveBayes, NaiveBayesSimple, NaiveBayesUp-
dateable), lazy (IB1, IBk, KStar, LWL), misc
(HyperPipes, VFI), rules (ConjunctiveRule,
DTNB, DecisionTable, JRip, NNge, OneR,
PART, Ridor, ZeroR), trees (ADTree, BFTree,
DecisionStump, FT, J48, J48graft, LADTree,
LMT, NBTree, REPTree, RandomForest,
RandomTree, SimpleCart)
Cuadro 3: Precisio´n (PA) obtenida en el pri-
mer experimento.
4.2. Experimento 2
Empleando los mismos algoritmos de clasifi-
cacio´n del experimento anterior (ver pie Cua-
dro 3), en este experimento entrenamos de
nuevo los clasificadores agrupando las me´tri-
cas segu´n la dimensio´n de la RiqLex que
evalu´an. Nuestro objetivo era determinar si
alguna dimensio´n de la RiqLex predice mejor
que otra los atributos demogra´ficos.
Obtenemos, por tanto, tres grupos de cla-
sificadores, uno por cada dimensio´n. El pri-
mer grupo aprende de la u´nica me´trica de
DenLex que tenemos (DL) y de dos de los
atributos demogra´ficos (Ed, Sx y Pr) que in-
corporamos como parte de su conocimiento5.
5El atributo demogra´fico omitido es, evidentemen-
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(a) DMNBtext, NaiveBayes, IBk, rules.DTNB / OneR / PART, trees.ADTree / FT / J48 / J48graft /
LADTree / LMT / RandomForest. (b) Cfs, ChiSquared, Consistency, Filtered, InfoGain, PCA, ReliefF.
(c) BestF., GeneticS., LinearForwardS., RankS., Ranker.
Figura 1: Frecuencia de uso de las me´tricas tras la seleccio´n de rasgos: (a) algoritmos, (b)
evaluadores y (c) selectores.
El segundo grupo aprende de las me´tricas de
SofLex (2 a la 6 en el Cuadro 1) y, tambie´n,
del par de atributos demogra´ficos. El tercer
grupo extrae el conocimiento de las medidas
de VarLex (7 a la 29) e, igualmente, de los
atributos demogra´ficos.
En el Cuadro 4 tenemos los promedios de
prediccio´n obtenidos con todos los clasifica-
dores agrupando las me´tricas por dimensio-
nes (VarLex, SofLex, DenLex). En la prime-
ra columna de la tabla (RiqLex) mantene-
mos los promedios de prediccio´n obtenidos
en el experimento anterior y que resultan de
aplicar todas las me´tricas simulta´neamente
(ver Cuadro 3). Los nu´meros entre pare´nte-
sis sen˜alan los rangos (R), es decir, la impor-
tancia de cada dimensio´n para cada uno de
los atributos evaluados (Sx, Ed, Ed2 y Pr):
el rango (1) indica el mejor PA y el rango (4)
el peor. La suma de los rangos, en la u´ltima
fila (Rango), refleja la posicio´n definitiva que
ocupa cada dimensio´n.
En el cuadro observamos que la RiqLex
obtiene los mejores rangos (1, 2, 1, 3) que
cualquiera de las dimensiones que la compo-
nen de forma individual. Esto significa que las
32 me´tricas en conjunto funcionan mejor que
por separado. No obstante, de cara a reducir
au´n ma´s el nu´mero de rasgos con los que se
trabaja, las me´tricas de VarLex o de DenLex
predicen mejor que las de SofLex. En efecto,
si atendemos a los rangos de la SofLex (3,
3, 3, 4) comprobaremos que las cinco me´tri-
te, el atributo a aprender.
cas que la componen son las menos efectivas
para predecir cualquiera de los atributos de-
mogra´ficos.
La conclusio´n de este ana´lisis es que la
RiqLex (suma de todas las dimensiones) es
ma´s efectiva para predecir los atributos de-
mogra´ficos. VarLex y DenLex estar´ıan en un
segundo plano, con niveles similares de rendi-
miento. Finalmente, la edad, el sexo y la pro-
cedencia de los usuarios esta´ poco relacionada
con los niveles de sofisticacio´n o singularidad
le´xica.
RiqLex VarLex SofLex DenLex
PA R PA R PA R PA R
Sx 55.62 (1) 54.80 (2) 54.49 (3) 53.72 (4)
Ed 54.92 (2) 53.62 (4) 53.93 (3) 56.42 (1)
Ed2 81.02 (1) 80.25 (2) 78.36 (3) 76.91 (4)
Pr 73.76 (3) 74.64 (2) 73.72 (4) 74.78 (1)
Rango (7) (10) (13) (10)
Cuadro 4: Precisio´n (PA) obtenida para cada
atributo latente.
4.3. Experimento 3
En el tercer experimento recurrimos a la
te´cnica de seleccio´n de rasgos con el objeti-
vo de detectar las me´tricas ma´s u´tiles en el
caso de los atributos que han obtenido una
precisio´n superior al 70 %, esto es, Ed2 y Pr.
La configuracio´n de este experimento es la
siguiente. Empleamos los 13 mejores algorit-
mos de clasificacio´n de los experimentos an-
teriores, conjuntamente con 7 me´todos eva-
luadores y 5 selectores (ver la nota al pie en
la Figura 3). En el caso de Ranker, el selec-
tor se configuro´ para que recuperara solo los
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25 atributos ma´s discriminantes ya que por
defecto solo pondera y se ha de establecer
manualmente el nivel de seleccio´n.
En primer lugar, en la Figura 1 tenemos
el uso promedio que todos los clasificadores
hacen de cada una de las me´tricas segu´n las
tres dimensio´n de la RiqLex. Por ejemplo, se
observa que 20 de las 32 me´tricas esta´n por
encima de un 30 % de aparicio´n para Ed2,
mientras solo 8 de las me´tricas lo esta´n para
Pr. Esto significa que hacen falta ma´s rasgos
para predecir Ed2 que Pr.
En segundo lugar, en la misma figura
vemos que para predecir Ed2 destacan las
me´tricas de la VarLex basadas en categor´ıas
gramaticales como VG-Ir, VG-IIa y VG2-IIa.
Por su parte, las me´tricas ma´s frecuentes para
predecir Pr corresponden al TTR tradicional
y sus variaciones (RTTR, TTRB y TTRC)
as´ı como a dos me´tricas de la SofLex (SL5 y
PLF5).
De acuerdo con estos resultados podemos
concluir que el ana´lisis de las palabras con
contenido le´xico es una buena opcio´n para
clasificar usuarios por edad dada la alta fre-
cuencia de aparicio´n de las medidas que uti-
lizan este tipo de palabras. Adema´s, los re-
sultados apuntan a que una clasificacio´n ba-
sada en el ana´lisis de la frecuencias de pa-
labras le´xicas conjuntamente con las grama-
ticales favorece la deteccio´n de usuarios por
procedencia.
5. Conclusiones y trabajos
futuros
En el presente art´ıculo hemos analizado la
utilidad que tiene el ca´lculo de la riqueza le´xi-
ca para predecir atributos demogra´ficos la-
tentes en textos de opinio´n del espan˜ol. Ana-
lizando un gran nu´mero de me´tricas esta´ndar
basadas en transformaciones algebraicas he-
mos conseguido detectar las dimensiones y las
me´tricas que mejor funcionan para cada uno
de los atributos demogra´ficos a predecir.
Los principales beneficios de esta aproxi-
macio´n esta´n en su bajo coste computacional,
su independencia del dominio y que por su
simplicidad, facilita enormemente la extrac-
cio´n de rasgos. En consecuencia, las me´tricas
de riqueza le´xica pueden adaptarse como al-
goritmos de referencia (baselines) en la ex-
traccio´n de atributos demogra´ficos latentes.
El trabajo futuro esta´ enfocado a mejorar
el rendimiento de los clasificadores exploran-
do el uso de nuevas me´tricas y a extender el
ana´lisis a otros dominios.
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