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ABSTRACT
INSTRUCTIONAL WEB SITES DESIGN:
AN OBJECT-ORIENTED APPROACH.
MAY 2002
THOMAS ZSCHOCKE, DIPLOM-SOZIALPADAGOGE,
FACHHOCHSCHULE KOLN, COLOGNE, GERMANY
M.A, UNIVERSITAT ZU KOLN, COLOGNE, GERMANY
Ed.D. UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Robert F. Miltz
The great variety of authoring activities involved in the development ofWeb-
based learning environments requires a more comprehensive integration of
principles and strategies not only from instructional design, but also from other
disciplines such as human-computer interaction and software engineering. The
present dissertation addresses this issue by proposing an object-oriented
instructional design (OOID) model based onTennyson's fourth generation
instructional systems development (ISD4) model. It incorporates object-oriented
analysis and design methods from human-computer interaction (HCI) and software
engineering into a single framework for Internet use in education.
Introducing object orientation into the instructional design of distributed
hypermedia learning environments allows for an enhanced utilization of so-called
learning objects that can be used, re-used or referenced during technology-mediated
instruction. In addition, by applying the Unified Modeling Language (UML), a
IV
modeling notation tool is available to instructional designers that helps them to
visually communicate design specifications using a widely established standard.
This developmental research study is based on an extensive document
analysis of resources from a variety of disciplines involved in the instructional Web
site development process. The author identifies a set of authoring activities from
ISD as well as HCI and software engineering that play a major role in instructional
Web sites development. These authoring activities have been specified based on the
object-oriented paradigm and visualized using UML. The author provides an
example from a higher education setting about how the OOID model can be
implemented in the design of Web-based instruction.
This study contributes to the ongoing research into the design of Web-based
instruction. The results will be of interest to educators, instructional designers, and
other e-learning specialists who want to implement learning objects and improve
their development of Web-based instruction by incorporating object orientation as
the primary development paradigm and UML as the principle modeling notation
tool. This research also provides suggestions on how to develop instructional Web
sites for international use.
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CHAPTER 1
INTRODUCTION: LEARNING OBJECTS
1.1 Basic assumptions
Recent studies about on-line education have made the legitimate claim that
instructional design needs to be incorporated into the process of developingWeb-
based learning environments (e.g, Baron, 1997, p. 24; Hall, 1999; Ritchie 8c
Hoffman, 1996, 1997a, 1997b). The current literature about the instructional
design of technology-mediated instruction provides many examples of how to
integrate the technical aspects of creating Web-based learning environments into the
instructional design process (e.g., Conrad 8c TrainingLinks, 2000; M. Driscoll,
1998; Lee 8c Owens, 2000).
In the concluding chapter of her book on current trends in instructional
design, the editor Seels (1995) writes that instructional design needs to integrate
new fundamentals from other disciplines in order to better address issues of
learning and instruction in a rapidly changing world. This corresponds with an
earlier observation of Seels 8c Richey (1994, p. 41) in their book about the current
definition of instructional technology introduced by the Association for Educational
Communications and Technology (AECT), where the authors write that the
development domain should be integrated to a greater extend with other domains
of instructional technology such as design. Seels (1995, p. 252) argues, for instance,
that knowledge from the arts could be integrated with knowledge from the sciences;
or, with different types of design; or with knowledge from different subcategories in
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the design domain and other domains of instructional technology. Seels (1995)
states that
the domain approach is more subject matter oriented than integrative.
Consequently, there needs to be integration between the domains of
instructional technology including design, development, utilization,
management, and evaluation. This may not happen unless domain oriented
research is complemented by problem centered research, (p. 250)
In developing technology-mediated instruction, the instructional designer
has to create a learning environment that supports the goals and objectives of the
learner, while taking into consideration the possibilities and limits of appropriate
technology to deliver the instruction, in our case the Web. Especially in the function
of an e-learning specialist (Richey, Fields & Foxon, 2001, p. 125-130), the
instructional designer focuses on the “development of multimedia and electronic
learning products, particularly web-based learning” (p. 109). Instructional projects
of this kind become more sophisticated leading to the fact that boundaries between
domains blur and the activities of the different domains involved in the process are
increasingly more dependent on each other. Thus, in conducting instructional Web
site development, it becomes necessary to integrate knowledge from the design
domain and the technology domain. M. Driscoll (1998) supports these observations
in the context of the development ofWeb-based learning environments, in which
developers need to take a systematic as well as a systematic view in order to better
take into consideration the overall impact of such a delivery system on the entire
organization. “A systemic view includes an understanding of the technical
2
infrastructure issues ... The organizational impact of WBT can be seen when it is
broadly distributed” (p. 25).
Thus, in this research study we want to follow the above suggestions to
integrate different knowledge bases in instructional technology, i.e. from the design
domain and the development domain, in order to arrive at an instructional design
model that is more appropriate for instructional Web site development. Following
Ross (1996, p. 24, 30) who argues that object-oriented computing may be useful in
the area of instructional design in that it helps to “reduce the ‘details first’
orientation of instructional designers” (p. 29), we apply an object orientation to
instructional design ofWeb-based learning environments. The author proposes a
conceptual model for instructional design that is based on instructional design
principles and incorporates object-oriented concepts leading towards an object-
oriented instructional design (OOID) model. This research study shows how object
orientation can be best integrated into the instructional design process ofWeb-
based learning environments by using a standard notational tool, i.e. the Unified
Modeling Language (UML) to create the appropriate specifications and blueprints
for the instructional Web site development process. A standard notation like UML
will help to build and promote effective relationships between collaborating project
members, e.g. instructional designer and information technologists in order to
ensure the development of the appropriate instructional technology for learners
(Richey, Fields & Foxon, 2001, p. 129-130). As Douglas (2001, p. 3-4) indicates
that UML can serve well as a modeling notation in education. Especially use case
modeling can be easily adapted to analyzing performance requirements for students.
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An example of how object-orientation and UML can be successfully integrated in
the Web site development process is provided by Donnelly (2001). She presents a
structured approach to Web design that allows to separate the site content into
manageable chunks, i.e. to separate out navigational relationships from the
underlying content ... the content from the presentation of the content” (p. 25). The
research study shows how such an approach can be applied to and expanded for
instructional Web site development.
This approach corresponds to Tait’s (1997) conclusion about applying object
orientation to educational software in that “there remains a need for a model or, at
least, a metaphor, that combines educational principles with programming theory,
and permits the capabilities of the software medium to be explored” (p. 167). In his
article about Vannevar Bush’s Memex’ ramifications on the development of
hypertext, Meyrowitz (1989/1991) concludes that the object-oriented paradigm
would serve well as a more appropriate framework for hypermedia information
spaces. He points out that hypermedia documents are end-user objects that are
connected with other objects through links that function as pointers. For instance,
an object-oriented document class can be created that contains particular objects
(e.g., a document) and additional sub-classes like a subfolder (Meyrowitz, 1989/
1991, p. 308). Meyrowitz argues that we
need to look at document classes and webs from which linked structures can
be spawned and refined. And we have to look at knowledge lattices and
taxonomies as ways to organize .... classes in an intelligible fashion, (p. 313)
A framework that would help to integrate these domains is the concept of
learning objects, which are defined by the IEEE Learning Technology Standards
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Committee (LTSC) as “any entity, digital or non-digital, which can be used, re-used
or referenced during technology supported learning” (see the IEEE LTSC Web site
at http://ltsc.ieee.org/wgl2/s_p.html). This concept is increasingly used in the design
of technology-mediated instruction, thus indicating that the object-oriented
paradigm is integrated in the development of these instructional systems. For
instance companies like Cisco Systems, Inc. or the National Education Training
Group, Inc. (NETg) have introduced the concept of learning objects in theirWeb-
based training strategies and provide an instructional design model to support the
development of these objects (Barritt, 2001; L’Allier, 1997; Wieseler, 1999).
According to the definition of AECT, “ instructional technology is the theory
and practice of design, development, utilization, management and evaluation of
processes and resources for learning (Seels & Richey, 1994, p. 9; italics in original;
see the same definition also in Richey & Seels, 1994, p. 1). Seels & Richey (1994, p.
12) explain that a process represents a sequence of input, actions, and output in an
instructional event, in which (re-) sources such as support systems, instructional
materials and environments are utilized to affect and effect learning, which is the
primary focus of instruction (see also the discussion in Ely, 1996, p. 18). In their
analysis of this definition, Reiser & Ely (1997, p. 68-70) come to the conclusion
that not only the field of instructional technology has broadened, but also the tasks
and products of instructional technology professionals in that the focus has shifted
from media to the use of learning resources and processes. In addition, the role of
these products and the goal of the professional efforts have changed in that the
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emphasis is now more on learning resources as a central part of the instructional
environment to improve performance rather than to just facilitate learning.
Seels & Richey (1994) argue that the goal of the design domain is to develop
strategies and products to support learning. At the macro level, this may include
programs and curricula; at the micro level lessons and modules. The design domain
includes, among others, instructional systems design (ISD), which is defined as “an
organized procedure that includes the steps of analyzing, designing, developing,
implementing and evaluating instruction' (Seels &c Richey, p. 30-31; italics in
original). The development domain is based on specifications established in the
design domain that are translated in some physical form, which include a great
variety of technologies, for instance computer-based technologies. “Basically, the
development domain can be described by: the [content] message
...; the
instructional strategy
...; and the physical manifestation of the technology—the
hardware, software and instructional materials” (p. 36). Within the development
domain the concept of design assumes a third meaning. In addition to referring to
macro-level instructional systems design and micro-level instructional design, design
can also be applied to specialized applications, such as screen or interface design (p.
38).
Design, as the Swiss graphic designer Gerstner (1964/1968) points out,
always implies the use of methods. In this creative process the designer identifies
criteria, selects the necessary elements and combines them according to the overall
design plan. Gerstner calls this process “designing programmes,” i.e. a design
process based on rationalization. Designing programs implies creative decisions to
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select approaches for the solution of problems based on intellectual criteria.
Gerstner (1964/1968, p. 9) writes that design means to select determining elements
and combine them. Applied to the field of education, Banathy (1991)—an early
adopter of instructional systems development—explains, that design is an
important element in “constructing and reconstructing systems, creating them or
shaping them according to stated purposes and expectations, and coordinating
them with their environment” (p. 163). According to this author, design is a creative
inquiry process that is decision-oriented (p. 163).
In the process of developing a Web-based learning environment, design
represents a key activity that provides a framework according to which the
instructional designer can plan and lay out such a distributed learning system. In
fact, design is a particular activity that is conducted by specialists from various
disciplines who are involved in this process. The literature and best practices suggest
that usually interdisciplinary teams work together to solve a problem (see for
instance Apple Computer, 1994, p. 10-33; Clarke & Swearingen, 1994, p. 2-4;
Conrad & TrainingLinks, 2000, p. 37-58; England 8c Finney, 1999, p. 200-224;
Lee & Owens, 2000, p. 93-99). Typically, these specialists, who are engaged in such
a project, come from diverse professional backgrounds, such as software
engineering, information design, interactivity design, interface design, and, of
course, instructional design. As Richey, Fields 8c Foxon (2001, p. 125) rightly point
the instructional designer as an e-learning specialist designs and develops
instructional material that must address the appropriate use of color, interactivity,
screen layout, graphics, etc. for technology-based learning. Thus, instructional Web
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site development needs to address this fact by incorporating knowledge, procedures,
and principles from various disciplines that are involved in this process. To
conclude with Smith & Ragan (1993), “[s]ome knowledge of the production
process is necessary on the [instructional] designer’s part in order to design more
effectively prior to production and in order to communicate well with a production
specialist” (p. 362). This study identifies a set of categories from the development
domain including information design, interface design, interaction design, and
software engineering—that are relevant for instructionalWeb site design projects,
and describes an object-oriented instructional design (OOID) model that integrates
these domains.
We conclude that the instructionalWeb site development process also rests
on formal methods derived from various disciplines—such as those listed above.
Thus, in describing a methodology for instructionalWeb site development not only
do we have to look at the principles and strategies of instructional design itself, but
also at those of other disciplines involved in this process. And, we need to find a
way to integrate these approaches in order to create a bridge between the demands
of providing an appropriate learning experience and the potentialities of the
technology that makes this experience possible. We believe that instructional design
is a discipline that may help in bridging these two realms that are present in
technology-mediated instruction.
As an applied science, instructional design helps to make the necessary plans
and layouts for instruction based on analysis, design, development, implementation,
and management following a set of established tasks and procedures (e.g.,
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Gustafson & Branch, 1997a, p. 12; 1997b, p. 73-73). As mentioned earlier, the
author proposes to incorporate object orientation in instructional design as a
unifying paradigm in order to apply a common framework for instructional Web
site development that would help to bridge the different disciplines involved in the
process. The object-oriented approach originated as a programming and software
design discipline in computer science—on the unifying possibilities of the object-
oriented paradigm in computer science (e.g., programming languages, user interface
design, databases, computer architecture), see for instance Booch, 1994a, p. 35;
Jacobson, 2000; Korson & McGregor, 1990—that offers new advantages, such as
building components that can be reused across different applications and computer-
based system architectures (e.g., Pressman, 1997, p. 42-43)—such as the
aforementioned learning objects.
In applying an object-oriented approach to instructional Web site
development, we also follow the suggestions made by Cotton & Oliver (1997, p.
94-95, 99-100) in the section on the design and production process in their book on
hypermedia, in which they state that distributed hypermedia like the World Wide
Web challenge the conventional paradigm of creating finished traditional media.
These authors claim that the current Internet-led environment requires a
development process, which takes into consideration the fact that products develop
and evolve over time. Thus, the product model should be combined with the
process model of design. According to Cotton &C Oliver, current distributed
hypermedia products are best developed when creative and technical approaches
merge into a single process. According to these authors, this paradigm shift is based
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on three main attributes of distributed hypermedia like the World Wide Web. First,
a Web site as a hypermedia environment can grow and evolve over time. Second, a
Web site is not constrained by physical and practical characteristics. And, third, the
location of a Web site in a distributed hypermedia environment becomes a design
issue, i.e. its connections to other Web sites.
This observation corresponds with the claim thatWeb site development is
also considered to be a software engineering process (Powell, 1998). At the same
time it also involves the principles and methods of the various other disciplines and
knowledge domains because of the different purposes and roles that are part of the
Internet’s three-tier architecture (Cannon, 2000)—not to be confused with the
layers and protocols of the TCP/IP reference model of the Internet. Cannon claims
that there are three major aspects present in any Web site, i.e. presentation, logic,
and data. This three-tier system is comprised of a front layer or user interface (i.e.
presentation), a middle layer or system architecture (i.e. logic), and a rear layer or
back-end database integration (i.e. data). The author states correctly that this tier
system “decouples function and design, allowing easy updates of information, truly
dynamic content, and overall flexibility of site construction” (p. 30). Cannon (p.
32) explains that designers and information architects work on the front layer of a
Web site; programmers and software architects on the middle layer; and integrators
and database designers on the back-end. Cannon further writes that this tier system
allows that the layers can operate independently from each other and that each
layer can be changed without altering the others. The most important aspect of this
three-tier architecture is the fact that it “permits designers to develop a dynamic
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interface in a meaningful, malleable way, taking into consideration the ultimate
purpose of the site, and working with—not against—the structure of the site’s data
and content” (p, 32).
1.2 Educational software engineering
Before we discuss the issue of learning objects and the implications of the
object-oriented paradigm for the development of interactive learning environments,
we want to briefly describe the field of educational software engineering. In
addition to instructional design principles, research suggests to incorporate
software design methodologies to develop educational software (e.g., Chen & Shen,
1989; Croft 1993; Goodyear, 1997; Unesco, 1990). In general, the software
development process is comprised of the following phases: Requirements phase,
specification phase, planning phase, design phase, implementation phase,
integration phase, maintenance phase, and retirement (Schach 1997). These phases
constitute a software life-cycle model, i.e. an overall design plan that specifies the
order of different development phases.
Carev-Maruna (1987) explains how the phases of software life cycle models
should be applied to the development of interactive educational software, i.e.
analysis, planning, design, programming, implementation, and revision. Using the
rapid prototyping as an iterative approach to educational software engineering,
Schoenmaker (1987) expands Carev-Maruna's approach by combining the stages
for software life cycle models with phases based on instructional design principles,
i.e. curriculum analysis, didactical analysis, interaction analysis, and system design.
In a further refinement, Schoenmaker et al. (1990) extend this earlier approach into
a framework for educational software engineering that consists of object system
modeling, educational design, functional design, and technical design. These four
abstraction levels are combined with five software aspects, i.e. functionality (active
components), entities (passive components), dynamics (behavior over time), goals
of the system, and realization considerations. Bessagnet et al. (1990) offer an
approach to what they call courseware engineering that is similar to Carev-
Maruna’s by dividing the life cycle of a courseware into three main stages, i.e.
design phase, realization phase, validation phase, and adding the distribution phase
and maintenance phase to this process. Nodenot (1992) extends the approach of
courseware engineering by defining four principles. The first principle states that
the process should be split in a sequence of stages or phases. In the second principle,
Nodenot opts for the application of Boehm's spiral model of the software
development process. The third principle is based on Schoenmaker's et al. (1990)
modeling approach that combines the pedagogic model, the mediatic model, and
the didactic model in a three dimensional space for educational software
development. Finally, the fourth principle suggests to use a single programming
language for the whole development process. Chabay & Sherwood (1992) suggest
that the development process should be focused on four themes, i.e. visual displays,
intuitive and transparent interactivity, input analysis to avoid communication
problems, and sensible contexts and responses for user control. In a comprehensive
study on educational software engineering, van der Mast (1995) confirms that
software life cycle models do apply to the development of educational software.
However, he points out that the “way of thinking” is most important for the
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development process, i.e. recognizing the authority of the problem owner,
commitment to the process, appointment of a project leader, definition of
responsibilities, and integrating design elements that motivate the learner. Recently,
Moonen (1999, p. 100-104; 2000, p. 28-31) has introduced a new model to
educational software engineering called the three-space design strategy. This
approach is based on the assumption that the design process is based on three kinds
of activities or acitivity spaces, which are performed at different phases of a project,
including a consensus space, a task space, and an implementation space. Each
acitivity space consists of some input, a process, and an output. The main goal of
the consensus space is to develop a structured design problem and functional
specifications based on an unstructured situation and global ideas and
specifications. In the task space, the main objective is to generate technical
specifications and to create a series of so-called half products using rapid
prototyping and reusing and adapting already existing products. Finally, in the
implementation space the so-called adaptable product is given to the actual end
users by giving them the opportunity to adapt the product to their own needs. To
conclude, the main characteristics of this design strategy are “negotating,
prototyping, and final adjustment of an adaptable product by the end user” (2000,
P- 32)
1.3 Knowledge objects
Jones, Li & Merrill (1990, p. 27-30) provide a scientifically established
model of how to combine instructional design and software development into a
single development cycle based on shared phases and activities (i.e. analysis, design/
13
development, and production/evaluation). This approach would help to integrate a
common knowledge base developed during the analysis phase and to achieve
consistency in the representation of the instructional event that would extend into
both domains. The authors conclude that
if the two development cycles can reflect changes back to earlier
representations, thus ensuring consistency among all levels of representation,
then the shared root in analysis provides a link between the instructional
product and the software product. Further, if the two development cycles
maintain a single, unified knowledge base, then considerable gains in
efficiency and consistency between the two efforts can be realized, (p. 29-30)
Merrill and his colleagues (Jones, Li & Merrill, 1990) base their model on
the concept of knowledge objects, or what would now be called learning objects
—
which are similar to what is generally known in instructional theory as modules
(e.g., Dick & Carey, 1996. p. 8-9). In a learning setting, a module represents a self-
contained unit of instruction that has an integrated theme. It provides learners with
information needed to be acquired and helps to assess specified knowledge and
skills. A module serves as one component of a total learning experience. These
modules or knowledge components are at the core of Merrill’s instructional design
theory, i.e. Component Display Theory (CDT) and Instructional Transaction
Theory (ITT) (Merrill, 1994) or his later combined Component Design Theory
(CDT2 ) (Merrill, in press).
CDT2 suggests that almost all subject matter content can be represented as
entities (things), actions (procedures that can be performed by S [student] on,
to, with entities or their parts [sic], processes (events that occur often as a
result of some action), and properties (qualities or quantitative descriptors
for entities, actions, or processes). (Merrill, in press, p. 3; italics in original)
According to Merrill’s theory, a knowledge domain can be defined with the
components of a knowledge object, which helps to describe the content that needs
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to be taught. Content along with some required performance (“learning outcome”)
constitute what Merrill calls the content-performance matrix. Both, content and
performance, determine the learning objectives that need to be developed for an
instructional event. Performance refers to the three possible types of actions a
learner uses to demonstrate that some knowledge has been learned: to remember, to
use (or to apply), and to find (or to create a new instance). Content refers to four
kinds of knowledge: facts, concepts, procedures, and principles; where facts can
only be remembered, not applied (see Chapter III for further discussion of Merrill’s
content-performance matrix).
According to Merrill’s Instructional Transaction Theory (ITT) (Merrill 1997;
1999/2000), knowledge objects are a means to better describe knowledge
representations, instructional strategies, and instructional design prescriptions. This
understanding of a knowledge object differs from Entwistle & Marton’s (1994)
broader concept that refers more to a body of knowledge or a field of knowledge.
They have chosen the term knowledge object “to draw attention to the tight
integration of knowledge achieved through intensive study, to the quasi-sensory
nature of the ‘perceptions’ involved, and to the awareness of substantial amounts of
related knowledge not immediately at the focus of attention” (p. 166). Knowledge
objects in Merrill’s sense represent the core elements in an instructional transaction
necessary for a learner to acquire a particular kind of knowledge or skill.
A knowledge object consists of a set of predefined elements. Each of these
elements is instantiated by way of a multimedia resource (text, audio, video,
graphic) or a pointer to another knowledge object. (Merrill & ID 2 Research
Group, 1996, p. 32)
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Knowledge objects are containers that consist of compartments (“slots”) for
different related elements of or information about a knowledge object; these
components may also link or point to other knowledge objects (see Merrill, in press,
p. 3-4; 1999/2000, p. 3). These slots include a name, a portrayal, and a description.
The name slot consists of symbols or terms that reference or identify a knowledge
object. The portrayal slot includes multimedia objects which provide audiovisual
representations of the knowledge object. Finally, the information about an entity is
included in the description slot, which may consist of subslots.
In addition, Merrill (1999/2000, p. 3; Jones, Li, & Merrill, 1990) describes
four types of knowledge, including entities, properties, activities, and processes.
Entities represent objects in the real world. Properties are the quantitative or
qualitative attributes of entities. Activities are actions that a learner can perform to
act upon objects in the world. They serve as a trigger for a process. And, processes
are events in the world that change the values of properties of an entity. They may
result from activities or other processes. Processes contain one or more conditions
or values for some property of a knowledge object. In a recent article, Merrill
(2001) provides an example of how CDT and knowledge objects can be applied to
the design of a physics lesson that promotes the development of mental models and
makes use of simulations for instruction.
In order to implement such an integrated approach, Jones, Li &c Merrill
(1990, p. 13-14, 30) argue that object-oriented design methods for knowledge
analysis would help to bridge the differences between instructional design and
software design of an instructional product. This is similar to Parsons & Wand’s
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(1997, p. 105) observation that object concepts can be used successfully for
(systems) analysis when they are viewed as representation constructs of things in a
particular domain. The authors (p. 105-106) explain that objects represent things of
the real world following an ontology-based perspective as well as classification
theory. According to an ontology-based view, objects contain information about the
properties, state, dynamics, interaction, and composition of things. This implies
that attributes of things are represented as attributes of objects. The
transformations of the state of a thing correspond to the operations of the object.
And, interactions are represented as communications between objects. Based on
classification theory the main elements for classifying objects include instance, i.e
knowing that a thing exists in the world; the structural, relational, and behavioral
properties of a thing; a concept as defined by a thing’s property; and composite
instances, i.e. some instances (wholes) are composed of simpler instances (parts).
Thus, based on classification theory objects are direct representations of cognitive
instances with structural, relational, and behavioral properties. Parsons & Wand (p.
108) conclude that objects are distinct units that have a unique identity. They unite
state and behavior in a single entity (i.e. encapsulation). Objects can be categorized
based on common properties (i.e. classification / instantiation) and organized
according to a particular taxonomy (i.e. specialization / inheritance). Association
and interaction of objects are achieved through methods, i.e. the exchange of
messages between objects, where a request send to an object indicates what is to be
done, but not how; this, in turn, is determined by the object itself. Finally, the same
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request may invoke a different implementation of an operation by different
receivers (i.e. polymorphism).
Of course, the discussion of ontology and classification with regards to the
ability to represent objects of a knowledge domain can be continued to a much
greater extend. The author refers to Smith’s (1996) new metaphysics or ontology
for computational theory. His extensive discussion of object concepts in the context
of a philosophy of presence that tries to integrate human accounts of realism and
constructivism goes beyond the scope of this research study. However, we do follow
his suggestions in our discussion of a task domain ontology of instructional design
based on object orientation in order to build a model for instructional Web site
development that integrates the concepts of objects, properties, and relations,
among others.
We refer the reader to Chapter II in which the basic principles and concepts
of the object-oriented paradigm are discussed in greater detail as they from the
building blocks of the instructional design model proposed in this study. We now
wish to turn to a very current development in the realm of instructional technology
where different strands of learning and technology converge based on object
orientation: learning objects.
1.4 Examples of learning object strategies
Merrill’s knowledge objects are not complete modules of instruction. They
are simply containers of knowledge items that can be combined on a need basis.
Derry & Lesold (1996, p. 790) argue that Merrill’s knowledge objects are just
structural representations of the knowledge domain that consist of frames and
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relational concepts. They criticize that his ID2 approach sustains an atomistic,
analytical view of knowledge and that these atoms of knowledge derived from
traditional hierarchical task analyses are overly abstract.
However, Merrill s ID2 approach has still influenced the work of others like
that of Cisco Systems, Inc. in their effort to develop a theoretical framework to
create a database-driven system for the production and delivery of reusable,
granular learning objects (Barritt, 2001; Wieseler, 1999), a strategy that makes use
of object orientation. It was first introduced to the public at the TechLearn ‘99
conference in Orlando, Florida (see Web site at: http://www.techlearn99.com). This
strategy allows the development of learning objects that can be reused in different
training settings. It was developed to improve the creation and delivery of training
by employing reusable, database-driven learning objects. As illustrated in Figure 1
on page 20, their Reusable Learning Objects (RLO) are containers for seven plus or
minus two (7 ± 2) 1 Reusable Information Objects (RIO). An RLO is based on a
single learning objective, which has been derived from a specific job task. An RLO
is similar to the notion of a lesson; an RIO can be labeled as a topic or content page.
The basic element of such a learning system is the RIO, which contains content
1 Research by Miller (1956) indicates that the human brain can best process
information when it is grouped in chunks of 7 ± 2 elements (see the critical
discussion of these results in Simon, 1974/1979). Later studies by Broadbent (1975)
revised Miller’s conclusions and indicate that the capability to process information
can be increased by organizing information items into groups of three. Miller’s rule
of 7 ± 2 elements is also often referred to as a design principle in user interface
design (e.g., Shneiderman, 1998, p. 75), in Web site development (e.g., Conger &c
Mason, 1998, p. 31), in information design (e.g., Reiss, 2000, p. 87), in graphic
design (e.g., Marcus, 1992, p. 40), in designing instructional texts (e.g., Horn,
1982, p. 348), or as a principle for decomposition in software engineering (e.g.,
Booch, 1994a, p. 15, 20-21; Schach, 1997, p. 82).
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items as well as additional practice items (i.e. learning activities) and assessment
items. An RIO is based upon a single (subordinate or enabling) objective that
supports the RLO ‘s (terminal) objective. It is classified as either being a fact,
concept, process, principle or procedure (see also Clark, 1998, p. 60). Each RIO is
labeled or tagged with additional information (“metadata”) that describes its
characteristics, purpose and relationship to other information objects. Seven plus or
minus two (7 ± 2) of these RIOs (“building blocks”) are then combined in an RLO.
In addition, an RLO consists of an overview, a summary, and assessment (i.e.
collection of RIO assessment items). These objects are assembled in a two-level
hierarchy that allows learners to easily search an organization’s database for
learning content or assets that match the desired educational goal and permits
authors to design and develop learning content based on a consistent standard using
templates or patterns.
Figure 1: Diagram of the Reusable Learning Object (RLO) structure (redrawn from
Barritt, 2001, p. 7, 16)
As Clark (1998) explains, these reusable, granular objects are developed
independently of a delivery medium. They are tagged with metadata and can
accessed dynamically through a database. They can be delivered through dynamic
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Web packages, on CD-ROMs, or even in instructor-led courses. As shown in
Figure 2 on page 22, RLOs can further be assembled into larger structures (e.g.,
modules, units, courses, or curricula) that are based on the specific needs of an
organization (e.g., topic area, job functions, or time constraints).
In developing learning objects, the instructional design methodology
proposed by Cisco Systems, Inc. consists of four phases that are common to most
instructional design models, i.e. analysis/design, development, delivery, and
evaluation. It provides clear guidelines for authors on how to proceed in designing
and building RLOs and RIOs using simple authoring tools or a template driven
front-end application tied to an XML (Extensible Markup Language) repository of
RLOs and RIOs.
Longmire (2000) of Viviance new education, inc. also supports this notion of
using learning object templates or standardized specifications for content
development as a planning activity in instructional design. These specifications
would provide information about “technologies to be used, document templates,
markup definitions
..., editorial standards, modularity requirements, structural
rules, and the level of granularity desired” (p. 26-27). These templates would allow
the consistent use of language, terminology, and editorial voice within a topic area
and across objects. The information can be presented in accessible and
comprehensible formats for use in an interactive computer system. Non-sequential
information can be available across objects. The use of keywords enhances the
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Learning object
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Figure 2: The organization of learning objects into larger hierarchies
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search for learning objects. And, these templates would support the use of a
language and content appropriate for a broad public.
Another example of an object-oriented approach to instructional design is
the Learning Object 1 M Structural Component of NETg, which corresponds to a
topic (L Allier, 1997; see also Myers, 1999). NETg claims that these learning objects
are the focal point of their instructional design approach. NETg defines them as
instructional containers that can be used to master a single skill or concept,
or they may be assembled on demand into larger instructional containers
(lessons, units, and courses) based upon learner needs. Think of them as
small blocks of learning that can be arranged at will. (Myers, 1999, p. 52).
The Learning Object structural component is comprised of three elements,
i.e. objective, learning activity, and assessment. Similar to Cisco Systems, Inc.
strategy these objects represent the basic element in an overall hierarchy, that in the
case of NETg consists of a topic (or learning object), a lesson that is made up of
independent topics, a unit that is made up of independent lessons, and a course that
is made up of independent units. The company emphasizes that each component
stands on its own and is independent from other structures for its meaning or
context. These characteristics allow instructional designers to assemble Learning
Object structural components based on specific needs of the learners into a
database-driven system with almost infinite variations using NETg’s templated
automated design and scripting technology, thus supporting reusability.
Both companies, Cisco Systems, Inc. and NETg, do apply an instructional
design methodology to create learning objects, which makes use of current
development tools that support object technology. These companies base their
strategies on established approaches from instructional design theory, e.g. Bloom’s
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taxonomy of educational objectives or Merrill’s Component Display Theory. But,
they do not integrate or discuss extensively how methods and approaches from the
object-oriented paradigm may have an impact on or could be integrated in the
overall instructional design process. Both approaches represent what Gustafson &
Branch (1997a, p. 20; 1997, p. 78) call a single linear process of instructional design
(see also Tennyson, 1997, p. 414). It is the author’s opinion that in order to
incorporate object orientation on both the learning side (e.g., learning objects) and
the technology side (e.g., object technology), the instructional design methodology
itself that bridges these two sides also needs to follow the object-oriented paradigm.
Finally, Kirschner, Valcke & Sluismans (1999, p. 90-92) introduce objects as
part of their Electronic Learning Environment (ELO), which has been developed at
the Open University in the Netherlands. At the core of the ELO is a set of study
tasks that represent the building blocks of the curriculum. Each task is connected
with a number of objects that can be accessed by the learner using this system
according to his/her according to the learning needs, including a support objects, an
assessment object, a collaboration object, and a knowledge object. These objects
comprise the resources and services of a flexible, learner-centered curriculum, which
are not bound to a single discipline, but can be reused in different settings.
We have learned earlier that Merrill’s work on knowledge objects is strongly
influenced by object-orientation and integrates concepts from that paradigm, but
not for the overall process itself in form of an object-oriented instructional design
model (e.g., Jones, Li & Merrill, 1990, p. 13-14, 30). However, the discussion of
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other relevant literature in the next section indicates that in most cases the
integration has not taken place, yet.
1.5 Learning object
In his vision paper “Into the Future” written for the American Society for
Training & Development (ASTD) and the National Governors’ Association (NGA),
Hodgins (2000a)—currently chair of the Learning Object Metadata (LOM)
Working Group of the IEEELTSC—introduces a new term to illustrate this
converging trend that is taking place in the realm of technology and learning:
learnativity. ~ The term describes the fusion of activities involved in performing,
capturing, managing, and learning knowledge. According to Hodgins, these four
elements of learnativity represent the link between learner and technology required
to sustain lifelong learning in a knowledge-based economy.
In a speech about the characteristics of the future learning environment
delivered at the First Plugfest, organized by the Advanced Learning Network
(ADLNet) of the United States Department of Defense, Hodgins (2000b) discusses
the idea of the microtization of technology and information. He describes a
parallelism of changes that concurrently happen in the realm of technology and the
z
In fact, the word “learnativity” was filed as a service mark with the United
States Patent & Trademark Office—an agency of the United States Department of
Commerce—in 1998 under the serial number 75528749 by H. Wayne Hodgins and
Marcia L. Conner with the purpose of conducting workshops and seminars in the
field of personal productivity and business management (see: http://tess.uspto.gov/
bin/ showfield?f=doc&state=c7gj89.2.1). The patent was abandoned in 1999
because the applicants failed to respond to an Office’s action. Currently, both
authors, Hodgins and Conner, maintain a Web site under the same name with
information about current trends and developments in the field of learning and
technology at: http://www.learnativity.com.
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learning space, including its content and delivery. Hodgins states that both realms
are characterized by the creation of small, self-standing modules. In technology,
highly objectified code and technologies are produced based on the object-oriented
paradigm. Similarly, in the learning space highly objectified content and delivery
mechanisms are developed based upon emerging learning technology standards that
incorporate the notion of learning objects. As Clark (1998) puts it: “As we move
into the next millemum, learning objects will provide one piece of infrastructure
needed to turn companies into learning organizations” (p. 63).
Examples of learning objects include multimedia content, instructional
content, learning objectives, instructional software and software tools, and persons,
organizations, or events referenced during technology-mediated learning (e.g.,
computer-based training systems, interactive learning environments, intelligent
computer-aided instruction systems, distance learning systems, and collaborative
learning environments). Hodgins (2000a) concludes that the challenge for
developers of learning objects is to converge the two strands of development in
education and technology, to find ways to bring them together. In fact, Hodgins
(2000c), in one of his speeches, refers to the need of integrating instructional design
and object-orientation, but fails to provide the details of how this would actually be
implemented.
Central to Hodgin’s ideas about learning objects is the notion of the
microtization of technology and information, which correspondence with the RIO /
RLO strategy of Cisco Systems, Inc. Hodgins (2000a, p. 27-28) explains that
knowledge can be broken down into small useful chunks of information, called
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information objects. These basic building blocks for knowledge can be further
assembled to form learning objects, which enable the creation of personalized
learning content. Hodgins points out that an effective learning management system
would consist of three major building blocks, i.e. learning objects (or content),
metadata, and patterns or templates—elements that are also present in the model of
Cisco Systems, Inc. (see also Longmire, 2000, p. 25). Metadata, in fact, can help to
identify each learning object, with which “learners using an intelligent system can
assemble these objects into a valid instructional experience” (Myers, 1999, p. 53).
As Moonen (1999) points out, the main issue with regards to the instructional
design is to determine the granularity of (components of) digitial learning material
or learning objects, which “will determine how easy or difficult it is to make
selections of the content of that material or restructure its architecture, navigation,
and hyperlinking” (p. 109). Using rapid prototyping, Moonen suggests that
designers need “to concentrate on how to structure the material, how to divide the
material in appropriate learning objects (ULMs [unit of learning materials]) and
how to navigate through those learning objects in a hyperlinked pattern” (p. 109).
This approach would allow for flexible learning situations by implementing
flexibility in the learning materials.
Robson (n.d.; 1999a; 1999b)—currently chair of the IEEE Learning
Technology Standards Committee (LTSC)— continues to discuss these ideas on
learning objects and also suggests, along with Hodgins, to apply an object-oriented
approach to instructional design. He explains that a learning object has both
methods and properties. Robson (n.d.) points out that learning objects would
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typically render methods that determine how learning resources can be realized in
different media, contexts and assessment methods. This would help a learner to
better understand the relationships that exist between various learning objects. The
goal of the instructional design process would be to select the appropriate learning
objects and to identify their methods, properties, and relationships. He concludes
that an object-oriented approach would help to realize this issue. Robson (1999a)
—
who is actually envisioning a truly object-orientedWeb authoring and design tool
called a learning object wizard, that would help instructional designers to define
and modify learning objects—explains that typical components of instructional
Web sites, e.g., disciplinary content, content presentation format, hyperlinks, and
administration, can be treated as separate objects that exist without a reference to
the medium in which they are realized. This is similar to Tait’s (1997, p. 169, 172)
observation that an object-oriented course design would lead to the establishment
of a hierarchy of course objects, where each object can be treated as a separate
syllabus area and the instructional process can be identified as the class function, or
methods, that correspond to instructional methods. For instance, Jones & Wipond
(1990) show the use of curricular objects in computer-managed learning systems
and computer-based curricula. These objects represent the different types of entities
that constitute a curriculum, e.g., departments, programs, courses, topics, modules,
learning objects, resources, evaluation items, learning activities, etc. These basic or
core objects are part of a common framework, thus allowing curriculum developers
to select those objects that are necessary for their given task. “Therefore, although
the same fundamental set of components or objects comprise every curriculum, the
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way in which these objects are linked together to construct the curriculum is
flexible” (p. 9). To conclude with Forman (1995, p. 6) the elements of an
instructional system can be separated into objects, and with the creation of class
libraries educational programs can be generated faster, customized more quickly,
and updated in a more timely fashion.
These ideas on applying the object-oriented approach to instructional design
correspond to a number of studies in the literature (e.g., Armstrong & Loane’s,
1994; Chapman, n.d.; 1994; Hanson, 1991; Morrissey, 1994) that discuss the
importance of object-oriented authoring tools for the development of computer-
based instructional material. The authors describe the basic components of the
object-oriented approach, i.e. classes, objects, their properties, and methods (the
communication between objects). Chapman points out that an object-oriented
authoring tool would allow to concentrate on the object’s properties that would
then be assembled into interactive learning events. In correspondence with the RIO
/ RLO strategy of Cisco Systems, Inc., Chapman (1994, p. 9) is also advocating the
use of design or instructional templates for objects that would include information
about content, the look and feel of the object, the content placement, test or
practice items, repetition, and remediation. The learner would then be able to
interact with these objects and alter their properties in certain ways, which would
help to enhance learning. Hanson (1991) concludes that “object technology is likely
to be important for education and training for its usefulness in the following areas:
as a modeling language (tutor/assessor model, student model, domain model),
graphical user interface, distributed educational computing, management of
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multimedia, etc.” (p. 13-14). An example of such a system based on object-
orientation is Forman’s (1995, p. 6-7) Courseware Production Environment (CPE)
that includes instructional models, a series of databases for interfaces, media,
content, and interactive elements, and development tolls (i.e. subject-matter expert
debriefing, content conversion, and content generation). Forman incorporates this
CPE into a new multimedia development methodology that includes activities such
as rapid prototyping, template specification and development, content acquisition,
program development, media development, program integration, etc. Finally,
Beltran &c Peninou (1992) and Seffah (1997) provide examples of how the object-
orientation was applied to the development of intelligent tutoring systems. In both
cases, the produced educational hypermedia software is based on a reusable
architectural framework that consists of a set of objects which are embedded into a
model which includes learning resources, training strategies, and a knowledge base,
among others, and which is, in turn, connected to a learner interface allowing for
the appropriate control, presentation, and abstraction of the instructional material.
As discussed above, the literature indicates that instructional design can
benefit from the incorporation of the object-oriented paradigm. However, the
literature fails to provide an actual instructional design model based on this
paradigm. Rather, most authors concentrate on the mechanics of using a specific
tool that would help an instructional designer to implement learning objects. The
authors mentioned above do not use or discuss in detail existing methods provided
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by the object-oriented paradigm to alter or create a new instructional design model
based on this approach.
An actual object/component-based instructional design model is presented
by Douglas (2001). He asserts that learning objects need to be become the focus of
the instructional system development process both when instructional interventions
are designed or upgraded or when new instructional materials are created. Douglas
writes that
“ [t]his involves a paradigm shift from what is currently a predominantly
craft based approach to educational product development
.. Design thinking
needs to move from an approach that is oriented towards creating large
integrated packages (e.g. textbooks, CBT) to one that is built around
collections of specialized, reusable and granular components, (p. 3)
Douglas’ (2001) life cycle model for object-oriented instructional system
design provides a framework in which the analysis and design activities are focused
on incorporating reusable learning objects. It is centered around a resource
repository (see also Ryan-Jones & Hamel, n.d.). According to the findings in the
analysis phase, the instructional designer can use or adapt existing resources from
this repository, or create new repository and, in turn, add them to the repository.
Critical in this model is the testing/evaluation of the resources, existing or to built,
at various stages of the process to ensure their appropriateness. Douglas states that
“[tjhe end result of the process is not a finished product but a version of a product
that will be continually upgraded by iterating through the process to add new
requirements and to discover better components” (p. 3).
A similar comprehensive discussion of these issues is provided by Downes
(2000; 2001). He also describes the advantage of using learning objects that support
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reusability and portability. Similar to Douglas (2001), Downes advocates that
instructional design can benefit from incorporating object-oriented development
techniques and methods. Douglas (2000) concludes that
an online course, viewed as a piece of software, may be seen as a collection
of re-usable subroutines and applications. An online course, viewed as a
collection of learning objectives [sic], may be seen as a collection of re-usable
learning materials. The heart—and essence—of a learning object economy is
the merging of these two concepts, of viewing re-usable learning materials as
re-usable subroutines and applications, (italics in original; same citation in
2001 )
Downes explains that the object-orientation is best used as a methodology
for constructing object prototypes. And, combined with open standards such as
HTML, metadata, or XML sophisticated templates can be created that separate the
structure of some content from its presentation in order to build learning objects.
Thus, the content becomes portable and can be rendered in any desired format.
Bourda & Helier (2000; see also Downes, 2000) provide an example of how
such a document can be processed based on standardized templates using XML.
This procedure allows the content and the presentation style to be developed
separately and to be combined later in a document with a predefined format (see
illustration in Figure 3 on page33). First, the content data and the metadata (i.e.
data about data) are collected as separate entities. The metadata forms the basis of a
Data Type Definition (DTD) or schema that is used in an XML application where
both the content data and metadata are combined. This results in an XML
document that contains both the content data and information on how to process
the metadata. In order to make use of this document, it needs to be processed
further, e.g. by combining XSL (Extensible Style Language) files for formatting
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purposes which include specifications about how the final document will be
presented. The result can be any type of document defined by the XSL files (e.g., a
Web page using HTML or a PDF file (i.e. portable document format), which may be
displayed to the end-user.
Figure 3: XML processing of a document (redrawn from Bourda & Helier, 2000)
Ryan-Jones & Hamel (n.d.) summarize the above discussion by presenting a
set of five principles according to which learning objects should be design. First,
learning objects need to be conceived as units of instruction that can stand alone.
Second, the design and arrangement of learning objects should follow a standard
instructional format (learning events) as well as formal architecture (taxonomy).
Third, learning objects should be kept relatively small in size in order to support
reusability. Fourth, the sequence according to which learning objects are arranged
needs to have meaningful context. And, finally, learning objects must be tagged
with a standard metadata scheme in order to allow for successful resource discovery
and access. To conclude, the authors state that the most important instructional
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design components of instructional technology standards are learning objects and
learning object metadata “to help the designer to create higher quality instruction
that can easily be reused, reassembled, or re-purposed” (p. 10).
As indicated earlier, applying an object-orientated approach will allow to
flexibly recombine and re-use instructional resources. This component software
architecture in education (see Roschelle et al., 1999, p. 2-4; Roschelle, Kaput,
Stroup & Kahn, 1998, p. 10-12; Roschelle & Kaput, 1996, p. 221-222) will help to
increase the re-use of components (learning objects) and to reduce the costs of their
production; it will help to integrate diverse capabilities of dynamic representations
and communications, data gathering and concept visualization, as well as
microworlds and performance assessment; and it will allow distributed authoring
involving a broader range of contributors. Roschelle et al. (1999) assert that this
component model of courseware combined with the creative and imaginable
abilities of an instructor
will result in functional configurations that were not possible before or
weren’t anticipated by the components’ developers. This will provide the
unique opportunity to combine different genres of learning tools that are
more valuable in combination than individually. Such a combination of tools
will more effectively implement cross-subject, holistic learning approaches.
(P-3)
Allen, Hoffman & Otto (2000, p. 468) show how the object-oriented
paradigm can be applied to the development of case-based learning. The authors
argue that the processing and storage capacities of computer databases to handle
large amounts of multimedia data, which represent real-world situations or
contexts for learning, will help to accelerate access to and organization of cases that
are used to support “learning-by-doing: a rehearsal or simulation of applied
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cognition that promotes acquisition and refinement of domain specific knowledge
or skills without the functional veridicality of ‘real’ experience” (p. 445). Cases and
their abstractions, then, can be modelled as objects along with their relations which
are embedded in particular real-world situations. Especially the use of inheritance
and polymorphism can improve the modeling of cases by specifying common
properties and behaviors in general classes that are also acquired by subclasses. In
addition, a case, which is generated as an object, can assume various forms or
manifestations based on polymorphism. The authors conclude that “[ojbject-
oriented thinking .. creates a new framework for developing and understanding
cases in which some of the abstractions that learners must map onto situations are
deeply embedded in the origins and history of those situations” (p. 468).
Lesgold (1993) and Derry & Lesgold (1996) illustrate well how the object-
oriented paradigm can be applied to situated cognition approaches to instructional
design focusing on task analysis. As Lesgold puts it: “I believe that an object
orientation will prove useful in supporting natural language interactions in the
course of coached learning” (p. 301). The authors argue that learning should be
grounded in experience, from which the learner would construct abstractions.
Derry & Lesgold state that “this suggests a cyclical progression from do to learn
(grounded in the past experience) to do (trying out the abstractions just learned)”
(p. 793). Their hypermedia project Sherlock II for the training of aviation
technicians is based on the so called intelligent coached apprenticeship. It consists of
objects that represent the different components of the work environment, similar to
the architecture of the actual test station of these technicians. The authors have used
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the object-oriented paradigm for the design of their hypermedia instructional
system as it helped them to better define the knowledge a learner would need to
perform some function. Similar to Merrill and his colleagues, Derry &c Lesgold (p.
801-802) and Lesgold (1993, p. 294-296) use the term knowledge object to classify
situations into objects that describe both an extension (i.e. one or more situations
and a learner s capability for acting in those situations) and intension (i.e. the
knowledge a learner has about a class of situations). Thus, in the process of task
analysis objects allow the developer to identify the specific features of a component
or element (i.e. extensional probing), to probe a model that captures the mental
model of the learner about a specific knowledge area along with a list of variables
and methods of the object, and to ask an expert about the specific meaning or
purpose of his or her actions in a regular course of action (i.e. intensional probing).
Once the candidate knowledge objects have been identified, it is important to
organize them into an inheritance hierarchy (Derry & Lesgold, p. 803; Lesgold, p.
296). The relationships between objects and the mental model components help to
achieve a decomposition of the mental and physical behaviors of an expert. At the
same this inheritance hierarchy provides a better understanding of the tasks
involved that is broader than the usual information about prerequisite skills that is
derived from traditional usage hierarchy task analyses.
1.6 Instructional technology and learning
The educational psychologist Lumbsdaine (1964, p. 372-373) provides an
early example to define instructional technology—teaching machines in his case—as
a source of new tools for the improvement of instruction by showing functional
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interrelationships among the physical and behavioral sciences and educational
technology (see Figure 3 on pa g e33). Fie distinguishes between educational
technology! and educational technology2 . According to Lumbsdaine, the first refers
to the actual tools or equipment for presenting instructional material. The latter
refers to the application of scientific principles to instruction. In the first meaning,
educational technology serves as a teaching aid, in the second meaning as a learning
aid (see also Davies, 1972, p. 2-6).
Physical Sciences & Technology Mathematics Behavioral Sciences
Physics
Paper
Printing Press
Photography
Chemistry
Still Pictures
Still Movies
Sound Recording
Sound Film
Probability & Mathematical Statistics
Psychometrics
Complex Teaching Machines
Psychology
Task Analysis Learning Theory
Instructional Media Research
Figure 4: Interrelationships among tools and principles of educational technology
(redrawn from Lumbsdaine, 1964, p. 375, Figure 1)
Although Lumbsdaine captures well the contributions of the different
disciplines to educational technology in his time, his diagram—as Davies (1972, p.
5 ) criticizes—does not help to overcome the polarization of the two meanings.
Instead, Davies suggests a new conceptual framework, i.e educational technology 3
that is based on the systems approach in order
u
to take a whole view, both task and
human, of the learning system, and to determine how each of the many constituent
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parts interact with each other” (Davies, 1972, p. 10). His concept incorporates both
Educational Technology] and EducationalTechnology2 to build “a bridge between
educational theory and practice” (p. 11).
Knirk & Gustafson (1986) provide a similar notion in defining instructional
technology, which includes theory and approaches from other sciences such as the
behavioral sciences (e.g., learning theory, instructional design), management
sciences (e.g., systems theory, task analysis), and physical sciences (e.g., electronics,
communications engineering). They argue that instructional technology is not only
the utilization of hardware or devices and learning theory in instruction, but “also
the use of procedures for structuring learning environments for solving instructional
problems” (p. 10).
A similar description is provided by K. A. Johnson (1989/1996) in the
author’s discussion of the origins and components of instructional design and
development. Johnson views instructional design at the intersection of instructional
theory, instructional technology, and instructional management. The first is based
on theories and approaches of the social sciences, i.e. psychology. According to this
model, instructional technology is influenced by information sciences (e.g.,
computer science, communications). And, instructional management is informed by
management science and engineering (e.g., systems analysis, project management).
These different descriptions of instructional technology have now recently
combined in a unifying definition issued by AECT. According to this definition—as
indicated earlier—the terms instructional technology and educational technology
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can be used interchangeably. It encompasses these early definitions by incorporating
the different knowledge domains in a single concept.
In designing and developing instructional technology, one important element
that needs to be considered are the types of learning which are needed to determine
the object of instruction. In general, three conceptual domains have been
distinguished (see the summary in Seels 8c Glasgow, 1990, p. 26-31): cognitive
domain, affective domain, and psychomotor domain. To capture the characteristics
of these different domains, taxonomies have been developed that help an
instructional designer to determine the type of learning and their objectives as well
as the sequencing of learning. For the cognitive domain, the best known taxonomy
is Bloom’s (1956) taxonomy of educational objectives (see also the discussion in
Chapter III, Section 3.1.1). Bloom bases his taxonomy on a learning hierarchy that
consists of knowledge, comprehension, application, analysis, synthesis, and
evaluation. The categories are arranged in a hierarchy from simple (e.g., to recall a
specific aspect of information) to complex (e.g., value judgements about some
object, idea, or process). The best known taxonomies for the affective domain was
developed by Krathwohl, Bloom 8c Masia (1956). Their taxonomy is based on the
notion of internalization which describes “a process through which there is at first
an incomplete and tentative adoption of only the overt manifestations of the desired
behavior and later a more complete adoption” (p. 29). This chronological sequence
consists of a set of hierarchically organized categories through which internalization
is manifested, including receiving, responding, valuing, organization, and
characterization by a value complex, again ranging from simple to complex (see the
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summary on p. 33-35, 37). Finally, Simpson (1967/1971) has developed a
taxonomy for the psychomotor domain. It is organized on the degree of
coordination required to physically perform a particular motor act. Simpson’s
taxonomy consists of set of categories organized in a hierarchy ranging from the
lowest level (e.g., simple reflexes) to the highest level (e.g., neuromuscular
coordination: reflex movement, perception, set, guided response, mechanism,
complex overt response).
A different approach to the classification of learning was provided by Gagne
(1985, p. 47-68; Gagne, Briggs & Wager, 1992, part 2, chap. 3-5). His more
comprehensive concept of learning capabilities includes intellectual skills, cognitive
strategies, verbal information, attitudes, and motor skills. Gagne claims that
learning outcomes can be organized into learning outcomes or performance
categories, which can be taught by similar instructional strategies. Based on this
approach he also prescribes the internal and external conditions for learning (see for
instance, Gagne, Briggs & Wager, p. 51-52).
From a constructivist perspective, learning is considered a personal discovery
that is intrinsically motivated. In order to engage the learner in the construction of
knowledge, he or she needs a responsive learning environment (P. A. Cooper, 1993).
Constructivism implies that “learning is an active process of constructing rather
than acquiring knowledge, and ... instruction is a process of supporting that
construction rather than communicating knowledge” (Duffy & Cunningham, 1996,
p. 171). In accordance with the above statement, Zucchermaglio (1993) argues that
learning is not a matter of transfer, but rather of construction. She also states that
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different types of intelligent exist between groups of learners as well as in the same
learner. Finally, Zucchermaglio says that learning is embedded in a social context.
Learners need to be given the opportunity to move gradually from the periphery of
authentic activity towards full participation in an authentic context.
The latter aspect of providing a constructivist learning environment
represents a gradual transition from initial or introductory knowledge acquisition
with well-structured domains over advanced knowledge acquisition with ill-
structured domains towards expertise with elaborate structures. This process
represents a move from practice and feedback over apprenticeship and coaching to
experience. However, constructivist learning only applies to the latter two stages. In
this context, the learning process is seen as a continuum as opposed to a collection
of distinct processes (Jonassen, 1992; Jonassen, Mayes, & McAleese, 1993).
In order to support constructivist learning, an appropriate learning
environment needs to be designed. In accordance with the above statements,
Wilson(1996) states that such an environment cannot be fully prepackaged and
defined. Community of learners need to have the opportunity to choose learning
activities, and to control pace and direction of learning. Thus, a constructivist
learning environment is a “place where learners may work together and support
each other as they use a variety of tools and information sources in their guided
pursuit of learning goals and problem-solving activities” (p. 5). As applied to
hypermedia-based learning environments, the literature (e.g., Jonassen, 1995; 1996;
Jonassen, Myers &c McKillop, 1996; Jonassen & Reeves, 1996) suggests that they
should be designed in such a way that learners can learn with them, rather than
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from them, i.e. to use computers as cognitive tools for the construction of
knowledge, tools that support cognitive processing. They engage the learner in a
knowledge construction process that does not represent knowledge but rather
supports reflection and conception of information by the learner. Learners need to
be able to control the tools. They can function as designers in the use of computers
for accessing, analyzing, organizing, and interpreting information.
Constructivism is widely discussed in instructional design (e.g., Duffy, &c
Jonassen, 1992a; Duffy, Lowyck, & Jonassen, 1993; Wilson, 1996). Most
prominent are the following constructivist approaches in instructional design: the
anchored instruction approach, cognitive flexibility theory, and cognitive
apprenticeship approach. The anchored instruction approach assumes that
knowledge exists but is not always available when needed. Therefore, learning
environments should include narrative anchors that motivate the learner and help
to identify and define problems (e.g., Dunlap & Grabinger, 1996). The cognitive
flexibility theory was developed by Spiro and his associates. The goal of this theory
is to provide multiple and flexible representations that can be used for problem
solving in a variety of contexts (e.g., Jones & Spiro, 1995; Spiro et al., 1991; Spiro
&C Jehng, 1990; Jonassen, Dyer, Peters, et al., 1997). Finally, the cognitive
apprenticeship approach employs applied knowledge transfer principles from
vocational education to the solution of complex problems in cognitive domains
42
(e.g., A. Collins, 1991; Gibbons &c Fairweather, 2000, p. 428-431; LeGrand,
Farmer, & Buckmaster, 1993; Teles, 1993).
To summarize these points, instructional design based on constructivism
should provide authentic problems situations. A constructivist learning
environment needs to offer multiple contexts to the learner for flexible problem
solutions. Multiple perspectives will help the learner to discuss problem situations
from different viewpoints. And, social contexts permit cooperative learning and
problem solution in learning groups (Gerstenmeier &c Mandl, 1994, p. 37-38).
1.7 Research outline
The author proposes a conceptual model for instructional design that is
based on instructional design principles and incorporates object-oriented concepts.
The basic concepts and terms of object-orientation along with the UML notation
used to develop the conceptual diagrams in this study are described in Chapter II.
This research study shows how object orientation can be best integrated into the
instructional design process of Web-based learning environments. As indicated
above, development projects for instructional Web sites includes knowledge and
concepts from different domains. In order to identify the commonalities of these
domains, the author conducted a task analysis of the different domains to arrive at
a collection of knowledge objects as suggested by Lesgold (1993) and Derry &c
Lesgold (1996).
A discussion of the research methodology applied in this study is provided in
Chapter III. This includes a description of the field of developmental research which
this research study subscribes to. In addition, our understanding of the role of
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models or modeling based on the literature review is presented. Finally, the author
shows what types of task analysis the author has applied, including the software
used to represent the results visually.
In Chapter IV the author presents an overview of the Web as an instructional
technology. The term instructional technology is defined along with the domains
that are part of it. In order to describe the Web as a distributed hypertext
environment for learning, various technical aspects are discussed, including the
definition of hypertext, issues of interactivity, the structure of the Internet, as well as
a selection of Web technologies (e.g., HTML, CSS, XML, metadata, etc.). This will
help to identify the possibilities and limitations of this technology as well as to
determine how new learning technology standards are incorporated that support
the development and distribution of learning objects. In addition, we discuss in
details the role of human-computer interaction (HCI) and different design models
and approaches that are important for the design of Web-based learning
environments.
Based on the general discussion of the Web as instructional technology and
Web design approaches, the internationalization of theWeb is discussed in
particular in Chapter V.
The suggested OOID model is presented in Chapter VI. The author shows
how the different domains of instructional Web site design contribute to the overall
model by identifying and analyzing the individual tasks involved in this process.
Using object-oriented methods and UML as a notation tool the author
demonstrates how the model evolved and what elements it is comprised of. The
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discussion of the model is concluded with a narrative about a case study at a public
college in Massachusetts where the author has been employed as an instructional
designer since 1999.
The concluding chapter summarizes the results of this study. Also, the
limitations of this study are discussed. Finally, the author points to possible
directions for further research.
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CHAPTER 2
OBJECT ORIENTATION
2,1 Background
The object-oriented paradigm is often referred to as a new programming
approach to software engineering, which was widely publicized and adopted in the
late 1980s (Sommerville, 1996a, p. 248). “A programming paradigm is a way of
conceptualizing what it means to perform computation and how tasks to be carried
out on a computer should be structured and organized” (Budd, 1997, p. 7).
Programming paradigms other from the object-oriented paradigm include, for
instance, the imperative-programming paradigm (e.g., Pascal or C), the logic
programming-paradigm (e.g., Prolog), and the functional-programming paradigm
(e.g., FP) (p. 6). Budd argues that object-oriented programming is “a new way of
thinking about what it means to compute, about how we can structure information
inside a computer” (p. 2).
As Booch (1994a, p. 13-15) points out, the object-oriented paradigm is a
more powerful approach in the decomposition of complex systems. Instead of an
algorithm this type of decomposition uses objects. These systems can be described
with an “is_a” as well as an “is_part_of” hierarchy, which makes the redundancy of
the system under consideration more obvious. The first represents the class
structure of a complex system, the latter the object structure, where each object in
the object structure represents an instance of a class. Combined, both the class
structure and the object structure represent the architecture of a system. Kay (1984)
—often considered to be the father of object-oriented programming—argues that
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the object-oriented paradigm allows to design parts of a computer system that have
the same power as the whole.
The computer is divided (conceptually, by capitalizing on its powers of
simulation) into a number of smaller computer, or objects, each of which can
be given a role like that of an actor in a play. The move to object-oriented
design represents a real change in point of view—a change of paradigm
—
that brings with it an enormous increase in expressive power, (p. 56)
Schach (1997, p. 18-22) states that the object-oriented paradigm makes
software development easier and maintenance quicker because of the close
correspondence between the objects in a software product and their counterparts in
the real world. He explains that there is most often a sharp transition between
phases (especially the analysis phase and the design phase), whereas the transition
from phase to phase is far more smoother in the object-oriented paradigm, making
it a more integrated approach because objects enter the software life cycle at the
very beginning, thus reducing the number of faults during development. Finally, the
fact that objects are independent entities, that can be utilized in future products,
thus promoting reuse, which reduces the time and cost of both development and
maintenance. Schach concludes that
a product that has been built using the structured paradigm is essentially a
single unit. This is one reason why the structured paradigm has been less
successful when applied to larger products. In contrast, when the object-
oriented paradigm is correctly used, the resulting product consists of a
number of smaller, essentially independent units. The object-oriented
paradigm reduces the level of complexity of a software product and
simplifies both development and maintenance, (p. 20-21)
2.2 The software crisis
The object-oriented paradigm is another attempt to address the so-called
“software crisis.” This alleged crisis—later renamed the “software depression"
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was based on the fact that software programmers were lacking the necessary
theoretical foundations and disciplines for their work. The industry felt the need to
increase the discipline and precision of its work because computers were responsible
for systems that could put human lives at risk (Ceruzzi, 1998, p. 105; Marcimak,
1994; Schach, 1997; p. 7; Sigfried, 1996, p. 3-6).
In order to address these increased failures in software development projects,
the term “software engineering” was introduced, first mentioned at a NATO
conference in 1967 (Naur, Randell &c Buxton, 1976). Software engineering
represents a discipline for the design and construction of fault-free software based
on scientific principles of computer science and mathematics that is delivered on
time, within budget, and satisfies the user’s needs (Boehm, 1976, p. 1226;
Hymphrey, 1993, p. 1218; Schach, 1997, p. 6, 17; Sommerville, 1996a, p. 4).
One of the major techniques that was introduced in the mid-1970s to help
solve the software crisis was the so-called structured paradigm, which included a set
of techniques, among others, structured systems analysis, composite / structured
design, structured programming, and structured testing (see Schach, 1997, p. 17-
18). Structured design is a process that is concerned with the specific formal design
of the components of a system and the interrelationship between those components
to help solve some well-specified problem (Yourdon & Constantine, 1978, p. 7). It
is rooted in the idea of the Dutch computer scientist EdsgerW. Dijkstra who wrote
in the late 1960s that GO-TO statements should be eliminated from programming
languages (e.g., Dijkstra, 1976; see also the discussion in Arnold, 1994, p. 4; King,
1984, p. 9; Schach, 1997, p. 375-378; Yourdon, 1975, p. 137-138). Thus,
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structured programming is primarily characterized by the elimination of the GO-
TO statement, which was replaced by a number of other well-structured branching
and control statements, and the concept of top-down program design, i.e. the
process of identifying the major functions before proceeding to an identification of
the lesser functions which derive from the major ones. The latter aspect is
represented by two approaches, i.e. functional decomposition, where the resulting
functional hierarchy would form the basic design structure, and data structured
design, where logical structure of the data is the basis of the program or system.
Structured programming was introduced to help reduce testing problems, increase
productivity, and enhance clarity and readability of programs (King, 1984, p. 12,
17-39;Yourdon, 1975, p. 136-194).
However, as F. P. Brooks (1995, p. 179-203) points out, there are “no silver
bullets to solve this software crisis, i.e. no single software engineering development
approach will produce an order-of-magnitude improvement in programming
activity. The essential difficulties include the complexity of software systems, their
conformation to other interfaces, their constant changeability, as well as their
invisibility and unvisualizability (p. 181-186; for a summary, see Schach, 1997, p.
43-480). These are some of the issues that the structured paradigm was not able to
overcome. Schach (p. 18-19) explains that this paradigm failed to deal with the
increasing size of software products. And, it did not help to reduce the large amount
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of the software budget that was devoted to maintenance. Schach summarizes the
limited success of the structured paradigm in that
the structured techniques are either action oriented or data oriented, but not
both. The basic components of a software product are the actions of the
product and the data on which those actions operate, (p. 18)
Schach (1997, p. 18-22) concludes that the object-oriented paradigm
represents an alternative because it considers both data and action to be of equal
importance. This corresponds with Brooks’ (1995) observation that the object-
oriented programming paradigm is a possible cure of the software crisis. He states
that “it is a very promising concept” (p. 220). The use of abstract data types and
hierarchical types (“classes”) helps to remove a higher-order sort of accidental
difficulty from the development process and allows a higher-order expression of
design. However, the complexity of the design itself remains essential and can only
partially be reduced using object-orientation (p. 189-190; see also Budd, 1997, p.
2): “Complexity is the business we are in, and complexity is what limits us”
(Brooks, 1995, p. 226; italics in original).
2.3 Historical review
The origins of the object-oriented paradigm are attributed to the
programming language SIMULA (SIMUlation LAnguage), which was developed in
the early 1960s (see language history chart in Figur e5 on p age52). The developers
of SIMULA, Dahl & Nygaard (1966; 1967; Nygaard, 1986), introduced
computational concepts that are considered to be the foundations for object-
oriented programming languages that would subsequently be developed. In fact, the
authors were the first to introduce the concepts of class, data encapsulation and
50
inheritance (see, for instance, Horowitz, 1983, p. 258-263, 409; Schach, 1997, p.
171-172). The fundamental concept of SIMULA is the process, which describes the
organization and classification of actions that take place in a discrete event system
and the data involved in the process. An activity is called a class; a process an
object. A discrete event system may contain a collection of processes, or group of
objects. Several processes with similar data structure and same behavior pattern
belong to the same class, and are called activities. Finally, attributes describe the
parameters and items of a data structure or process, which can be made accessible
from the outside, i.e. from within other processes. Thus, a process is called a
referenceable data structure. An individual reference is called an element.
Kay has been greatly influenced by SIMULA when he developed Smalltalk in
the early 1970s, the first dynamically typed object-oriented programming language
(see, for instance, Abadi & Cardelli, 1996, p. 11; Horowitz, 1983, p. 409), after he
had developed FLEX in the late 1960s, the first personal computer to directly
support a graphics- and simulation-oriented language (Kay, 1977, p, 232). He used
the concepts of class and message from SIMULA. For instance, Smalltalk classifies
objects into families that are generalizations of their properties. Also, messages are
send to an activity, i.e. processes belonging to the same class as in SIMULA (p. 241).
With regards to the concept of class and objects, Kay (1993/1996) states that
“everything we can describe can be represented by the recursive composition of a
single kind of behavioral building block that hides its combination of state and
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Figure 5: History chart of selected object-oriented programming languages (adapted
from Horowitz, 1983, p. 14, 18; Oesterreich, 1997/1999, p. 6; Sammet as cited in
Wexelblat, 1981, inside / back cover; Schmucker as cited in Booch, 1994a, p. 475;
Stansifer, 1995, p. 23)
process inside itself and can be dealt with only through the exchange of messages”
(p. 512)
2.4 Object-oriented concepts and elements
Authors like Budd (1997, p. 7-13), Horowitz (1983, p. 409-411) or Kay
(1996) present a summary of a set of characteristics that are fundamental to the
object-oriented paradigm. First, everything is considered an object. Second,
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computation is performed by objects communicating with each other via message
passing, requesting that other objects perform actions. Third, each object has its
own memory, which consists of other objects. Fourth, every object is an instance of
a class. The role of the class stems from the ability to create objects with the view
that their properties are the means for communicating with them. Fifth, the class is
the repository for behavior associated with an object. And, sixth, classes are
organized into a singly rooted tree structure, called the inheritance hierarchy. When
objects have certain attributes in common with others, then, they fall into the same
class. The attributes of classes, subclasses, and superclasses can be shared through
the mechanism called inheritance. To conclude, A. Snyder (1993, p. 32) states that
all objects embody an abstraction and can encapsulated; objects provide services
that can be requested by clients which issue requests that identify operations as well
as objects; the services of objects can be used for their classification; new objects can
be created; and objects share a common implementation.
Booch (1994a, p. 27) states that principles in software engineering such as
abstraction, encapsulation, modularity, hierarchy, etc. are not new. But, the object-
oriented paradigm helps to bring them together in a synergetic way. Booch (p. 40-
41) concludes that the conceptual framework for anything object-oriented is the
object model—a conceptual representation of the organized complexity of software.
It consists of four major elements, i.e. abstraction, encapsulation, modularity, and
hierarchy. In addition, the object model contains three minor element, i.e. typing,
concurrency, and persistence. The following sections describe the basic concepts
and elements of the object-oriented model. The overview diagram shown in
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Figure 6 on pa g e54, describes the relationship between the different categories (see
also Forbrig, 2001, p. 18-19). The basic model represents the fundamental terms of
the object-oriented paradigm. This model corresponds to the notion of data
encapsulation and abstract data types. The static model describes the relationship
between the different elements of the basic model. Certain elements of this model,
such as association and inheritance, have been introduced from data modeling in
software engineering. The behavior of the individual elements is captured in the
dynamic model. The system usage is described using use cases.
Figure 6: Model structure of the object-oriented paradigm
2.4.1 Fundamental concepts
2.4.1 .1 Objects
As mentioned above, according to the object-oriented paradigm a
correspondence exists between a software simulation of a physical system and the
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physical system itself. The object concept describes a tangible and/or visible thing
that can be apprehended by the human mind and to which action can be directed
(Booch, 1994a, p. 82). By analogy, the components
-of the software system are
themselves called objects (Abadi & Cardelli, 1996, p. 7). A simplistic way of
looking at an object is as a unified software component that incorporates both the
data and the actions that operate on that data (Schach, 1997, p. 18). The author
states that objects are simply the next step in the progression of data abstraction
from procedures, to modules, to abstract data types, and to objects (p. 82-89, 161;
see also Budd, 1997, p. 17; Korson & McGregor, 1990, p. 41), using a process
called stepwise refinement (or rather enrichment) of high-level concepts to achieve
lower level components by breaking up tasks into a number of subtasks, thus
allowing the refinement in the description of tasks to take place at the same time as
the refinement of the description of the data (see Schach, 1997, p. 82-89; Wirth,
1971, p. 221, 226; 1976, p. 49-52). The most basic software components are
considered modules, i.e. the smallest pieces of a software product. A module is
characterized by its action (behavior), its logic in performing the action, and the
context where it is actually used (Schach, 1997, p. 144).
Thus, an object is an instantiation (or instance) of an abstract data type, or
class, that supports inheritance. This means that “a product is designed in terms of
abstract data types, and the variables (objects) of the product are then instantiations
of the abstract data type (Schach, 1997, p. 171). Objects are the basic run-time
entities in an object-oriented system. As Booch (1994a, p. 83-91) writes, objects
have state, behavior, and identity, where objects with similar structure and behavior
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are defined in a common class. The state of an object represents the cumulative
results of its behavior. It consists of all its (usually static) properties and the current
(usually dynamic) values of these properties. The behavior of an object shows how
an objects acts and reacts that is visible and testable to the outside. Behavior
represents state changes and the passing of messages of an object. Both, state and
behavior, describe a set of procedures and functions of an object, which define the
meaningful operations on that object; they are associated with every object (see also
Korson & McGregor, 1990, p. 42). An object’s identity is constituted by its
property which distinguishes it from all other objects.To conclude with
Sommerville (1996a), an object is defined as
an entity that has a state and a defined set of operations which operate on
that state. The state is represented as a set of object attributes. The
operations associated with the object provide services to other objects
(clients) which request these services when some computation is required.
Objects are created according to some object class definition, (p. 250)
With Budd (1997, p. 48) and Sigfried (1996, p. 36-37, 58, 118, 148-151) we
can speak of an object to have two “faces.” First, the interface containing the
methods names is externally visible or available. This outside view is the collection
of operations that define the behavior of the object. Second, on the other side of the
interface—the implementation face—the individual data variables are located,
which maintain the internal state of the object. In this “body” of the object the
attributes and the actual implementation code of the method are located. Typically,
interfaces should be few in numbers and small (i.e. low coupling), explicit,
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consistent, and coherent; they should have a low semantic gap, they should be
stable, and support information hiding.
Sigfried (1996, p. 155-157) introduces the notion of information objects and
system objects as a way to better capture the idea of information and behavior that
actually have been united in the object ideas. The first holds the information or
attributes of a system; it represents a data carrier or collection of data needed and
used together. The latter is the handler of these information objects and captures the
behavior or methods of a system.
As has been indicated earlier, objects are a more abstract implementation of
modules. They support maximal interaction within each module and minimal
interaction between modules. This means that objects are characterized by high
cohesion and low coupling. Cohesion refers to the degree of interaction within a
module, i.e. how the actions performed by a module are functionally related.
Coupling is the degree of interaction between two modules (Schach, 1997, p. 144-
155, 177-178; Sigfried, 1996, p. 48).
2.4. 1.2 Classes
A class is defined as a set of possible objects (Korson &c McGregor, 1990, p.
42). It is intended to describe the structures of all objects that are generated from
that class (Abadi & Cardelli, 1996, p. 11). Classes help to generate objects with
common properties. Because objects are more primitive than classes, they should be
understood and explained before classes (p. 49). In fact, classes provide a
description of the attributes and methods that should be contained in an object.
Thus, a “class is here simply an abstraction principle” (Sigfried, 1996, p. 75). It
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represents “a set of objects that share a common structure and a common
behavior (Booch, 1994a, p.103); simply speaking, an object is just an instance of a
class (p. 103). Sommerville (1996a, p. 250) defines an (object) class as a template
for objects which includes declarations of all the attributes and services which are
associated with an object of that class. Budd (1997) summarizes the notion of class
in his second principle of object-oriented programming as follows:
All objects are instances of a class. The method invoked by an object in
response to a message is determined by the class of the receiver. All objects of
a given class use the same method in response to a similar message, (p. 10)
Similar to the two “faces” of an object—as described above—Booch (1994a,
p. 105) speaks of an outside view and an inside view of a class. The former is
considered the interface of a class, which focuses on the abstraction while hiding its
structure and the specifics of its behavior (public, protected or private). The latter
describes the implementation of a class that consists of all the specifics of its
behavior, i.e. the implementation of all the operations described in that interface.
Budd (1997, 48-49) distinguishes various forms of classes based on their
different responsibilities. First, classes can serve as data managers (data or state
classes), which maintain data or state information. Second, classes can generate
data on demand (for a data source) or accept data in order to process it when called
upon (for a data sink). Third, it is helpful to separate the object being viewed (view
class) from the view that displays the visual representation of that object (observer
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class). And, fourth, facilitator, or helper, classes are classes that assist in the
execution of complex tasks, but maintain little or no state information themselves.
Finally, classes can also form metaclasses (Booch, 1994a, p. 133; Sigfried,
1996, p. 45-46). In this case, a metaclass would have instances which themselves
are classes. Classes with similar characteristics would be grouped together with a
common description of these characteristics. This is similar to the notion that a
class would be treated as an object that can be manipulated.
2.4. 1.3 Attributes
As described earlier, an object is an instance of a class. The different
characteristics of an object are called attributes, i.e. the descriptor of an instance
(Sigfried, 1996, p. 30-34). Typically, a (simple) attribute has a name, a domain (or
data type), and a value. In order to group attributes that are related, they can be
organized into subgroups to form complex or composite attributes. Attributes can
describe an important and relevant property of an instance (i.e. descriptive
attribute). They can provide important state information connected with an
instance (i.e. state attribute). And, they describe the reference to other objects
needed to implement the relationship (i.e. referential attribute).
2.4. 1.4 Methods
Budd (1997, p. 8-9, 73-74) calls the first principle of object-oriented
programming the means by which activities are initiated, i.e. message passing (also
named method lookup). A message passing expression consists of three parts, i.e.
the receiver, the message selector, and the argument. Budd explains that actions are
initiated by the transmission of a message to an agent or receiver (object), which is
responsible for the action. A message has a designated receiver for that message, i.e.
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some agent to which the message is sent. Depending on the receiver, the message can
be interpreted differently. This is called late binding between the message (function
or procedure name) and the method (code fragment) to respond to the message as
opposed to early (compile-time or link-time) binding of the name to code fragment
in conventional procedure calls where a designated receiver does not exist.
Objects have behaviors which can be described as having responsibilities.
The entire collection of responsibilities associated with an object is often called a
protocol. A protocol determines the set of available messages that an object can
receive, thus constituting the entire static and dynamic outside of an abstraction
(Booch, 1994a, p. 43, 90-91; Budd, 1997, p. 9; Sigfned, 1996, p. 40). This allows
to increase the level of abstraction and permits greater independence between
agents.
A special case of binding is polymorphism, a concept from type theory
(Booch, 1994a, p. 115; Sigfried, 1996, p. 55-57). In this case, a name may refer to
instances of many different classes as long as they share the same superclass.
Polymorphic functions are functions whose operands (actual parameters)
can have more than one type. Polymorphic types may be defined as types
whose operations are applicable to operands of more than one type.
(Cardelli &c Wegner, 1985, p. 475)
Thus, an object referred to by a specific name is able to respond with the
shared set of operations in different ways. A polymorphic reference can refer to
instances of just one class (Korson & McGregor, 1990, p. 45). This is achieved
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because of the fact that the receiving methods in the objects have the same name but
different implementations.
2.4.2 Major elements
2,4, 2. 1 Abstraction
A basic principle in software programming is conceptual modeling. It helps
to handle the complexity of a system. Modeling is a process to organize “knowledge
of an application domain into hierarchical rankings or orderings of abstraction, in
order to obtain a better understanding of the phenomena in concern” (Taivalsaari,
1996, p. 441; see also Sigfried, 1996, p. 7-12). This process is usually referred to as
abstraction, a technique that helps to reduce the complexity of a system. As applied
to software systems, data abstraction encapsulates concrete details of a data
structure in a more abstract framework. Abstraction focuses on the external view of
an object by defining conceptual boundaries to other objects. It helps to separate an
object’s behavior from its implementation (Booch, 1994a, p. 41)
Object-oriented programming provides direct support of the most common
abstraction principles, i.e. classification / instantiation, aggregation /
decomposition, generalization / specialization, and grouping / individualization
(Taivalsaari, 1996, p. 441-443). During classification, details of an instance are
suppressed and certain properties of a class as a whole are emphasized. The reverse
operation of classification is instantiation (or exemplification). Aggregation creates
part-whole hierarchies in which details of components are suppressed and details of
the relationship as a whole are emphasized. The reverse operation of aggregation is
decomposition. Generalization is an abstraction principle that suppresses the
differences between categories and emphasizes common properties. The opposite of
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generalization is specialization. Finally, grouping (or association, partitioning, or
cover aggregation) is used to describe the properties of objects as a whole by
suppressing details of the group members and emphasizing the grouping of those
objects together. The converse operation of grouping is individualization.
Abstraction, i.e. suppressing unnecessary details and accentuating relevant
details, can be achieved through data encapsulation, i.e. a data structure together
with the actions to be performed on that data structure. Thus, encapsulation is
defined “as the gathering together into one unit of all aspects of the real-world
entity modeled by that unit” (Schach, 1997, p. 162). Other types of abstraction
include procedural abstraction and iterative abstraction. On a next level of
abstraction are abstract data types, i.e. a data type together with the actions to be
performed on instantiations of that data type. Abstract data types support both
data abstraction and procedural abstraction (p. 166). These types of abstraction are
instances of a more general design concept called information hiding, where the
implementation details of the resulting design are hidden from other modules (p.
168-170; see also Sigfried, 1996, p. 46). The term was introduced by Parnas
(1972a; 1972b) to describe a method of decomposing software systems called
modularization which includes design decisions that need to be made before the
actual work on independent modules can begin. According to this concept,
sufficient information exists to use a module without the user having to know the
method. An example of abstraction is data encapsulation, i.e. a data structure
together with the actions to be performed on that data structure, which allows for
conceptual independence of this data structure. Because all the actions that are
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performed on the data of an object are included in that object, then, the object can
be considered a conceptually independent entity, thus supporting encapsulation
(Schach, 1997, p. 20; Sigfried, 1996, p. 46).
2.4. 2.2 Inheritance hierarchy
In general, a hierarchy describes a ranking or ordering of abstraction. We
have learned earlier that the class structure of an object-oriented system consists of
an is a hierarchy, which describes single or multiple inheritance, and that the
object hierarchy describes an “part of” or whole / part hierarchy, which denotes
aggregation (Booch, 1994a, p. 59, 103). During aggregation elements are collected
together to form a new idea, a case of abstraction. It also hides the details of its
parts (information hiding). The resulting aggregate is considered “a collection of
parts that together form something new that is more than just the sum of its parts”
(Sigfried, 1996, p. 86), where the whole is described by an aggregate, and the parts
by attributes (Booch, p. 103). Inheritance, then, is often regarded as the feature that
distinguishes the object-oriented paradigm from other programming paradigms
(see, for instance, Budd, 1997, p. 10, 143-145; Korson & McGregor, 1990, p. 42-
45; Sigfried, 1996, p. 76-80; Sommerville, 1996a, p. 254; Taivalsaari, 1996, p.
447). As Booch (1994a) writes
inheritance is a relationship among classes wherein one class shares the
structure and/or behavior defined in one (single inheritance) or more
(multiple inheritance) other classes (p. 133; italics in original).
Inheritance describes the relation between classes, i.e. knowledge of a more
general category is applied to a more specific category. This relationship allows for
the definition and implementation of one class to be based on that of other existing
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classes. Inheritance is considered a language mechanism that allows the definition
of new objects based on existing ones. A new class inherits the properties of its
parents, and may introduce new properties that extend, modify or defeat its
inherited properties. Inheritance supports reuse and sharing of program code (or
software components) across systems and allows for rapid changes to be made to an
object, leading to consistency in interface. In addition, it facilitates the extensibility
within a given system by classifying entities.
Inheritance describes the ability of sharing attributes and operations between
objects and their class (Abadi & Cardelli, 1996, p. 15-16; Budd, 1997, p. 12;
Sigfried, 1996, p. 79-82; Sommerville, 1996a, p. 253). As object classes are objects
themselves, they also inherit their attributes from other classes (i.e. sub-class
inherits from super-class). During single inheritance a class inherits attributes from
another class. In contrast, multiple inheritance is obtained when a class inherits
attributes from more than one class, i.e. one class with multiple superclasses. Class
hierarchies can be illustrated with inheritance trees (hierarchical inheritance
structure) that show how objects inherit attributes and services from their super-
classes; an inheritance network is created to represent multiple inheritance.
Taivalsaari (1996) concludes that the object-oriented inheritance mechanisms
are essentially incremental modification mechanisms, i.e., mechanisms that
allow existing programs to be extended and refined without editing existing
code. In general, inheritance can be defined generally as an incremental
modification mechanism in the presence of late-bound self-reference, (p.
474-475; italics in original)
Budd (1997, p. 129) mentions that inheritance can be described as both a
form of expansion, where the behavior and data associated with the child class or
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subclass are always an extension (i.e. larger set) of the parent class, and a
contraction because a child class is always a more specialized (or restricted) form of
the parent class. Inheritance is used in a variety of ways (see, for instance, Budd,
1997, p. 131-136; Meyer, 1996; Taivalsaari, 1996, p. 447-450). Meyer presents a
inheritance taxonomy that consists of twelve forms of inheritance which are
grouped in three broad categories, i.e. model inheritance, software inheritance, and
variation inheritance. Model inheritance reflects “is-a” relations between
abstractions and model. This category includes subtype inheritance, view
inheritance, restriction inheritance, and extension inheritance. Software inheritance
expresses relations within the software itself. This category comprises reification
inheritance, structure inheritance, implementation inheritance, and facility
inheritance (including the two common variants of constant inheritance and
machine inheritance). Finally, variation inheritance describes a class by how it
differs from another class. This category includes functional variation inheritance,
type variation inheritance, and unaffecting inheritance. Budd and Taivalsaari
organize the different major forms of inheritance according to their practical use in
software systems, including cancellation, combination, construction, extension,
generalization, inclusion, limitation, specialization, specification, and variance.
The inheritance hierarchy of an object-oriented system can also further be
described with different types of associations (see Sigfried, 1996, p. 100-102), most
commonly: is_a (simply called inheritance), consists_of (also referred to as
aggregation), contains (looser type of aggregation), is_part_of, use, and knows.
Finally, non-hierarchical associations can be described with relationships (see
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Sigfried, p. 108-115). Generally, it is recommended to use attributes for the
description of these relationships. For instance, the multiplicity or cardinality of the
relationship are often denoted by numbers as one-to-one, one-to-many or many-to-
many. Also, relationships can be described as conditional (all objects participate) or
unconditional (not all objects participate).
2.4. 2. 3 Encapsulation
Booch (1994a) defines encapsulation as the process of compartmentalizing
the elements ofan abstraction that constitute its structure and behavior
;
encapsulation serves to separate the contractual interface of an abstraction and its
implementation ” (p. 50; italics in original). It is a concept that is similar to
information hiding in that a module’s interface only reveals as little as possible
information about the inner structure of the module (Sigfried, 1996, p. 46-47).
Thus, when something changes inside the object, this change does not necessarily
has to be reflected in its interface.
Object-oriented programming and the principles of encapsulation are
defensive techniques whose sole purpose is to immunize the program from
effects of scar tissue. In essence, object-orientation divides the 1000-brick
tower into ten 100-brick towers. (A. Cooper, 1999, p. 55)
Data encapsulation is an example of abstraction. It helps to simplify product
maintenance by identifying aspects of a product that are likely to change and
designing it in order to minimize the effects of future changes (Schach, 1997, p.
161-166).
2.4. 2.4 Modularity
Modularity refers to the property of a system that has been decomposed into
a set of discrete components or modules (Booch, 1994a, p. 57; Sigfried, 1996, p.
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50). In the context of the object-oriented paradigm, an object represents a module
as well as a method in an object. The literature (e.g., Schach, 1997, p. 144)
distinguishes between the action of a module (i.e. its behavior), the logic of a
module (i.e. operation or method), and the context of a module (i.e. its specific
usage).
Based on this concept, a module (or object) is characterized by a set of
important properties (see Sigfned, 1996, p. 50-52). Objects, when used as a
modeling tool, should be close to the mental model of our thinking (i.e.
understandability). Objects need to support decomposability (i.e. division into
subobjects) as well composability (i.e. the combination of objects to form larger
objects). When changes are made to the specifications, this should result only in
limited changes of the whole system (i.e. continuity). Protection will prevent objects
from being affected by some abnormal condition that occurs during run time of a
system. Finally, objects are modeled close to reality, thus they satisfy linguistic
modular units property.
2.4.3 Minor elements
2.4.3. 1 Typing
In contrast to the class concept which defines objects, the type concept is a
means to characterize the values an attribute can take in terms of restricting or
allowing certain values or types (Danforth & Tomlinson, 1988, p. 32; Sigfried,
1996, p. 35, 38). According to Booch (1994a) typing is defined as
“
the enforcement
of the class of an object, such that objects of different types may not be
interchanged, or at the most, they may be interchanged only in very restricted
arrays' ’ (p. 66; italics in original). A type definition helps to prevent an untyped
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representation from arbitrary or unintended use. “It provides a protective covering
that hides the underlying representation and constrains the way objects may
interact with other objects” (Cardelli & Wegner, 1985, p. 474). As these authors
write, types are generally associated with constants, operators, variables, and
function symbols. The literature (e.g., Budd, 1997, p. 179; Cardelli 8c Wegner, p.
474-475) make a further distinction between strong and weak typing as well as
static and dynamic typing. Strongly typed languages are those in which all
expressions are type consistent. Static typing requires type detection at compile
time, i.e. a type assigned to a variable using a declaration statement. For dynamic
typing, a type-checking mechanism is introduced at run-time. Budd points out the
polymorphism is characterized by the fact that the dynamic type does not have to
match the static type. Cardelli & Wegner recommend to use strong typing and
adopt static typing whenever possible.
2.4. 3.2 Concurrency
Objects can be characterized as asynchronous (sequential), guarded, or
synchronous (Booch, 1994a, 75, 102; Sigfried, 1996, p. 217; Sommerville, 1996, p.
269-270). Concurrency, then, describes whether an object continues processing
after it has sent or received a message. This concept helps to distinguish an active
object from one that is not active. The state of an active object can be changed by
internal operations executing within the object itself, whereas passive objects are
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only realized as a parallel process with entry points corresponding to the specific
object operations.
2.4. 3. 3 Persistence
The idea of persistence describes the fact whether an object’s existence will
transcend over time and/or space (Booch, 1994a, p. 77; Sigfried, 1996, p. 43). Thus,
persistence describes whether an object will exist only during the single execution of
a system or between individual executions and/or whether the location of an object
has moved away from an address space in memory in which it was initially created.
2.5 The object-oriented development process
2.5.1 Basic characteristics
The overall process in the object-oriented paradigm is called object-oriented
software engineering or object-oriented development (see, for instance, Booch,
1994a, p. 24, 172; Pressman, 1997, part 4; Schach, 1997, p. 268-290, 346-353;
Sigfried, 1996, p. 131-137; Sommerville, 1996a, p. 249). This means that an object-
oriented approach is used throughout the entire development process. The basic
premise of this approach is to decompose a complex system in the real world in
order to find a close mapping (see also Sigfried, p. 14-18) between the reality (the
model) and the implementation (or software solution) that is comprised of a logical
model (class structure and object structure) and a physical model (consisting of a
module architecture and a process architecture), where both have static an dynamic
entities. This notion is similar to what is discussed in psychology under the heading
of objects and object relationships, which are important in how we perceive things
in the real world and how this perception affects our mental model (see, for
instance, the overview article by Compton, 1995). To conclude with Booch (1994a):
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The fundamental task of the software development team is to engineer the illusion
of simplicity to shield users from this vast and often arbitrary external
complexity” (p. 6).
In general, this process consists of the following phases (see, for instance,
Booch, 1994a): object-oriented analysis (OOA), object-oriented design (OOD),
object-oriented programming (OOP), and object-oriented testing. First, object-
oriented analysis refers to the development of an object-oriented model of the
application domain. This involves the identification of the classes and objects of the
logical model, which form the vocabulary of the problem domain. Second, object-
oriented design is concerned with the development of an object-oriented model of a
software system to implement the identified requirements. At the end of this stage
towards the beginning of the implementation phase, the physical representations of
the logical model are determined. Third, object-oriented programming represents
the realization of a software design by means of an object-oriented programming
language or OOPL (e.g., Ada, C++, Java, or Smalltalk). And, fourth, object-
oriented testing applies specific technical metrics to assess the functionality of an
object-oriented system. To conclude with Korson & McGregor (1990), the object-
oriented paradigm
takes a modeling point of view. The analysis and design phases of the
traditional life cycle, while remaining distinctly separate activities in the
object-oriented life cycle, work together closely to develop a model of the
problem domain. The model is constructed by viewing the problem domain
as a set of interacting entities. The software-based models of entities and the
relationships between them are assembled to form the basic architecture of
the application, (p. 46)
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The overall development process of a software system includes a set of
different stages, which begin with an informal design outline that is developed
towards a finished design by adding formality and detail (Sigfried, 1996, p. 132;
Sommerville, 1996a, p. 210-21 1). As Sommerville explains, the activities during the
different stages include architectural design, abstract specification, interface design,
component design, data structure design, and algorithm design. One strategy to
achieve this is object-oriented design, which is based on the assumption that the
system consists of a collection of objects (Sommerville, 1996a, p. 215)—object-
oriented design in this context refers to the overall object-oriented development
process or object-oriented modeling. As objects are related to things in the real
world or to new ideas in an analysis model, it is possible to create a one-to-one
mapping between objects in the real world and objects in the model (Sigfried, 1996,
p. 134).
Booch (1994a, p. 234-264; see summary in White, 1994) suggests a three-
step approach consisting of requirements analysis, domain analysis, and system
design. During the requirements analysis the goal is to identify the objects and
classes and their semantics (i.e. attributes and behaviors). Then, their relationships
(e.g., associations, collaborations) are determined, which are implemented in the
final stage. This micro development process is completed with the macro
development process. This process begins by establishing the core requirements for
the software product (i.e. conceptualization). Then, a model of the system’s desired
behavior is developed (i.e. analysis). Next, the architecture for the implementation
is created (i.e. design). Then, the implementation is refined through a series of
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successive iterations (i.e. evolution). Finally, the product is managed after the final
delivery (i.e. maintenance).
2.5.2 Life-cycle models
Because for the need of iterations between phases in the object-oriented
development process, a life-cycle model is needed that supports these stepwise
refinements for incremental development (e.g., Schach, 1997, p. 72, 280-282).
According to him, it is important to determine a life-cycle model before starting
with a project (p. 54). With regards to instructional systems design, Banathy (1987)
also proposes an iterative and spiralic design model that allows for greater
participation of the user during the design process and for better addressing the
dynamic interaction of different conceptual spaces during the design inquiry
(Banathy, 1987, p. 94). He (p. 92) states that Jones was among the first in the early
1960s to replace the phase-by-phase and step-by-step “linear” design approach
with an iterative process where the instructional design would have to cycle through
the various phases, compatible with the recurring exploration of the knowledge,
problem, and experience spaces in Banathy’s model. The iterative design process
allows for various feedback and feedforward loops in order to continuously shape
emerging prototypes. Banathy stresses the fact that participative design allows to
bring together various stakeholders in the process. Banathy describes this activity as
“a process of negotiation among those with different points of view and value
systems in order to find a satisfying solution” (p. 93).
In general, a life cycle model in software engineering describes a series of
steps through which the product progresses. A life cycle model generally includes
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the following stages or phases (e.g., Schach, 1997, p. 30-43; Sommerville, 1996b):
Analysis (i.e. system, software, and user requirements and specifications), planning
(i.e. project management plan), design (i.e. architectural design, detailed design),
implementation (i.e. coding or programming), integration (i.e. top-down or bottom-
up integration), maintenance (i.e. correction, perfection, or adaption), and
retirement.
The most basic, but very unreliable approach is the build-and-fix model
(e.g., Boehm, 1988, p. 61-63; Schach, p. 53-54). According to this model a product
is fully build and reworked as many times as necessary. Thus, the development
would immediately begin with coding or programming before decisions about
requirements, design, testing, and maintenance would be made.
The most common life-cycle model is the waterfall model (e.g., Boehm,
1988, p. 63; Schach, 1997, p. 54-59). According to this model, the development
process proceeds from one stage or phase to the next, whereby testing is inherent in
every phase. The goal is to deliver a complete, operational product.
The rapid prototyping model (e.g., Beyer 8c Holtzblatt, 1998, p. 367-411;
Constantine & Lockwood, 1999, p. 211-224; Nielsen, 1993b, p. 93-99; Rettig,
1994; Schach, 1997, p. 59-61, 199-211) is a functional working model of a subset
of the product. In an educational context, Gentry (1994, p. 160) defines a
prototype as “functional version of an instructional unit, usually in an unfinished
state, whose effectiveness and efficiency can be tested.” In the educational sector,
rapid prototyping is typically recommended as a method for general instructional
design (e.g., T. S. Jones & Richey, 2000; Tripp & Bichelmeyer, 1990), educational
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software development (e.g., Henson & Knezek, 1991; Moonen, 1994; 1996;
Nieveen, 1999), for the design of educational hypermedia (e.g., Moonen, 1999;
2000; Porras & Giodano, 1995) as well as Web-based learning environments (e.g.,
Boling &c Frick, 1997). Typically, rapid prototyping follows the same procedure as
in the waterfall model, however only using an early scaled-down version of a system
which will later be integrated into a full-scale system. Rapid prototyping supports
the improvement of parts of a system in successive increments with continuous
(usability) testing. Prototypes can follow different orientations or formats, i.e.
action, fidelity, and orientation. Prototypes can be active or passive. A passive
prototype is usually an inactive prototype made with pencil and paper. An active
prototype is an actual implementation model with some functionality. Prototypes
can resemble the user interface at different levels of fidelity. A high-fidelity
prototype closely resembles the final product, whereas a low-fidelity prototype
(a.k.a. paper prototype) has only a vague resemblance (for a discussion of the use of
paper mock-ups in computer systems design, see Ehn & Kyng, 1991). Finally,
prototypes can be described with a horizontal or vertical orientation. A horizontal
prototype shows a superficial representation of most or all the user interface but no
depth, whereas a vertical prototype represents a narrow slice through the system,
but no width. A hybrid model using both orientation to some degree is called a
deep-and-wide prototype, which is a shallow realization of the entire user interface
with a simulation or implementation of selected use cases.
In the incremental model (Schach, 1997, p. 61-66; Sommerville, 1996b, p.
269) the system’s functionality is portioned into a series of increments, which are
74
developed and delivered one after the other. In contrast to the waterfall model and
rapid prototyping, the incremental models delivers an operational product at each
stage. However, these increments only satisfy a subset of the client’s requirements,
which allows the client to adjust to the new product over time. An extension of the
incremental model is the cleanroom approach (Mills, Dyer & Linger, 1987). This
method uses a limited set of design increments in order to describe the logic of a
software product. It also releases operational products throughout the entire
development process instead of after its completion.
The spiral model (Boehm, 1988) was introduced to minimize the risk during
the development process. At each cycle the objectives of the portion of the product,
alternative means for its implementation, and constraints on the application of the
alternatives are identified. Next, the alternatives are evaluated relative to the
objectives and constraints. Then, the remaining risks are evaluated. Finally, each
cycle is evaluated in order to move to the next phase, leading to the development of
various subsets or prototypes of the final product. Because of its risk consideration,
the spiral model can be combined with any other software development approach.
As indicated earlier with regards to the object-oriented paradigm, the life-
cycle model needs to be iterative in order to provide the necessary feedback during
the development process. Thus, incremental models seem to be most suitable as it
supports continuous refinement. One such approach for object-oriented paradigm
is the fountain model (Henderson-Sellers & Edwards, 1990, p. 152; see also the
discussion in Schach, 1997, p. 280, 283). According to this model, the development
process evolves along a central vertical line on which the various phases overlap,
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which specifically reflects an overlap of activities; each phase is iterated (or refined).
The authors (p. 149-151) suggest a seven-step methodological framework for
object-oriented systems development. The first step, which always begins the
analysis phase, an object-oriented requirements specification (OORS) is
undertaken. Then, the objects are identified along with their attributes and services.
Third, the interactions between the objects are established. Next, the analysis
phases merges into the design stage, where more internal details of the objects are
defined. Fifth, objects are constructed from libraries of more primitive objects,
which themselves may contain object classes from previous applications. Sixth,
hierarchical inheritance relationships are introduced as needed through iterative
analysis of whether new superclasses (parents) or new subclasses (children) would
be useful. Finally, an aggregation and/or generalization of classes is undertaken.
2.5.3 Phases of the object-oriented life cycle
The major steps in object-oriented software development can be summarized
as follows (see Booch, 1987a, p. 17-18; 1987b, p. 48-50; 1994b, p. 38-41). First,
the objects and their attributes are identified in order to recognize the major actors
and their role in the problem space. Then, the operations performed on or by an
object are identified, which leads to the characterization of the behavior of each
object or class of objects. Third, the visibility of each object is established in order
to identify the dependencies among objects and classes of objects, which results in
an topology of the model of the problem space. Fourth, the interface of each object
is established by producing a module specification of each object. Finally, each
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object as well as the interface from step 4 are implemented by choosing a suitable
representation for each object or class of objects.
2J>. 3-1 Object-oriented analysis
The purpose of object-oriented analysis (OOA) is to define a system that is
supposed to be built (Sigfned, 1996, p. 132-133). Booch (1994a) defines OOA as
“
a method ofanalysis that examines requirements from the perspective of the
classes and objects found in the vocabulary of the problem domain ” (p. 39; italics in
original). The resulting analysis model is developed from a logical or essential
model, which is free from technological conditions and/or limitations, towards an
physical or implementation model, which incorporates the different physical
implementation units.
According to Schach (1997, p. 199, 271-280), OOA consists of three steps.
First, during class modeling the classes and their attributes are identified, which
results in a class model. Class modeling is based on a concise problem definition,
which results in an informal strategy to solve the problem and then in a formal
strategy that identifies the nouns of the informal strategy as candidate classes.
Second, dynamic modeling determines the actions which need to be performed by
or to each class or subclass, which results in a dynamic model. This is best achieved
by listing typical scenarios (or use cases) of the interactions that may take place
between users and the system. Finally, functional modeling describes how the results
are computed by the product. The result is a functional model.
During OOA, a series of different techniques can be used to identify objects
(see summary in Sommerville, 1996a, p. 256). One of them is based on a
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grammatical analysis of a natural language description of a system, in which objects
are described as nouns, attributes as adjectives or modifiers of nouns or verbs, and
operations, services or methods as verbs. This approach was first introduced in
1980 by Abbott (1983) and then further incorporated into the object-oriented
software development process by Booch (e.g., 1987a, p. 17-18; 1987b, p. 48-50;
1994b, p. 38-41). This analysis process results in a mapping of nouns into objects,
verbs into methods, and adjectives and adverbs into attributes (see also Sigfried,
1996, p. 54-55). In the application domain, tangible entities or things can be used to
denote roles, events, interactions, organizational units, etc. Using a behavioral
approach, first the overall behavior of the system is described before the various
behaviors are assigned to the different parts of the system and the different players
are identified of who initiates and participates in these behaviors, i.e. objects.
Finally, a scenario-based analysis (or use cases) can be applied where various
scenarios of system use are identified and analyzed to specify the required objects,
attributes and operations.
During scenario-based analysis, every activity that must take place is
identified and assigned to some component as a responsibility. A method of analysis
is to record the components on so-called CRC (Component, Responsibility,
Collaborator) cards, a method that was developed by Cunningham (Beck &
Cunningham, 1989; see also Booch, 1994a, p. 160; Budd, 1997, 32; Forbrig, 2001,
p. 129-131; Nielsen, 1993b, p. 99-101; Sommerville, 1996a, p. 256). As illustrated
in Figure 7 on pa g e79, the face of a CRC card contains the name of the software
component, the responsibilities of the component, and the names of other
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components with which the component must interact (i.e. collaborators). On the
back of the card the class is defined with additional comments for logical (essential)
model or physical (implementation) model.
Class Name: ...
Superclasses: ...
Subclasses: ...
Description of responsibilities: List of collaborators:
Methods... Classes...
Figure 7: A Class-Responsibility-Collaborator (CRC) card
2, 5. 3.2 Object-oriented design
The goal of object-oriented design (OOD) is to design a product in terms of
objects (Schach, 1997, p. 346). According to Booch (1994a), object-oriented design
is defined as a
method of design encompassing the process of object-oriented
decomposition and a notation for depicting both logical and physical as well
as static and dynamic models of the system under design, (p. 39; italics in
original)
Typically, during OOD new objects are added to existing objects that have
been identified during OOA, or to partition objects into several layers of subobjects
through aggregation (Sigfried, 1996, p. 134). Partitioning allows a system to be
divided into smaller isolated parts in order to reduce its complexity. In this case, “an
object is an isolated world to which we have delegated some responsibilities”
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(Sigfned, 1996, p. 136). Using aggregation, the software developer can collect
together objects that belong together that, once collected, form a new idea,
something whole that can easily be referred to. These collections form aggregates
which have characteristics that belong to the whole rather than to the parts.
Generally, an association of is_part_of ’ is used to describe an aggregate (p. 84-87,
95-96).
Usually, OOD consists of three steps (Schach, 1997, p. 347). First, the
actions (or methods) of the classes are determined. Then, the product is designed in
terms of clients (i.e. a module that makes use of an object) of objects. Finally,
detailed design is conducted during which each component is developed in detail (p.
350-352).
2. 5. 3, 3 Object-oriented programming
As indicated earlier (e.g., Booch, 1994a, p. 38-39), an object-oriented
program must use objects as its fundamental building blocks, where each object is
an instance of a class, and classes are related to one another via inheritance
relationships. An object-oriented system, then, is developed using an object-oriented
programming language (see the history chart of object-oriented languages in
Figure 5 on page 52). The literature distinguishes between object-based languages,
which support data abstraction and classes (e.g., Ada), and object-oriented
languages, which are object-based and also provide support for inheritance and
polymorphism (e.g., C++, Java, Smalltalk). Generally, the choice of a programming
80
language is a matter of cost-benefit analysis (see for instance Mantai & Teorey,
1988; Schach, 1997, p. 89-90, 369).
Schach (1997, p. 378-385) points out that it is important to establish coding
standards that make maintenance easier. He suggests a set of good language-
independent programming practices that would help to implement these standards.
First, consistent and meaningful variable names should be used. Then, self-
documenting code should be used, i.e. variable names and their code are crafted in
such a way that no additional comments are needed. However, each variable name
should be explained at the beginning of a module (i.e. in the prologue comments).
Next, parameters should be used for any apparent constants, i.e. variables whose
values will never change. Then, the code should be laid out in such a way that it
increases readability, e.g., no more statement on one line, the use of indentation, or
the use of blank lines to separate methods. Finally, nested if statements should be
avoided because they would make the code too complex. A concrete example of
how coding standards can be implemented is provided, for instance, by Vermeulen
et al. (2000) for the Java programming language.
Also, the issue of portability needs to be addressed (Schach, 1997, p. 396-
404). A software product is considered portable when it can be adapted to a new
computer rather than writing a new product from scratch. Portability needs to
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consider incompatibilities of hardware configurations, operating systems, and
compilers.
2^5. 3.4 Object-oriented testing
One advantage of the object-oriented paradigm is that it reduces the need for
testing (e.g., Binder, 1994; 2000; McGregor & Sykes, 2001; Schach, 1997, p. 420-
423) For instance, the inheritance hierarchy ensures that when one class has been
tested no further retesting is required. This applies to new methods that are defined
within a subclass of such a tested class. Because a class is an abstract data type, it
has no concrete realization. Therefore, it can only be tested during non-execution as
opposed to execution-based testing.
Booch (1994a, p. 136-138) provides a list of metrics that can be used for
assessing the quality of an object. According to this list, testing would, then, look at
coupling (i.e. strength of the association), cohesion (i.e. the degree of connectivity),
sufficiency (i.e. level of characteristics of the abstraction captured by class or
module), completeness (i.e. level of characteristics captured in the interface of the
class or module), and primitiveness (i.e. efficient implementation of primitive
operations) of an object.
Typically, the development cycle would be completed with product testing
and acceptance testing (Schach, 1997, p. 448-450). The former looks at the
correctness, robustness, performance, and documentation of the product. The latter
provides the client with the opportunity to determine whether the product does
satisfy the initial specifications. Acceptance testing follows the same procedures as
during product testing, however, now performed on actual data. According to
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Sigfried (1996, p. 145-147), testing can be achieved by two phases either unit
testing (i.e. to test a single unit) and integration testing (i.e. to test how objects work
together) or static testing (e.g., code inspection and walk-throughs) and dynamic
testing (i.e. execution of code using test cases, etc.).
2.6 The Unified Modeling Language (UMIO
2.6.1 Overview
The Unified Modeling Language (UML) is a modeling notation to specify,
visualize, construct, and document software. UML represents a standard for the
modeling of object-oriented specifications—and a promising enhancement for CBI
authoring tools by helping to integrate suites of reusable program modules in
component-based systems using learning objects (Douglas, 2001, p. 3-4; Gibbons &
Fairweather, 2000, p. 436).
As shown in Figur e8 on p age84, the beginning of UML dates back to 1994,
when Booch and Rumbaugh—both at the Rational Software Corporation at that
time (see the Web site at http://www.rational.com)— began to combine their object-
oriented development methods into a single approach called the Unified Method
(see overview in Booch, 1999; Forbrig, 2001, p. 41-44; Kobryn, 1999; 2002;
Oesterreich, 1997/1999, p. 6-7; OMG unified modeling language specification,
2001, p. 1-11-1-14; R. Smith, 2000; Williams, 1997). This effort was initiated in
response the growing number of alternative object-oriented methods in the late
1980s in order to find a single standardized modeling language that would meet all
these different approaches. In 1991, Booch (1994a) had first published his “Booch
method” for object-oriented analysis and design including diagrams for the
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Figure 8: Origin and evolution of the Unified Modeling Language (UML)
description of classes and the logical structure of a system, which was based on his
earlier work on object-oriented software developing using Ada in the early 1980s.
In 1991, Rumbaugh published his object modeling technique (OMT), which focuses
on the partitioning of a model among real-world objects. Later in 1995, Jacobson
(2000, p. 100, 287, 330-331) joined Booch and Rumbaugh and integrated his
object-oriented software engineering (OOSE) model, which represents a system in
terms of its use cases based on his development process called Objectory, which was
first released in 1987. Objectory became the recommended software deveolpment
process for using UML at the Rational Software Corporation and was renamed the
Unified Software Development Process (or short the Unified Process). These three
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authors are considered the primary developers of UML, who are often referred to as
the “amigos”). Another important concept that was fully integrated into UML are
Harel s (1987; Harel & Gery, 1997) statecharts. This concept is an extension of
state transition diagrams which represent graphs with nodes denoting states and
arrows denoting transitions. A statechart describes the behavior of a system. When
attached to a class, it describes all the behavioral aspects of the objects in that class.
In addition, the UML developers also integrated ideas and concepts from various
other companies, such as Microsoft Corporation, Hewlett-Packard Company,
Oracle Corporation, IBM Corporation, etc.
After the first draft versions of UML were developed from 1995-1996, UML
version 1.0 was finally issued in 1997 by the Rational Software Corporation with
input from different industry groups, who joined the UML Consortium, and other
representatives from the industry. Finally, UML version 1.1 was accepted in late
1997 as an industry standard by the Object Management Group (OMG)—a not-
for-profit consortium that develops computer industry specifications for
interoperable enterprise applications (see the OMGWeb site at http://
www.omg.org). Since then, OMG is now responsible for the further development
and maintenance of UML through its Revision Task Force (RTF). In 2000, UML
version 1.3 was submitted for standardization to the International Organization for
Standardization (ISO). At the time of this writing, the current version of UML is
version 1.4, which was formally released in September 2001 (OMG unified
modeling language specification, 2001; see also the UML Web site at http://
www.uml.org). Finally, requests requests for proposals (RFP) have been solicited for
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a major revision of UML (Kobryn, 2002). The UML version 2.0 specification is
planned to be decomposed into four separate and complementary parts to better
address UMLs increasing size and complexity by defining a language kernel that
contains the core elements of the language that are used most of the time (see also
the UML 2.0 Web site at http://www.celigent.com/omg/uml2wg.htm).
According to the UMT specifications (OA/IG unified modeling language
specification, 2001, chap. 1), UML represents a visual modeling language; it is not
intended to be a visual programming language. It defines a semantic metamodel; it
does not provide a tool interface, storage, or run-time model. UML was created to
be independent from any particular programming language and development
process. It supports a process that is use-case driven, architecture-centric, iterative
and incremental (see also Oesterreich, 1997/1999, p. 50-52). This means that the
identification of use cases is needed to build the foundation of the development
process. The focus on the system’s architecture means that the process of
application development needs to account for the properties of an application
domain. Finally, the development process evolves in several phases or increments
during which different components are created in repeated cycles or iterations.
Oesterreich (1997/1999, p. 52-95) suggests the following development
process involving UML, which consists of a preliminary study and requirement
analysis, coarse design and component creation, iterative incremental development,
and system test and integration. The requirement analysis provides the necessary
information about the underlying problem of the application domain. This
information can be represented by business process models (also called analysis
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model), use case models, activity models, CRC cards, mind maps, etc. These models
include the properties and constraints of the application domain and its
components; it is a description of what the system needs to be able to accomplish,
not of how it will achieve this. For instance, the system under development will be
integrated into an existing business process, which mostly organizational aspects. A
business process is defined as a combination of related activities that are necessary
to accomplish a business event, i.e. an instance of a business process (see also
Forbrig, 2001, p. 138-140). In fact, UML provides an extension specifically
designed for business modeling (OMG unified modeling language specification,
2001, chap. 4, part 2). Once the components models have been established, the
iterative and incremental phase of the application development begins. This phase
includes the stepwise planning and realization of the different components and
subsystems identified in the requirements analysis phase. The overall development
process is completed with testing and the stepwise integration of the application.
According to the UML semantics (OMG unified modeling language
specification, 2001, chap. 2), UML consists of a four-layer metamodel architecture.
First, the meta-metamodel prescribes the infrastructure of a metamodeling
architecture. Second, the metamodel is an instance of a meta-metamodel. It defines
the language for specifying a model. Third, the specific model is an instance of a
metamodel. It defines a language to describe an information model. Finally, user
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objects (a.k.a. user data) are an instance of a model. They define a specific
information domain.
Users can also extend UML to better serve their specific needs. These
extensions are enabled through the use of stereotypes, tagged values, and
constraints. For instance, Donnelly (2001) and Conallen (2000) provide concrete
examples of how UML can be used to buildWeb applications. Conallen actually
has developed a set of Web application extensions for UML that can be applied to a
Web page and other HTML elements that are architecturally significant
components of the system. And, Naiburg & Maksimchuk (2001) show how UML
can be effectively applied to the design of databases.
2.6.2 The fundamental aspects of UML
As Jacobson (2000, p. 106) explains, UML provides users with a vocabulary
to describe things, relationships, and diagrams in a model. There are three kinds of
things, i.e. structural, behavioral, and groupings. Structural things include use cases,
classes, interfaces, collaborations, components, and nodes. Behavioral things
include interactions and state machines. And, groupings are comprised of models,
systems, and packages. The second category—relationships—includes dependency,
association, and generalization. The last category, diagrams, provides graphical
means to describe views of a model, including use cases, classes, objects, sequences,
collaborations, statecharts, activities, components, and deployment. The respective
diagrams are grouped accordingly for use cases, classes, behaviors, and
implementation. The models and diagrams developed with UML provide different
views at different levels of fidelity of a system that is under analysis or development
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(OMG unified modeling language specification, 2001, chap. 3). In fact, Oesterreich
(1997/1999, p. 8-9) suggests to concentrate only on a limited set of UML elements.
This educated selection of elements to be employed should be based on the kind of
application needed and the depth of detail required. UML includes provisions for
the following diagrams and model elements as shown in Table 1 on page89:
Table 1: Summary of selected UML models, diagrams and elements
Model Types Diagrams and Elements
Use case model Use case diagram
Use case
Actor
Static structure model Class diagram
Object diagram
Basic elements:
Classes
Objects
Attributes
Methods
Relational elements:
Generalization
Specialization
Association
Aggregation
Behavioral model Statechart diagram
Activity diagram
Interaction diagram:
Sequence diagram
Collaboration diagram
Implementation model Component diagram
Deployment diagram
The next section provides an overview of the individual elements or
diagrams based on the UML version 1.4 (OMG unified modeling language
specification, 2001, chap. 3). The author has also consulted Oesterreich (1997/
1999; 2001) and Forbng (2001) in writing the following explanations. The
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relationship among the individual models and diagrams can be summarized as
follows (Figure 9 on pa g e90):
Design View:
Class diagrams
Object diagrams
Code Structure View:
Component diagrams
Behavior Implementation
Process View:
Interaction diagrams
Statechart diagrams
Activity diagrams
Run-time System View:
Deployment diagrams
Figure 9: Relationship among model views and diagrams in UML
2.6.2. 1 Use case diagram
A use case diagram shows the relationship among users (or actors) and a set
of uses that are all part of a system. It is applied to describe how a business event is
conducted. A use case, as described earlier, represents the interaction between a user
and a system. It provides a view of the external behavior of a system from the
perspective of a user. The use case model is comprised of a typical working process,
including the individual steps or activities involved in the process. The diagram
presents a graph of actors, a set of use cases, the relationships between these
elements, and possibly additional information, e.g., interfaces. Each use case has a
unique name and may include information about, e.g., actors, preconditions,
postconditions, invariants, process description, rules, services, diagrams, etc. An
actor is defined as a set of roles that users of an entity can play when interacting
with the entity. For each use case, the actor may play a different role. In addition to
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actors, one could also list chronological events, dialogs, external systems, and
external passive objects (so-called entities), if they are involved in the use case.
2.6.2,2 Class diagram
UML provides means for describing the different elements of classes. As
indicated earlier, a class is a definition of the attributes (i.e. data elements), the
operations, and the semantics of a set of objects. Thus, in UML a rectangle is used
to represent a class with these basic elements. It bears the name of the class and may
show the attributes (its name, type, constraint, initial value) and the operations
(parameter, constraint). Objects as instances of a class are also represented with a
rectangle showing the instance name, attribute name and attribute value.
Operations are the services that may be required from an object. They are
implemented by messages delivering a message to an object with the information
about the activity that is expected to be carried out. Operations are listed in the
lower part of a class notation.
The static behavior of the different elements is described in terms of
inheritance (generalization, specialization), association, and aggregation. Empty
arrows pointing from the subclass to the superclass indicate inheritance, i.e.
properties that are structured hierarchically. A discriminator indicates the
distinctive feature or characteristic that distinguishes superclasses from subclasses.
Association describes the common semantics and structure of a set of object
connections, i.e. the connection between classes. The concrete connection between
objects is called object connection or link. An association is needed so that objects
can communicate with each other. The cardinality of an association indicates the
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number of elements. The multiplicity specifies the number of cardinality permitted
in the association, i.e. the number of objects of the opposite class to which an object
can be associated. The multiplicity may be optional (0) or indicated by a range with
minimum and maximum values (e.g., 1..5). Also, the association, represented by an
arrow between elements, should also be given a name to describe that this relation
exists or why it exists. An aggregation describes an association in which the
involved classes represent a whole-part hierarchy. In this hierarchy, the entirety
assumes tasks in substitution of its parts. An aggregation is represented with a line
drawn between two classes, and marked with a small diamond which is located at
the aggregate. A special case of an aggregation is a composition, in which the parts
are existence-depend on the whole. This relationship is also drawn like that of an
association with the exception that the diamond on the side of the aggregate is solid
instead of empty.
2. 6. 2. 3 Behavioral diagrams
The dynamic behavior of the different elements is represented with
behavioral diagrams. An activity diagram describes the procedural possibilities of a
system in terms of activities. It is a special case of a state diagram. An activity is
defined as a single step in a processing procedure. It represents a state that contains
an internal action and at least one outgoing transition, which are triggered by the
completion of actions or subactivities in the source state.
The interactions among instances are shown with interaction diagrams, i.e.
collaboration diagram and sequence diagram. A collaboration diagram describes an
interaction, which is organized around the roles of the interaction and their links to
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each other. The chronological course of communication between the objects is
shown by the numbering of messages. A sequence diagram is similar to a
collaboration diagram. However, it focuses on the chronological sequence of
messages. The objects are simply shown by vertical lifelines.
Finally, a statechart diagram is used to describe the behavior of a model
element, such as an object or an interaction. Typically, it indicates the sequence of
states an object can have during its lifetime. A state is defined as a condition during
the life of an object or an interaction. States can be labeled with the following
keywords: entry, exit, do, and include.
2. 6. 2.4 Implementation diagrams
Implementation diagrams show parts of an implementation, including source
code structure and run-time implementation structure. There are two forms of
implementation diagrams: First, component diagrams represent the structure of the
code itself, and second, deployment diagrams show the structure of the run-time
system.
2.6.2.
5
Model management
The different elements of a model (e.g., classes and use cases) are grouped in
packages. Packages provide a generic mechanism to organize model elements. These
packages may also be hierarchically structured, i.e. they can be nested within other
packages. A package is represented as a folder, indicating its name on the file tab
when it contains other model elements.
Subsystems are another mechanism to describe the different elements of a
model. In this case, the focus is on the behavioral units by describing the interfaces
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and operations. A subsystem is represented in the same way as a package, with the
addition of a fork symbol placed on the upper right corner of the rectangle.
Finally, a model represents an abstraction of a physical system, with a certain
purpose. It is comprised of all elements needed to completely describe a physical
system. The elements of a model are organized into a package / subsystem
hierarchy.
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CHAPTER 3
RESEARCH METHODOLOGY
3.1 Characteristics of a model
As indicated in the previous chapter, modeling is an important aspect of
analyzing or developing a system. Models help to decompose a complex system
using abstraction, i.e. concentrating on relevant details while ignoring others. Also,
models help to communicate the important ideas and concepts about a system
among those who are involved in the development process. In general, a modeling
approach to systems analysis and design would involve the development of a task
model, a user model, a business model, and interaction model. These models are
interrelated and form the basis of an overall problem or application domain model
that results in the actual implementation model (Forbrig, 2001, p 133-138).
Most of these basic assumptions about the modeling process also apply to
instructional design. In general, instructional design models serve as conceptual and
communication tools, which present their processes by illustrating the procedures
involved in the process, e.g., flowcharts (Gustafson & Branch, 1997a, p. 12, 18).
The authors state that such a model communicates information about the major
activities of this process, i.e. analysis of the setting and the learner needs, design of
the learning environment, development of learning materials, evaluation of the
results of the development process, and the implementation of the learning
environment, i.e. its distribution and monitoring (p. 12). The conceptual
representation of the core elements of the instructional design process is
complemented with a set of conceptual tools, e.g., directions for producing and
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using strategies, procedures, job aids, etc. The model, then, supports the
instructional designer in selecting or developing the operational tools, which are
necessary to complete the instructional design process, e.g., PERT charts, task
analysis diagrams, etc. (p. 18, 20, 24, 26). The authors conclude that “instructional
development should be portrayed in ways that communicate the true richness and
reality associated with planning interactive instruction” (p. 20).
In the previous chapter the author explained that object-oriented modeling is
an attempt to create an abstraction of some part of reality for the development of
computer systems. Typically, in creating a model only a few aspects of knowledge
are captured and the remaining aspects are left out. This procedure helps to
concentrate only on those elements that are important for a particular task, while
ignoring those that are not relevant in a particular context (Schreiber et al., 2000, p.
15; Sigfried, 1996, p. 26-27). As Rubinstein (1975) points out, “<2 model is an
abstract description of the real world; it is a simple representation of more complex
forms, and functions of physical phenomena or ideas' ’ (p. 192; italics in original).
Thus, a model helps those using it in the field to facilitate understanding and to
make better predictions about the course of the development process and its
outcome (Rubinstein, 1975, p. 1 93- 1 96 ) . As the German educator Popp (1970) puts
it in the context of using models for instructional purposes:
Modelle als vereinfachende, veranschaulichende Darstellungen von
komplizierten Feldstrukturen und Funktionszusammenhangen sind ein
wichtiges methodisches Hilfsmittel geworden. Dabei handelt es sich nicht um
Ab- und Nachbildungen der Wirklichkeit, sondern um grundrilshafte
Verdeutlichungen, um selektierende und approximierende Schemata. Durch
Modelle entsteht eine eigene, klar strukturierte und dadurch erst begreifbare
und dem Handeln zugangliche Wirklichkeit. (p. 50; italics in original)
[Models have become an important methodological aid in simplifying and
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illustrating representations of complicated field structures and functional
connections. This does not imply the presentation or representation of
reality, but rather clarifying outlines, selecting and approximating schemata.
Models allow for the creation of an individual and clearly structured reality,
which becomes understandable and accessible for action because of this,
(transl. by author)]
Foremost, models provide a means to reduce a complicated matter to a few
relevant characteristics and basic structures. By reducing a matter to its basic
components, these constituting elements are highlighted and made more accessible
for scientific research (Popp, 1970, p. 53). The use of models helps to approach a
problem situation by aggregating elements that have close associations and by
selecting distinct chunks in order to decompose the situation into manageable
smaller parts, i.e. reducing complexity. As Rubinstein (1975) explains,
to reduce complexity, we aggregate elements with many links into chunks
that are then viewed as single elements, but in the chunking process we are
also guided by the criteria of minimizing the number and strength of links
between the chunks selected so that they can be treated separately. This is the
heart of the modeling process, the essence of its very nature which justifies its
definition as an abstraction of reality, (p. 201)
As Popp (1970, p. 54-56) further states, models also help to accentuate
specific relationships, factors, functions, and regularities. Thus, models can be used
to accentuate methodological possibilities such as the ability to quantify, plan,
compare, and repeat instructional events. Further, reduction and accentuation lead
to more transparency of the complex instructional field. Therefore, models can help
to make the complex relationship of different factors and their multiple interactions
more transparent, structured, and accessible. Models are constructed in a way that
they communicate a single perspective on a matter. As such, they provide a
particular, isolated understanding of an issue that is open for verification. Different
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models of the same issue, then, can be produced to stress different aspects of the
whole field. Finally, because of the ability to create different models with different
perspectives, productivity can be increased. Through a process of successive
approximation by using an increasing number of one-sided hypotheses, which are
corrected during this process, we are able to develop a better understanding of the
complex reality we are confronted with.
Each model, Rubinstein (1975) claims, has a purpose based on which it is
chosen to help solve a problem situation. He distinguishes between three
fundamental kinds of models, i.e. verbal models, mathematical models, and analog
models. The first provides qualitative predictions about a situation using the
“word” as their basic element. They are often used in conjunction with visual
representations, e.g., block diagrams, trees, etc. Mathematical models provide a
quantitative approach to a problem situation in order to reduce the ambiguity of
natural language in verbal models. The last model, analog, describes similarities in
relations. Although they are very helpful in the description of real phenomena,
analog models can lead to errors of omission and commission (Rubinstein, 1975, p.
204-207).
Popp (1970, p. 56-59) lists additional functions of models. First, a model can
be used for heuristic purposes. The goal is to increase the level of understanding of
an issue by using multiple corresponding and self-correcting models. Second,
models can be used for prognostic purposes. In showing different types of processes,
similarities, parallels, and typical constellations of conditions, models allow the
application of prognosis to a limited extend. As a model provides an abstraction of
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individual different processes and concentrates on formal basic structures, types of
situations, process structures, and types of behavior, it has an instrumental function.
This is to say that models include a set of methodological instruments to verify its
hypotheses. Models also have a technological as well as an innovative function as
the different perspectives that can be developed allow for the testing of different
possibilities in applying a model to a certain context. Finally, Popp claims that
models can also function as ideological criticism by critically discussing
instructional theories in their application to instructional design. He concludes that
the role of models in instructional design “ist das Suchen neuer Hypothesen und die
Konstruktion neuer Modelle, die neue Aspekte der Beobachtung eroffnen und damit
neue Hin-Sichten auf das komplexe sich standig wandelnde Gegenstandsfeld, die
neue Erwartungshorizonte schaffen und sie der Bewahrung oder Widerlegung in der
Wirklichkeit aussetzen” (p. 59) [“is the search of new hypotheses and the
construction of new models, which open new aspects for observation and, thus,
new views of the complex field of issues, which are constantly changing, which, in
turn, create new horizons of expectations and expose them to approval or
disapproval in reality”].
Rubinstein (1975, p. 202-203) concludes that models require appropriate
validation. Once a model has been developed to address a certain issue in the real
world, it is tested through observations and measurements and possibly revised to
better capture the problem situation. In using this simplified model validation
process, it ensures that the claims and predictions made are actually properly
addressing the real situation. If a model cannot be totally validated because of its
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nature or the nature of its content area it is trying to address, smaller elements may
be observed and measured in order to validate at least certain aspects of the model.
This point has also been emphasized byTennyson & Foshay (2000, p. 112) who
state that it is almost impossible to empirically validate any instructional design
model. However, this lack can be offset by internal consistency in the application of
its elements. To conclude with Gustafson & Branch (1997a):
We hope that in the future, at least some ID [instructional design] models
will be subjected to rigorous scientific validation. Such validation would
require precise description of the elements of the model, followed by
systematic data collection concerning the application and impact of those
elements. The investigator would also need to be alert to possible discrepant
data not accounted for in the model. Repeated trials under such conditions
would, if the model has validity, result in a precise set of findings regarding
the conditions under which the model was valid, (p. 78)
This demand corresponds to the claim made by Richey &c Nelson (1996, p.
1217-1218) that developmental research on instructional technology includes not
only the description of a design and developmental procedural model and the
conditions that facilitate its use, but also the analysis and reporting of the results of
such a development project.
3.2 Developmental research
In an overview article about researching network learning, Riel and Harasim
(1994, p. 109) state that the instructional design of on-line education plays an
important role in network learning. One of the research perspectives the authors
suggest is the study of the (instructional) design of such a learning environment.
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This type of research may help to make informed decisions about how the design,
organization, and implementation of network learning can be improved (p. 97).
As indicated earlier, instructional design is one of the domains that constitute
the field of instructional technology. As Dnskoll (1984/1994, p. 310) points out the
field of instructional technology is a developing science that draws from research
and theory from different disciplines. Thus, it embraces a wide range of
contributing disciplines such as operations research, social sciences, and educational
psychology (see also Tennyson & Foshay (2000, p. 112). Seels & Richey (1994)
confirm this statement by saying that “instructional technology research is eclectic
from a methodological standpoint” (p. 69), utilizing a variety of methods from
various research paradigms while blending theory and practice in a uniqueway.
This observation corresponds with Reigeluth’s (1989) claim that instructional
theorists, when developing descriptive theories, “enter a synthesis phase with the
goal to build components into optimal models of instruction for different
situations” (p. 70).
Instructional technology developmental research captures best this research
approach, which Seels & Richey (1994) define as “the systematic study of
designing, developing and evaluating instructional programs, processes, and
products that must meet the criteria of internal consistency and effectiveness” (p.
127). According to Richey (1994, p. 3) and Richey &c Nelson (1996, p. 1213, 1215)
the scope of developmental research is comprised of studying the design,
development, and/or the utilization and maintenance of instructional technology.
Developmental research can either study the actual performance of instructional
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design, the impact of instructional design, or the instructional design process as a
whole. In each case, researchers distinguish between performing (doing) a process
and studying that process.
While instructional development typically builds on previous research,
developmental research attempts to produce the models and principles that
guide the design, development, and evaluation processes. As such, doing
development and studying development are two different enterprises.
(Richey & Nelson, 1996, p. 1216; italics in original)
In general, the developmental research process consists of a preliminiary
investigation of tasks, problems, and context; the theoretical embedding of the
design choices; the empirical testing of the intervention; and the documentation,
analysis and reflection on the process and its outcomes (van den Akker, 1999, p. 7-
8). Richey & Nelson (1996, p. 1216-1217) identify two types of developmental
research strands. The first category typically includes situations in which a
particular development process is described, analyzed, and evaluated. M. R Driscoll
(1984/1991, p. 314) calls this systems-based evaluation, which helps evaluators to
determine the effectiveness of technologies in some settings as compared to other
contexts. Research of the second category looks either at design, development, or
evaluation processes as a whole or at any particular component. Again, M. R
Driscoll (1984/1991, p. 315) calls this type of research technique and model
development, where new models of instructional design are developed or old
models are revised.
Developmental research methodologies facilitate the study of new models,
tools, and procedures so that we can reliably anticipate their effectiveness
and efficiency. In this way, we can determine the relevance of context-specific
findings for other teaching and learning environments, as well as identify
new general principles of design, development, and evaluation. (Richey &
Nelson, 1996, p. 1240)
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We considei our study on developing an object-oriented instructional design
(OOIiD) model to be developmental research of type 2, i.e. studying a new design
model. Richey & Nelson (1996) define this category of developmental research as
follows:
Type 2 developmental research is the most generalized of the various
orientations, and typically addresses the design, development, and evaluation
processes themselves rather than a documentation of such processes. The
ultimate objective of this research is the production of knowledge in the form
of a new (or an enhanced) design or development model, (p. 1225)
Our model addresses materials production, i.e. authoring of Web-based
instruction, while proposing an enhanced instructional design model that is based
on the object-oriented paradigm. This attempt of developing a new model
corresponds to Spector, Muraida, & Marlino’s (1992) model for courseware
development, which is materials production oriented. Their model is based on
cognitive theory. It attempts “to combine variables related to the designer, the
design task, and the design environment into a model which represents most
automated design situations” (p. 51). Using cognitive theory, the authors argue that
such a model for courseware authoring needs to incorporate the types of cognitive
skills and knowledge required to conceive and implement an instructional design
that is geared towards a computer-based instructional environment. Thus, the
model has to account for a variety of levels of experience.
In our research study, we follow a subtype of developmental research what
Reigeluth and Frick (1999) call formative research (see also van der Akker, 1999, p.
6). This research approach helps to better design theory for improiving instructional
applications or processes as well as testing design principles. Formative research
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methods draw from formative evaluation (also called field testing or usability
testing) and case-study research methodologies. Formative research follows the case
study approach. Case studies can be classified as designed cases or naturalistic
cases. In this research study, a hypothetical case is developed to validate the
proposed OOID model. Reigeluth & Frick (p. 638, 644-645) suggest the following
steps to implement such a study: First, a case is created to help generate the design
theory (or model). Second, an instance of the model is designed. Third, formative
data of the instance is collected and analyzed. Fourth, the instance is revised. Fifth,
the data collection and revision cycle is repeated. Sixth, tentative revisions of the
model are presented. The purpose of this process “is to be able to use a concrete
case from which to build grounded design theory, based largely on experience and
intuition” (p. 644).
3.3 A task analysis of instructional design
In developing the OOID model, the author concentrates his observations on
the collection and analysis of the tasks that are involved in an instructional design
process. As mentioned earlier, a typical instructional Web design process would
include different specialists from various disciplines that work closely together on
such a project. In looking at the range of tasks to be performed by all the
participating members involved in this process, a common foundation across all the
disciplines can be build based on which the overall process can be compared and
finally integrated into a single model. The author does not intend to suggest new or
improved knowledge acquisition techniques (i.e. task analysis methods) for
instructional design, as discussed by Richey & Nelson (1996, p. 12j6-12a7), but
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rather employs task analysis as a method to derive the necessary data for developing
the OOID model because the tasks involved in a instructional Web design process
can be compared across different disciplines.
Jonassen, Tessmer, & Hannum (1999) state that task analysis “is the most
important albeit most often misunderstood and ineffectively performed process in
instructional design” (p. 1). According to these authors, task analysis is the process
by which the knowledge and skills required for the performance of specific tasks is
analyzed and articulated, “a process of analyzing and articulating the kind of
learning that you expect the learners to know how to perform” (p. 3). Conducting
task analysis allows the instructional designer to make decisions about the learning
goals and objectives, their operational components, the required type of knowledge,
the instructional strategy, the selection of appropriate media and learning
environments, and learner performance assessment and evaluation.
3.3.1 Knowledge classification for task analysis
In designing and providing (technology-mediated) instructions, data,
information and knowledge are the three often accounted terms that closely belong
together. As Schreiber et al. (2000, p. 3-4) indicate,
one person’s knowledge is another persons data. The borderlines between
data, information, and knowledge are not sharp, because they are relative
with respect to the context of use. (p. 5; italics in original)
Or, to put it with the words of the well-known information architect
Wurman (2001):
Everyone needs a personal measure with which to define information. What
constitutes information to one person may be data to another, (p. 19)
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Wurman (2001, p. 19; 1989, p. 38) correctly states that the current
information society is actually exposed to an explosion of non-information, that is
to say an explosion of data. Or, as Cooley (1999) puts it:” We may perhaps live in a
data society, whereas what is required is the competence to operate at the
knowledge/wisdom/action end of the cybernetic loop” (p. 76). Wurman argues that
it is important to distinguish between data and information, as only the latter leads
to understanding and knowledge. Wurman attests that many members of the
information society suffer from information anxiety. He describes this anxiety as an
increasing gap or black hole between data and knowledge, i.e. “the ever-widening
gap between what we understand and what we think we should understand” (p. 14;
1989, p. 34).
According to Schreiber et al. (2000, p. 3-4) data are uninterpreted signals
that we continuously perceive with our senses. Davenport, Thomas & Prusak
( 1997, p. 9) describe data as simple observations of the different states of the world.
They have a simple structure and can be easily captured, e.g., in computer systems
(e.g., strings of numbers, characters, and other symbols are used as signals and
constitute data). Data itself is based on a progression in the knowledge spectrum
beginning from events to symbols and then to rules and formulation (Debons,
Horne & Cronenweth, 1988, p. 5). These authors consider this lower part of the
knowledge spectrum as the data driven segment.
Once data has been equipped with meaning, it is considered information
(Schreiber et al., 2000, p. 5). Information is the first element of the cognitive driven
segment of the knowledge spectrum, i.e. “this physical or cognitive representation
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of data about which we are aware” (Debons, Horne 8c Cronenweth, 1988, p. 6).
Davenport, Thomas & Prusak consider information as “data endowed with
relevance and purpose” (p. 9). Information requires a unit of analysis and some
consensus about its meaning to be processed properly.
In their attempt to define information, Rowley & Farrow (2000, p. 5-8)
introduce five concepts. According to their definition, information is first
considered subjective knowledge, held in the mind of an individual, which becomes
objective knowledge once it has been translated through public expression, via
speech and writing; these concepts correspond to Dervin’s (1976, p. 326; 1977, p.
22) notion of information 1 (external reality, i.e. the structures or pictures imputed
to reality by people) and information2 (internal reality, i.e. the innate structure or
pattern of reality). Objective knowledge refers to recorded knowledge as it is
appears in documents or records. This type of knowledge is also viewed as
equivalent to explicit knowledge; subjective knowledge is equivalent to tacit
knowledge. Second, information is considered useful data. According to this
concept, data that have been processed and presented in a particular fashion
become information. Third, information and knowledge represent an objective
resource which can be attained and used. Fourth, information is considered a
commodity because it contains some value as it progresses through the various steps
of creation, processing, storage, and use. Finally, information is considered a
constitutive force in society. According to this perspective, information becomes an
agent in the creation of a societal structure.
An information scientist today would define knowledge as the integration of
new information into previously stored information to form a large and
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coherent view of a portion of reality ... Information to an information
scientist is a set of data matched to a particular information need. ... At the
opposite end of the scale we have data: literally, things given. Data are
impersonal and not matched to an information need (Rowlev & Farrow
2000, p. 19-20; italics in original).
Finally, knowledge comprises the whole body of data and information. As
Schreiber et al. (2000) point out, knowledge contains first a purpose, as people use
knowledge to carry out a task and to create new information, and second, it has
generative capabilities, because knowledge is frequently used to produce new
information. According to Davenport, Thomas & Prusak knowledge is comprised
of valuable information that stems from the human mind and includes some kind of
reflection, synthesis, and context. As opposed to data, knowledge is hard to
structure and is difficult to be captured by machines. Knowledge is tacit (hidden)
and, thus, hard to transfer. Schreiber et al. state that knowledge is, to a large extend,
task- and domain-specific. Authors like Cooley (1999, p. 76-77), Debons, Florne &
Cronenweth (1988, p. 6) or Shedroff (1999, p. 271) add wisdom as the ultimate
element in the knowledge spectrum, which always involves the inclusion of values
in judgement. To conclude with Shedroff (1999, p. 271; 2001, p. 34-37, 42-43, 48-
49, 54-55; also cited in Wurman, 2001, p. 27-29), information does not represent
the end of the continuum of understanding. Rather, the different aspects of
understanding—i.e. data, information, knowledge, and wisdom— can be
transformed from one category to the other, progressing from data to wisdom.
Data is the product of research, creation, collection, and discovery. It is the
raw material we find or create that we use to build our communications. ...
Information is the first level at which it is appropriate to communicate with
audiences. It represents the transmission of thoughtful messages that reveal
the relationships and patterns (the context) among the data presented. ...
Knowledge is the pay-off of any experiences. It is understanding gained
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t rough experience, whether bad or good. Knowledge is communicated by
building compelling interactions with others, or with systems, so that the
patterns and meanings of the information can be assimilated.
... Wisdom is a
kind of metaknowledge, a blending of all the processes and relationships
understood through experience. (Shedroff, 1999, p. 272-273; italics in
original)
The important distinctions made between data, information, and knowledge
do not only have implications for disciplines like information design, but also in the
attempt to identify and determine the type of knowledge and (content) information
involved in a task performance such as instructionalWeb site development.
In general, task analysis is used to identify the knowledge skills and the
(content) information required for this performance at a high level. “People
function through their use of two kinds of knowledge: knowledge of and knowledge
how (Norman, 1988/1990, p. 57; italics in original). Taxonomies for learning (or
performance) outcomes help to classify these tasks by “identifying and labeling
tasks according to the specific type of learning outcome” (Jonassen, Tessmer &c
Hannum, 1999, p. 25).
Taxonomies like the ones proposed by Bloom (1956), Gagne, Briggs &c
Wager (1992), or Merrill (1994) identify knowledge as one of several categories of
learning outcomes. The models differ in part because of their intended audience (see
Jones, Li, & Merrill, 1990, p. 8). Bloom’s taxonomy, for example, was geared
towards classroom teachers who are more concerned about making decisions about
the curriculum and the learning situation. Gagne and his colleagues, in turn,
provided a model that would help to distinguish between the learning outcomes and
the required conditions for successful instruction. And, Merrill’s approach was
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primarily concerned with the design of individual instructional displays that are
going to be presented to the learner.
In his taxonomy, Bloom (1956, p. 62-88) lists knowledge as one of the six
major categories; the others include comprehension, application, analysis, synthesis,
and evaluation. Bloom distinguishes between knowledge specifics, knowledge of
ways and means of dealing with specifics, and knowledge of the universals and
abstractions in a field. Gagne, Briggs & Wager’s (1992, p. 43-44, 46-47, 53-85)
taxonomy of five learning outcomes represents knowledge as intellectual skills (i.e.
discriminations, concrete concepts, defined concepts, and rules) and verbal
information (i.e. labels and names, facts, and organized information); the other
three categories include cognitive strategies, motor skills, and attitude. Merrill’s
(1994, p. 111-176) Component Display Theory (CDT) presents a variant of the
Gagne, Briggs & Wager taxonomy. CDT provides a knowledge base for the
effective design of cognitive level activities; it does not include psychomotor or
affective objects. In its descriptive part, the theory is based on the assumption that
instructional outcomes can be classified according to learner performance and
subject matter content. Performance refers to the tasks of remember, use, and find.
Content implies facts, concepts, procedures, and principles. These elements are
classified in the so-called performance-content matrix, which allows to match
instructional methods to each of the cells in the matrix (p. 112; for a summary see
Jonassen, Hannum & Tessmer, 1989, p. 95-108). Clark (1999, p. 31-33) has
developed an extension of Merrill’s matrix, as illustrated in Table 2 on pa g el 1 1, by
inserting processes as an additional content item and reducing the knowledge
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learning outcomes to a remember level and an application level. Clark’s model, in
turn, has been adapted by Cisco Systems, Inc. (Barritt, 2001, p. 11, 28-29; Wieseler
1999, p. 9) for their Reusable Information Object (RIO) strategy.
Table 2: Content-performance matrix (redrawn from Clark, 1999, p. 32)
PERFORMANCE
Apply
Remember
CONTENT Facts Concepts Processes Procedures Principles
In general, the literature distinguishes between procedural or declarative
forms of knowledge. According to Gagne, Briggs & Wager (1992) procedural (or
implicit, tacit) knowledge represents intellectual skills, which correlates with
Bloom’s (1956, p. 68-74) knowledge of ways and means. “Learning an intellectual
skill means learning how to do something of an intellectual sort” (Gagne, Briggs &
Wager, p. 43; italics in original). Procedural knowledge refers to knowledge “that
experts use but cannot articulate” (Gordon, Schmierer & Gill, 1993, p. 460). The
latter authors refer to this form of knowledge as rule knowledge, which is needed to
determine the goals, the actions to accomplish these goals, and the rules for when to
perform these actions. Procedural knowledge helps a person to determine how to
use or apply declarative knowledge. The latter form of knowledge constitutes
knowledge that a person can state, thus verbal information (‘verbalized knowledge’)
or knowing that (Gagne, Briggs, Wager, p. 46), which Gordon, Schmierer & Gill
describe as factual knowledge; this correlates with Bloom’s (p. 63-74) knowledge of
specifics. Declarative knowledge serves as the conceptual basis for procedural
knowledge (Jonassen, Beissner & Yacci, 1993, p.3). These authors propose an
intermediate type of knowledge called structural knowledge, which “mediates the
translation of declarative knowledge into procedural knowledge” (p. 4). Structural
knowledge describes how concepts (‘declarative knowledge ‘) are interconnected
within a specific domain, thus it is knowing why. In addition to these types of
knowledge (or knowledge structures), Tennyson & Foshay (2000, p. 131-132)
argue that certain cognitive abilities, i.e. contextual skills, cognitive complexity, and
constructivism, need to be identified in order to arrive at appropriate learning
objectives for the planning of a learning environment.
3.3.2 Task analysis in human-computer interaction
Not only is task analysis an important activity in the instructional design
process, but it is also a critical component in human-computer interaction (HCI)
(see, for instance, Preece et al., 1994), specifically in the early stages of user
interface design (see, for instance, Hackos & Redish, 1998; Shneiderman, 1998;
Treu, 1994), and more importantly in object-oriented interface design (see, for
instance, D. Collins, 1995; G. Lee, 1993; Roberts, Berry, Isensee &c Mullaly, 1997,
1998a, 1998b). In HCI, a task is distinguished from a goal. The latter, also called
external task, is “defined as a state of a system that the human wishes to achieve”
(Preece et al., 1994, p. 411), by using some device (e.g., instrument, method, agent,
tool, etc.). Tasks, also called internal tasks, are defined “as the activities required,
used or believed to be necessary to achieve a goal using a particular device” (p.
411). In addition, an action is distinguished from a task as it involves no problem
solving or control structure component. Preece et al. conclude that “a task is a
structured set of activities in which actions are undertaken in some sequence” (p.
411). Roberts, Berry, Isensee & Mullaly (1998, p. 62-63) further distinguish
functions from tasks. The first are activities, processes, or actions that are provided
by a computer system, whereas the latter are a set of actions that are performed by
a user. Thus, tasks are groups of actions that together represent a meaningful
operation” (p. 63).
A more recent approach in HCI is polymorphic task decomposition (Savidis,
Akoumianakis & Stephamdis, 2001). With this method any task can be
decomposed in an arbitrary number of alternative subhierarchies. This method
incorporates three fundamental properties, i.e. hierarchical organization,
polymorphism, and task operators. Based on the properties of a hierarchical task
analysis for incremental decomposition of user tasks to lower level actions, the
polymorphic property provides for a design differentiation capability at any level of
the task hierarchy. Finally, task operators can also describe the behavior of reactive
systems. A polymorphic task decomposition is concerned with three categories of a
design artifact, i.e. user tasks, system tasks, and physical tasks. Central to the
polymorphic task decomposition process are user tasks, i.e. what the user has to do.
System tasks address those tasks that a system has to conduct in response to
particular user actions. Finally, physical design looks at the necessary interface
components on which the user actions are to be performed. This process results
either in the creation of alternative designs to the same task based on a polymorphic
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physical design artifact, or alternative designs because of alternative task structures
providing an alternative physical design to each respective style.
As Preece et al. (1994, p. 43) explain, in developing an interactive computer
system, designers need to find a satisfying solution for users that allows to make the
transition from functionality (‘what can be done’) to usability (‘how to make it
done’). This includes, for instance, the provision for the appropriate input devices
(e.g., keyboards, mice, etc.) and output devices (e.g., text, graphics, etc.) at the
physical level, but also a usable user interface.
To be usable, an interface must let the people who use the product (users),
working in their own physical, social, and cultural environments, accomplish
their goals and tasks effectively and efficiently. To be usable, an interface
must also be perceived as usable by those who must use it or choose to use it.
They must be pleased, made comfortable, even amazed by how effectively
their goals are supported by your design. ... The truly usable interface is
transparent to the work the user is trying to accomplish. (Hackos & Redish,
1998, p. 6)
This notion is best captured by the concept of (cognitive) artifacts in
designed or artificial devices (e.g., hardware, software, applications, interfaces) for
the enhancement of human cognitive capabilities as part of a task-artifact cycle
(e.g., Carroll & Rosson, 1992; Carroll, Kellog & Rosson, 1991; Norman, 1991).
This cycle (Carroll & Rosson, p. 184-185; Carroll, Kellog & Rosson, p. 80, 83)
implies that the user’s tasks, which need to be handled by the system, set certain
requirements or constraints for the design of artifacts to support these user’s tasks.
The design of the artifacts, in turn, has an impact on the task, i.e. the different
possibilities or opportunities provided by the system on how the task can be
performed. From a system’s perspective, a cognitive artifact is embedded in the
context of the person and the task to be performed, i.e. the interaction or
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representation provided by the system’s artifact, which enhances the user’s
performance. However, from a personal view, the artifact represents a new task to
be learned in order to achieve this enhancement. Norman concludes that
the power of a cognitive artifact comes from its function as a
representational device. Indeed, I define a cognitive artifact as an artificial
device designed to maintain, display, or operate upon information in order to
serve a representational function, (p. 25)
Norman (1991, p. 22-24; 1988/1990, p. 45-53; 1986, p. 38-42) summarizes
his ideas in an action cycle that consists of seven stages and may serve as an aid for
design. He claims that human action has two aspects, evaluation and execution.
First, evaluation begins with perceiving our world. This perception is interpreted
according to our expectations and then compared. Finally, our interpretations are
evaluated against both our intentions and our goals to see if what we expected has
actually happened. Second, the execution involves doing something. This implies a
goal to be reached, which is translated into the intention to perform some action.
Then, the intention needs to be translated into an action sequence, i.e. an internal
set of commands to be performed in satisfying the intention. Finally, the action
sequence is physically executed. Both what Norman calls the gulf of execution and
the gulf of evaluation are coupled with the goals that are shared by the two phases.
As applied to the design of artifacts, Norman argues that, first, the function (‘goal’)
of the artifacts or devices needs to be determined. During evaluation, a user would
check if the system is in the desired state. The person would then determine if the
system state maps the user’s interpretation and in what state the system is in. During
execution, the user needs to tell what actions can be executed with the system.
Then, the person determines if the intention for some action maps with the physical
execution of some action. Finally, the action is performed. Norman (1991)
concludes that
actions are performed through a feedback mechanism involving both an
execution and evaluation phase ... Both phases of the action cycle need
support from the representational format used by the artifact. The choice of
representation and interactions permitted by the artifact affect the
interaction of the person with the object, (p. 23)
Thus, this model of the seven stages of Norman’s (1988/1990, p. 47-48;
1986, p. 41-42) action cycle helps to ensure that the gulfs of evaluation and
execution are bridged and that the basic principles of good design are met, i.e.
visibility, a conceptual model, good mappings, and feedback (see also discussion in
Reeves, 1999, p. 24, 74). Norman (1988/1990, p. 13-28, 52-53) argues that in well
designed artifacts the correct parts must be visible and must convey the correct
message. “Visibility indicates the mapping between intended actions and actual
operations” (p.8). The conceptual model underlying an artifact provides the
appropriate clues about the fundamental properties that determine how a device
can actually be used. Norman (p. 9) calls these clues affordance, which refer to the
perceived and actual properties of an artifact. In fact, in using an artifact three
different conceptual models come into play. They are part of mental models, i.e.
“the models people have of themselves, others, the environment, and the things
with which they interact” (p. 17). According to Jonassen, Tessmer & Hannum
(1999, p. 27-28) mental models—or knowledge complexes—are based on structural
knowledge, necessary for knowledge ampliation, problem solving, and knowledge
transfer. Mental models (Preece et ah, 1994, chap. 6) are the cognitive
representations of a computer system that are developed by the user. Consistency in
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system design, for instance, helps to reduce the amount of steps to memorize in
using a system. Using physical analogies (metaphors) is another way of providing
the user with an object that is close to his or her mental model by referencing
objects from the real world. In order to foster a user mental model, the use of
expectations and stereotypes can be very effective, e.g., the use of color to signal
certain states of mind.
Norman (1988/1990; 1986, p. 46-47) distinguishes the designer’s model, i.e.
the design model, and the user s model, i.e. the mental model a user develops by
interacting with the artifact. In addition, Norman lists the system image, which is
comprised of the visible parts or the physical structure of the artifact itself. Next,
good mappings need to exist between the controls and their movements and the
results in the world (Norman, 1988/1990, p. 23). Finally, feedback refers to the
ability of the artifact to provide relevant information to the user about what action
has been completed and what results have been accomplished (p. 27).
A special design methodology for the development of HCI as an extension of
the above mentioned task-artifact cycle is the application of use-scenarios or user-
interaction scenarios as a task analysis procedure (Carroll, 1995; Carroll & Rosson,
1992, p. 183-189, 207; Carroll, Kellog & Rosson, 1991, p. 81-82). These scenarios
capture the tasks a user typically has to perform as well as the momentous events of
user interaction. Each scenario provides a description of the tasks a user has to
perform in order to accomplish a goal. Scenarios provide a narrative of the artifact
in use. These narrative descriptions of an episode can be recorded as texts,
storyboards of annotated cartoon panels, video mock-ups, scripted prototypes, or
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physical situations; they can also be recorded at different levels of detail. Taken
together, a set of these scenarios is a concrete representation of the use to which the
artifact will be put. Use-scenarios are the foundation of what the authors call
scenario-based design which
is a task-oriented technique for envisioning an artifact in use before it is
built. In this method of designing, one begins with a list of user questions. ...
These questions are elaborated into scenarios: descriptions of the tasks
people might undertake to address the questions. The set of scenarios is
successively elaborated, ultimately incorporating device-specific details and
other work context articulating exactly how particular tasks will be
accomplished. (Carroll, Kellogg & Rosson, 1991, p. 81; italics in original)
Scenario-based design was created to provide a more user-oriented
perspective on the design and development of interactive computer systems.
“Computer systems and applications can be and should be viewed as
transformations of user tasks and their supporting social practices” (Carroll, 1995,
p. 3). A scenario consists of a concrete description of an activity a user is involved in
while performing a particular task. Scenario-based design employs a typology of
use-scenarios, including the following six elements of a general usage situation or
user concerns (see Carroll & Rosson, 1992, p. 188):
• Orienting to goals: A user tries to orient him-/herself in a new system
toward a goal it might support. ..
• Opportunistic interaction: A user explores the mechanics of the system to
achieve a particular goal. ..
• Searching under a description or for information: A user tries to find
information about a particular task. ..
• Seeking how-to-do-it procedural information or copying out procedures:
A user retrieves the information about processing a particular task from
the system. ..
• Seeking how-it-works explanatory information or making sense: A user
tries to understand the information about a particular task retrieved from
the system. ..
• Reflecting upon skills: A user tunes or optimizes his or her task
performed with the system. (Rosson & Carroll, 1995, p. 252)
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This coarse-grained typology can be used to heuristically generate scenario
candidates. The narrative descriptions developed during scenario-based design
represent the sources of information about objects in the particular domain of
concern and how they interact. In the object-oriented paradigm use-scenarios have
also been adopted for task analysis, called use cases (e.g., Roberts, Berry, Isensee &
Mullaly, 1998, p. 66-69). An example of how scenario-based design can be
combined with object-oriented analysis and design is provided by Rosson (1999).
She describes a model which interleaves the analysis of user and object interaction
scenarios. This refinement of rapid prototyping “involves parallel and iterative
development of several representations—a set of user interaction scenarios,
usability rationale for these scenarios, object models that enumerate a set of
computational entities and their responsibilities in a given scenario, and instantiated
object networks that can be used to ‘run’ the proposed scenarios” (p. 50).
3.3.3 Task analysis in object-oriented development
Actually, the notion of conceptual models (e.g., user’s model, designer’s
model) plays an important role in object-oriented interface design. For instance,
Roberts, Berry, Isensee & Mullaly (1998, p. 21-43) use this concept in their OVID
(Object, View, and Interaction Design) methodology. In addition to the above
mentioned user’s conceptual model and the designer’s model, the authors list the
programmer’s model (‘the system’s internal image’) and claim that all three models
need to be considered in the successful design of an object-oriented user interface. In
order to establish the user’s conceptual model, the authors (p. 25, 33, 62-66)
suggest to conduct a task analysis as a way to determine what a user requires from a
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system. A task analysis in this context will help to understand what the user wants
to achieve; what the user needs to do; and in what context the user is conducting the
task. Thus, a task analysis will allow to produce clear descriptions of the tasks
involved, which form the basis of an abstract interaction design that will lead to
task scenarios as a basis for further design iterations, prototyping, and evaluation
(p. 62).
According to Collins (1995, p. 151, 159) task analysis is particularly
synergetic with methodologies for object-oriented analysis. He states (p. 152, 170)
that tasks themselves can be modeled explicitly as objects. This corresponds with
Rosson & Carroll s (1995, p. 274) notion of decomposing a problem or a task into
objects and their responsibilities within the framework of scenario-based design. A
task as a single meaningful unit of work may occur as a noun in object-oriented
terminology. Any process can be conceptualized as an object that consists of linked
tasks.
This is an “objectification” of something normally seen as a process. ... The
general rule is that when a task has behavior or properties that are
interesting outside the context of performing it, it is a candidate for modeling
as a separate object. ... Task objects can be components of larger objects, (p.
170)
Thus, task analysis helps to describe tasks and extract relevant information
that are needed to develop an interactive computer system. As Collins (1995, p.
158-159) writes, task analysis should focus on the description of tasks, their goals
and interrelationships as well as what kinds of objects and actions they involve in
an environment. This process is called task synthesis. Then, the relationship
between users and tasks is documented (e.g., task/user table or task/object table; see
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also the task selection worksheet in Jonassen, Tessmer 8c Hannum, 1999, p. 19),
which correlates with the good mappings of controls, their performance, and their
results in Norman’s (1988/1990) action cycle. The task description should convey
information about the preconditions for the task, the goals of the task, the
breakdowns or critical incidents in the task flow, the postconditions of the task, the
agents or people directly involved in the task, the objects involved in the task, the
steps in doing the task, and the critical features of the task (Collins, p. 163-164).
Similar to the notion of scenarios in user interface design are use cases in the
object-oriented paradigm, which were first applied by Jacobson in the late 1980s as
part of his use-case driven approach to object-oriented software engineering (e.g.,
Jacobson, 1995; 2000, p. 80, 179; see also Constantine & Lockwood, 1999, p.
101). In fact, scenarios are considered instances of use-cases (Jacobson, 2000, p.
179). According to Jacobson (1995, p. 310; 2000, p. 169) use-cases provide a
black-box view of the functionality of a computer system, i.e. how it appears from
the outside. As users interact with a system, they are actually interacting with its
use-cases. Thus, a use-case is a narrative description of this interaction (see also
Constantine & Lockwood, 1999, p. 101; Roberts, Berry, Isensee & Mullaly, 1998,
p. 66-67; Sigfried, 1996, p. 206-208). Further, use cases structure each object model
into a manageable view. One view is drawn from each use case. Then, only those
objects are modeled that participate in that use case.
Sigfried (1996, p. 206-208) discusses use-cases as a sequence of mini-uses
which are performed to achieve a particular goal. According to this author, use-
cases represent a special case of a usage scenario, which is the narrative description
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of the systems functionality from the perspective of a user or a group of similar
users. Typically, however, use cases provide an external view of a system’s behavior
while structuring the internal view of the same system, i.e. the object model, into a
manageable form. Thus, use cases describe the roles and responsibilities an object
has in a system (Jacobson, 1995, p. 311; 2000, p. 169).
Jacobson (1995, p. 313-314; 2000, p. 171) describes a use-case model as a
graph that consists of two types of nodes, i.e. actor nodes and use-case nodes, and
that is labeled with a system name—Constantine & Lockwood (1999, p. 109) call
this graph a use case map. Both, actor node and use-case node, are each labeled
with a name and attached to an actor class or use-case class respectively. An arc
connects an actor node to at least one use-case node, and a use-case node has at
least one arc to an actor node. These arcs are denoted as communication arcs. An
instance of an actor can create instances of use cases or use-case classes. Actors
represent objects that exist outside of the modeled system, whereas use cases reside
inside the system. Each time an actor uses the system, it performs a use-case. Thus,
the collection of all use-cases describes the complete functionality of the system.
In a use-case model, use-case nodes can be interconnected by both uses arcs
and extend arcs (Jacobson, 1995, p. 320-327). In the first case—Contantine &
Lockwood (1999, p. 109-111) call this specialization—a description of a use case is
created that shares the description of abstract use cases, i.e. a specialized version of
others. Thus, a concrete use-case is an instantiation of an abstract use-case class (or
superuse). This uses association corresponds with the inheritance association. The
extend association allows a use-case to expand the functionality of a basic use case
122
(see also Constantine & Lockwood, 1999, p. 111-112). In addition to specialization
and extension association, Constantine & Lockwood (p. 112-115) list composition
relationship. In this case, a narrative description of the superuse explicitly refers to
subcases. These component use cases are required to complete a particular
interaction. Thus, whereas in both specialization and extension the appropriate use-
case is not aware of subcases and does not contain any narrative about them, in
composition association the subcases are visible or known to the supercase.
Typically, a use-case model is based on an essential use-case, “a structured
narrative ... comprising a simplified, generalized, abstract, technology-free and
implementation-independent description of one task or interaction that is complete,
meaningful, and well-defined from the point of view of users in some role or roles in
relation to a system and that embodies the purpose of intentions underlying the
interaction ” (Constantine & Lockwood, 1999, p. 103; italics in original). Based on
the essential use-case more detailed use-cases are constructed, which Constantine &
Lockwood (p. 115) call focal use cases. The latter represent the main or central uses
of the system, e.g., the user interface or portion of the user interface, and support
the focal roles of the users.
In general, use cases are represented with object diagrams and interaction
diagrams (Jacobson, 1995, p. 328-331). The first diagram shows the objects that
are participating in a use case and how they depend on each other. The latter shows
how the participating objects interact in a use case; one interaction diagram is
required for each use case. In order to develop use case models, Constantine &:
Lockwood ( 1999, p. 115-119) suggest to first identify user role models, which helps
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to infer the needs and intentions of users. After identifying user roles, a collection of
candidate use-cases will emerge. The user roles identified in this process help to
determine the essential purpose or intention of the user in the interaction with the
system. Then, a use case is given a simple name based on a particular purpose, i.e.
goal-directed action (e.g., transitive gerunds, verbs of continuing action with a
direct object). This process is continued until all the essential use-cases have been
identified that comprise the complete functionality of a system. Finally, the authors
emphasize that a use-case model should be written from the user’s perspective
expressed in the language of the user and of the application domain.
3.3.4 Task analysis process
The analysis of jobs and its component tasks is part of the front-end analysis
of instructional design. According to Merrill (1987, p. 143), two different
procedures are involved in this process. First, during job analysis the component
parts or tasks which constitute a particular job are analyzed. Then, the tasks which
result from the job-analysis procedure are further analyzed, applying task-analysis
procedures, in order to identify the steps of a procedure needed to accomplish a
task. Merrill (p. 143-148) suggests the following steps to conduct a task analysis.
First, the component tasks need to be analyzed. The substeps of the first procedure
include the generation of an initial list of job tasks, the revision of the list based on
data from other sources, and the validation of the list based on data from a sample
of jobholders. Second, the tasks are organized according to the relationships
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between the tasks. Finally, a representation of the organized job tasks is produced in
a job-analysis report.
Merrill (1987, p. 170-172) proposes an extended task analysis procedure
(ETAP) for instructional design, which incorporates hierarchical task analysis and
information processing task analysis in a comprehensive framework following a
sequence of three phases hierarchical task analysis in the context of HCI is further
described, for instance, in Preece et al. (1994, p. 413-416), Roberts, Berry, Isensee
& Mullaly (1998, p. 63-66), and Stammers (1996). In the first phase, the operation
and decision steps of the procedure are identified. Then, the steps are sequenced in
the order in which they would be performed. After that, the sequence of steps is
illustrated in a flow-chart which is finally validated by using various different initial
inputs. During the second phase, the structured task-analysis is applied. This
approach uses a small set of sequential structures of operation and decision steps
which are organized according to part-whole hierarchical relationships. Case
structures are used in this approach to include alternative paths at a decision step,
creating sequential structures which are linear, alternative, or repetitive in nature.
The structured-task-analysis procedure helps an instructional designer to deal with
complex situations by dividing it into its major parts. Each of these parts are further
divided into subparts until a structure is reached than can be coped with. This
procedure corresponds to successive or stepfine refinement in the computer science
literature (e.g., Wirth, 1971; 1976). The third phase is referred to as knowledge
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analysis, which is used to identify any prerequisite concepts or facts which learners
need to know in order to learn any given substep of the procedure.
Jonassen, Tessmer & Hannum (1999, p. 9-32) provide a similar process
model for task analysis specifically for instructional design, which includes a
breakdown of general task analysis components based on which the appropriate
task analysis technique(s) can be chosen. The authors divide the process into a
sequence of four major steps; two subsequent steps are included in their model that
deal specifically with the classification of learning outcomes based on the task
analysis.
First, an inventory of tasks and the content is created, which involves the
identification or generation of a list of tasks. Then, specific tasks are selected from
the task inventory in order to conduct an analysis that is feasible and appropriate to
the overall goals. This step is achieved by identifying a specific situation (i.e.
context, scenario, use case) in which the tasks occurs. Next, the task inventory is
completed. For this step the authors suggest the use of a task selection worksheet
(Jonassen, Tessmer & Hannum, 1999, p. 19), which helps to list the individual
tasks into a specific ranking order. The ranking of the (five) criteria listed in the
worksheet uses a weighting system based on a 100 point scale according to which
the appropriate weight can be assigned to each criteria (p. 18). The individual
criteria help to make decisions about the importance of the performance of the task
to the goals (criticality), the range or number of performances in an application
context (universality / frequency), the consistency of the performance across all
applications in a context (standardization), the usage or usability of the task in an
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application context (feasibility), and the degree of difficulty in performing a task.
Then, the scores of all criteria for each task are totaled and ranked, listing the task
with the highest scores at the top. The task inventory, then, is used to identify and
describe the components of the individual tasks in more detail. Finally, the task
components are sequenced in the order in which they are performed. After the tasks
have been identified and fully described, the appropriate task analysis method or
technique can be chosen based on which instruction or, in the case of HCI or user
interface design, an interactive computer system can be further constructed.
1,4 Knowledge elicitation and task analysis techniques
In a short paper on research in computing information systems, Heslin
(1996) suggests the use the object-oriented paradigm to represent research models.
This approach would help to better understand the components and their
relationships for a particular paradigm, using an iconic representation, which can
be achieved by utilizing a common notation like UML. According to this approach
for the object-oriented decomposition of a research model, the paradigm
architecture would consist of objects and messages. The author concludes that the
identification of a research paradigm
combined with an object-oriented methodology for representing the
architecture, provides a macro level series of slices through the research
process. The slices or frames or packages, in turn, can be subdivided into
finer-grained architecture, (p. 177)
In order to fully incorporate object-orientation in instructional design and
take advantage of UML as a notational tool, we suggest to use CommonKADS
(Knowledge Analysis and Documentation Structuring) as an aid in soliciting the
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necessary data for the proposed object-oriented instructional design (OOID) model.
In the following section we introduce CommonKADS.
3.4.1 CommonKADS
A methodology to aid in modeling knowledge and problem-solving that
incorporates concepts of the object-oriented paradigm is CommonKADS, which
uses a baseline set of UML for notational purposes. Research and development of
CommonKADS dates back to the early 1980s, a project funded in part by the
European Commission at the University of Amsterdam in the Netherlands (see the
CommonKADS Web site at http://www.commonkads.uva.nl). CommonKADS is a
method from knowledge engineering and knowledge management, which provides
a standard for knowledge analysis and knowledge-system development (Schreiber et
al., 2000, p. 8; see also the summary overview of KADS in Martin &c Odell, 1995,
p. 326-329). As the authors (p. 15-17) describe in the basic principles of
CommonKADS, this methodology aids in the construction of different aspect
models of human knowledge. It concentrates on the conceptual structure of
knowledge first, and leaves the remaining details for later analysis. CommonKADS
rests on the assumption that knowledge has a stable internal structure. It can be
analyzed by distinguishing specific knowledge types and roles. Finally,
CommonKADS employs a spiral model to develop a knowledge system; a system
that transforms an information system (transformation of data to information) to a
greater system, of which an information system is only a part, and that “describes
the transformations that take place within human social networks whose goal ... is
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to increase the sum of human wisdom” (Debons, Horne & Cronenweth, 1988, p. 6-
7).
Schreiber et al. (2000, p. 18-19, 272) further state that CommonKADS
consists of a set of models that each provide a limited aspect view of the knowledge
base. These models are arranged in an inverted pyramid with three levels, including
organization model, task model, and agent model in the bottom level (the inverted
base of the pyramid), knowledge model and communication model in the middle
level, and the design model in the bottom level. Taken together, these models
provide a comprehensive view of the knowledge involved. The first or top level of
the CommonKADS model suite—organization model, task model, and agent
model—analyze the organizational environment and the corresponding critical
success factors for a knowledge system. The middle level—knowledge model and
communication model
—
provide the conceptual description of problem-solving
functions and the data that are to be handled and delivered by a knowledge system.
Finally, the third or lower level—design model—converts the information of the
previous models into the technical specifications that form the basis for the software
system implementation.
3.4. 1.1 The CommonKADS model suite
As mentioned in the previous section, CommonKADS is comprised of a suite
of different models that provide aspect views of human knowledge. The front-end
analysis conducted for the top level of the model suite is based on a feasibility study
for the organization model and an impact and improvement study for the task and
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agent model in order to develop a comprehensive picture of the organizational
situation in which a knowledge system needs to operate.
According to Schreiber et al. (2000, p. 18, 28-35) the organization model
allows to analyze the mam features of an organization for which a knowledge is to
be developed. It describes an organization in a structured way from the perspective
of knowledge orientation. The different aspects of an organization, e.g., structure,
processes, staff, resources, etc., are represented as components in the model. The
first part of the organization model concentrates on problems and opportunities
with regards to knowledge-oriented solutions in the organizational context. Also,
the different stakeholders in the knowledge project have to be organized, including
knowledge providers, knowledge users, and knowledge decision-makers. In the
second part of this model, the more specific, or variant, aspects of the organization
are described, including structure, process, people, resources, knowledge, and
culture and power. In an additional step, the process of an organization is broken
down into smaller tasks to indicate how a future knowledge system can be
implemented. Next, the different knowledge assets of an organization are identified,
including information about the name or type of knowledge asset, how it is
processed, where it is used in, if a specific form is used, if it is used at the right place
and time, and if it contains the right quality. The overall process of gathering data
for an organization model is based on a feasibility study. Thus, in the final step the
collected information is combined in the context of what kinds of commitments and
decisions the project management is willing to make. For each of the aspects of the
130
organization model a separate worksheet is developed to document the information
gathered during the process.
Schreiber et al. (2000, p. 18, 44-48) state that the task model analyzes the
general task layout involved in the performance of a particular job. They define task
as a subpart of a (business) process, which is oriented towards the goal of adding
value to an organization, handles inputs and delivers outputs, and consumes
resources. Thus, the task model collects information about the task, the
organizational setting, the goals and values, the dependency and task flow, the
objects being handled during the task performance, the timing and control of the
task, the agents involved in performing the task, the knowledge and competence
needed to perform a task, the resources, and the actual quality and performance. All
this information is gathered in two task model worksheets documenting the results
of the task analysis and the knowledge item analysis.
The agent model (Schreiber et al., 2000, p. 18, 48-50) describes the
characteristics of the entity or actor—human or information system—that carries
out a task. The goal is to understand the roles and competencies, which agents in an
organization need to have in order to perform a task. Thus, the agent model looks
at the nature of the knowledge, the material form of the knowledge, and the
availability of the knowledge. Again, a worksheet is used to document the
information. Here, information about particular bottlenecks or needs for
improvements is listed next to the particular entry. The results of the impact and
improvement study is finally document in a separate worksheet summarizing the
information from the organization, task, and agent models about the impacts and
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changes in the organization, the task/agent-specific impacts and changes, the
attitudes and commitments, and the proposed actions that a knowledge system
might have in an organization.
After concluding the context analysis—top level of the CommonKADS
model suite the knowledge model can now be developed in order to specify the
knowledge and reasoning requirements of the prospective knowledge system: a
detailed description of the types and structures of the knowledge used in performing
a task (Schreiber et al., 2000, p. 19, 86-117). The knowledge model consists of
three parts, each representing a related group of knowledge structures, which are
called knowledge categories. The first category is comprised of domain knowledge,
which, as the name indicates, consists of the domain-specific knowledge. This
category contains the main static information and knowledge objects in a specific
domain. It resembles a data model or object model in software engineering. Domain
knowledge is modeled using three basic constructs, i.e. concept (objects or instances
in the application domain), relation (relations between concepts), and rule type
(logical relationship between expressions about concepts). In addition, concepts in a
knowledge model support generalization/specialization relations. Thus, concepts
can be organized in hierarchies of super- and subtypes. The second category of the
knowledge model refers to inference knowledge, which describes the basic inference
steps used in applying domain knowledge. This type of knowledge describes how
the static structures of the domain knowledge can be carried out in a reasoning
process. Inferences are realized through the notion of knowledge roles. These roles
carry out particular functions in a process, either as run-time inputs and outputs of
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inferences (dynamic roles) or as stable entities (static roles). In addition, the authors
introduce transfer functions that allow the transfer of an information item between
the reasoning agent as an element of the knowledge model and the external world.
Finally, task knowledge consists of what goal(s) an knowledge system pursues, and
how these goals can be achieved through a process of decomposition into subtasks
and inferences. The upper-level tasks are called composite tasks, which consist of
subtasks; primitive tasks are those that cannot be further decomposed. Finally, the
mechanism of how a task is realized through a decomposition into subfunctions
(tasks or inferences) is called a task method. Instead of worksheets, the knowledge
model is represented with diagrams using UML, in which the notion of concept is
similar to a UML class, but without any operations.
In order to improve the knowledge modeling process, Schreiber et al. (2000,
p. 123-166) have developed a set of template knowledge models that can be reused
in various situations. This catalog of templates contains building blocks, which
correspond to design patterns in object-oriented programming (e.g., Budd, 1997, p.
321-332) or object-oriented interface design (e.g., Collins, 1995, p. 224-225).
The communication model looks at how the different agents interact with
each other in a knowledge system (Schreiber et al., 2000, p. 19, 215-240). This
model describes how the information objects are exchanged in an organization so
that the necessary knowledge is transferred successfully between different agents.
The component in this process is called a transaction, which indicates what
information objects have been exchanged between which agents and which tasks.
The communication model consists of three subsequent layer. First, an overall
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communication plan is described. Then, the individual transactions are listed that
link two tasks, which are carried out by two different agents. Finally, the details of
an internal message structure are established in the information exchange
specification. Again, a set of special worksheets is used to document the various
information inputs for the communication model.
Once the analysis models have been completed—i.e. knowledge model,
communication model, task model, agent model, and organization model—the
design model is created, which belongs to the software world and combines the
information from the above models to establish the technical requirements
specification for the knowledge system (Schreiber et ah, 2000, p. 19, 271-294). This
model includes information about the design of the system architecture; it identifies
the target implementation platform; it specifies the architectural components; and it
determines the application within the architecture. Again, a set of worksheets is
used to document the necessary information. The authors suggest the use of rapid
prototyping for developing a knowledge system. Finally, the authors (p. 295-315)
describe how a CommonKADS analysis and design can actually be implemented
using Prolog and Aion as example programming languages.
1A.1.2 Knowledge-engineering methodology
In order to develop an ontology—i.e. the specification of the terms in a
knowledge domain and the relations among them—for a knowledge system the
following steps are suggested (see Schreiber et al., 2000, 167-186; Noy &c
McGuinnes, 2001). The ontology consists of concepts (also called classes), their
properties (also called slots), and restrictions on their slots (facets or role
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restrictions). An ontology consisting of a set of instances of classes constitutes a
knowledge base, i.e. the instances of the types specified in a domain schema. In
general, the classes of the ontology have to be defined, which are then arranged in a
taxonomic hierarchy. Next, the properties are defined along with the allowed
values. Finally, the values are filled into the slots for the instances.
In the first step, the domain is identified and the scope of the ontology is
determined. This includes the selection of information sources. Then, a list of
potential model components (templates) or existing ontologies for reuse is
generated. Third, all important terms in the ontology are enumerated. Thus, main
domain information types are identified and are included in an initial domain
conceptualization. Then, the model is completed by defining the classes and the
class hierarchies, the properties of the class (slots) and the facts of the slots, and the
creation of instances of classes in the hierarchy. Finally, the ontology or knowledge
model is validated and further refined.
3,4.1. 3 Application of CommonKADS in research study
CommonKADS allowed the author to analyze and describe the concepts and
their relationship in the development of the OOID design using the object-oriented
paradigm. Because CommonKADS represents a very extensive methodology for
knowledge modeling, the author focused only on a particular aspect of
CommonKADS, i.e. the task model. Limiting the study to the task model
corresponds to the research strategy outlined in the previous sections that uses task
analysis as a means to elicit and analyze job tasks in the domain of instructional
design ofWeb-based learning environments. In fact, Schreiber et al. (2000, p. 19)
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note that not always all the models have to constructed. Depending on the goals of
the project, only a specific set of models may be constructed, i.e. in the case of this
research study the task model. Using the UML notation, which is supported by
CommonKADS (p. 347-376), we are able to illustrate the OOID model with
diagrams that follow object orientation and make it available for further revisions
and refinement. The UML diagrams were drawn with a software application called
Poseidon for UML, Community Edition (Gentleware, 2001), a Java application for
use in the analysis and design of object-oriented software systems, which is based
on the OpenSource project ArgoUML (see the ArgoUML Web site at
argouml.tigris.org).
In order to collect and manage data in this process, the author used the
software application Protege-2000, which was developed by Stanford Medical
Informatics (2000). As described by Noy, Fergerson & Musen (2000), Protege-2000
is a knowledge-base-editing environment that is compatible with the Open
Knowledge-Base Connectivity (OKBC) protocol, a query and construction interface
for frame-based systems, which supports interoperability between different
knowledge representation systems. In fact, the developers of CommonKADS list
Protege-2000 as one of the recommended knowledge-base-editing tools. Currently,
a back-end plug-in for CommonKADS is under development that would allow the
direct generation of UML diagrams in combination with this methodology from
within Protege-2000. Through the implementation of the knowledge model
underlying the Resource Description Framework (RDF) as a new metaclass
architecture in Protege-2000, this editing program can also be used to generate
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metadata for encoding machine-readable semantics in Web documents (Noy,
Fergerson & Musen, 2000; Noy, Sintek, Decker, Crubezy, Fergerson & Musen,
2001). This could also have implications for our research study, as it would
theoretically allow to make the OOID model available in the future as a set of RDF
documents in an on-line retrieval system on the Web.
3.4.2 Knowledge elicitation techniques
In order to represent tasks involved in the performance of a particular job, it
is necessary to elicit the knowledge from different information sources. According
to Jonassen, Tessmer & Hannum (1999, p. 235) knowledge elicitation is a
subordinate activity within task analysis. Information inputs are needed to perform
a task analysis, which is gathered by knowledge elicitation techniques—the tools of
task analysis. In this research study the author used document analysis and facet
analysis, which are described in the following sections.
3.4.2. 1 Document analysis
Document(ation) analysis is a commonly used method for data collection or
knowledge elicitation (Jonassen, Tessmer & Fiannum, 1999, p. 238-245). It is
mostly utilized for orientation, preparation and/or confirmation of task analysis
procedures. Documents can be analyzed in order to identify the knowledge and
skills required for a set of tasks (Gordon, Schmierer & Gill, 1993, p. 462).
Although authors like Jonassen, Tessmer & Hannum (1999, p. 237) or
Gordon, Schmierer & Gill (1993, p. 468) argue that document analysis is seldom
the only source of information obtained for task analysis and should be
supplemented with information from other sources, it is used as the sole data
collection method in this research study because of the novelty of the topic, i.e.
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instructional Web site development and learning objects, and the well documented
literature about instructional design. Naturally, the suggested OOID model
provides a conceptual framework that needs further elaboration and verification
using additional techniques such as surveys, interviews, observations, case studies,
etc. to triangulate the different data. The major emphasis in this research study,
however, was the integration of task knowledge in instructional Web site
development based on the object-oriented paradigm. The relevant information was
obtained from various documents of a wide range of disciplines, which the author
considers to be relevant for this process.
Typically, first the types of information needed for the task analysis are
identified and, then, the document(s) for each type are identified and analyzed
(Gordon, Schmierer &c Gill, 1993, p. 462). According to the document analysis
procedure suggested by Jonassen, Tessmer & Hannum (1999, p. 238) the
document(s) have first to be checked if they are stable enough for a review, i.e. that
they present the most current information about the topic. Then, the appropriate
documentation for the task analysis technique is selected. Next, the document(s) are
gathered and reviewed if they contain enough information to support the analysis.
After the document(s) have been read, the information gained from the review are
organized and arranged to indicate the relationships between concepts. Finally, the
analysis is tested for completeness and accuracy.
As described in Chapter II, nouns, verbs, and adjectives are identified to
determine objects, classes, methods, and attributes. We follow this suggestion in
analyzing the literature used in this study by identifying the appropriate terms in the
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documents which were then used to construct the OOID model. In the case of this
research study, the author focused on documents that present development models
for instructional design, software engineering, Web site development, and user
interface design in order to identify the knowledge of the different domains and to
integrate the tasks from the various domains in a systematic model.
3.4, 2,2 Facet analysis
In order to systematically capture and display descriptors of terms and their
relationships that are used to describe the subject matter of this research, the author
applied facet analysis. This technique stems from information science and is used,
for instance, in the systematic classification for thesaurus construction. This method
helps to present a structured overview of the different knowledge bases or domains
covered in this research. According to Aitchison et al. (1997, p. 66), facet analysis is
used as a tool to analyze subject fields and to determine the relationship between
the concepts therein. The results of such an analysis can be used for systematic
displays (e.g., arrowgraphs). And, facet analysis may help to add terms in existing
vocabularies in order to further define their meaning and role.
Facet analysis was first introduced in the 1930s by the Indian librarian
Ranganathan (1952) as part of his colon classification of information objects in a
library system. Faceted classification allows for the division of terms into categories,
or facets. Ranganathan introduced a set of five fundamental facets or categories in
order to classify a subject matter area, i.e. personality (e.g., key facets such as
things, actions, etc.), matter, energy (e.g., activities, processes, problems), space, and
time (see Aitchison et al., 1997, p. 67-68). In using only one characteristic (or
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principle) of division at a time, facet analysis produces homogenous, mutually
exclusive groups. Also, by establishing only a limited number of fundamental
categories or facets, any concept can be represented and underlie all subject fields
(Aitchison et al., 1997, p. 66-67).
According to Rowley & Farrow (2000, p. 153) and Aitchison et al. (1997, p.
69-79), a facet analysis involves the collection of a set of terms that represent the
simple concepts of the subject matter. The descriptors are generated by applying the
rules of thesaurus construction, i.e. vocabulary control of available terms used for
indexing. Then, the terms are grouped into a number of mutually exclusive
categories, which are called facets. Further, these facets are organized into a limited
number of fundamental categories or facets, which can be adapted to any subject
field. Finally, in a secondary process a notation needs to be established as a set of
symbols (e.g., Arabic numerals, small letters and capitals of the Roman alphabet) in
addition to the classification system to represent the concepts according to which
the filing value of each term in a systematic sequence is made possible. The resulting
faceted schedules usually represent a general before special order. This means that
later concepts can be incorporated according to the terms that occur earlier in the
schedule (Aitchison et al., 1997, p. 74).
As a means to analyze a subject field (facet analysis) and to visually display
the collected facets in a given structure, we use arrowgraphs, i.e. a graphic display
method for thesauri (Aitchison et al., 1997, p. 128, 154; Rowley & Farrow, 2000,
p. 160). Arrowgraphs are charts, which represent a number of specific subject fields
and subfields. The chart may be marked with a grid, which contains reference
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numbers to refer to the specific chart notation. The broadest term is placed in the
middle of the chart. Narrower (and related) terms are located in other positions
within the grid. Hierarchical levels are indicated by connecting arrows or lines.
References to related indexing terms are made outside the groups represented in the
chart. The alphabetical section may only consist of more than one index to the chart
numbers of the indexing terms. Scope notes, equivalence relations, broader,
narrower, and related terms are usually included in the alphabetical section and not
in the grid itself.
In this research study, facet analysis was used to identify the different
domains involved in instructional Web site development and to represent their
relationships. The author consulted the subject headings used in the classification
system of the United States Library of Congress Classification Web (see
classweb.loc.gov) and various thesauri for education, including the Thesaurus of
ERIC Descriptors (see http://www.ericfacility.net/extra/pub/thessearch.cfm), the
UNESCO Thesaurus (see http://www.ulcc.ac.uk/unesco/index.htm), and the
European Education Thesaurus (EET; see http://www.eurydice.org/TeeForm/
FrameSet_EN.htm), as well as the ACM Computing Classification System (CCS; see
http://www.acm.org/class). The information was collected using a software
application called TheW32, a Microsoft Windows program (freeware) for creating
and maintaining a thesaurus, which was developed by Craven (2001).
3.4.3 Additional task analysis techniques
Using UML as a notational tool in combination with CommonKADS and
the available (free) software tools Poseidon for UML and Protege-2000, the author
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was able to implement techniques for content analysis and system modeling that
replace existing techniques such as concept maps, conceptual graph analysis, and
task knowledge structures. Use case diagrams, acitivity diagrams, sequence
diagrams, etc. allowed the author to represent the data that was solicited based on
these techniques. But, instead of using different visual representations, the author
decided to implement a single, standard notation. Because the knowledge elicitation
and analysis was also informed by these additional techniques, they will be briefly
described in the next sections (see also the comparison of various task analysis
methods as the foundation to develop uniformed task models in user interface
design in Limbourg, Pnbeanu & Vanderdonckt, 2001).
3.4.3. 1 Conceptual Graph Analysis (CGAi
The Conceptual Graph Analysis (CGA) is a method similar to concept maps
for content analysis. For instance, CGA can be used to develop hypertext
components of an instructional Web site (Jonassen, Tessmer & Hannum, 1999, p.
201). According to Jonassen, Beissner & Yacci (1993, p. 155-163) concept maps
are an explicit method to convey structural knowledge, which were initially
developed as a text mapping strategy. Concept maps are “two dimensional
diagrams that illustrate relationships between ideas in a content area” (p. 155).
Concept maps display interrelated networks of concepts and propositions by
organizing information in a hierarchical order, with the broadest concept at the top
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and the subordinate concepts following below it. Concept words are linked by lines,
which are labeled to indicate the type of relationship between the concepts.
The suggested procedure for developing concept maps includes the following
steps (Jonassen, Beissner & Yacci, 1993, p. 158-159). During document review the
most important ideas are noted. Then, these concept words are listed and ranked in
order of importance. Next, the most important and inclusive concept is selected and
placed on the top of the map. Following this, the most important concept that is
related to the first word is selected and placed below the mam idea. Both concepts
are connected with a line, which is given a brief label describing how these concepts
are related (e.g., includes, affects, used for, caused by, produces, etc.). Then, the next
term is selected and placed in the appropriate relationship to the existing terms.
This process is continued until all the important concept words are included.
Finally, the concept map is checked on completeness (e.g., connecting lines and
descriptive labels) and on its proper organization.
CGA is based on a methodology developed in computer science and was
extended and refined by Gordon and her colleagues (e.g., Gordon, Schmierer &c
Gill, 1993). CGA consists of a set of nodes, arcs, and information-seeking questions
that are used to represent concepts and the relations that connect them; both, nodes
and arcs describe the type of knowledge and relationships involved in a task (p.
464-467). Each node in the graph consists of specific information in the form of a
concept or statement and the category of the information. The nodes fall into five
categories, including state (how an event happens), event (state change within a
time frame), goal (a desired state or event), or goal/action (action information that
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is also a goal). The arcs, which are labeled and directional, describe the different
types of relationships that typically fall into four kinds of substructures, including
taxonomic structures (i.e. meaning of concepts), spatial structures (i.e. spatial
layout of regions and objects in regions), causal structure (i.e. causally driven state
and event chains in systems), and goal hierarchy (i.e. clusters of goal/action nodes
interconnected by reason arcs, pointing upwards, or means arcs, pointing
downwards). The authors (p. 465-466) have also developed a set of legal
constraints that determine how nodes can be connected, i.e. the legal source and
terminal node for a given arc and the appropriate arc category. In addition, certain
types arcs can be found in all substructures, including refers-to, visual-reference,
etc.
Typically, CGA is conducted in two phases (Gordon, Schmierer Gill, 1993,
467-470; Jonassen, Tessmer & Hannum, 1999, p. 202-203). First, the analyst
establishes the uses of the graph information, e.g., goal hierarchies, spatial
networks, taxonomic hierarchies, or causal networks. Then, a set of task situations
is selected that are going to be analyzed. Next, a first rough conceptual graph is
developed based on the collected data by translating each statement or proposition
into a node-arc-node section on the graph. Finally, a list of follow-up questions is
generated to be asked about the nodes of the graph. In the second phase, the graph
is reviewed by asking the question probes in order to achieve deeper layers of
information which leads to an expansion of the graph until all the necessary
knowledge is captured. At the end, the final graph is reviewed again. An optional
third phase can be introduced by having the task performed based on the
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information captured in the conceptual graph in order to check for any missing
pieces of information.
3.4. 3. 2 Task Knowledge Structures (TKS1
Task Knowledge Structures (TKS) is an approach “to model conceptual,
declarative, and procedural knowledge in terms of the roles, goals, objects, and
actions concerned in executing work tasks” (Johnson, Johnson & Hamilton, 2000,
p. 201). The TKS approach was originally developed in 1980s by the British
computer scientists Hilary Johnson and Peter Johnson as an integrated approach to
user interface design (see the Task Knowledge Structures Web site at http://
www.bath.ac.uk/Research/hci/TKS/). TKS are a summary of different types of
knowledge which are involved in performing a specific task.
TKSs represent the different aspects of knowledge that are possessed by a
task performer and as such are a convenient summary representation,
constructed by the task analyst, to represent the task knowledge held by one
or more task performers and which once constructed will provide a basis for
task-centred system design. (Johnson & Johnson, 1991, p. 6)
According to Jonassen, Tessmer & Hannum (1999, p. 193-198), TKS
belongs to the group of activity-based methods for task analysis. These methods
look at human activity (or performance) in a particular environmental context.
“Context includes the activities in which community members engage, the goals of
those activities, the physical setting that constrains and affords certain actions, and
the tools that mediate activity” (p. 157). A general theoretical framework to assess
tasks within a given context in which they occur is provided by activity theory,
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which looks at the interaction of human activity and consciousness within the
relevant environmental context (p. 160).
Activity theory focuses on practice ... Activity theory is a powerful and
clarifying descriptive tool rather than a strongly descriptive theory. The
object of activity theory is to understand the unity of consciousness and
activity. Activity theory incorporates strong notions of intentionally, history,
mediation, collaboration and development in constructing consciousness
(Nardi, 1996a, p. 7)
Activity theory has been applied to user interface design (Nardi, 1996b),
where the tasks a user performs are analyzed within the context of an interactive
computer systems which form the basis of designing an enhanced or improved user
interface. As Kuutti (1996, p. 25-27) points out, activities are the basic unit of
analysis. Activities change over time, thus they have their own history and
development. Activities often involve the use of artifacts, which function as
mediators in the process of performing a task situated in a particular context.
Activities consist of different levels. First, some motive triggers an activity (i.e.
activity level). In order to achieve this motive, actions are conceived that help to
achieve a particular goal within the overall activity (i.e. action level); activities
themselves may be realized as individual actions or chains of actions (cooperative
actions). Finally, the objects of an activity are transformed in outcomes based on
particular conditions which allow for their performance in the real world (i.e.
operation level) (p. 30-31, 33). With regards to the possible contribution of activity
theory to the design of instructional technology, Bellamy (1996) writes that
activity theory can inform our thinking about the process of designing
educational technology to effect educational reform. In particular, through
emphasis on activity, it becomes clear that technology cannot be designed in
isolation of considerations of the community, the rules, and the divisions of
labor in which the technology will be placed, (p. 127)
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Examples of how activity theory can be effectively applied to the creation of
a learning environment are provided by Hung &c Wong (2000) and Jonassen
(2000). Hung & Wong illustrate the use of activity theory as a basis for organizing
the tasks in project assignments as part of a learning environment. Jonassen
describes a method for modeling activity systems that allow learners to be more
engaged in authentic learning activities. The author suggests a set of guidelines of
how to use activity theory as a framework for designing student-centered learning
environments. These guidelines help to overcome traditional task analysis for
instructional design because they only focus on the technical aspects of performing
a job task. Activity theory, however, looks at the real-life, noninstructional contexts
within the activity is embedded. According to Jonassen, first, the goal and the
components of the activity system have to be analyzed. Then, the subsystems of the
activity are analyzed along with their structures. Next, the external and internal
contradictions in the activity system are addressed. Finally, the external and internal
contexts are analyzed in order to define the larger activity system within which the
activity occurs. Jonassen concludes that activity theory
focuses on the activities, the social and contextual relationships among the
collaborators in those activities, the goals and intentions of those activities,
and the objects or outcomes of those activities. Rather than analyzing
knowledge states as detached from these entities, activity theory sees
consciousness as the mental activities that suffuse all of these entities, (p.
109)
TKS is an approach that also looks at how an activity (or task) is performed
in a particular context, using the notion of scenarios to describe “human activity
which includes detail about who is carrying out the activity, what the activity is
(including its purpose), the context in which the activity is carried out, and the way
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(including the methods and tools) that the activity is undertaken” (Johnson,
Johnson & Wilson, 1995, p. 211). The output resulting from a TKS analysis is a
series of representations of various types of knowledge at different levels of
abstraction, including object level, overall summary of the plan (goal substructure),
procedures (procedural structure or subtask), strategies (sequences of procedures),
and objects and actions (combined in a taxonomic substructure) that are associated
with a particular task, as well as a summary of the relations between tasks and roles
(tasks within a given role and tasks across different roles). The basic level categories
of the final task model structure include information such as is a member of..., is
used in procedure(s), is related to ... by
..., is associated with actions..., has
features..., typical instance of..., etc. (Johnson & Johnson, 1991, p. 10-11;
Johnson, Johnson & Hamilton, 2000, p. 204; Johnson, Johnson, Waddington &
Shouls, 1988). Thus, in conducting a TSK analysis of the knowledge components of
a given task, information about the roles, goals, subgoals, subtasks, plans,
procedures, strategies, actions, and objects within the taxonomic substructure is
collected and studied.
A minimal task-based design process, which is called Knowledge Analysis of
Tasks (KAT) consists of three distinct stages (i.e. data gathering, data analysis, and
construction of task model) with the following steps (Johnson & Johnson, 1991, p.
15; Johnson, Johnson & Hamilton, 2000, p. 206; Johnson, Johnson &c Wilson,
1995, p. 221, 239-244; Jonassen, Tessmer & Hannum, 1999, p. 194-196): First,
information about the user tasks is collected. Next, the individual knowledge
components are identified, including goals and subgoals, procedures, objects and
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actions. Then, the properties of the tasks are identified by indicating the centrality
or criticality of object-action pairs and procedures to the task. Finally, a task model
is constructed based on a hierarchy of goals, the procedures needed to accomplish
the goals, and the objects required for the performance of the task. This model is
shared with skilled performers of the task, who review and validate or change the
structures. In user interface design, this information is used in an iterative cycle of
rapid prototyping to develop an abstract interface model as a high-level description
of an interface that is supposed to support these tasks. Finally, a low-level,
executable form of the proposed design is created as a prototype interface based on
the abstract interface.
TKS analysis can help to provide more detailed information about the
knowledge, objects, and actions involved in the instructional Web site development
process based on the information gathered with the methods mentioned above. TKS
allows to identify structures and relationships, procedures, and objects more clearly.
Actually, the developers of TKS have constructed a task analysis toolset called
ADEPT (Advanced Design Environment for Prototyping with Task models) which
can be used as a design environment to express task models (Johnson, Johnson &
Wilson, 1995).
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CHAPTER 4
THE WEB AS INSTRUCTIONAL TECHNOLOGY
The growing number of conferences and literature devoted to on-line
education shows that the Web is increasingly being employed in education (e.g., D.
W. Brooks, 1997; Khan, 1997a; McCormack &c Jones, 1997). Because the Web’s
fundamental formats—the hypertext transfer protocol (HTTP) and the hypertext
markup language (HTML)—became standardized and the fact that the new
technology became easier to use (i.e. user clients or browsers), the Web quickly
emerged as an instructional technology tool (Crossman, 1997). A look at the
growth numbers of the Internet may indicate the potential this technology will still
have in the future. As shown in Figure 10 on pagel51, the Internet has grown
exponentially since 1981—when the Internet protocol suite TCP/IP was introduced
as a standard from 213 hosts in August 1981 to 147,344,723 hosts in January
2002; it is estimated that the number of hosts will reach more than 170 million in
January 2002 (Chevalier, 2001; Internet Software Consortium, 2002).
Despite this significant growth rate, the distribution of top-level domain
names presents a different picture. The majority of the top twenty top-level domains
(i.e. domain names ending with com, edu, gov, net, org, mil, or int, where about
80% of these have been located in the USA in the past) are commercial entities (e.g.,
36,352,243 “com” hosts in February 2001 as opposed to 7,106,062 “edu” hosts;
see the Internet trends at the Next Generation Internet Web site at http://
www.ngi.org/trends.htm). In addition, most of these top-level domains are located
in Western, industrialized nations, with the exception of Brazil in Latin America
150
Iand Japan as well as Taiwan in Asia. Based on a survey in 27 countries, the Internet
audience measurement service Nielsen//NetRatings estimates that more than 400
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Figure
10:
Internet
growth
1981-2002
million people have Internet access around the world in the first quarter of 2001
(429 million people worldwide, 2001; see also A. Hall, 2001). According to the
GVU's (Graphic, Visualization, & Usability Center at the Georgia Institute of
Technology) 10th WWW user survey from October 1998 (total of 3,291 valid
cases), education ranked third as one of the primary uses of theWeb after personal
information and work, and before entertainment and shopping (GVU's 10thWWW
user survey, 1998).
Today, Web-based course support systems or learning management systems
(LMS) like Blackboard, Prometheus or WebCT provide educational institutions a
software platform with which they can create portal sites for learning communities,
build and manage courses, administer courses and information systems in a single
Web-based environment. Currently, in an effort to move from computer-based
training to Internet-based instructional management, a non-profit consortium of
colleges, universities, and companies is collaborating in the IMS (Instructional
Management Systems) Global Learning Consortium (see the IMS Web site at http://
www.imsproject.org) to develop and promote open technical standards for an
Internet architecture for learning (for a summary, see Rada & Schoening, 1997;
Soloway, 1998; Sonwalkar, 2002a; 2002b). For instance, IMS has developed a set of
metatags for Web pages in which resource developers can describe their curricular
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goals, activities, etc. to make them better accessible across different platforms (IMS
Global Learning Consortium, 2001).
4,1 Computers and education
Computers in education refer to the use of computers as mediators in the
flow of information, communication, and instructional materials that occurs in,
relates to, educational situations (Collis, 1994, p. 1007). Generally speaking,
computers used in education can be subdivided into several broad areas where
computers can be applied, i.e. computer education, educational management, and
educational research. ^Xhth the advent of the Internet, the paradigm of learning
networks has been developed which are defined as “groups of people who use CMC
[computer-mediated communication] networks to learn together, at the same time,
place, and pace that best suits them and is appropriate to the task” (Harasim et al.,
1995, p. 4). Learning networks combine many of the above areas by offering new
avenues of more interactive and self-determined as well as more expanding ways of
learning and of delivering education in a distributed hypermedia system. Fig urell
on page 154 illustrates the different key areas of computers in education.
First, computer education has a twofold meaning. On the one hand,
computer education is concerned about the teaching about computers in order to
develop a technical understanding of the medium which ranges from computer
awareness to the education of computer specialists, i.e. computer scientists. The
teaching about computers can be compared to media education which tries to have
an effect on peoples’ skills, attitudes, affect, values, and knowledge with regard to
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media by developing critical thinking or reasoning skills towards them (Christ,
1997, p. 3-13).
Second, computer-based education deals with the actual use of computers in
the process of learning and the delivery of education. Here, computers can be
categorized according to their use by learners and teachers. Computers were first
introduced to offer learners tutorials (e.g., intelligent tutor, expert systems), in
which the knowledge subjects are divided into elementary items. Further, computers
were applied for drill and practice. Simulation, educational games, and problem-
solving software added new tools which allow certain types of activities that were
not possible before (Collis, 1994, p. 1007-100; Hebenstreit, 1992, p. 11-16).
According to the teacher-oriented approach, computers are used “as productivity
tools, as tools for resource acquisition and handling, and for communication”
(Collis, 1994, p. 1008), which include the tools listed above under the learner-
oriented approach as well as software for student management and record-keeping
and for the production of specialized learning material.
Third, computers are used in the management and administration of
educational systems. Decision-making processes in education need information.
Computers can help to set up an information system that delivers all descriptive,
diagnostic, predictive, and prescriptive information (National Research Council,
1986, p. 18-19). Educational management information systems (EMIS) represent
complementary support tools for decision-making, planning and control, analysis
and profiling of educational processes and outcomes. Computers as a management
tool are applied to the management of schools, curricula, and student information.
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Further applications include the modelling of certain activities within an
educational system (e.g., school budget), the use of expert systems for a variety of
areas (e.g., allocation of teachers), as well as basic services in information
processing (e.g., text manipulation, document processing) (Bork, Walker 8c Poly,
1992, p. 150-151; Lurat, 1992, p. 109-110; Telem, 1994). Finally, computers can
promote dialogue and rationality in the decision-making process by utilizing the
strengths of computers in database management, spreadsheet applications, and
communication (Colletta &c Kwong, 1994) or even for school mapping by using
GIS (geographic information systems (Caillods, 1994). Computer technology as
applied to educational planning permits quick access to current information, which
is utilized for an informed decision-making process by stakeholders. It helps to
identify problems and to enhance a better understanding of the costs, benefits, and
trade-offs which are encountered in policy making (Theisen, 1988).
Fourth, computers also serve as tools for research activities in education.
These applications cover a whole range of applications. Word processing, enhanced
graphical representations as well as methods for bibliographic retrieval belong to
the most common ones. Statistical and data management tools dominate in
quantitative research. Survey research is supported by computer-assisted data
collection. Computer-based content analysis methods are used in qualitative
research. Further, achievements in artificial intelligence, simulation, and modeling
have enhanced the formal computer-supported explanation of social processes.
Finally, the increased networking capabilities of computer-mediated communication
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have opened new ways for researchers to conduct their studies using these networks
(Anderson, 1992).
In general, computers are used to support the implementation of a human
learning or training task. Because of the unique qualities of the computer, i.e., the
dynamic display, the ability to accept user input, the processing speed, the ability to
make a selection between choices, and the memory capabilities, computers in
education set themselves apart from other instructional media. They represent “a
major leap in the capacity of instructional delivery systems” (Gibbons &
Fairweather, 1998, p. 15). Typically, computer-based education implies that the
education is mainly delivered by a computer either controlled by the teacher or the
student (Winer, 1988). Three major acronyms have been established for educational
applications of computers, i.e. CAI or Computer-Assisted Instruction (or Computer-
Assisted Learning, CAL), CBT or Computer-Based Training, and CML or
Computer-Managed Learning (see for instance Barker, 1987, p. 25-26). CAI implies
that the computer is used for or assists in educational activity. It is used to describe
almost any learning activity in which a computer is involved. The synonymous
terms CBL (Computer-Based Learning) or CBI (Computer-Based Instruction) are
also used to describe these activities. Actually, CAI is the preferred term in thesauri
or subject headings of library catalogs, e.g., Library of Congress in the United States
or the thesaurus of ERIC descriptors. CAI can be used either in a passive mode (i.e.
computer functions as a learning/teaching aid) or in an interactive mode where
active learning is supported through high degrees of learner participation and
involvement. The same characteristics also apply to CBT. The difference lies in the
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scope of CBT that is considered to be narrower and to follow more specific
objectives. Computers are not only used as an active delivery agent for instruction,
but also as an adjunct for instruction. Using the computer as a tool, the learner can
utilize the computer as a reference tool, for data recording, for communication
purposes, for media support, and as a virtual classroom (Gibbons & Fairweather,
1998, p. 32-33). Finally, CML (or computer-managed instruction, CMI) refers to
the role of the computer primarily as a tool for the management of learning rather
than instruction. CML is used to monitor, report, and recommend learning. They
can manage instruction adapted to the needs of the individual learner (Barker, 1987,
p. 26; Gibbons & Fairweather, 1998, p. 33-34). Thus, computers can be utilized in
education to manage learning; to test learner performance; to tutor learners; to
provide exercises; to make calculations; to function as a laboratory; to produce and
disseminate teaching materials; to archive materials; and to serve as a medium of
expression (Barker, 1987, p. 25).
The four major forms of CAI, which make it fit into the larger context of
instruction, include: tutorial instruction, simulation, gaming and modeling, learning
coaches and job aids (also referred to as electronic performance support systems, or
EPPS), and certification testing (see, for instance, Barker, 1987, p. 25; Gibbons &
Fairweather, 1998, p. 18-32; Schwier & Misanchuk, 1993, p. 19-23; Unesco, 1990,
chap. 1.2, 2. 6-2. 8). Tutorials include instructions about principles, facts, and/or
procedures. They usually consist of a combination of presentation and practice
items. Usually, tutorials follow three media plans which include presentations or
practice items (e.g., drill-and-practice routines, true-false and multiple question
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banks, question trees (with interactive dialogues), problem solving exercises,
situational quizzes, and simple cases studies which are arranged into pathed
structures only) or offer a combination of both (see in particular Gibbons &
Fairweather, 1998, p. 20-21). A simulation is a type of computer program that is
integrated within a larger learning environment. Simulations (see also Gibbons &
Fairweather, 1998, p. 297-3 j>1) are primarily used for demonstrations and for
interactive practice exercises. There are four general classes of simulation, including
model simulations, environment simulations, expert simulations, and hybrid
simulations which can contain the three other simulation classes. Job aids are
primarily designed to support users at the workplace as a substitute for training and
to support the user in accomplishing a difficult task. Job aids provide support as a
reference tool, as procedural instructions, or as a decision-making tool. Learning
coaches differ from job aids in that they are used in formal educational settings
providing hands-on tutorials for learners to perform actions in a realistic work
setting. Finally, certification testing is used in a variety of settings for various
purposes. Computerized testing takes advantage of the computer’s memory
capabilities to remember large numbers of data.
Henry (1998, p. 168-175) describes how an online tutorial can be developed
to provide support for users of a software system. These interactive systems are
primarily designed for novice users, but sometimes also for occasional and transfer
users. The process of designing an online tutorial starts with identifying and
organizing the lessons based on target users and their learning goals. These tutorials
mostly consist of one or more modules with two to four lessons each. The most
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common approach in structuring the material is from simple-to-complex. Another
effective approach is known-to-unknown. In the next step, the standard content of
the lessons is identified based on lesson objective, time to complete the lesson, task
concepts, and task procedure. As mentioned by Gibbons &c Fairweather (1998)
earlier in this section, examples, summary, and previews should complement the
lesson. Then, it is important to decide which interaction techniques to implement.
Corresponding to Gibbons & Fairweather (1998), these techniques include, among
others, demonstration, handholding session, and practice session. Further, the
tutorial’s user interface is designed by considering the delivery medium (e.g.,
separate CD-ROM or diskette), the ease of use (e.g., reducing the need to provide
extensive instructions on its usage), and a navigation system that provides
alternative paths through the information. Finally, the actual lessons are written.
Henry (1998, p. 173) recommends to present a single but complete idea or topic on
each screen writing short sentences and paragraphs and lists wherever possible. This
helps to avoid forcing the user to read through screen after screen of information.
Also, the interface should provide interactive elements wherever possible and ample
opportunities for hands-on experience. For instance, the use of atonal explanatory
text via pop-up windows, drop-down menus and hypertext allows the inclusion of
additional information without overcrowding the screen.
Schwier & Misanchuk (1993, p. 19-32) distinguish three kinds of
environments for CAI or, what they call, multimedia instruction. First, prescriptive
environments do just what the name implies: they prescribe what the learner has to
learn. In this setting, CAI just delivers instruction for learners, including structured
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learning strategies such as drill and practice, tutorials, and games/simulation.
Second, democratic environments allow greater control of the system by the learner.
The learner is able to influence what is learned and how it is learned. These
environments include instruction to supplement primary instruction, learning
resources organized in data bases, and hypertext or hypermedia. Third, cybernetic
environments are based on research in artificial intelligence which simulate human
thought processes. Computers in such an environment will be able “to respond to
novel situations, create and implement strategies for solving problems, and learn
from experience and introspection” (Schwier & Misanchuk, 1993, p. 28). These
environments include expert systems, which apply rule-based (IF-THEN) inference
approaches, and heuristic systems, which use “best guess” approaches to assess
learner performance.
To conclude with, computers can be used in education in order to support
learning and instruction in terms of accuracy and presentation tools (support
mode); to enhance exploration and control on the part of the student (exploration
and control mode); to supplement learning through tutorial applications (tutorial
mode); to extend learning with additional resources (resource mode); and to link
learners through additional communication channels (link mode) (Australian
Council on Computers in Education as cited in Byron & Gagliardi, 1997, section
2).
The above overview has shown that computers can be applied in various
educational fields and for different educational purposes. The processing speed,
storage and memory capabilities of computers can store, retrieve, and process
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enormous amounts of information. Multimedia applications have become much
more advanced. They allow greater interactivity and sophistication in the display
and handling of learning material. Finally, the progress in new information
technology, especially with regard to the Internet, integrates all these possible areas
of applications into a interconnected mesh for enhanced resource sharing, resource
discovery, and communication. As G. Moore (1996) explains,
[tjhese applications can be expected to multiply both in type and in quantity
as the concepts of autonomy, independence, and lifelong learning become
firmly established in educational practice. It is this approach, with its
philosophical roots in a technology of education, which promises to make a
major contribution in overcoming the gap between educational needs and
the provision of educational resources, (p. 458; see also G. Moore 1994 d
6306)
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However, the typology of computers in education has to be expanded with
the advent of networked computers. It seems that within the traditional typology
the emphasis is on the individual user confronted with a single machine.We are less
informed about the influence of networked computers on the conceptualization of
computers in education. Currently, terms like Web-based instruction (WBI) or Web-
based training (WBT) refer to a new branch within this concept of on-line
education. This reveals a new way of interconnecting users with a network of
computers which offers more interactivity and especially new ways for
communication. It may help to connect students to other students living in different
areas as well as additional learning resources. Also, teachers, who often do not have
the same equipment like telephones or computers as, let us say, office staff, can be
connected to peers and can be helped to overcome their isolation. However, as
Dyson (1997) points out, we need to be cautious about our obsession with the
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miracle of multimedia as we might loose our ability to use words, which are cheap
to create and cheap to distribute.
The challenge is that they [words] require a coherent argument.., and it
requires work to follow the argument. However, that work produces
something of value that multimedia, for all its cost, often doesn’t: knowledge
and understanding, (p. 92)
Computers in education, according to the mainstream definition, offer
learning or teaching aids on a individual basis without possibilities to communicate
with others. Now, the new paradigm of learning networks opens additional avenues
of connecting learners and instructors over a distance who can make use of
computers as learning or teaching aids while having the possibility to engage in
two-way communications. Perhaps, as Kerres (1998, p. 17) points out, it is this
notion of learning networks of helping learners to retrieve and interact with
multimedia-based information, to manipulate these objects and construct new
manifestations and to communicate with other learners through CMC, that might
help to create the knowledge and understanding that would otherwise be lost in the
unstructured storage of “pictures, factoides, emotional resonances, and sound
bites” (Dyson, 1997, p. 92).
4.2 On-line education and theWeb
4.2.1 Defining on-line education
WBI and WBT represent just a particular aspect of on-line education, which
is defined as a computer network based learning system that is characterized by
many-to-many communication, place and time independent learning, and
computer-mediated interaction (Harasim, 1990). In its early history, on-line
education was only text-based. Now, with the advancement of Web technologies
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hypermedia learning environments can be designed that support text, graphics,
animations, sound, and video.
Computer networking provides a social or shared space (Harasim, 1993, p.
15; Harasim et al., 1995, p. 3). This space represents a networld that “increases our
range of human connectedness and the number of ways in which we are able to
make contact with others” (Harasim, 1993, p. 16). Implemented in education, these
networks offer new and unprecedented educational interactions. It is argued that
computer networking for learning provides the basis for a new educational
paradigm for the 21st century, i.e. network learning that is characterized by a
unique combination of place- and time-independent (asynchronous) as well as
synchronous interaction among groups of learners as well as access to resources and
experts for knowledge creation and skill development (Harasim, 1994; 1996;
Harasim et al., 1995).
The term on-line education was introduced as a new domain for education in
terms of computer conferencing. Harasim (1989; 1990) proposed this new domain
as an extension of the traditional models of distance education and face-to-face
education. According to Harasim, on-line education is distinct from the other two
models for the delivery of education because it represents a way of communicating
that is independent from time (asynchronous) and place, and offers interactive
communication from many-to-many (Harasim, 1989, p. 50-51; see also the
discussion in McCormack & Jones, 1998, p. 199-201). As Harasim (1994) points
out,
[t]he unique combination of place-independent, asynchronous interaction
among groups of people linked by a network system yields the educational
164
model and set of learning outcomes called network learning (p. 979; see also
Harasim, 1996, p. 486).
The following key characteristics apply to the implementation of on-line
education (Harasim 1990, p. 43-51; 1993, p. 22-28; 1994, p. 977-980; 1996, p.
486). Computer conferencing represents a forum for interaction that is independent
from time and space. That means learning activities are not restricted anymore to
participants who are geographically at the same place and at the same time.
Especially learners who have been unable to attend place-dependent education are
now permitted to interact with peers, experts, and other information sources that
are located at a distance. Time-independence implies that learning can be organized
at a learner’s own pace. The learner controls the interaction with other participants
and with the learning material. Typically, on-line education is based on textual
communication using keyboards and video display terminal screens. Although, this
might help to reduce barriers between participants and the learning material, it
cannot replace the richness of face-to-face interaction. Finally, on-line education is
characterized by computer-mediated communication (CMC). Computers comprise
the previous key characteristics and add enabling technology to them by the
possibility to store, retrieve, process, and manipulate data. To summarize with
Harasim et al. (1995),
learning networks are groups of people who use CMC networks to learn
together, at the time, place, and pace that best suits them and is appropriate
to the task. ... The application of .. CMC technologies to the learning
process is accomplished by learning networks. The basic building block of a
learning network is the CMC system that sustains it. (p. 23)
The new paradigm for education, network learning, offers expanded access
to educational resources as it frees the learner from being bound to place and time
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in the learning process. Learning networks can enhance collaborative learning and
teamwork because these networks consist of group communication environments
that are based on social connectivity. However, this requires active participation
because the learner needs to present herself/himself in this text-based environment.
Further, learning networks give everyone the possibility to become an information
provider where a group of learners may take over the role of the instructor during
the learning process. Finally, on-line education is seen as an important framework
for lifelong learning. Learning networks may fill the need for increased content and
learning material in a rapidly changing world. This will eventually challenge the
traditional boundaries of academic disciplines with regard to the development of
new interdisciplinary and problem-solving approaches to the curriculum (Harasim
1996, p. 206-209; see also Harasim et ah, 1995, p. 5, 273-277).
As indicated earlier, computer networks have become a social or shared
space through human communication. Computer networks are not just tools with
which we network: “[T]hey have come to be experienced as places where we
network: a networld” (Harasim 1993, p. 15; italics in original). Harasim is in
stating that computer networks do not replace other forms of human
communication. Instead, networks may help to increase the variety of human
interconnectedness and interaction. Apart from the fact that learning networks
contain great potentials, Harasim (1993) is also very cautious about how these
potentials can actually be realized.
Yet, there is no guarantee that wide dissemination of knowledge and
information will actually occur and that vital information will be distributed
equally to all. Will networks be used to facilitate a common sharing of
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knowledge, a pool of information accessible by rich and poor? Or will
networks be used to segregate the ‘info-rich’ from the ‘info-poor’, (p. 33)
Paulsen (1995) provides a detailed discussion of how these network
technologies especially CMC— can be utilized for presentation, action, and
interaction in education (see also the summary in McCormack & Jones, 1998, p.
202-204). He distinguishes several paradigms based on which the different
instructional techniques of using CMC can be implemented. First, the online
resource paradigm is characterized by one-to-alone techniques, mainly applying to
the use of on-line resources (e.g., databases, journals, software applications,
software libraries, interest groups, and interviews). Next, the one-to-one techniques
are used in the e-mail paradigm (e.g., learning contracts, apprenticeships,
internships, and correspondence studies). The bulletin board paradigm is
represented by one-to-many techniques (e.g., lectures, symposiums, and skits).
Finally, many-to-many techniques are utilized in the conferencing paradigm, in
which all participants have the chance to take part in the interaction (e.g., debates,
simulations or games, role plays, case studies, discussion groups, transcript-based
assignments, brainstormings, Delphi techniques, nominal group techniques, forums,
and project groups). Paulsen adds additional techniques that can also be
implemented using these basic Internet services, including in-basket exercises,
panels, committee hearings, cognitive networks, and jigsaws.
To summarize the above discussion, Harasim et al. (1995, p. 8-12) state that
computer networks can be applied for different educational purposes. First, the
networked classroom can be enhanced by linking together other classes in different
geographical locations to share information and resources. Second, classes can be
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delivered on-line, using the computer network as the primary medium for class
activity and interaction. Three, as stated earlier, computer networks can deliver
distance education and open learning programs. CMC may help to enhance the
communication between the learners and the instructors or tutors and may also
encourage to explore new options for or to augment distance education, such as
cognitive apprenticeships (e.g., Teles, 1993) or learning circles (e.g., Riel, 1993;
1995). Finally, the Internet supports the notion of knowledge networking, which is
described as the use of electronic linkages among different teaching and learning
communities to facilitate information acquisition and knowledge building”
(Harasim et ah, 1995, p. 10).
The Web simply represents a unique manifestation of learning networks (see
also arrograph in Figure 12 on pa g el 70). The Web provides innovative approaches
for delivering instruction and training to remote audiences. According to Khan
(1997b), Web-based instruction (WBI) is defined as “a hypermedia-based
instructional program which utilizes the attributes and resources of the World Wide
Web to create a meaningful learning environment where learning is fostered and
supported” (p. 6; see also Khan, 1998, p. 63). B. Hall (1997) provides a similar
definition of Web-based training (WBT), i.e. delivery of training over the Internet or
over a company's intranet using Web technology. He distinguishes between
Internet-based training (i.e. any training that can be accessed over the Internet);
intranet-based training (i.e. training that is based on a company's internal network
or intranet); on-line training (also net-based training, i.e. any training conducted
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with a computer over a network); and desktop training (i.e. any training delivered
on a standalone computer).
4.2.2 Converging media
In fact, WBI and WBT as the most current means to deliver distance
education emerged because of the confluence of different technical and social
developments (see for instance W. Horton, 2000, p. 2-6; Steed, 1999, p. 28).
Distance education has its roots in correspondence education, which developed in
the mid 1800s. According to Verduin & Clark (1991, p. 11-17), distance education
is characterized by the fact that instructors and learners are separated during at
least a majority of the instructional process. Usually, they are members of an
educational organization, which, among others, provides for learner evaluation.
Also, the use of educational media helps to unite instructors and to carry the course
content over a distance. Finally, two-way communication is provided over a
distance between instructors and learners. In the beginning, printed and written
correspondence was send by mail for study; in fact any packable and mailable item
could be used for correspondence study, e.g., phonograph records and, later,
computer software and interactive videodiscs. Technological developments such as
telephone, radio, television, etc. would influence distance education by providing
nonpostal modes for delivery (p. 8-9).
Distance education was also influenced by various developments in
instructional technology (see, for instance, Saettler, 1990; Reiser, 1987; 2001a). In
the first half of the 20th century, the visual instruction movement was most
prominent, propagating the use of visual teaching aids such as displays, exhibits,
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educational films, etc. The use of educational radio began in the 1920s (e.g.,
“schools of the air”), alongside with the emergence of sound film. With the
convergence of communication technology and educational technology, what was
called audiovisual instruction or audiovisual communication emerged. Beginning in
the mid 1950s, the computer was first used for instruction, helping to prosper the
movement of programmed instruction and the use of teaching machines. At the
same time, educational broadcasting expanded with the introduction of the
television (e.g., “textbook of the air”). Other innovations for educational
broadcasting include the introduction of (prerecorded) videotapes for classroom use
as well as cable television, fiber optics, and teletext to reach learners over a distance
with teleconferencing (see for instance G. Moore, 1994; 1996; Nugent, 1987).
The advent of the minicomputer in the mid 1970s as well as the introduction
of the graphical user interface (GUI) in the early 1980s marked the beginning
interactive computing for personal use and education with early software
applications for broader use such as VisiCalc or PageMaker (Ceruzzi, 1998, chap.
7-8). Early attempts in the mid 1970s to introduce the PLATO computer-based
learning system as an interactive, graphics-based system for education by providing
access to information over a network failed. But, with the advent of the Internet and
the World Wide Web its predictions came true, laying the foundation for the
educational use of the Web on a global scale (Ceruzzi, p. 173-174; Harasim et al.,
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1995, p. 7; Hiltz ScTuroff, 1993, p. 190; Preese & Foshay, 1999; see also the
PLATO courseware Web site at http://www.plato.com).
The Internet and subsequently the Web mark the convergence of two distinct
technologies i.e. computer technology (or what is called informatics in Europe)
and communications technology to information technology (or what is called
telematics in Europe)—for the distribution of and access to goods and services in a
distributed hypermedia environment (on the convergence of communications
technology and computer technology to information technology see for instance
Freeman cited in Dicken, 1992, p. 128). Already in 1978, Nicolas Negroponte—
director of the Media Laboratory at the Massachusetts Institute ofTechnology
argued that by the end of the millennium the broadcasting and motion picture
industry, the print and publishing industry, and the computer industry would
converge (Brand, 1988, p. 9-13; see also Cotton & Oliver, 1997, p. 11-13). This
fusion of telecommunications (telegraph and telephone), television and video
(cinematography), radio and records, photography and film, print and publishing in
the digital realm of the computer has led to the fact that
the traditional media categories begin to blur and break down as distinctive
entities. At the same time new media forms, such as hypermedia, begin to
emerge and develop a distinct identity of their own. (Cotton & Oliver, 1997,
p. 23)
A similar picture of converging media services and products is drawn by
Apple Computer (1994, p. 2-5; for a variation of Apple Computer’s diagram see
Mok, 1996, p. 12-13). They write that in the early 1970s the five mega-industries
—
personal computing, consumer electronics, publishing, entertainment, and
telecommunications—were still separate entities for producing services (i.e. content/
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message) and products (i.e. container/medium of content), that only marginally
intersected in their roles as containers, transportation, translation, transformation,
presentation of as well as content for information. By the early 1990s, the picture
had changed to that all these players intersected with the computer at its core. And
by the end of the millennium, all the raw content and information of each of these
major industries is now available in digital formats.
4.2.3 Internet services and uses
In general, any collection of interconnected networks is called an
internetwork or just internet (Quarterman, 1990, p. 278;Tanenbaum, 1996, p. 16).
However, the Internet with a capital “I refers to a specific internet, which is
defined as a distributed network of many dissimilar computer networks all running
the Internet protocol suite (TCP/IP). They are connected through gateways, and
share common name and address spaces (Quarterman, 1990, p. 278; Quarterman
&C Carl-Mitchell, 1994a, p.54, 59; 1994b, p. VII). The Internet is part of a larger
metanetwork or Worldnet of connected computer networks, which is called the
Matrix—a term borrowed from William Gibson’s (1984, p. 4-5, 51) novel
“Neuromancer” in which he coined the term cyberspace. The Matrix consists of all
computer networks that exchange electronic mail (Quarterman, 1990, p. 3, 213-
226; Quarterman & Carl-Mitchell, 1994a, p.57-59; 1994b, p. 27-31; Quarterman
& Hoskins, 1990, p. 932). Quarterman & Carl-Mitchell (1996) further distinguish
between the core Internet and the consumer Internet. The former is comprised of
supplier-capable computers, which are not protected by a firewall, thus allowing
unlimited access to the goods and services offered on the network. The latter
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consists of consumer-capable computers, which are firewalled, i.e. allowing only
limited access to the goods and services on its network. They are also called
enterprise IP networks, similar to what is now called intranets and extranets.
In general, there are five basic kinds of computer networks (Quarterman &
Hoskins, 1986, p. 932-934). First, research networks were designed and
implemented for research in computer networking. Second, company networks are
internal networks of large corporations, similar to the consumer Internet or
enterprise network. Third, cooperative networks have developed among
communities of users with similar interests (e.g., USENET). Fourth, commercial
networks provide services to external users for profit (e.g., AOL). Finally,
metanetworks are networks that connect existing networks into a larger system,
e.g., the Matrix. In general, computer networks support the development of
communities of interests or communities of convenience and the organization of
conferences (Quarterman, 1990, p. 21-28).
The Internet offers three major groups of services to its users (Quarterman,
1990, p. 11-20; Quarterman & Carl-Mitchell, 1994b, p. 2-4, 7-15), which include
computer-mediated communication (CMC), resource sharing, and resource
discovery. An additional service called “naming” applies primarily to system
administrators who need to map the textual domain names to numeric IP addresses
(Quarterman, 1994b, p. 15-16). Quarterman & Carl-Mitchell (1996) conclude that
Internet services for communication, resources sharing, and resource
discovery make the Internet an excellent vehicle for coordination and
collaboration. ... All the users of the Internet together form a larger
community. The advantage of the Internet is the community of people that
use it, not any specific service or price of information. These people and their
organizations and computers each add value to the Internet, (p. 5)
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Typically, CMC services may be either one-to-one (e.g., e-mail), one-to-many
(e.g., distribution lists or bulletin boards), or many-to-many (e.g., USENET news or
conferencing systems). CMC is either synchronous, i.e. users interact with each
other on-line in real-time (e.g., Internet relay chat or IRC), or asynchronous, i.e.
simultaneous communication by users is not required (e.g., e-mail). Dannenberg
Blattner (1992, p. xix-xxii) indicate that communication between users and
computers may actually take on four different forms, including human-to-human
(as facilitated by a computer), human-to-computer (i.e., input devices such as a
keyboard or pointing devices), computer-to-human (i.e. output devices for text,
video, sound, etc.), and computer-to-computer (e.g., sending data through a
network and storing data for subsequent retrieval).
Resource sharing allows the access and use of distant computing resources
through a network; also considered one-to-machine or one-to-alone technique.
Typical uses include file transfer (e.g., FTP), remote login (e.g., TELNET), and
transparent file access (e.g., Prospero). Again, the services can be interactive (i.e.
synchronous) or batch (i.e. asynchronous).
Resource discovery applies to a set of services to find, retrieve, and select
information about people (e.g., directories), files, and documents on a network.
Traditional application include X.500, WHOIS, or WAIS. With the advent of the
Web, a front end with a graphical user interface is now available, which provides
access to a variety of services and documents, e.g., search engines.
These services are made possible by a set of network layers and protocols
(Quarterman, 1990, p. 45-101; Quarterman & Carl-Mitchell, 1994b, p. 24-25, 43-
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45). The success of the Internet is founded on its suite of communication protocols,
i.e. TCP/IP reference model or transmission control protocol/internet protocol with
five layers, introduced in 1980/81. Another reference model is that of OSI/ISO
(Open Systems Interconnection / International Standards Organization), which is
based on the ISO 7498-1 standard and comprises seven layers. It was introduced in
1984, but has not reached the popularity of an international industry standard as
the TCP/IP reference model. In general, a protocol suite is a collection of related
protocols that together comprise the specification of a computer network.
Computer networks are described as layered objects in which a set of protocols
handles a certain class of events on a specific layer in order to reliably transfer the
data. Layers are seen rather as a conceptual aid, whereas protocols represent
services which are rendered to the next higher layer and which are used from the
next lower layer. In any case, a protocol represents a standard of operating rules to
manage the operation of a network’s communications function. Conceptually, the
layer model of computer networks can also be represented as a protocol stack,
where each layer of the stack is governed by a protocol.
The first layer, the physical layer, describes the actual physical connection
between network nodes, e.g., twisted-pair cable/copper cable, fiber optics, and
point-to-point radio or satellite links. Next, follows the Internet layer which is
responsible for addressing and routing across a network, among others. The
transport layer following after the network layer handles the connection and data
consistency between two end nodes. Both, the internet layer and the transport layer
provide the mechanisms for the packet-switching of messages. The presentation
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layer is responsible for the format of data transfer and the transformation of
information into the appropriate format, e.g. character codes like the American
Standard Code for the Interchange of Information (ASCII) for the basic Latin
alphabet as used in the English language. Finally, the application (or process) layer
provides the application services to the end-users and programs for information
transfer, including the exchange of data, security checks, exchange mechanisms, and
the request of specific application services. Examples of commonly known
applications in the TCP/IP reference model include TELNET for remote login, FTP
for file transfer, and SMTP for electronic mail (Quarterman & Carl-Mitchell
1994b, p. 44-45; Quarterman, 1990, p. 59-87), but also the Hypertext Transfer
Protocol (HTTP) for the retrieval of Web pages (e.g., Wilde, 1999, chap. 3).
4.2.4 Web technologies
The Web is a networked hypertext protocol and provides a graphical user
interface as a front end to a variety of resource discovery services (Quarterman &
Carl-Mitchell, 1994, p. 14-15). By definition, the Web is a distributed hypermedia
environment of information resources. It depends on three key mechanisms that
make these resources widely accessible (Berners-Lee, Cailliau, Luotonen, Frystyk
Nielsen &c Secret, 1994, p. 76; Raggett, Le Hors &c Jacobs, 1998, chap. 2; Wilde,
1999, p. 15, 53). First, a uniform naming scheme is needed to identify and locate
information on the Web, which is achieved by the Uniform Resource Locator
(URL). Then, protocols are required to access and retrieve the named resources over
the Web, which is enabled by HTTP. Finally, a convention is needed to format the
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documents and to provide for easy navigation among these distributed resources, a
service which is supported by the HypterText Markup Language (HTML).
In abstract terms, as described by Wilde (1999, p. 8, 329), theWeb
constitutes a distributed hypermedia document model, which allows users to access
information globally in a platform-independent way. This model structures and
makes accessible multimedia, hyperdocuments, and distributed documents in a
single environment (p. 8-12). The Web allows for the integration of different media
types into one document model (i.e. multimedia). This model not only describes
which types of media can be processed, i.e. time-invariant media types like text,
graphics, and images, as well as time-variant media types like audio and video. It
also provides mechanisms how these media can be interpreted. Where the
discussion of multimedia is concerned with the arrangement of multiple media types
within a single document, hyperdocuments look at the arrangement of documents
through (hyper-) links. Thus, they do not have a fixed presentation, but rather
constitute a collection of information linked through connecting references. Finally,
distribution refers to collection of interlinked information pieces into a total
information resource. This distribution can occur within a single file, within a file
system or computer, or inside a network. Wilde concludes that
the web’s design goal was to create a global hypermedia system, where
information resources can be located on a computer anywhere in the world,
as long as the computer is networked and understands the standard for
accessing information resources, (p. 12)
As indicated earlier, one of the services provided by the Internet is the
naming of resources. Because of the distributed nature of the Web, it is necessary to
provide a mechanism to identify resources (Wilde, 1999, chap. 2). The geneial
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mechanism to achieve this are the Universal Resource Identifiers or URIs (Berners-
Lee, 1994; Berners-Lee, Fielding, Irvine & Masinter, 1998). In general, URIs point
to some kind of information resource, giving it a unique identifier that can be
universally interpreted. URIs are extensible, i.e. new schemes for identifying
information resources can be added. They are complete in the sense that any
naming scheme can be implemented. And, URIs are printable in that they can be
expressed in writing using pen and ink as well as with the restricted ASCII character
set.
By definition, an URI is either a Uniform Resource Name (URN) or a
Uniform Resource Locator (URL) (Wilde, 1999, p. 40). URNs serve as “persistent,
location-independent, resource identifiers” (Moats, 1997). They specify the name of
information resources, which are later mapped onto addresses by some kind of
naming service. The latter is achieved by URLs, which are used to specify these
addresses. “URLs are used to ‘locate’ resources, by providing an abstract
identification of the resource location” (Berners-Lee, Masinter & McCahill, 1994).
The basic syntax of a URI reads as follows: uri = scheme : scheme-specific-
part. As applied to the Web site of the University of Massachusetts Amherst, the
URI is implemented as http://www.umass.edu/. The scheme “http” indicates the
way this information resources is accessed; other schemes may include https, ftp,
news, nntp, mailto, telnet, etc. The actual resource is described by “//
www.umass.edu/”, which is the root document on the server www.umass.edu. In
this case the URI is represented with a fully qualified domain name or URL,
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www.umass.edu; the corresponding IP address in its decimal form reads as follows:
128.119.166.99.
As indicated in the previous paragraph, the basic scheme to access
information resources on the Web is HTTP (Fielding et al., 1999). This protocol is
based on the client / server architecture of the Web. Using a simple model of request
/ response interactions, a user client (e.g., browser) sends a request to a server to
retrieve some kind of information from the Web. The receiving server performs
some action based on this request, i.e. sending a response to the client. In addition,
a proxy can be used as an intermediary service, which acts as both a server and a
client, receiving requests from a client and then acting as a client and sending
requests on behalf of other clients (Wilde, 1999, chap. 3).
In order to publish information for global distribution on the Web, a
language or scheme is needed that is universally understood. The publishing
language used on the Web is HTML (Raggett, Le Hors & Jacobs, 1999; Wilde,
1999, chap. 5). HTML allows authors to publish documents on-line. These
documents can be retrieved on-line using hypertext links. These documents can
include forms for certain transactions with remote services. And, they may contain
different types of media or other applications. As Wilde (1999, p. 173) describes,
HTML is a powerful mechanism, which supports a large number of applications. It
is simple to use. HTML focuses rather on content than presentation, thus enabling a
large audience to access Web pages. And, it is platform-independent.
HTML is based on the Standard Generalized Markup Language (SGML)
(Raggett, Le Hors & Jacobs, 1999, chap. 3, 19-21; Wilde, 1999, chap. 4). SGML
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was developed in 1986 as the ISO 8879 standard (e.g., Smith & Stutely, 1988). The
basic idea of SGML is to separate content from its presentation. SGML is a
mechanism that deals with the content and its logical structure in a document. The
basic model of a document (e.g., a book) consists of a number of logical elements
(e.g., chapters, sections, etc.). These elements are structured in a “is_part_of”
hierarchy, represented in a document tree. The presentation of the content is
independent from the structured content and is implemented by other mechanisms.
Typically, an author would markup a document by representing structural,
presentational, and semantic information next to the content. HTML is an example
of such a markup language. However, because each browser applies other set of
rules of how to present Web pages, eachWeb page is displayed differently on
different browsers.
Each markup language defined in SGML is called an SGML application. In
general, such an application consists of an SGML declaration, a Document Type
Definition (DTD), and the actual document. These three components are combined
and processed by a parser. In the case of Web pages, an HTML parser, which is one
component of a browser, analyzes the document based on its built-in HTML SGML
declaration and HTML DTD before it is being formatted (Wilde, 1999. p. 150-152,
174). The SGML declaration specifies a syntax, processing limits, character sets,
and features, which may be used when processing an SGML application. The DTD
defines the concrete syntax or rules according to which a document has to be
structured when processed. This is achieved by defining the elements, their
attributes, and the way in which these elements can be used. The HTML 4.01
specification (Raggett, Le Hors & Jacobs, 1999; see also Wilde, 1999, p. 178-184)
specifies three SGML DTDs for HTML documents, i.e. transitional DTD, strict
DTD, and frameset DTD. The element types of a DTD represent structures or
desired behavior in an HTML document, e.g., paragraphs, hypertext links, lists,
tables, images, etc. The properties associated with elements are called attributes,
which may contain values. Attribute/value pairs appear before the final right angle
bracket (“>”) of an element’s start tag. The core attributes include, for instance, a
unique identifier of an element (ID), a unique identifier for an element instance
(CLASS), the formatting information used in a style sheet (STYLE), the title of a
document (TITLE), the language used in a document (LANG), and the
directionality of text (DIR). In addition to these core attributes, other attributes
support client-side scripting, which are essentially part of dynamic HTML or
DHTML, and basically describe intrinsic events when a page is processed (loaded or
unloaded) or certain elements are processed (getting or loosing focus), pointing
device events, keyboard events, and form events (Raggett, Le Hors & Jacobs, 1999;
Wilde, 1999, p. 182-184).
Based on its implementation as an SGML application, an HTML document
represents a hierarchical structure of different elements (Ragget, Le Hors & Jacobs,
1999, chap. 7; Wilde, 1999, p. 184-197. As illustrated in Figure 13 on page 183, an
HTML document is seen by a JavaScript-capable browser as a collection of objects.
This object hierarchy consists of the two main objects navigator and window. The
latter contains the objects location, history, document, and frame. As indicated in
the diagram, several other objects are present when a Web page is loaded. In
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general, an HTML document consists of three parts. First, a pointer to a DTD is
provided to indicate which version of HTML is being used. Second, a declarative
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13:
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header section follows (delimited by the HEAD element). Third, the document body
is included, delimited by the BODY element or the FRAMESET element, which
contains the document’s actual content alongside with additional elements and
corresponding attributes for structuring and presenting the content. Both, the head
section and the body section should be delimited by the HTML element.
As indicated earlier, different information resources on the Web can be
connected by a link (also called hyperlink orWeb link) (Raggett, Le Hors 8c Jacobs,
1999, chap. 12; Wilde, 1999, p. 187-190, 221-224). ^ A link consists of two ends,
which are called anchors, and a direction. The link begins with the source anchor
and points to a destination anchor, which may be any Web resource and may be
located in the same file, the same file directory, or anywhere else on theWeb. In
addition to these active links for navigational purposes, links may also be used to
indicate a relationship to external style sheets or alternative versions of a document
as well as the starting page of a collection of documents.
The BODY element of an HTML document contains the necessary
information to structure the text (e.g., headings, text styles, fonts, list, table, etc.)
(Raggett, Le Hors & Jacobs, 1999, chap. 9-11; Wilde, 1999, p. 197-211). In
l
In fact, Desmond J. Sargent, a former employee of British Telecom, has filed
a patent, number 4,873,662 in October 1989 with the U.S. Patent & Trademark
Office under the title “Information handling system and terminal apparatus
therefor”, in which he describes a mechanism of storing, linking, retrieving, and
displaying information resources on-line (see the Web site of this patent at http://
patft.uspto.gov/netacgi/nph-
ParserPSectl=PTO 1 &Sect2=HITOFF&d=PALL&p= 1 &u=/netahtml/
srchnum.htm&r=l&f=G&l=50&sl ='4,873,662 .WKU.&OS=PN/
4,873,662&RS=PN/4,873,662). Now, British Telecom claims the intellectual
property rights for hyperlinks (see, for instance, Krempl, 2000; Patent infringement
suits, 2000; van Huisseling, 2000).
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addition, information about the presentation of text can be provided through
instructions about the formatting, fonts, and style of text (Raggett, Le Hors &
Jacobs, chap. 14-15; Wilde, p. 194-195, chap. 6). Further, text may also be
rendered by the use of a so-called frameset document (Ragget, Le Hors & Jacobs,
chap 16; Wilde, p. 224-234). This frameset provides multiple views of content from
different documents in a single browser window. Finally, text can also be contained
in forms for remote data transmission (Raggett, Le Hors & Jacobs, chap. 17; Wilde,
p. 235-244).
HTML documents also support the inclusion of a variety of multimedia,
which are inserted either as an IMAGE element, in the case of images and
imagemaps, or embedded as an OBJECT element, which was introduced to replace
the former element because of its broader range of application; the APPLET element
can be used to include Java-based applets, but it has been deprecated in favor of the
OBJECT element (Raggett, Le Hors &c Jacobs, 1999, chap. 13; Wilde, 1999, p. 211-
220). Further,
Finally, dynamic and interactive HTML documents can be developed by the
use of scripts (Raggett, Le Hors & Jacobs, 1999, chap. 18; Wilde, 1999, p. 245-
254, chap. 8). Client-side scripts may accompany HTML documents or may be
fully embedded in it in order to execute some program on the client’s machine.
Server-side scripting would lead to the execution of the some program on the server
based on some event. Common scripting languages for client-side scripting include,
JavaScript (or EMCAScript) and VBScript; for server-side scripting there are, for
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instance, Tel, Perl, etc. In general, scripting languages have designed to glue certain
elements together:
They assume the existence of a set of powerful components and are intended
primarily for connecting components.
... [Sjcripting languages are typeless to
simplify connections among components and provide rapid application
development. (Ousterhout, 1998, p. 23).
4.2.5 Advanced Web technologies
The initial goal of the Web was to provide “a shared information space
through which people and machines could communicate” (Berners-Lee, 1996, p.
69)—a notion that corresponds with Harasim’s concept of learning networks as a
social or shared space. The basic components of the Web, as described earlier, allow
for the implementation of this common goal. However, theWeb in its current state
has its limitations and should address these issues by new advancements to enhance
its services (see, for instance, Berners-Lee, p. 74; Schulzrinne, 1996, p. 15-16). The
Web should provide more functions and make more services available. At the same
time, it should be more robust and efficient. Also, the Web should be enhanced as a
means of communication and interaction between people. And, theWeb should
contain rich data in a form that is understandable by machines. In a recent article,
Berners-Lee, Hendler & Lassila (2001) share an even broader vision of the Web as a
means for the dissemination and retrieval of meaningful content. The so-called
“Semantic Web” is seen as an extension of the current Web, in which computers
and people can better cooperate and in which the information is presented with a
well-defined meaning (see the Semantic Web site at http://www.w3.org/2001/sw/).
“The challenge of the Semantic Web, therefore, is to provide a language that
expresses both data and rules for reasoning about the data and that follows rules
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form any existing knowledge-representation system to be exported onto the Web”
(p. 37-38). The goal is to develop a framework of structured collections of
information, called ontologies, and sets of inference rules, which can be used for
automated reasoning.
Two important Web technologies are already in place that would help to
develop the Semantic Web, including the extensible Markup Language (XML) and
the Resource Description Framework (RDF). XML (see the Web site at http://
www.w3.org/XML/) is a subset of SGML that has been defined to use documents of
application-specific document types (Bray et al., 2000; Wilde, 1999, chap. 7). XML
represents a markup language that can be used to define custom data structures, i.e.
the creation of customized documents on the Web. Thus, it allows to extend the
inflexible structure of HTML, which uses only one particular document type, and
to reduce the complexity of SGML itself. XML was developed as a set of different
combined standards. First, a mechanism is needed to embed links and how to point
to other XML documents, which is achieved by the Extensible Linking Language
(XLL; see the XLL Web site at http://www.w3.org/XML/Linking). In addition,
authors need to be able to prescribe how the content is presented. This is made
possible by the Extensible Style Language (XSL), which represents a mechanism for
adding style sheet information to XML documents (see the XSL Web site at http://
www.w3.org/Style/XSL/). An appropriate XML parser would contain an XML
SGML declaration that processes the XML DTD as well as the XSL information
alongside with the actual document. Because XML-confirming user clients do not
exist, yet, at the time of this writing, the standard HTML 4.01 specification has
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been redefined in XML terms, called the Extensible HyperText Markup Language
(XHTML). It provides authors with an intermediate mechanism to render
information on the Web, while incorporating the XML standard already. XHTML
is intended to be used as a markup language for Web documents that confirms with
XML-based and HTML 4 confirming user agents (XHTML, 2000).
The second technology, RDF, represents a framework for the definition of
metadata (see the RDF Web site at http://www.w3.org/RDF/). RDF is designed to
support interoperability between applications, which exchange machine-
understandable information. It allows for the automated processing of information
resources on the Web by using XML to exchange descriptions of information
resources, which can be of any type (Brickley & Guha, 2000; Lassilla & Swick,
1999; Wilde, 1999, p. 442-443). RDF builds upon pre-existing standards for the
description of metadata that have been implemented with HTML. The inclusion of
metadata in Web pages—using the META element in the document head section—is
a common feature supported by HTMF (Raggett, Le Hors & Jacobs, 1999, chap.
7). The META element is a general mechanism which specifies name/value pairs of
document metadata. It provides information about a document in contrast to the
information that is part of the document body itself.
Greenberg (2000) explains that because of the increasing number of
educational resources on the Internet, which cross the traditional physical
boundaries of libraries and exist now as virtual environments, there is a greater
need for a standardized system to index and catalog these digital objects available in
a variety of different formats. In general, the availability of these educational
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resources relies on the content or subject matter, the permission to access these
resources on-line, and their modeling, i.e. the organization of these resources and
the process of indexing, cataloging, and maintaining them (p. 2-4). Using metadata,
the author explains, these Internet-based educational resources can be better
accessed and utilized within their proper context. Lowe (2000) concludes that
[mjetadata promises to be the technology capable of untangling an Internet
that many users find bewildering. Whether or not organizations and
individuals producing resources choose to employ metadata to make their
documents more retrievable is their own choice; some doubt the ease of
convincing them to do so, but most agree that metadata is necessary to make
the Web usable, (p. 123)
The inclusion of meta-information in Web pages serves two main purposes.
First, it provides a means to discover that data exists and how it may be retrieved.
Second, it has a descriptive function in that it describes the content, quality, and
features of a data set. In doing so, a metadata scheme establishes a standard
structure and terminology according to which the data is organized and can be
more easily retrieved (Milstead & Feldman, 1999). The META element is especially
very useful in helping search engines indexing a Web site. A Web author can provide
keywords and descriptions that may be presented by certain search engines as the
result of a search. Authors can also refer to specific indexing instructions and
specifying how to index the Web site.
Because of the explosive growth of networked information on the Web, it
has become increasingly difficult to locate and retrieve relevant information. As
Weibel, Kunze, Lagoze & Wolf (1998) point out, a richer variety of resource
description tools is needed that would help to overcome the limitations of current
means for Web indexing. In order to address these limitations, the Dublin Core
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Metadata Initiative (see the Dublin Core Web site at http://www.dublincore.org/)
was established in 1995 to develop a simple content description model for
electronic resources. The major goal of the Dublin Core Metadata Initiative are to
simplify the creation and maintenance of metadata with commonly understood
semantics that are in conformance with existing and emerging standards and are
interoperable among collections and indexing systems, and can be easily extended.
The Dublin Core model represents a simple ontology with just a few
keywords needed for the description of a Web document. The current version of this
model (Dublin Core Metadata, 1999) consists of a set of 15 elements (i.e. title,
creator, subject, descriptions, publisher, contributor, data, type, format, identifier,
source, language, relation, coverage, and rights) and their specific qualifiers (for a
summary see Weibel, 1999). In 2001, the Dublin Core Metadata Element Set has
also been approved as a national standard by the National Information Standards
Organization (NISO) in the United States (ANSI/NISO Z39.85, 2002). As
explained by Kunze (1999), the Dublin Core resource descriptors for metadata can
easily be embedded inWeb documents. Dublin Core metadata can be encoded in
HTML using the prefix “DC” within the META element statement.
In 1999, a Dublin CoreWorking Group for educational material has been
established (see their Web site at http://www.dublincore.org/groups/education/).
The purpose of this working group is to discuss and develop a proposal for the use
of Dublin Core in the description of educational resources. According to its press
release, the Working Group will develop qualifiers and/or extensions to the Dublin
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Core element set to describe educational materials for the purpose of enhancing
resource discovery.
In a joined memorandum of understanding published in December 2000, the
Learning Object Metadata (LOM) working group of the IEEE Learning Technology
Standards Committee (LTSC) and the Dublin Core Metadata Initiative announced
that they would develop mutual interoperable metadata for technology-supported
learning (see their Web site at standards.ieee.org/announcements/metaarch.html).
This joint effort is supported by representatives from concurring projects sponsored
by the following organizations: ARIADNE Foundation (Alliance of Remote
Instructional Authoring and Distribution Networks for Europe; see their Web site at
http://www.ariadne-eu.org/), EdNA (Education Network Australia; see their Web
site at http://www.edna.edu.au/), GEM (Gateway to Educational Materials) (e.g.,
Lowe, 2000; see also their Web site at http://www.thegateway.org/), and the IMS
Global Learning Consortium (see their Web site at http://www.imsproject.org/).
The Institute of Electrical and Electronics Engineers (IEEE) has established a
special track for learning technology, i.e. Learning Technology Standards
Committee (LTSC; see their Web site at ltsc.ieee.org/). It was established to develop
technical standards, recommended practices, and guides for software components,
tools, technologies and design methods that facilitate the development, deployment,
maintenance and interoperation of computer implementations of education and
training components and systems. The goal is that many of these standards will
eventually be advanced to national standards by the American National Standards
Institute (ANSI, see their Web site at http://www.ansi.gov) as well as to
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international standards endorsed by the ISO/IEC JTC1/SC36 - Information
Technology for Learning, Education, and Training (see their Web site at
jtclsc36.org/).
The LTSC consists of a number of working groups, among others the
Learning Object Metadata (LOM) working group (e.g.,Wason & Wiley, 2000; see
also their Web site at ltsc.ieee.org/wgl2/). The purpose of this working group is to
develop a standard that specifies the syntax and semantics of Learning Object
Metadata, which are defined as the attributes required to fully/adequately describe
a learning object. The most recent draft standard for LOM originated in the work
of the IMS Project and ARIADNE, and is based on the metadata work conducted
by the Dublin Core Metadata Initiative.
According to this standard, data elements describe a learning object. These
elements are grouped into categories. The base scheme of the metadata structure
consists of nine such elements, including general, lifecycle, meta-metadata,
technical, educational, rights, relation, annotation, and classification. Some data
elements may contain sub-elements. Lor each data element, the base scheme
includes seven descriptors, including name, explanation, size, order, value space,
data type, and example. To illustrate the conceptual model, we can think of a
metadata hierarchy. The entire hierarchical model is called the “tree structure” of a
document. At the top of the hierarchy is the record called root element or base. The
root element contains sub-elements. If a sub-element contains additional sub-
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elements, it is called a branch. Sub-elements that do not contain any sub-elements,
are called “leaves.”
IMS has developed a set of six specifications for content packaging,
enterprises, questions and tests, learner information, reusable competencies
definition information model, and metadata. All specifications, with the exception
of the competency definitions, are provided with XML bindings to help developers
create IMS conforming online distributed learning activities. The latter
specification, i.e. IMS Learning Resource Metadata Information Model—current
version 1.2.2, dated June 2001—includes the LOM specification, version 6.1 of the
IEEE with a number of additional modifications (IMS Global Learning Consortium,
2001). The IMS metadata uses the same data elements and sub-elements of LOM in
its structure with minor modifications. In addition, it applies a slightly different set
of seven descriptors for each element.
At the heart of the IMS metadata work is the proposition that indexing must
be disintermediated and left to the developers of educational resources. But
that democratizing concept will lead to chaos without the involvement of
cataloguing and indexing professionals in formulating emerging standards,
such as the IMS Meta-data Specifications. (Graves, 2000, p. 286-287)
Under the auspice of the European Union and the Swiss government, the
LOM specification of the IEEE has recently been implemented by the ARIADNE
Foundation. This European educational digital library project was initiated in 1996
by the European Commission’s Telematics for Education and Training Program. In
1998, the IMS and ARIADNE have signed an agreement to collaborate in
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identifying and investigating complementary aspects of their respective projects on
educational metadata (see: http://www.ariadne-eu.Org/3_MD/3.3_Agreement.html).
ARIADNE focuses on the development of tools and methodologies for
producing, managing and reusing computer-based pedagogical elements and
telematics supported training curricula. The project developed an infrastructure for
the production of reusable learning content, including its description, distributed
storage, and discovery, as well as its exploitation in educational settings. At its core
is the Knowledge Pool System (KPS) which describes a distributed library of digital,
reusable educational components (for a summary see Duval et al., 2000; 2001).
The ARIADNE recommendations for educational metadata (ARIADNE
Foundation et al., 2001) seek to improve the indexation and exploitation of
educational resources. More importantly, such a metadata system needs to ensure
multilingual interoperability in order to be efficiently used in a multilingual and
multicultural environment, especially seen in the context of the European Union.
The ARIADNE educational metadata scheme consists of six categories of data
elements that are mandatory for any educational resource being indexed, including
general information, semantics of the resource, pedagogical attributes, technical
characteristics, conditions for use, and meta-metadata. Each category contains
additional sub-elements. Each data element is further explained with a set of six
descriptors, including name, comment, mandatory/optional, multilingual, kind of
input, and examples.
In addition to the metadata initiatives for educational purposes as described
above, a number of other concurring projects exist with similar research agendas on
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educational metadata and learning technology standards. The project on learning
technologies of the National Institute of Standards and Technology (NIST) of the
U.S. government (NIST; see their Web site at http://www.itl.nist.gov/div897/
projects/projlearntech.htm) focuses on the development, evaluation, and
demonstration of distributed object technology and learning object metadata as key
enablers for developing interactive, distributed learning systems. The Aviation
Industry CBT Committee (AICC; see their Web site at http://www.aicc.org) has
established a set of guidelines and recommendations to ensure the interoperability
of learning activities designed for standalone computer-managed instructions and
Web-based computer-managed instructions. The Advanced Distributed Learning
Network (ADLNet; see their Web site at http://www.adlnet.org) of the U.S.
Department of Defense has developed the Sharable Content Object Reference
Model (SCORM) that incorporates many of the emerging standards for Web-based
learning systems into a single Web-based learning model (see also Sonwalkar,
2002b). The Computer Education Management Association (CedMA; see their Web
site at http://www.cedma.org) established the Learning Architecture, Learning
Objects (LALO) Task Force to enable the creation of new and existing learning
content as independent learning objects. The Metadata - Dublin Core (MMI-DC)
Workshop of the CEN Information Society Standardization System in Europe (see
their Web site at http://www.cenorm.be/isss/Workshop/MMI-DC/Default.htm) is an
open forum in which Dublin Core metadata standards related issues get addressed.
It has endorsed version 1.1 of the Dublin Core Metadata Element Set. An additional
workshop on learning technologies (see the Web site at http://www.cenorm.be/isss/
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Workshop/It/Default.htm) evaluates and assesses existing and developing
standardization and related activities at European and international level, and work
on the localization of the IEEELTSC Learning Object Metadata (LOM). The
Advanced Learning Infrastructure Consortium (ALIC) based in Japan (see their
Web site at http://www.alic.gr.jp/eng/index.htm) is also developing specifications for
content reuse and the interoperability of learning systems which use information
technologies. The EU-funded PROMETEUS initiative (PROmoting Multimedia
access to Education and Training in EUropean Society; see their Web site at http://
www.prometeus.org) also works in the field of solutions and platforms based on
open standards that provide accessible and interoperable knowledge repositories.
The GESTALT (Getting Educational Systems Talking Across Leading-edge
Technology), based in the UK (see their Web site at http://www.fdgroup.co.uk/
gestalt/metadata.html) develops an extension to the IEEE LTSC LOM, called
Gestalt Extensions to Metadata Standards for ON-line Education Systems.
4.2.6 Web technologies and object orientation
As indicated in the previous section, XML, RDF, metadata, especially with
regards to learning objects, are implemented as “is_part_of” hierarchies, which can
be represented by classes using object-oriented terminology. According to Berners-
Lee, Hendler & Lassila (2001, p. 40), the ontologies to be developed for the
Semantic Web consist of classes, subclasses and relations among these entities, thus
making use of these structured hierarchy present in Web documents. In fact, the
Document Object Model (DOM) is an existing concept for HTML documents that
allows for the implementation of the object-oriented paradigm in the development
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of Web applications (see the DOM Web site at http://www.w3.org/DOM/). The
DOM is a platform- and language-neutral interface which connects Web pages with
programs and scripts that want to access and manipulate the hierarchical structure,
elements, and attributes of these documents (Wilde, 1999, p. 445-446). Kochikar
(1998, p. 61) writes that DOM along with other technologies such as OMG’s
Common Object Request Broker Architecture (CORBA; see the CORBA Web site
at http://www.corba.org) introduced the so-called Web-based, distributed-object
computing paradigm, allowing for the development of Web-based, distributed
applications.
Because of the possibility to separate the content structure from presentation
and the fact that Web documents can be structured around chunks of information
or objects, Veen (1997) suggest to use an object-oriented approach to publishing on
the Web, which corresponds with the approaches for Web design proposed by
Donnelly (2001). Veen states that a Web site is not a mere collection of HTML
documents, but rather a set of information objects. When the pure content of these
objects can be kept separate from the way it is presented, then it can be reused in
many ways and updated very easily. The solution to this is the development of a
database-driven system that stores the content along with information about the
content and the information about its presentation style as separate entries. This
approach corresponds with the basic structure of hypertext systems as described in
the Dexter Hypertext Reference Model, which was developed in 1988 during two
workshops at the Dexter Inn in New Hampshire (Gronbaek &c Trigg, 1994; Halasz
& Schwarz, 1994). According to this model, a hypertext system is based on three
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layers, including the run-time layer, the storage layer and the within-component
layer—similar to the three-tier architecture of the Internet. The purpose of the run-
time layer is the instantiation of a component, i.e. the presentation of a component
to the user (Halasz & Schwarz, p. 37-38). This instantiation also includes the
display of an anchor, i.e. a reference to an attachment point or region, and the link
marker, i.e. the visible manifestation of that anchor. The core element of this model
is the storage layer, which describes a database that consists of a hierarchy of data-
containing components interconnected by relational links (p. 30-32). It describes
the structure of a hypertext and includes the mechanisms that “glue” links and non-
link components to form a hypertext network. The within-component layer is
designed for the contents and structure within the components of the hypertext
system (p. 32). However, the Dexter model treats the within-component structure as
being external of the hypertext model itself.
Gronbaek & Trigg (1994) show how the Dexter model was used to develop
an object-oriented design and prototype implementation of a hypermedia system.
Their system, called DeVise hypermedia, treats a component in the storage designed
as an object that contains a contents specification, a set of attributes, a presentation
specification, and a set of anchors (i.e. list of specifiers).
Another example of how object-orientation can be applied to the design of
hypermedia applications is presented by Schwabe & Rossi in their object-oriented
hypermedia development model or OOHDM (1995; 1998; see also the OOHDM
Web site at http://www.telemidia.puc-rio.br/oohdm/oohdm.html). Their OOHDM
model is based on the notion that navigation objects can be implemented as views
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of conceptual objects. By using appropriate abstractions, the navigation space can
be organized in a collection of objects, constituting what the authors call navigation
contexts. Further, this approach allows to separate interface issues from navigation
issues. Finally, design decisions are identified in such a way that they only need to be
made at implementation time. The OOHDM methodology is a four-step process,
which supports an incremental or prototype process model. First, a conceptual
model of the application domain is developed represented by conceptual objects,
their classes and relationships. This model consists of two sets of objects that will
later either serve as nodes in the navigational model or provide computational
support for the application. Second, during navigational modeling a view over a
conceptual model is created which is represented by navigational objects. This
allows the construction of different models which are customized according to
different user profiles. Navigational modeling creates a mapping between
conceptual and navigational objects. Because navigational objects are not directly
perceived, perceptible objects (e.g., images) are built in terms of interface classes
during the next step, i.e. abstract interface design. It specifies the actual interface
objects, which are needed to mediate user interaction with navigation objects.
Finally, the goal of the implementation phase is the mapping of conceptual objects,
navigational objects and interface objects to implementation objects for a particular
run-time environment. The authors also suggest the use of templates or design
patterns to improve the design of common elements in the system architecture, the
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navigational space, and the interface. To summarize with Schwabe & Rossi (1995),
the OOHDM
uses abstraction and composition mechanisms in an object-oriented
framework to, on one hand, allow a concise description of complex
information items, and on the other hand, allow the specification of complex
navigation patterns and interface transformations, (p. 45)
4.3 Hypermedia and learning
I. Snyder (1997, p. 103-106) correctly claims that hypertext represents an
exciting new tool for both teaching and learning. The author states that because of
lesponsibility of the student to access, sequence, and derive meaning from
hypertexts, these documents provide an excellent environment for exploratory or
discovery learning in both individual and collaborative work leading to the
establishment of a community of learners in which the results of an investigation
rests on the work of others. This corresponds with McAleese’s (1990, p. 22)
observation that learning by exploration is generally caused by known concepts
that trigger to new ideas, or by a learner who attempts to make a link between two
previously known ideas, similar to a learner in a hypertext environment who makes
a link or an association between existing nodes. Thus, discovery learning represents
a situation in which the learner determines independently what is to be learned
next. This leads to the fact, as I. Snyder puts it, that hypertexts require users to
actively participate in locating information. Learners become reader-authors; or, as
Landow (1997) writes: “The multiplicity of hypertext, which appears in multiple
links to individual blocks of text, calls for an active reader” (p. 6).
As the power and authority in handling hypertext is transferred to the
learner, the role of the instructor changes to that of a facilitator or moderator. The
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instructor can use a hypertext environment to create an atmosphere for vectored or
directed learning activities (McAleese, 1990, p. 22). I. Snyder (1997) adds that as
hypertexts can easily accommodate interdisciplinary approaches, instructors can
help their students to make connections between discrete bodies of information
through hypertext. Finally, this interconnectedness of materials in a hypertext
environment also allows to accommodate learners with different abilities because
the hypertext can easily arrange any verbal and non-verbal materials of varying
levels of difficulty for self-paced learning. In fact, I. Snyder concludes that a
hypertext web of educational materials may also break the conventional
segmentation or scheduling of formal education into units of teaching time as
hypertexts are arranged in a non-linear fashion, thus allowing students to work
with materials and ideas that might otherwise be presented at a later stage.
4.3.1 Defining hypermedia
The concept of hypertext represents elements on a computer screen that are
associated with objects in a database and links between these objects (Conklin,
1987, p. 17). Technically, hypertext is considered a database method, a
representation scheme, and an interface modality at the same time (p. 33). Because
of its linking feature, a hypertext system offers information in a nonsequential way.
Generally speaking, hypertext only deals with plain text. However, nowadays the
term is interchangeable with hypermedia that stresses the multimedia aspect of the
system (Nielsen, 1990a; 1993a; 1995). In general, hypertext or hypermedia is
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described as a method to create and access nonlinear text. Tollhurst (1995) provides
the following definitions of hypermedia, hypertext, and multimedia.
The term hypermedia is used to refer to any computer-based system that
allows the interactive linking, hence nonlinear traversal, of information that
is presented in multiple forms that include text, still or animated graphics,
movie segments, sounds, and music. ... The use of hypertext to refer to
formats of animation, video, and audio as being ‘text’ is unsuitable For
that reason, the media that are acceptable in the hypertext format are those
which remain static
... [Mjultimedia is suggested as meaning use of multiple
media formats for the presentation of information, (p. 25; italics in the
original)
Thus, hypertext is a form of electronic text, which is composed of blocks of
text joined by electronic links (Landow, 1994, p. 1). The concept of hypermedia
simply extends the notion of text in hypertext by adding visual information, sound,
animation, and other types of media. Links embedded in text create a hypertext
web “that is experienced as nonlinear, or, more properly, as multilinear or
multisequential” (Landow, 1997, p. 4). Text in hypermedia systems is represented
by small self-containing paragraphs, which contain essential words or groups of
words (hot spots) that point to other words or group of words in a different
paragraph (Kommers, 1996a, p. 4-5).
Hypertext is essentially a network of links between words, ideas and sources
that has neither a centre nor an end. We ‘read’ hypertext by navigating
through it, taking detours to notes, and to notes to those notes, exploring
what in print culture would be described as ‘digression’ as long and complex
as the ‘main’ text. Any other document can be linked to and become part of
another text. (I. Snyder, 1996, p. 18)
Technically speaking, multimedia refer to a computer system that can
provide input or output of more than one physical medium (e.g., computer display,
video, and audio). However, the term is also used to indicate the fact that text and
images can be combined on a single computer display terminal (Dannenberg &
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Blattner, 1992, p. xxiii). Kommers (1996a) adds that multimedia are those
computer-based applications that allow the user to see and hear different types of
information via one screen with audio support. Multimedia are characterized by the
combination of more than one modality of information (e.g., text, pictures, video,
animation, and sound fragments) on one screen with simultaneous control of one
software application (see also Laurel, 1993, p. 178). As Issing (1994a; 1994b)
writes, multimedia is more than the coordination or coordination of different types
of discrete media.
Multimedia ist eine Technologie, welche dem Nutzer die
computerunterstutzte Interaktion mit einem multiplen Mediensystem
ermoglicht unter Einbezug einer Vielfalt von Prasentationsformen wie Daten,
Text, Ton, Grafik, Animation, Standbild, Bewegtbild und Realzeit-
Simulation in Cyberspace. ... Das Neue bei Multimedia ist die Schlusselrolle
des Personalcomputers oder der Workstation als mtegrierendem und
steuerndem Zentrum sowie die Speicherung aller Prasentationsdaten in
digitaler Form auf CD-ROM bzw. Festplatte. (1994a, p. 267)
Multimedia is a technology which enables the operator to use computer-
supported interaction with a multiple-media system including a variety of
presentation forms such as data, text, sound, graphics, animation, still
frame, moving picture and real-time simulation. ... [T]he novelty with
multimedia is the key role of the personal computer or of the workstation as
an integrating and controlling centre, as well as the storage of all
presentation data in digital form onto CD-ROM, ie hard disk. (1994b, p.
171)
Kommers (1996a, p. 10) summarizes the different manifestations of new
media as concentric circles with hypertext located in the middle, surrounded by
hypermedia, and multimedia located in the outer circle. He presents three
metaphors that underly hypermedia. First, the resource metaphor refers to the fact
that hypermedia support search facilities to access reference documents. Second, the
communication metaphor implies that a hypermedia learning system needs to
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support communication among learners and learners with instructors. Finally, the
exploration metaphor is achieved through the possibility of creating simulations in
a hypermedia learning environment that can be explored (Kommers, 1996b, p. 20-
23).
As Rada (1995) writes that the basic notion of hypertext as an access system
is the fact that a user can visit nodes by traversing links. The user decides how much
time to spend at a node and in which order the nodes are visited. Multimedia, on
the other hand, are time-based, that means that components are meant to be
presented in a temporal order that is defined by the author. “The combination of
the linking facility associated with hypertext and the synchronization facility of
multimedia constitutes hypermedia” (p. 15).
Martin &c Heller (1999) provide a taxonomy of multimedia according to
which the different types of media that can be used in a hypermedia environment
can be organized for design and evaluation, allowing “designers to characterize
each medium by its form and expression while also considering the combined
impact of multimedia” (p. 4). Their taxonomy is organized according to three axes,
i.e. media type (with increasing complexity), media expression (with increasing
abstraction) and context. The group of media type includes text, graphics, sound,
and motion. The media types can be further categorized according to their mode of
expression. This media expression includes different levels of general, elaboration,
representation, and abstraction. The dimension represents a progression from the
concrete to the abstract and imply increasing decoding efforts on the part of the
user. Finally, the authors suggest six additional categories that represent the context
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of media use, i.e. audience (e.g., age, gender, cultural background, etc.), purpose
(e.g., content area of material, overall purpose to educate, entertain, inform, etc.),
interactivity (i.e. passive, reactive, proactive, and directive), quality (i.e. technical
aspects), usefulness (i.e. how well the presentation met the intended purpose for the
intended audience), and aesthetics (e.g., screen design, use of color, overall appeal,
etc.).
Atarashi & Hamakawa (1999) expand this model by introducing a class
hierarchy for multimedia objects. There basic model includes a so-called BaseObject
class at its root. This class “provides an abstraction of all objects, including
temporal media as video and audio, discrete media objects as text and images, and
GUI [graphical user interface] objects as buttons and scrollbars” (p. 19). Based on
this root class, the hierarchy of this class model consists further of a class for
temporal media, classes for discrete media, and classes for GUI objects. The class
for temporal media is further divided in subclasses for composite media (i.e. the
handling of multiple temporal objects at the same time), video, audio, clips (i.e. a
reference to a temporal object with specific information about the content-range
and scaling factor), and classes for video and audio capturing (i.e. means to capture
live video data or audio data). The classes for discrete media include text, image
objects, and graphics objects. Finally, the classes for GUI objects consists of window
objects, button objects, scrollbar objects, menu objects, field objects, and dialogbox
objects. The authors conclude that integrating multimedia objects with multimedia
databases is particularly important because multimedia data needs to be stored and
205
retrieved to handle their increased usage. However, as I. Snyder (1997) contests,
hypertexts, unlike databases,
are meant to be read, not searched; readers follow meaningful links or paths
through the document instead of issuing queries. Unlike knowledge bases,
hypertexts contain information meant to be understood by human readers,
not machines. Effective hypertext writing depends therefore on the tension
between regimentation and richness, between predictability and excitement
(P- 35)
4.3.2 Historical background
The origins of hypertext are attributed to Vannevar Bush’s Memex (for a
general introduction, see Nyce & Kahn, 1991). However, Rayward (1994) shows
that actually the Belgian documentalist Paul Otlet has already anticipated much of
the functionality of the Memex and can be considered a precursor of Bush,
Englebart, Nelson, and others in the field of hypertext/hypermedia. 2 In his well-
known essay—first published in 1945 in the Atlantic Monthly and the LIFE
magazine—Bush (1945/1991) outlines his ideas of a machine that serves as a large
supplement to the human brain, “a device in which an individual stores all his
books, records, and communications, and which is mechanized so that it may be
consulted with exceeding speed and flexibility” (p. 103). This machine for the
information storage was envisioned to allow for the easy search and retrieval of
information. Its associative indexing system supports the building of trails, or
associative text structures. This feature would allow the user to create a personal
2
In an article written in the 1920s about the topography of typography, the
Russian constructivist El Lissitzky discusses the notion of transcending the infinity
of the printed page in space and time by creating what he called the Electro-Library,
an idea which actually corresponds with today’s concept of hypertext (Lissitzky as
cited in Tschichold, 1928/1998, p. 60).
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overall structure of selected information items in a non-sequential fashion of greater
useful complexity.
Today, these trails of non-sequential document structures are called
hypertext. The term was coined by Theodor H. Nelson in the 1960s (Nelson,
1993). In a paper presented at a conference in 1972, Nelson (1973/1991) explains
how Bush’s concept of developing the Memex was extended and included in a
computer-based information retrieval system called Xanadu (see the Xanadu Web
site at http://www.xanadu.net). In this system, the information is accessible in
digital format, either stored locally or send over a network to the user. It will also
support trails, or hypertexts, that are stored in coded form along with the
associated information (Nelson, 1988).
Another important contributor to the development of hypertext is Doug C.
Engelbart (e.g., 1961; 1963). He not only invented the mouse and multiple-window
screens familiar to modern desktop computer, but also a conceptual framework that
would become the prototype of today’s hypermedia systems. Engelbart envisioned a
system as an augmentation of the human intellect that consists of four basic classes:
artifacts or physical objects, language for expressing a person’s model of the world,
a methodology for a person’s goal-centered, problem-solving activity, and the
training of a person to use the above augmentation means (1963, p. 4). This system
would consist of two domains, i.e. human processes that are connected through an
interface with artifact processes. The combined processes of this system would
match their strengths through different types of structuring in order to build
sophisticated capabilities from basic capabilities, thus augmenting the human
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intellect (p. 10-12, 16-21). One application of this concept is the issue of
information handling. In this context, Engelbart develops the concept of a
microdocumentation system that would allow to manifest a user’s thought
processes in handling symbolic information, a system which is based on the ideas
expressed by Vannevar Bush (1961, p. 124).
4.3.3 Basic elements of hypermedia systems
The novel way of organizing and accessing information in a hypermedia
learning environment can be challenging for a learner, e.g., navigating in hypertext
and the use of annotation and editing (Kibby, 1994). Typical learning problems in a
hypermedia environment include disorientation (i.e.“lost in hypersapce”) and
cognitive overload (Conklin, 1987, p. 38-40). As Tergan (1997, p. 133-134)
explains, disorientation may occur because users have problems in creating a
mental map of the organizational structure of the hypermedia environment.
Conceptual disorientation may result from an incomplete mapping of the structure
of the information resource with a user’s own knowledge structure. Cognitive
overload may be caused by the lacking memory capacity, attention and the ability
for meta-cognitive control in processing which nodes have been visited, which path
has been chosen, what information the nodes contain, which information still has to
be found, which navigational facilities are available, which function the individual
navigational tools have, etc.
In the following section we address some of the issues that are characteristic
of hypermedia environments and need to be addressed appropriately when using
them for learning (for a summary of navigation problems and navigational support
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facilities, see also Haack, 1997, p. 155-156). When describing hypermedia, the
literature often uses the metaphor of space especially in the context of navigating
through a hypermedia environment. Authors like Mitchell (1996; see also the “City
of Bits” Web site at mitpress2.mit.edu/e-books/City_of_Bits/)—dean of the School
of Architecture and Planning at the Massachusetts Institute of Technology—have
actually applied this metaphor to describe a system of virtual spaces that are
interconnected by the emerging information superhighway, i.e. the Internet. He
argues that the task of envisioning hyperspace is of “imagining and creating
digitally mediated environments for the kinds of lives that we will want to lead and
the sorts of communities that we will want to have” (p. 5). Mitchell (p. 6-24)
describes this space with binary relationships, including spatial / antispatial,
corporeal / incorporeal, focused / fragmented, synchronous / asynchronous,
narrowband / broadband, and contiguous / connected. He concludes that this “City
of Bits” is “unrooted to any definite spot on the surface of the earth, shaped by
connectivity and bandwidth constraints rather than by accessibility and land values,
largely asynchronous in its operation, and inhabited by disembodied and
fragmented subjects who exist as collection of aliases and agents” (p. 24). With
regards to education, Mitchell (p. 65-70) states that the Internet has an impact not
only on how the educational space is structured in the form of digital campus
networks, but also, for instance, on the role of libraries and laboratories or the
structure of the teaching space in the sense that libraries become more like on-line
information-brokering services and classrooms are enhanced with digital equipment
or are even fully delivered on-line. Mitchell concludes that as the twentieth centuiy
209
draws to a close, the idea of a virtual campus—paralleling or perhaps replacing the
physical one—seems increasingly plausible” (p. 70).
However, in shaping this hyperspace, we may also borrow the findings from
architecture and urban planning, because users need some guidance in accessing
and using interactive hypermedia on-line, as Cato (2001, p. 283-292) suggests. He
applies the fundamental criteria of designing city space to Web design, which have
been introduced by Lynch—former professor of city planning at the Massachusetts
Institute of Technology—in his seminal work “The Image of the City” (Lynch,
1960) that help to identify what a city’s form space means to the people that
actually live in it.
Lynch (1960) argues that one particular quality of the cityscape is its
apparent clarity or legibility which helps to recognize the parts of a city and
organize them into a coherent pattern (p. 2-3). In a hypertext environment, this
corresponds with the homogeneity problem,
which basically is that on-line text always looks the same. Text on a
computer-screen is nicely formatted .. Furthermore, it is always displayed on
the same screen, so on-line text is extremely homogenous, which .. makes it
harder for users to recognize information and get a sense of location.
(Nielsen, 1990a, p. 299)
In order to find one’s way through a space, a link has to be created between
the mental model of that exterior place and the actual place itself. Lynch (1960)
calls this the environmental image that is needed to recognize and pattern the
physical space and to guide a person through this space (p. 4-5). Although Mitchell
(1996, p. 10) argues that the Internet does not support the city’s traditional
dimensions of legibility anymore, but rather destroys its environmental image
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through the depatiahzation of interaction, there is still a great need to provide
guidance to user of an hypermedia environment. Lynch (1960) states that
imageabihty, which is defined as “that quality in a physical object which gives it a
high probability of evoking a strong image in any given observer” (p. 9), is needed
to build a cohesive environmental image.
Thus, in order for a person to successfully identify some space and to
structure it mentally with an environmental image in such a way that he or she can
easily navigate through it, this space needs to provide visual patterns of high
imageabihty. Lynch (1960) identifies five types of elements that support the creation
of such an environmental image, including paths, edges, districts, nodes, and
landmarks (p. 46-48).
These elements are the raw material of the environmental image at the city
scale. They must be patterned together to provide a satisfying form.... All
these elements operate together, in a context. It would be interesting to study
the characteristics of various pairings... Eventually, one should try to go
beyond such pairings to consider total patterns, (p. 83-84)
Users can move within a hypermedia environment through two main
activities, i.e. browsing and navigation. Browsing, as Kommers (1996a, p. 7)
explains, describes the detailed sequence of steps, whereas navigation characterizes
the browsing pattern due to the overall intentions of the user. In a hypermedia
learning environment, a navigational support system needs to be in place to help the
user move around the hypermedia system. Kommers (1996c, p. 38-39) distinguishes
four approaches to solve the problem of maintaining the principle of learner control
and exploration in a hypertext system while providing support that helps the
learner to orient in the learning environment. First, a navigational system provides
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the learner with an orientation device that informs the learner about his/her current
position in the hypertext system. Second, the function of the hypertext system is
embedded in the goals and objectives of the learning environment. This didactic
embeddedness helps the student to emerge into the learning environment and learn
to use it in achieving his/her learning tasks. Third, the hypertext is flexible to
support different learning styles. By using cognitive modeling, the system provides a
number of learning strategies that coach the learner according to his/her learning
stye. Finally, knowledge engineering requires the learner to express in more detail
the relationships between linked concepts in a hypertext system.
As Jones & Okey (1995) suggest, the design of a user interface for interactive
learning needs to provide appropriate clues for browsing, media integration,
metaphors, information access, and orientation. The learner needs to find clear
signposts to access information that s/he can select by himself/herself. Maps and
feedback loops are very helpful in this context. Feedback mechanisms are important
as they provide information about the progress of the interaction and show that the
request has been registered by the system. Cues such as maps help the user to
conceptualize the organization of the information in the system. These navigational
tools and interaction styles need to be consistent with the metaphor used to
represent the system’s content. The different types of media used in the system help
to represent the information in different styles across the whole system. In order to
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achieve consistency, the control icons to access the different media types should
have a similar look.
4.3.3. 1 Links
Hypermedia provide access to their information resources by using hot spots
that let a user jump from one location to another (Kommers, 1996a, p. 6). Central
to the concept of hypermedia are nodes and links that constitute hot spots (Conklin,
1987, p. 33-37; Dunlap & Grabinger, 1996, p. 79). Nodes are information units
within a multimedia system, i.e. its fundamental organizing structure. Links, on the
other hand, are the way these information units are physically and conceptually
connected and interrelated. Through modularization, users can determine for
themselves in which order to access nodes in a hypermedia system.
Dunlap & Grabinger (1996, p. 81-87) list a set of guidelines about how to
organize nodes in a hypermedia system. The guidelines consists of
recommendations about the overall organization of the information (micro and
macro), the node size, and the presentation format. First, the macro-organization of
the system needs to be defined with regards to the overall goal and objectives. This
will guide, in a second step, the micro-organization of the nodes, as each node is
constructed to represent its content or purpose. Third, the information (or its
granularity) should be modularized in such a way that it fits the available screen
size. Fourth, labels are needed to describe the kinds of information available on a
given screen. Fifth, the interface should be designed in meaningful chunks so that
the information is immediately available without the need for scrolling. Sixth, the
different nodes should be presented in different visual styles to help them
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distinguish from one another. Finally, the nodes should denote the kind of
presentation medium they are linking to.
As indicated earlier, the most important feature of a hypermedia
environment is its ability to link different kinds of resources into a web or network
organization. As Dunlap & Grabinger (1996) write, “links are the essence of
multimedia applications” (p. 89). Hypertext webs can either be arranged along an
axial form of organization or be composed of smaller individual webs (Landow,
1994, p. 6, 23-24). Links constitute what Lynch (1960, p. 49-62) calls paths in a
cityscape. They are the channels a person uses to move through a given space.
Typically, a person observes a space while moving through it. Along these paths the
other environmental elements are arranged and related to each other. They help to
identify a particular place, lend continuity to some space, provide directionality, and
add scale along which a person can sense his or her position. Next, the intersection
of paths is very important as it represents a point of decision. Finally, the combined
large number of paths results in a total network of paths with repeated regular and
predictable relationships.
Similar, in an on-line system the links between nodes create a hypertext web
or network—or what is called a semantic network in Artificial Intelligence
(Conklin, 1987, p. 37). Nodes are the basic elements to store information. They can
store any kind of information object (e.g., text, graphics, sound, illustrations, etc.)
as a single entity or combined into chunks (Landow, 1997, p. 1 l-13;Tergan, 1997,
p. 124). Links between these nodes can be created based on their semantic
coherence in order to improve the understanding of the meaning contents, or based
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on more pragmatic reasons in order to relate nodes that have a functional or
contextual relationship (Tergan, p. 125). In addition, links can be presented as
references to nodes (referential links) or as typed pointers (similar to type nodes) to
indicate semantic and/or pragmatic relationships; links can either point into one
direction or in two directions; finally, organizational links establish connect points
in hypertext that form hierarchical information (Conklin, 1987, p. 33-35; Kuhlen
as cited in Tergan, 1997, p. 125).
Because of their mechanism to connect nodes, links have directionality. One-
way links go to one node, but do not provide a way to return to the node of origin.
Two-way links, in contrast, provide a way both to go from one node to another and
to return to the node of origin. Links should be labeled in such a way that the user
can easily detect their meaning and role in the hypermedia system (Conklin, 1987,
p. 33; Dunlap & Grabinger, 1996, p. 90). This can be achieved by the use of names,
icons, or special encoding to identify the type and function of a link. Special cuing is
another way to indicate the type of link, including size, screen location, visibility,
and visual or audible feedback for interactivity indicators.
The directionality of links has also been discussed by Landow (1997, p. 11-
20). He states that unidirectional linking is easy to establish, but might disorient a
user when used with long documents. Bidirectional linking, on the other hand, is a
helpful means for orientation as users are able to retrace their steps. In addition,
Landow lists one-to-many linking in which a text can branch out into several
possible nodes from a single anchor. When used in combination with link menus
and other preview functions, this type of linking may help orient users. However,
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one-to-many linking may still produce the sense of an atomized text. Next, many-
to-one linking may also be implemented, which is helpful for glossary functions or
for texts that make multiple references to a single text, table, etc. This type of
structure may help users with different levels of expertise. However, this type of
linking may create a distracting number of identical links. Finally, typed links are
pointers to only a specific kind of relationship. These links may help users in terms
of a preview when they are properly labeled (e.g., pop-up window). However, they
might confuse users when they encounter too many different kinds of link behavior.
Dunlap &c Grabinger (1996, p. 94-107) have developed a taxonomy
according to which they distinguish contextual links from support links. The first
join parts of a hypertext system to enable users to complete their task. The latter
refer to the control of the overall operation of the hypermedia environment,
including information about learning the system and finding on-line help.
Contextual links are further grouped into sequential links and relational links.
Sequential links create a linear path among a set of related nodes. In contrast,
relational links help the user to complete a task by bringing together common
elements, although not in a sequential manner. Relational links can be associative,
i.e. information is searched that is related (or associated with) a specific node, word,
or phrase. Elaborative links are a special kind of sequential links where more
detailed information is provided on a given topic. Finally, hierarchical links allow
for an organizational structure that links information in a progressive manner.
Support links can be viewed as metalinks that provide overall information for using
a hypermedia system. Support links provide either learning support (i.e. program
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tracking, goal selection, and strategy selection) or program help (i.e. program start
and termination as well as program operation).
4.3. 3.2 Organizational structure
The way how the nodes are linked determines the organizational structure of
a hypermedia environment (Tergan, 1997, p. 126-127). When a hypermedia system
is well structured, it typically is based on semantic or pragmatic principles of
organizing the material. For instance, a hierarchical structure can be used to
represent the different levels of abstraction of some topic. Linear structures would
serve well to direct a user through a pre-determined sequence of information nodes,
i.e. guided tours. Unstructured hypermedia systems are usually based on referential
linking, which does not display a particular inherent principle of organizing the
material. Tergan concludes that the
Funktionalitat ist bei Hypertext/Hypermedia-Systemen in der Regel erst
dann gegeben, wenn die Hypertextbasis die Struktur eines Sachverhalts
wiederspiegelt, wenn vom System Hilfen zur Orientierung und Navigation
bereitgestellt oder spezifische Nutzungen erleichtert werden. (p. 126-127)
[The functionality of hypertext/hypermedia systems is generally only
achieved when the hypertext basis represents the structure of the topic area,
when the system provides support to orient and navigate or facilities to make
its use easier, (trans. by author)]
4. 3. 3. 3 Navigation
In navigating a hypertext environment, users need to get a sense of their
present location in the system (Nielsen, 1990a, p. 299). Because of the complexity
of hypermedia learning environments, user support strategies are very important.
These strategies include support mechanism to orient users to the hypermedia
environment (e.g., opening, program functions, immediate involvement of user), to
facilitate navigation (e.g., two-click rule, program maps, proper labeling), to
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provide feedback (e.g., interactivity indicators, test feedback, closing), and to
present general user support (e.g., glossary of terms, hot text, interruption, help
information) (Dunlap, 1996).
Navigation in the context of a cityscape is supported by edges, districts,
nodes, and landmarks, elements that help a person orient him/herself in such an
environment. According to K. Lynch (1960, p. 62-66), edges represent linear
elements that are not used or considered as paths. Usually, they represent
boundaries—uniting seams or isolating barriers—between two kinds of areas, linear
breaks in continuity. Districts (p. 66-72) are described as large areas of a city that
have a common character. Typically, a person can recognize internally or enter a
district mentally. But, they can also be referred to externally as a characteristic
cluster or thematic unit. The physical characteristics that describe a city include
thematic continuities in a variety of combination, among others, texture, space,
form, detail, use, activity, topography, etc. Nodes (p. 72-78) are points that
resemble strategic spots into which the observer can enter, and are intensive foci to
and from which an observer might travel. Typically, they represent junctions, places
of a break in a path, a crossing or convergence of paths, or moments of shift from
one structure to another. Nodes may also be thematic concentrations of some
characteristic; they can also be both at the same time. Nodes, like districts, can be
extrovert in their appearance having a strong physical form that makes them
memorable; or they can be introvert, lacking directional sense to the observer. And,
landmarks (p. 78-83), finally, are also point references, similar to nodes. However,
as they are external, an observer cannot enter within them. Typically, landmarks
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resemble simply defined physical objects, e.g., a building, a sign, a stone, or a
mountain. Landmarks use the key physical characteristics of this object to single out
one element from a host of possibilities, and are thus more easily identifiable.
Landmarks can be prominent by making them visible from many locations from a
distance or by setting up a local contrast with nearby objects. If located at a
junction that involves path decisions, this would strengthen the prominence of a
landmark. All these above elements constitute what Lynch (1960) calls an
environmental image. He concludes
to heighten the imageability of the urban environment is to facilitate its
visual identification and structuring. The elements isolated above—the
paths, edges, landmarks, nodes, and regions—are the building blocks in the
process of making firm, differentiated structures at the urban scale, (p. 95)
These elements designed to help in the creation of an environmental image
can further be characterized by their general physical qualities, which can be used to
design a specific space. These form qualities, which may be used in combination,
include singularity of figure-background clarity, form simplicity, continuity,
dominance, clarity of joint, directional differentiation, visual scope, motion
awareness, time series, and names and meaning (Lynch, 1960, p. 105-108).
As alluded to earlier, users need to be provided with navigational aids. The
literature (e.g., Kerres, 1998, p. 248-253; Nielsen, 1990a, p. 300-304) suggests
several facilities to help the user in navigating through a system. The use of an
overview diagram helps a user to get a general sense of his/her location in the global
information space (e.g., advance organizer, indices, sitemaps in Web sites).
Backtracking facilities provide a means to move back a path or trail to the starting
point (e.g., bookmarks, the back-button or history menu option in a Web browser).
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System-generated timestamps and footprints are tools to track the interaction
history of a user (e.g., the history option in Web browsers).
In general, a user may apply different strategies in accessing a hypermedia
system (Tergan, 1997, p. 127-128). A user may browse a hypermedia system either
without following a specific goal or by exploring a specific information resource. A
user can also access a hypermedia system by applying goal-oriented search
strategies to retrieve specific information. Meyrowitz (1989/1991, p. 299-309)
provides a general list of tools that may help to enhance the user experience in
finding and retrieving documents in a vast information space. Anchors represent
special pointers to a selection, which can be stored as bookmarks. Navigational
links establish persistent ties between anchors. Warm links refer to connected items
in a distributed network. Hot links provide automatic synchronization of anchors
at two ends of a link. Active anchors allow for the access of dynamic links in a
temporal span as well as a set of view specifications. Wayfinding is needed to help a
user get oriented and navigate in an information space which is implemented by the
following mechanisms. First, history keeps track of a user’s activity in a system in a
chronological order. Paths and trails represent histories that can be modified by a
user. Finally, local maps, instead of global maps, are needed to capture more closely
the structure of the information space. Other tools for an enhanced user experience
include filtering, queries, content searching, virtual links (to anchor an information
that will result in a query), automatic links, group work, semantic markup
(standard document style sheets, templates), services (linking, reference
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[dictionaries, glossaries], linguistic [spelling &c grammar correctors, morphology-
morphological, linguistic analysis when filtering information in a query]).
4. 3. 3.4 Interactivity
Because of ability of the computer to display the different presentation forms
of multimedia and link them for access in a single user interface, the notion of
interactivity through which the user can fully manipulate the process of the
multimedia application, becomes very important. Typically, interactivity between
the computer system and the learner occurs between two ends of a spectrum, i.e.
system control and learner control. During system control, the sequence of the
lesson elements is controlled by the lesson developer. During learner control, the
learner can select from a menu of instructional elements and create his or her own
learning path. Mixed-initiative control refers to a CBI learning environment that is
located between these two extremes (Gibbons & Fairweather, 1998, p. 20).
Essentially, computers are tools that help to facilitate learning and to process
information. Computers are interactive systems that react and respond to the
presence of some external stimulus (Barker, 1987, p. 5-7). Schwier & Misanchuk
(1993) provide the following definition of an interactive computer-assisted
instruction system:
Interactive multimedia instruction (IMI) is an instructional program which
includes a variety of integrated sources in the instruction with a computer at
the heart of the system. The program is intentionally designed in segments,
and viewer responses to structured opportunities (e.g., menus, problems,
simulated crises, questions, virtual environments) influence the sequence,
size, content, and shape of the program, (p. 6)
Humans can communicate with computers through commands that are used
for the purpose of control. The basic information flow in human-computer
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interaction (HCI) evolves around the input for some information being sought by
the user through commands or control and the output in form of information or
feedback provided by the computer. In order for human-computer interaction to
evolve, a variety of both hardware and software interfaces is required. Schwier &c
Misanchuk (1993, p. 10-12) suggest a descriptive taxonomy of interaction for
multimedia instruction that consists of levels, functions, and transactions. The
authors distinguish three levels of interactivity, i.e. reactive in response to a
presented stimuli; proactive as learner controls the construction and generation of
activities; and mutual which is characterized by artificial intelligence or virtual
reality designs, where learner and system are mutually adaptive. The authors state
that each level contains a set of functions that support interactions. Based on
Hannafin’s study (as quoted in Schwier & Misanchuk, 1993, p. 12) these functions
include confirmation, pacing, navigation, inquiry, and elaboration. Finally, the
authors state that an interactive system consists of transactions that occur during
the interaction. These transactions are physical actions which are carried out by a
learner using different input devices, such as space bar/return key, mouse click,
keyboard, or voice input.
To conclude, interactivity is a defining concept in HCI, which describes the
characteristics of a computer system that provides different mechanisms for user
intervention and control (Haack, 1997, p. 155). Laurel (1993) points out that
computers should not be seen as mere tools, but as interactive, representational
media. This implies that a computer can be utilized by a person as an interactive
tool. This notion corresponds with Jonassen’s (e.g., 1995; 1996) concept of a
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computer as a cognitive tool. Typically, such interactive computing occurs between
an application and an interface. The application provides the functionality for
reaching a specific goal. The interface represents the view to the functions of the
application for the user. That means that the interface serves as a space where the
computer system as well as the user perform a set of tasks. In this context,
functionality is determined by the interaction of the user, the computer system and
the application program in performing a certain task.
Basically, the interaction between the application and the interface is
achieved through direct manipulation of objects on the interface that respond to the
user’s request by executing certain actions. Objects are representations of certain
functions of the application. It is through these objects that a user is given access to
the functionality of the application to achieve a certain goal. A complement to the
concept of direct manipulation is the notion of direct engagement. According to
Laurel (1993) direct engagement, as opposed to direct manipulation,
shifts the focus from the representation of manipulable objects to the ideal of
enabling people to engage directly in the activity of choice, whether it be
manipulating symbolic tools in the performance of some instrumental task
or wandering around in the imaginary world of a computer game. ... It
conceives the human-computer activity as designed experience, and it
reconfigures the design of applications and interfaces as a single integrated
process. ... It emphasizes the intrinsically interdisciplinary nature of design
by blurring the edges between application and interface and by incorporating
insights and techniques from artistic disciplines, especially drama and
theatre, (p. xviii-xix; italics in original)
The design of a user interface puts emphasis on the visual display of objects
and actions that support the user in achieving certain tasks. When designing a user
interface, the literature (e.g., Shneiderman, 1998, p. 61-66; Mandel, 1997, p. 168)
proposes the use of the Object-Action Interface (OAI) model. In general, interaction
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in a computer-based learning environment occurs when two or more items or
components of a learning task that act on each other are displayed on the interface
in some fashion (e.g., word pairs). However, interactive hypermedia systems like the
World Wide Web expand this notion and allow a mutually or reciprocally active
relationship between the learner and the computer system. As Shneiderman (1996;
1997) points out with regards to a Web environment, we can think of a structured
information space that is accessible through an appropriate navigation system that
consists of metaphors that help the user find information (e.g., shopping cart) and
handles (e.g., clickable image regions) that make the actual navigation through the
information space possible. This two-way communication involves a user’s request
or response within the given learning environment of the interactive multimedia
system. As Laurel (1993, p. 20-21) writes, this interactivity exists on a continuum
that can be characterized by three variables, including frequency, range, and
significance. Laurel argues that in addition to the successful orchestration of these
variables the learner needs to have the impression that s/he is participating in the
ongoing action of some visual representation in the interactive learning
environment.
At the risk of oversimplifying the discussion about interactivity, we have
summarized and organized the different notions of interactivity based on the
research findings of Guay (1995), Schwier &c Misanchuk (1993, p. 6-16), and Sims
(1995; 1999; Sims & Hedberg, 1995), as illustrated in Figure 14 on page 225.
In general, interactivity may range from basic navigation, functional
interactivity, to adaptive interactivity, and finally to hyperadaptive environments.
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Figure 14: Levels of interactivity in a hypermedia environment
The basic concept of interactivity is navigation. The user is able to move through an
information space. Functional interactivity expands this possibility by providing a
feedback loop that informs the user about his or her performance level. Adaptive
interactivity allows the user to manipulate the information space (non-immersive
learning environment). Finally, hyperadaptivity assumes that the boundaries
between user and system converge in the sense that the user totally immerses into a
learning environment.
In general, interactivity occurs on different levels of control and engagement
between the user and the interactive learning environment. Control looks at the
issue of how much the user is able to manipulate the system (see Laurel's range
variable). That means the control may shift from the system towards the user.
Engagement refers to the depth of participation of the user in interacting with the
225
system. Here, the shift ranges from mere navigation to more truly instructional
interaction. The two axes (i.e. control and engagement) can be combined with a
third axis, i.e. interactive concepts that may include different types of interaction.
Depending on the relationship between theses axes, the user can either react to
certain objects or events displayed on the interface; s/he can be proactive by
selecting from different choices of interaction; and the user can totally immerse into
the system and work in a coactive or mutual relationship with the system (e.g, in a
virtual reality environment).
The basic feature of interactivity resembles the clicking of a single object or
control with a pointing device that will trigger some action. In general, this feature
is used to navigate the information space. This may occur in a predefined linear
fashion where the user has only the option to move forward or backward (e.g.,
electronic page turning). A hyperlinked path gives the user the opportunity to
choose from different sub-paths. Here, the user can set his/her own pace of
navigating. On-line help systems provide a next level of interactivity insofar they
can provide contextual responses to user requests. This feature may also include
feedback loops that confirm the level of the user's performance. Fill-in forms (e.g.,
for student feedback, multiple choice questions) represent another possibility for
request and response sessions where feedback can be provided simultaneously on
the same screen or with a delay after page turning. In this context, the learner gets
the opportunity to inquire a knowledge base. This inquiry can be extended by
simulations where the learner can manipulate a given set of objects in response to
his/her input. Simulations provide the next step in interactivity where the user can
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elaborate in depth about a particular subject. This may range from reactive
confirmation to coactive modeling where the learner makes direct changes to the
learning environment. The most sophisticated and yet still to be developed
environment is virtual reality. Here, the learner would be able to totally immerse
into an interactive learning environment. S/he would become part of the interactive
system that s/he can manipulate at will. The learner and the interactive learning
environment collaborate together in solving a particular learning task (e.g., flight
simulators).
Depending on the objective and content of the instructional situation, the
instructional designer can use different interactive concepts in which s/he mixes the
various types of interaction ranging from mere navigation to intensive collaboration
between user and the interactive learning system. Hazari & Schnoor (1999) write
that Web interactivity helps students to apply their knowledge, principles and
values, and that it provides them with feedback that supports the growth and
development of their understanding. In contrast to accessing static Web pages, Web
interactivity involves the learner in the Web learning environment by providing
means for interaction. These may include content material, synchronous and
asynchronous communication with other persons (e.g., students, instructor, other
resource persons), quizzes, simulations, and feedback forms. To conclude with,
Thibodeau (1997) suggests for the design of interactive learning environments to
provide features that help the learner to be in control of the interactive learning
environment. This may include to break the content down into small units. The
learner should be given the opportunity for interaction at least every three to five
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screens, or every minute or two. In addition, questions should be used often to
address the content that has just been presented. They should help a learner to
utilize the knowledge that s/he has just learned, instead of memorizing and reciting
answers. Finally, the information should not be presented in a linear fashion.
Rather, the learner should be given the opportunity to discover information through
active discovery.
4.3.4 Basic components of Web-based learning environments
In her short survey, Petnk (2000) presents a list of “ten top mistakes” that
can be found in course Web sites. She focuses primarily on visual and text design
(e.g., image size, lack of legible text, lack of contrast, length of text). The mam
point she makes is the fact that many instructors use currentWeb-based course
support systems, but fail to properly integrate them into the overall course design
(for an overview and discussion of these systems see for instance Collis, 1999a;
Steed, 1999, p. 97-138; McCormack & Jones, 1998, chap. 9). In addition, Petrik
writes that these systems “are unattractive, exhibit poor usability, and seduce
faculty into bad web and pedagogical design” (p. 64). These observations indicate
that the instructional design of a Web-based learning environment should be based
on an interdisciplinary approach drawing expertise from fields such as instructional
design, interface design, interaction design, and software engineering.
Mitchell (1999) reports about the importance of using the Web to enhance
teacher education by incorporating on-line resources in a curriculum page. Khan
(1997b; 1998) lists various components that constitute Web-based instruction,
including content development, multimedia components, Internet tools, computer
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and storage devices, connections and service providers, authoring programs,
servers, and browsers and other applications. These components need to be taken
into consideration when developing a Web-based learning environment. Hall (1997)
develops a list of similar components that represent basic criteria for the evaluation
of Web-based training, including content elements, tools for interactivity and
navigation, motivational components, use of media, type of evaluation, aesthetics,
record keeping, and tone of design.
Nutta (2001), for instance, presents a basic list of categories for a course
Web site according to which a course Web site can be organized. Such a site needs
to address issues of information, communication, and course management.
Information refers to the course syllabus and supplemental materials. It may also
include links to on-line references, lecture notes in various formats. Communication
is a crucial element to enhance the interactivity between the participants of a class.
Tools such as bulletin boards, chat rooms, and basic e-mail belong in this group.
Finally, course management may handle on-line quizzes and grading.
Typically, the key components of a Web-based learning environment include
general communication tools, online references, testing and assessment tools, the
distribution and delivery of multimedia, and class management mechanisms (e.g.,
McCormack & Jones, 1998; Steed, 1999, p. 61-64). In general, the Web can be
incorporated into a course at different degrees on a continuum of no Web use to full
Web use (see, for instance, Ellis, 1997; 1999; Harmon & Jones, 1999, p. 28-29; S.
Horton, 2000, p. 16-21). To start with, the Web may not be used in a course at all.
On the first level, the Web may be utilized for informational purposes only. In this
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case, basic (administrative) information about the course such as the syllabus,
instructor information, or lecture notes may be provided. On the next level, the
Web may serve as a supplement to a course. In this case, course content information
is provided to the learner, which is not required for the course itself. It may also be
used for only occasional, short-term instruction during a limited part of a course.
On the third level, the Web becomes a major part of the course. Without its use, the
learner may not be able to fully participate in the course. At this level, the learner
may obtain most, if not all, of the required course materials on-line. On the fourth
level, the dependence on the Web is expanded by creating communities of learning
on-line. In this case, learners meet face-to-face in the class as well as on-line. Tools
for on-line collaboration are provided, e.g., bulletin boards, chat rooms. Learners
may also be asked to develop much of the course content themselves. On the final
level the course is fully immersed into the Web. The entire course content and
interaction occur on-line. This level is “seen as a sophisticated, constructivist virtual
learning community” (Harmon & Jones, p. 29).
These different components and levels of instructional Web use may be
summarized in a taxonomy of educational Web sites, as suggested by Nachmias,
Mioduser, Oren &c Lahav (1999). Their proposed classification scheme “will assist
the developer in implementing the technology according to educational needs and
constraints” (p. 198). It is designed as a framework for selecting and evaluating
instructional sites as well as for formulating and studying research questions. Above
all, this classification is intended to facilitate communication among the
professionals who are involved in the development process of an instructional Web
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site. The taxonomy is based on four dimensions, i.e. basic descriptive information,
pedagogical and educational considerations, knowledge attributes, and
communication features. The descriptive dimension contains six categories
according to which the basic information is organized, including site identification,
site evolution, language(s), target population, site size, and subject matter. The
pedagogical dimension addresses educational issues based on ten categories,
including instructional configuration, instructional model, instructional means,
interaction type, cognitive process, locus of control, feedback, help functions,
learning resources, and evaluation. The knowledge dimension refers to the actual
content and its representation based on four categories, i.e. representational
structure, representational means, type of knowledge, and navigation tools. Finally,
the communication dimension provides features that are directly relevant to the
interaction between learners and instructors. The four categories of the
communication dimension include types of tele-learning, types of communication,
links, and communication means.
Although this taxonomy does help in planning and organizing an
instructional Web sites, it is not clear how this hierarchy may actually evolve and
how the different dimension and their categories are interrelated. It would be more
helpful to use this taxonomy and organize it differently in a more interdisciplinary
mode according to issues addressed in instructional design, interface design, and
interaction design. As Strzebkowski (1997, p. 278-279) argues, a Web-based
learning environment needs to serve the needs of the learner to interact with some
content which is achieved through a human-computer interface. Thus, the main
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categories needed for this interaction to happen include control elements (e.g.,
feedback mechanisms) and learning interventions (e.g., supporting dialogue
functions) that are embedded in the hypermedia system. In the following section, we
introduce various concepts and approaches that address the issue of designing
interactive hypermedia systems and discuss how they can be combined for the
design of instructionalWeb sites.
4.4 Designing hypermedia systems
The literature suggests to apply principles from human-computer interaction
(HCI) to the design ofWeb-based instruction (e.g., Comber, 1995; Dillon & Zhu
1997; Jones & Farquhar, 1997). In general, HCI “comprises the study of the
interaction between humans and computers with the general aim of informing the
designer of more humanly acceptable technology” (p. 222). In specific, HCI is
concerned about the user-interface design based on a set of measurable human
factors, i.e. time to learn, speed of performance, rate of errors by users, retention
over time, and subjective satisfaction, that also accommodate to a diversity of users
(Shneiderman, 1998).
In order to provide effective conditions for learning, adequate instructional
technology based on instructional design principles needs to be developed and
applied. As alluded to earlier, research on Web-based instruction suggests to
incorporate instructional design principles into the development of educational Web
sites (e.g., Alpert, 1996; Ritchie &C Hoffman, 1997a; 1997b; 1996). Ritchie and
Hoffman argue that educational Web sites need to include components that help to
motivate the learner; to identify what has to be learned; to remind the learner of
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past knowledge; to support active involvement; to provide guidance and feedback;
to conduct testing; and to enable enrichment and remediation. In general,
instructional design represents a systematic process of translating principles of
learning and instruction into design specifications for the development of effective
instructional materials (see also Misanchuk, 1992; P. L. Smith & Ragan, 1993).
According to general instructional design principles (e.g., Hazen, 1985; Jonassen St
Hannum, 1987; Overbaugh, 1994; Schaefermeyer, 1990), interactive computer
systems need to provide stimulus material that help to get the learner's attention; to
recall prior learning; and to supply missing prerequisites. Further, the system needs
to have an appropriate branching structure that helps the learner to orient himself
or herself; to easily operate the system; and to find the necessary motivation to
continue the program. The learner needs to be able to respond and provide
feedback to the system. Most importantly, the learner has to be in control of the
sequence, pace, and display of the learning material.
With regards to the design ofWeb-based learning environments, we observe
an intersection of instructional design, interface design, interaction design, and
(educational) software engineering (e.g., Goodyear, 1997). In order to improve the
design of hypermedia environments for learning that truly supports interactivity, it
is recommended to apply an interdisciplinary approach that would include
knowledge from disciplines such as instructional design theory, HCI, and visual
design, i.e. interface design and interaction design (e.g., Haack, 1997, p. 164). As
Strzebkowski (1997, p. 275-281) explains a hypermedia learning environment not
only has to account for the appropriate learning activities, but has also to provide
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for the appropriate system facilities that allow for learning interaction, which can
be achieved by a close interaction of interface design and interaction design of
learning programs. This may include features for the learner to navigate the system
and reply to feedback dialogue, to change the presentation of information, to
manipulate the content as well as multimedia for learning. Thus, the hypermedia
learning program is a layered construct that is built around a multimedia database
based on which a learner finds different functions for knowledge diagnostic and
transfer, manipulation tools, content presentation, navigation and dialogue
functions, and the overall learning environment following a particular instructional
approach.
In producing electronic books for educational use, for instance, Barker
(1992, p. 85-86) argues that five basic utilization paradigms should be followed.
First, the hypermedia paradigm as a generalization of the hypertext refers to the
ability to inter-link units of multimedia knowledge (i.e. text, pictures, and sound)
together in an almost unlimited number of ways to form a knowledge network.
Second, the reactive media paradigm implies that users can successfully interact
with a computer system. This paradigm describes how a system should react to the
input of a user. Third, the principle of surrogation refers to the highly visual
simulation using quality life-like digital images. Types of surrogation may include
surrogate walks, laboratory simulations, surrogate travels, role playing, and
surrogate sport. Fourth, the learner-control paradigm is concerned with the ability
of learners to control the interactive learning session in what learning occurs, the
pace of learning, the direction it should take, and the styles and strategies of
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learning that are to be adopted. Finally, fifth, the composite screen paradigm is the
basis for the design of a wide range of graphical and visual effects on bit-mapped
screens.
4.4.1 Human-computer interaction
In general, human-computer interaction (HCI) is concerned with all those
aspects that relate to the design, implementation, evaluation, and effects of the
interaction between users and interactive computer-based systems (Preece et al.,
1994, p. 7; Stephamdis, 2001a, p. 3). The goal of HCI “is to ensure the safety,
utility, effectiveness, efficiency, accessibility, and usability of such systems”
(Stephanidis, p. 3). Marra (1996) defines HCI “as the layer of the software that
communicates directly to and interacts with users” (p. 117). The domain of HCI
design takes into consideration the interplay of program content, program
operation, instructional objectives, and ergonomic arrangements. Specifically, HCI
is concerned with the presentation of all messages to users; the interaction, flow, or
navigation between screens or other parts of the program; the interrelationship
between messages within a program; and the screen design as a whole.
A key concept in HCI is usability, which is “concerned with making systems
easy to learn and easy to use” (Preece et al., 1994, p. 14). According to Nielsen
(1993b, p. 25; 1995, p. 280), usability is one attribute of the general system
acceptability, which can be described by its social acceptability and its practical
acceptability. The latter is further subdivided into other elements such as usefulness,
to which utility and usability belong. Utility is concerned with the question of
whether a system’s functionality does what it is needed for. Usability, on the other
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hand, looks at the question of how well users can use that functionality of a system;
it addresses all aspects of a system with which a user might interact.
The key criterion of a system’s usability is the extent to which it supports the
potential for people who work with it to understand, to learn, and to make
changes. Design for usability must include design for coping with novelty,
design for improvisation, and design for adaptation. (Adler & Winograd,'
1992, p. 7)
In general, the literature lists five key usability attributes that need to be
addressed in designing a system, i.e. the measurable human factors of learnability,
efficiency, memorability, errors, and satisfaction (Nielsen, 1993b, p. 26-37;
Shneiderman, 1998, p. 15). These attributes can later be used as concrete indicators
to measure the usability of a system. Learnability focuses on how easy it is for a user
to learn a system. Efficiency looks at the level of performance after the user has
reached some degree of experience with the system. Memorability refers to how
easy it is to remember the elements of a user interface. A system should also be
designed in such a way that a user makes only a few errors, i.e. “any action that
does not accomplish the desired goal” (Nielsen, p. 32). Finally, the (subjective)
satisfaction addresses the question of how pleasant it is to use a system.
These basic usability attributes need to be taken into account so that the
system can be used by a diverse group of users, i.e. novices, intermittent users as
well as experts. The users’ experience can be described on three different
dimensions, i.e. knowledge about computers in general, the degree of expertise in
using a specific application, and the level of understanding the task domain
(Nielsen, 1993b, p. 43-48). Thus, a user needs to have the opportunity to modify
the system according to his or her level of expertise. By developing multiple paths
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and a design that permits progressive disclosure, a user can gradually evolve from a
novice to an expert in one or all particular categories.
Based on the fact that the Web has matured “from a one-way presentation of
data to an interactive software application” (A. Cooper, 1999, p. 50), recent
publications have stressed the fact that usability also needs to be addressed more
carefully in Web site development (e.g., Cato, 2001; Krug, 2000; Nielsen, 2000;
Pearrow, 2000). For instance, Krug argues thatWeb pages should be self-evident,
obvious, and self-explanatory (p. 11). They should only provide choices to click to
another node that are relevant and obvious to the user (p. 41). And, the content of
Web pages should be reduced to a minimum in order to reduce the noise level of a
page, to make the content more prominent, and to shorten the length of pages.
In the field of HCI, several general guidelines have been published by
individuals and companies that summarize the basic elements of an user interface
(for a general overview see Brown, 1989). In general, these guidelines tend to be
grouped around the following aspects for user interface design: the use of
metaphors, display formats, wording, color graphics, message design, data entry,
control and display devices, and error messages and online assistance. An early
example of a comprehensive set of general guidelines for user interface design was
provided by Smith & Mosier (1986). The authors stress the importance of a well
designed user interface for improved and uninterrupted user interaction with a
system. Their guidelines include detailed prescriptions for data entry, data display,
sequence control, user guidance, data transmission, and data protection. Today,
specialized HCI guidelines have been developed for a particular product group from
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a specific company, for instance Apple (1992), IBM (1992), Microsoft (1995), or
Sun Microsystems (2001). Standard HCI guidelines for the Web are only slowly
evolving, for instance Apple (1996) IBM (n.d.), P. j. Lynch & Horton (1999) or Sun
Microsystems (Levine, 1995).
4.4.2 User interface design
4.4.2. 1 Defining u ser interface design
According to Negroponte (1995, p. 95), the area of interface design began in
I960 with the publications of J. C. R. Licklider-director of the Advanced Research
Project Agency’s (ARPA) Information Processing Techniques Office (IPTO) from
1962-1964 and again from 1974-76, where the Internet was developed. Licklider
felt that the computer is more than an arithmetic aid, but rather a communication
device (Salus, 1994, p. 7). In his classical writings of the 1960s—“Man-computer
Symbiosis of 1960 and “The Computer as a Communication Device” of 1968
Licklider (1990) developed the idea of a more productive cooperation between
humans and computers in terms of formulative thinking and decision making. He
even envisioned the development of a geographical distributed computer
communication network that would give access to information resources and to the
processes for making use of theses resources, leading towards the establishment of
an on-line interactive community of users (Licklider, 1990, p. 3-4, 22, 32, 37; see
also Norberg & O’Neill, 1996, p. 153-154).
The network revolution will
..
greatly change the way we use computers. I
put the use of computers second, rather than first, because I think the impact
of the network on human communication will be the more far-reaching of
the two impacts if they are, indeed, separable The computer-
communication network of the future ... will be a virtual network of virtual
networks that connects people and their desklike consoles to other people
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(Licklider, 1974, p. 44, 46).
As mentioned earlier, the computer screen represents the visual interface
between the content and functionality of the computer program and the user. With
regards to computer-based instructional technology, Grabinger (1996) writes that
[t]he screen is the central point of interaction between student and program;
therefore, much of interface design focuses on the screen” (p. 155). Typically,
interface (or screen) design is concerned with the visual arrangement of the different
components of the user interface. However, a user interface is not simply the
graphical display. Interface design specifications also address how the user and the
computer interact on the front-end, i.e. user-computer interaction in terms of the
dialogues that occur between the user and the display objects, and how the user-
interface software interacts with the application software on the back-end, i.e.
interface-application interaction between the data of display objects and application
data. Thus, there are two faces to the user-computer interface (e.g., Mandel, 1997,
p. 14-15).
The user’s interface to the computer may center on the software-controlled
dialogue, but it also includes any documentation and training that are part of
using the computer. .... The computer’s interface to users, on the other hand,
is quite reasonably defined as being the software controlling the dialogue.
(Grudin, 1993, p. 114-115; italics in original)
According to Shedroff (1999, p. 268-270) user interface design is a
combination of three disciplines, including information design, interaction design,
and sensorial design, which form the basis of what he calls information interaction
239
design. It is seen as a framework for express,ng clear communication, while also
addressing the visual presentation of information.
As indicated earlier, the dominant approach for the direct-manipulation
approach to user interface design is the object-action interface (OAI) model (e.g.,
Shneiderman, 1998, 61-65; Mandel, 1997, p. 168; Treu, 1994, p. 65-66). OAI is an
explanatory model that focuses on the successful interplay between task objects and
actions and their visual display in interface objects and actions. The task objects are
based on real-world objects that belong to a certain task. Task actions are the steps
involved in performing a task. The interface objects, on the contrary, are
metaphorical representations of task objects on the interface (e.g., labels, icons,
buttons). The interface or interaction objects have three roles, i.e. lexical, syntactic,
and semantic (Savidis, Akoumianakis, & Stephanidis, 2001, p. 434-435). The
lexical role of an interaction object is employed for appearance or presentation
needs. The syntactic role of an interaction object serves a specific purpose in the
design of dialogue sequencing. Finally, the semantic role of an interaction object
realizes a domain object. Interface actions allow the user to trigger certain actions
on the interface in achieving a task (e.g., mouse-click). The goal of the OAI model
of interface design is to explicitly determine the task objects and identify clearly the
user’s task actions, which are then translated into interface objects and actions with
appropriate visual representations.
The literature (e.g., Mandel, 1997, p. 47-78; Shneiderman, 1998, p. 74-75;
see also Hardman & Sharratt, 1990, p. 253) presents a list of underlying principles
of interface design that are applicable in most interactive computer systems, called
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the “eight golden rules of interface design.” They are quiet similar in concept to the
usability categories described above. First, an interface needs to be consistent in its
design of color, layout, etc. This feature also applies to the consistent sequence of
actions in similar situations and the identical terminology in prompts, menus, and
help screens. Second, frequent users should be given the opportunity to use
shortcuts. Third, any user action should be accompanied with some informative
feedback. Fourth, the design dialogues should be organized into groups with
beginning, middle and end, including an informative feedback at the completion of
a group of action. Fifth, the user should be given tools to prevent errors from
happening and to handle errors easily. Sixth, the user should be enabled to reverse
actions easily. Seventh, the user should be given the impression that s/he is in
control of the system and that the system responds to his/her actions. Finally, based
on Miller’s “7 +/- 2” notion of chunking information, the interface should be simple
in nature in order to reduce cognitive overload. The focus of the user interface is
“on increasing the productivity of users, by providing simplified data-entry
procedures, comprehensible displays, and rapid informative feedback that increase
feelings of competence, mastery, and control over the system” (Shneiderman, 1998,
p. 76).
Mayes (1992, p. 15-16), for instance, provides a set of guidelines that should
be observed in multimedia interface design for educational purposes. First, the form
of presentation should be determined by the learner’s model, i.e. the learner’s
understanding of his or her goals, how the goals can be achieved using a given
system so that it will not interfere with the mental task to be performed, and what
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the learner is actual required to perform. Second, multimedia is most profitably
utilized when two or more tasks that require the same kind of mental processing
(verbal or visio-spatial) are to be performed concurrently. Third, multimedia can
help reduce information overload in that they change the modality to capture the
learner’s attention. Mayes concludes with regards to the advantage of using
multimedia that
[fjirst, it can improve the quality, and granularity, of HCI dialogue
Second, the combination of media in displays, particularly of the high
resolution, colour, fullmotion video with speech variety carries with it a
vividness that cannot be questioned, (p. 17-18; italics in original)
According to Marra (1996, p. 117-134), the principles and design guidelines
of user interface design for educational software are grouped around the basic
aspects of assumptions, production, assimilation, intuitiveness, and functions or
tools. In designing user interfaces, audience analysis as well task analysis (i.e. main
task and subtask) represent the foundation of the development process. Similar to
instructional design, user requirements (e.g., prior knowledge, computer literacy,
attitude) are also considered. Based on the analysis phase, the interface should be
designed in a way that supports exploration and allows for efficient learning.
Efficient task accomplishment needs to be obvious during performance. The
description and labeling of tasks, buttons, and menu options needs to be familiar
and have meaning to the target audience. In order to correct misconceptions or
inappropriate knowledge from prior experience and learning, the interface needs to
provide appropriate error messages, correct low-level user errors as soon as they
occur, and be not intimidating. As alluded to earlier, an intuitive interface design
must adapt to the learner’s model. It balances the locus of control between the
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interface and the users. It must be logical and transparent as well as simple in its
design. Finally, with regards to the use of the computers as a tool, the interface
should support the computer program working for users and should grow with the
level of expertise of the user. Finally, status messages keep the user informed about
the performance of the computer program.
For instance, in designing instructional text, the key characteristic is
legibility, which is defined as the influence of the total format of the screen
(Grabinger, 1996, p. 138; see also Hartley, 1982; 1994, chap. 13; 1996; Schwier &c
Misanchuk, 1993, chap. 11; Unesco, 1990, chap. 2.2). When designing a user
interface, visibility and recognizability are qualities of the instructional text that
need to be enhanced. Visibility is concerned with how the printed characters of the
text can be detected and discriminated, whereas recognizability refers to the ability
of a display to convey the meaning of letters, words, and objects (Grabinger, 1996,
p. 140-141). The basic guidelines for interface design is the achievement of balance,
harmony, and simplicity in text design. This is achieved by the appropriate
arrangement and distribution of white (empty) space around the contents, the even
distribution of light and dark areas and objects on the screen, and the consistent
design of objects and typestyles (Grabinger, p. 141-145). Basic typographic
guidelines of screen design include the use of simple, familiar, and portable
typestyles, the use of typesizes that are appropriate for the target audience, the
appropriate combination of lower- and uppercase text, and the appropriate
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justification, line length, and leading of text (i.e. space between lines of text) (p.
144-146).
As Grabinger (1996, p. 150-155) further explains, in the macrolevel design
the designer is concerned with the spatial organization and distribution of objects
on the screen. By arranging separate areas for the content, the particular status and
orientation of information can be indicated. The controls should be kept in a
separate area. The individual areas are set apart by the use of general graphic
devices. In the microlevel design, the designer is concerned with the actual structure
and organization of the information. An individual idea of a content area should be
limited to one screen. Headings, paragraphs, and indentations should be used to
organize content information and to provide a hierarchical order. Related objects
should be grouped by graphic devices. Finally, directive cues help to emphasize
important terms or ideas.
These suggestions correspond with the structured writing method for text
design as part of Horn’s (1982; 1989, p. 74-76) information mapping approach (see
also his Information Mapping, Inc. Web site at http://www.infomap.com).
Information mapping is a general method that helps to analyze, organize and
present information in different kinds of documents. It combines different
conceptual tools and techniques of, for instance, instructional materials and
reference book design that are used to determine the content of a document and the
target audience as well as the individual parts and the relations of a particular
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document. These different information elements are then organized and prepared
according to their initial purpose (e.g., learning and reference).
The basic approach to user interface is the combination of the mental model
of the user with the designer’s model and the programmer’s model (e.g., IBM, 1992,
p. 13-15; Mandel, 1997, p. 25-32; Roberts, Berry, Isensee & Mullaly, 1998a, p. 24-
34). The product needs to be designed in such a way that it fits in with the way a
user views the computer system. The information is collected in a user model, i.e. a
representation of an individual user or a group of users, that consists of a user
profile, which provides a detailed description of the user’s characteristics, skills,
interests, etc. (Treu, 1994, p. 40-56). The designer’s model provides the architecture
of the system in the sense that it describes the objects the user works with, their
visual presentation to the user, and the interaction techniques that are used to
manipulate the user’s object. This model includes, among others, a task profile,
which describes the sequence or pattern of steps or subtasks needed to accomplish a
task (Treu, p. 71-72). The programmer’s model, finally, adds the objects and data of
the software product and describes the interface with the computer’s hardware
system. This model presents a computer model, i.e. a representation of a computer,
that is based on a computer profile, which contains a concise description of the
capabilities and limitations of the computer (Treu, p. 90-91).
4.4. 2.2 Object-oriented user interface design
In general, the literature (e.g., IBM, 1992, p. 16; Mandel, 1997, p.227;
Roberts, Berry, Isensse & Mullaly, 1998a, p. 34-36) uses the analogy of an iceberg
y
to describe the designer’s model of an user interface. 1 This analogy implies that the
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three dimen S1ons of a user interfaced. the visual representations, the interaction
techniques, and the objects and their properties (or object model)—are layered in
such a way that only the visual representation (the “look” of an interface) is visible,
which accounts only for about 10% of the interface, whereas the rest, i.e. the
interaction techniques (“the feel”), which makes up for about 30%, and the objects,
which account for 60%, are hidden behind the visual representations. This
structure helps a user to concentrate on doing his/her work with the interface, thus
reducing cognitive overload. An approach that allows to implement such an
structure, i.e. hiding the underlying system organization from the user, is the
development of object-oriented user interfaces (OOUI).
GUIs [graphical user interfaces] typically focus on the presentation and the
interaction aspects of the iceberg, while OOUI’s strength is that they follow
the object relationships layer of the iceberg. If this is done well, the upper
layers of the iceberg presentation and interaction—become more obvious
and should be easier to create. (Mandel, 1997, p. 227).
As indicated in the literature (e.g., Geoff, 1993, p. IBM, 1992, p. 4-8; Treu
1994, p. 177), the design of an OOUI permits to structure the interface into units
that have separate, external identities and which are each capable of performing
certain functions within its area. The relationships to other units are defined
3 Asa marginal note, the American writer Ernest Hemingway has used the
analogy of the iceberg for his style of writing short stories (e.g., Johnston, 1987, p.
49-60). “I always try to write on the principal of the iceberg. There is seven-eighths
of it underwater for every part that shows. Anything you know you can eliminate
and it only strengthens your iceberg. ... It is the part that doesn't show that is most
important” (Hemingway as cited in an interview from 1958 in Plimpton, 1990).
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through inheritance hierarchies. And, they are able to communicate with each other
through messages.
An object-oriented user interface shields users by allowing them to interact
with objects rather than with a distinct operating system and with separate
applications that are often incompatible with one another. A user can focus
more closely on the task at hand without having to be so conscious of the
tools involved. Object orientation reflects the way a person works in the real
world Furthermore, a fully object-oriented user interface provides a
seamless environment in which a user’s interaction with objects is the same
across tasks. (IBM, 1992, p. 10)
According to Collins (1995, p. 89-90) an OOUI is based on the fact that the
user perceives and acts upon objects. The interface objects must provide a visual
appearance and some behavior required for users’ tasks. The way objects are
structured in a class hierarchy will help a user to more easily predict the
organization of objects and their behavior. The interface objects are organized and
represented in such a way that they are more meaningful in the context for a user.
For instance, objects can contain other objects (e.g., filing cabinet contains drawers,
which contain folders, which contain documents), or objects can be constructed
from other objects (e.g., a window on the display is built from a title bar, a border,
scroll bars, etc.). “In both cases, the user sees the total behavior of the composed
object as arising from its parts, although the coupling of parts is looser in
containment than in construction” (p. 90).
Collins (1995, p. 128-129) suggests the following OOUI design process (for
a similar object-oriented life-cycle approach for developing GUI applications, see
also Geoff, 1993). The activities fall into three groups, i.e. developing the right
conceptual model, creating tangible objects and conduct an evaluation of the result.
As illustrated in Figure 15 on pa g e248, the activities are grouped around iterative,
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user-centered design cycle beginning with object-oriented analysis and a user and
task analysis. The results of this stage feed into the designer’s conceptual model.
Then, the information presentation as well as the interaction and control
mechanisms are designed. The resulting prototype is evaluated and improved. Once
the process has been completed, the final product is implemented.
Figure 15: Activities in the OOUI design process (redrawn from Collins, 1995, p.
129, 225, 274)
A recent methodology that applies the object-oriented paradigm to user
interface design is OVID—Object, View, and Interaction Design (Roberts, Berry,
Isensee & Mullaly, 1997; 1998a; 1998b), which is an extension of IBM’s (1992)
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earlier object-oriented user interface design guidelines. The advantage of this
appioach is that it breaks the development process into manageable steps and
provides a complete and thorough specification of the user interface that is well
suited for iterative design (Roberts, Berry, Isensee & Mullaly, 1998a, p. 4-5). The
key aspect of this methodology is the design of the object model which contains a
description of all concepts needed to create a complete user understanding of the
product, which are presented as views for sets of desired tasks (p. 13). This model
includes descriptions of the interface objects, their properties, and the inter-
relationships between them. The object model is captured in what the author’s call
the designer’s model.
The designer s model is presented to users in the form of one or more views,
each of which implements some subset of the tasks to be performed. Within
each view the supported tasks are mapped to user interactions using
available input/output mechanisms.... The result is a finely woven
specification for an overall user experience.... Objects, views, and
interactions are choreographed with each other to support the tasks users
need to perform, (p. 6)
According to this methodology, objects are defined as any entity in an
interface a user can manipulate to perform a task. Groups of similar types of objects
are organized in classes. Thus, each object that a user interacts with is an instance of
an object class (Roberts, Berry, Isensee & Mullaly, 1998a, p. 13-17). Views provide
information to the user about particular objects, which the user can manipulate to
accomplish a specific task. In general, views can be either categorized as
information object views or control mechanism views or classified as composed,
content, properties, and user assistance or help views (p. 18; see also Collins, 1995,
p. 219-221). Information object views allow a user to view and interact with these
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objects. Two major categories of these views are icons and content views. Content
views represent a view of objects in containers or collections (e.g., folders). In
addition, composed views combine multiple elements into a single overall
presentation (e.g., print preview). Property views display the properties of an object.
And, user assistant views provide help, tutorials, etc. to the user about using the
particular object. In addition, the visual representation of the different views has to
be designed. This includes operational aspects, such as visual cues to direct and
prompt a user s actions, and visual feedback to confirm and assure user’s action.
The aesthetic aspects of these representations include the use of color, typography,
line widths and styles, layout, etc. (p. 36). Finally, interactions describe the
techniques and mechanisms with which the user can manipulate interface objects
(Roberts, Berry, Isensee & Mullaly, p. 37).
The activities of the OVID development progress are organized similar to the
OOUI design model described above (Roberts, Berry, Isensee & Mullaly, 1998a, p.
47-48, 72). The process starts with a requirements analysis, using techniques such
as task analysis or use cases to understand the users of the interface and their work
which the interface needs to support. The data collected in this phase is the basis for
the modelling phase. Here, the designer’s models are developed, which identify the
objects, interactions, and relationships between the objects. These models can be
represented with class diagrams, sequence diagrams, state diagrams, etc. During the
design phase the different models are instantiated as user interface elements. This
phase progresses from abstract visual design to concrete visuals. Once a first set of
interface elements has been created, a prototype can be developed, which may range
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in fidelity. Finally, the prototype is evaluated, improved, and then implemented. The
authors conclude that the OVID methodology is independent of the style of the user
interface (i.e. platform style and object or task orientation). Finally, OVID is
customizable. It can be applied, for instance, for the design ofWeb sites and other
environments. Most importantly, the methodology does not have to be applied in its
entirety. How much of the methodology will be implemented in a project depends
on the size and the complexity of the software that is being designed (p. 128).
4.4. 2. 3 User interface design process
4.4. 2. 3.1 Identity design
As the first step in the user interface design process, Mok (1996, p. 42-45,
63-93) suggests to develop an identity design. Generally speaking, identity design
“is concerned with the a company’s actions and culture as well as its logo, graphic
design system, and graphics standards manuals” (p. 66). It creates a consistency in
tone. Although this concept applies primarily to the expression of a company’s
vision and intent or name branding, it may well be applied to an educational
institution or even a course Web site. For instance, the University of Massachusetts
Amherst recommends to apply a particular set of colors for its officialWeb pages; it
also provides clear instructions on how to use the official logo (see the Guidelines
for Official UMass Web sites at http://www.umass.edu/redesign/). In addition, it is
recommended to use a specific set of fonts on these pages, i.e. Frutiger and Sabon
(see the Visual Identity Style Guide for UMass at http://www.umass.edu/
publications/pub2.html). It is also conceivable that an instructor could develop a
particular visual identity for his or her on-line courses, for instance, to express his
or her preferences for a particular philosophy and theory of learning as well as a
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instructional theory through the user interface design of the Web-based learning
environment (about the choice of a philosophy and theory of learning as well as an
instructional theory as an activity in instructional design see Tennyson, 1997, p.
420; 1995a, p. 126; 1995b, p. 42; 1994; p. 51; Tennyson & Foshay, 2000, p. 129-
130).
4.4. 2. 3.2 Information design
In the next step follows information design (Knstof & Satran, 1995, part 1;
Mok, 1996, p. 46-47, 95-123). This activity helps to clarify the communication
goals of the interactive product as well as to determine the arrangement of the
content. According to Horn (1999), “information design is defined as the art and
science of preparing information so that it can be used by human beings with
efficiency and effectiveness” (p. 15). Its primary goal it to create content that is
comprehensible, to increase the effectiveness of carriers of information (see also
Kinross, 1992, p. 141-143). According to Tufte (1990, p. 33, 35 n. 24), the quality
of information design is based on methods that help to enhance the density (or
clarity), complexity (or simplicity), dimensionality, and beauty of data displays. At
the heart of information design is “to document and explain a process, to make
verbs visible ” (Tufte, 1997, p. 55; italics in original). Tufte (1990) concludes that
we envision information in order to reason about, communicate, document,
andpreserve .. knowledge—activities nearly always carried out on two-
dimensional paper and computer screen. Escaping this flatland and enriching
the density of data displays are the essential tasks of information design, (p.
33)
In interactive systems, information design helps to create interaction
mechanisms that are easy to use, and to provide a navigation system that helps users
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to orient themselves in the these systems. Information design corresponds with what
is called in the object-oriented paradigm information modeling, i.e. “the process of
analyzing users’ information needs and designing representations that will satisfy
them” (Collins, 1995, p. 340).
Information design is needed to integrate information models with an
appropriate navigation structure through information mapping. According to
Wurman (1989, p. 59-61; 2001, p. 40-42; see also discussion in Apple Computer,
1994, p. 129-130; Reeves, 1999, p. 47-48; Shedroff, 1999, p. 274-277; 2001, p. 42-
43), there is a finite number of ways to organize information, however, within each
category there are many additional variations to organize information. Information
can be either organized according to some kind of sequence based on hierarchy,
continuum or magnitude (e.g., numbers), time, or alphabet. It can also be organized
according to some inherently meaningful qualitative aspect of the information by
location or category. The absence of any organizational structure would be
considered randomness.
In developing an information design, it is important to arrive at a definition
of the product, the audience, and the environment in which the product is used.
Based on this data a content inventory list is developed, which is needed to organize
the content into a structure (e.g., flowchart). The result is called an information
architecture, a concept that was introduced by Wurman (1996, p. 18; 2001, p. 23)
in the mid-1970s, when he chaired the American Institute of Architects (AIA)
national convention with a theme called “The Architecture of Information.”
Wurman defines an information architect as a person who is involved “in the
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creating of systematic, structural, and orderly principles to make something work—
the thoughtful making of either artifact, or idea, or policy that informs because it is
clear” (p. 16).
The information architecture helps to integrate the content structure and the
navigation structure of a product in the user interface. The information architecture
of an interactive system is at the center of three intersecting circles, i.e. context,
content and application, and users (Rosenfeld as cited in Denn & Maglaughlin,
2000, p. 13). With regards to a Web site, the literature (e.g., Reiss, 2000, p. 2-3;
Rosenfeld & Morville, 1998, p. 11) states that the information architecture
identifies the purpose of a site. It determines the site’s content, its arrangement, and
functionality. Information architecture specifies the organization, navigation,
labeling, metaphors, and searching systems of a Web site in order to help a user
orient himself/herself in the site. It also indicates how the Web site will handle
change and growth over time. To summarize,
information architecture is based on comprehending information and the
relationships among its parts When structures are arranged to form a
cohesive system, information architecture results. (Mok, 1996, p. 99)
It is important that the information architecture reveals a system of
knowledge that is relevant to a user. This can be achieved by the purposeful and
meaningful arrangement of information. It helps to bridge “the gap between a user’s
cognitive model and an engineer’s database structure by creating an interface that
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deploys familiar organization models, corralling data into groupings and
perceptible hierarchies” (Mok, 1996, p. 104).
4.4. 2. 3.3 Interactivity design
Once the overall information structure has been established, interactivity (or
interaction) design can be conducted (Knstof & Satran, 1995, part 2; Mok, 1996,
p. 48-53, 125-147). Interactivity in a user interface is defined as “an ongoing
process of interaction” (Collins, 1995, p. 252). Interactivity design focuses on the
mechanics of interacting with a computer system. This design step helps to specify a
guidance system to orient users, to determine the navigation system and access
routes into the system. It specifies what is going to occur on each screen. And, it
designs the individual controls needed for interaction. Thus, interactivity design
provides solutions for the usability and functionality of a system. Interactivity
design
determines the quantitative and qualitative behavior that a product or
service has to accommodate Interactivity design is the process of
choosing the interactivity arts that best mediate between content and users.
(Mok, 1996, p. 48, 144).
4.4. 2. 3.4 Presentation design
Finally, presentation design completes the process of designing a user
interface. Presentation design refers to the display of information objects on the
interface, the frames (e.g., windows) in which they are displayed, and the control
mechanism views. It determines the style and layout of the elements of the screen
(Kristof & Satran, 1995, part 3). The authors argue that the basic factors, which
influence presentation design, are the resolution of the screen, the color and color
palettes, the compression of images and video, the conversion of images, video, and
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sound to digital formats. These factors have a great impact on how they behave on
a user’s computer (e.g., performance, memory requirements, disk space
requirements, portability). Thus, the designer needs to make decision about the
quality of images and sounds, the ability to run on most computers, and the degree
of performance. In their hierarchy of elements of interface style, Knstof & Satran
(p. 80-81) list three different areas that influence the presentation design, i.e. the
graphic style (i.e. typography, image style, rendering), the media style (i.e. video,
text, sound), and the authoring style (i.e. interaction, action, and effects). Finally,
the elements of a user interface consist of background, windows and panels, buttons
and controls, images, text, video, sound, and animation (p. 94-95).
Once these different aspects of the presentation have been identified and
determined, all the elements are put together in the integration process. As
described by Collins (1995, p. 225-246), first the content views of the objects are
designed. This includes the typography of text, the presentation of graphics and
images as well as the choice of color. Finally, decisions have to be made about the
composition or layout of the elements, which needs to consider the limited real
estate of the computer screen. Parallel to this step, the icons of the interface are
designed. This includes the choice of the appropriate metaphor that is congruent
with the user’s conceptual model. It is recommended to keep text labels and graphic
images for icons in separate resources; this also helps to better localize a user
interface for different cultural settings. In addition, non-visual information objects
need also to be considered, e.g., audio. Once content views and icons have been
identified, a composition of the views is developed. This consist of developing an
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appropriate organization or arrangement of content views and icons as well as the
appropriate sequencing when being manipulated by a user (e.g., the different states
of button during a mouse event).
4.4.3 HCI design approaches
In a shoit column in a special issue on learner-centered design of the
Communications of the ACM, Soloway & Pryor (1996) provide a brief overview of
the user interface design history. They state that up to the early 1980s, the interface
development fiamework was technology-centered. Then, a new approach was
introduced, called user-centered interface design (UCID), most prominently
propagated in the seminal publication “User centered system design” by Norman &c
Draper (1986). In general, the user-centered approach requires that the needs and
capabilities of the users should be the central focus of the software design process
geared towards improving the ease of use. Finally, in the 1990s, the learner-centered
design approach (LCD) has been introduced by Soloway (e.g., Soloway, Hays &
Guzdial, 1994). As Soloway & Pryor (1996) explain, users should not only be
provided with interfaces that help them accomplishing their tasks, but also learn
something while they are doing their tasks.
Reeves (1999, p. 3) presents a similar discussion of the development of the
user interface in interactive systems. He states that the neural (or cognitive) load of
using a system was primarily placed on the user in tool- or technology-centered
design. User-centered design helped to begin shifting this burden away from the user
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toward the designed system. Learner-centered design, finally, completed this shift by
distributing this load even further to the designed product.
A similar account about the progressive development in software design
approaches is provided by Henry (1998, p. 24-26). According to his observation,
the closely related software technical writing approach was first software centered
as it only documented the software. Then followed the writer-centered approach,
which focused on well written documentation. This approach was replaced by a
document-centered approach with the goal of writing usable manuals. Finally, the
current approach of user-centered information design has been reached. This
usability-driven approach “integrates all the information elements that users
require” (p. 26).
In the following section, we introduce these and other approaches to HCI. In
particular, we discuss UCD (or UCID) and LCD as well as Beyer & Holtzblatt’s
(1998) contextual design, Henry’s (1998) user-centered information design,
Constantine & Lockwood’s (1999) usage-centered design, and Cooper’s (1999)
goal-directed design, among others.
4.4,3. 1 User-centered design
As Daly-Jones, Bevan & Thomas (1999) write, the dominant framework of
interface development is user-centered design, i.e. the production of useful and
usable interfaces. The authors argue that the goal of user-centered design is to
develop an interface that improves the interaction between the user of the product,
who tries to achieve some goal and the product or software application itself.
The important features of this interaction are effectiveness—how well the
user accomplishes the goals they set out to achieve using the system;
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efficiency—the resources consumed in order to achieve their goals- and
satisfaction—how the user feels about their use of the system. Developing
software with the quality of this interaction in mind is the primary goal of
user-centred design, (sec. 1.2)
h
The main principles of user-centered design are the appropriate allocation of
functions between user and system, the iteration of design solutions, the active
involvement of users, and the employment of multi-disciplinary design teams.
(Daly-Jones, Bevan & Thomas, 1999, sec. 1.3).
As mentioned earlier, user-centered system design was introduced in the mid-
1980s. According to the key developers of this approach, Draper & Norman
(1986), the main purpose of this approach is
to ask what the goals and needs of users are, what tools they need, what kind
of tasks they wish to perform, and what methods they would prefer to use.
We would like to start with the users, and to work from there, (p. 2)
As indicated by the different authors above, the primary focus of this design
process is the task a user needs to accomplish with the help of an interactive system
(for a practical introduction to this topic see Lewis & Rieman, 1994). According to
Daly-Jones, Bevan & Thomas (1999), the design process needs to include the
following four activities in order to ensure a user-centered design. First, the context
of use needs to be identified. Second, the user and organizational requirements have
to be specified. Third, design and prototype are produced as possible solutions.
Finally, a user-based assessment needs to be conducted.
McKnight, Dillon & Richardson (1996) demonstrate that UCD “as the
prevalent technological design philosophy” (p. 630) has also implications for the
design of hypermedia for education. The authors recognize that the user and his/her
tasks that need to be achieved are at the center of this approach. This is achieved by
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providing an appropriate information space for learners that is embedded in a
specific context, i.e. a “scenario in which certain users interact with particular
information to perform specific tasks” (p. 630). The authors favor “an evolutionary
approach to system development
.. by utilizing user-centered, task-based design
grounded in an empirical methodology” (p. 632).
Because of the radical technological progress of computer-based systems
from basic calculation-intensive tools for specialists to an information appliance for
communication, collaboration, and social interaction among any group of people
and the increased range of devices available to facilitate these tasks, it is argued in
the field of HCI to create user interfaces for all—also called universal design
(Stephanidis, 2001a, p. 7). This approach for developing computational
environments addresses the broadest possible range of human abilities, skills,
requirements, and preferences in order to alleviate the obstacles pertaining to
universal access in the information society. This new perspective expands on the
notion of user-centered design (UCD) as a collection of guidelines for maintaining a
multidisciplinary and user-involving perspective into systems development. It is
argued that UCD does not sufficiently provide the necessary input for a designer to
anticipate and incorporate individual differences of user requirements of radically
different user groups (p. 14).
Individual differences of users can be categorized according to physiological,
psychological, and sociocultural characteristics. The first is foremost concerned
with biological aspects of user, including gender, physical size, cerebral
hemisphericity, vision, hearing, and mobility or dexterity. Psychological differences
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address issues of intelligence (i.e. capacity and speed of cognitive processing),
cognitive style (i.e. form or style of internal cognitive processing), and personality
(i.e. range of characteristics of external observable behavior). Finally, sociocultural
differences refer to individual differences within a larger sociocultural environment,
including language, culture, and environment. These differences are either fixed
(e.g., gender), stable (e.g., language), or can be changed (e.g., personal knowledge).
In order to accommodate these differences, design for all or universal design
addresses three key elements, i.e. accessibility, usability, and acceptability, in order
to maximize pai ticipation of the intended, user groups within the resources
available for the development of the system ” (Benyon, Crerar, & Wilkinson, 2001,
p. 43; italics in original). Universal design provides end-users with appropriately
individualized interaction facilities by encapsulating automatically adapted
behaviors is achieved by using a unified user interface design method. According to
Stephanidis (2001b) “a unified user interface is defined as an interactive system that
comprises a single (i.e., unified) interface specification, targeted to potentially all
user categories and contexts of use” (p. 376-377).
Recently, Norman (1998, chap. 9) introduced an approach called human-
centered development, which uses UCD principles and incorporates them into a
process model for multidisciplinary teams (see also Cooley, 1999). Human-centered
development views product development as a process that also focuses on the user
and their needs.
The goal is a technology that serves the user, where the technology fits the
task and the complexity is that of the task, not the tool. At its core, human-
centered product development requires developers who understand people
and the tasks they with to achieve (Norman, 1998, p. 185)
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The process development model is based on the assumption that
interdisciplinary teams with representatives from, for instance, marketing,
technology, and user experience work together in determining what kind of product
could be developed to help users achieve a certain task. This model uses an iterative
approach of evaluation and redesign by observing users in the context of them using
a product and employing mock-up prototypes before the actually building the
technology. The goal is to create a product that enhances the user experience. This
approach requires user-experience architects who combine a set of skills from
diverse areas such as conducting field studies and focus groups, behavioral
designers, model builders and rapid prototypes, user testers, graphical and
industrial designers, and technical writers. Most importantly, human-centered
development favors an approach called contextual design, which was introduced by
the Massachusetts-based company InContext Enterprises, Inc. (see their Web site at
http://www.incent.com) for the creation of so-called customer-centered systems
(e.g., Beyer & Holtzblatt, 1998)—as discussed in the next section.
4.4. 3.2 Contextual design
Contextual design was developed by Holtzblatt in 1986 as a method of
inquiry for customer-centered design (Holtzblatt &c Beyer, 1993, p. 93, n. 1;
Whiteside, Bennett & Holtzblatt, 1998, p. 806-808). Contextual design combines
various customer-centered techniques (e.g., UCD) into a single integrated design
process (Beyer & Holtzblatt, 1998, p. 3). It incorporates ideas from participatory
design of computer systems, which emphasizes the importance of allowing for the
full participation of the user in the design process (e.g., situated design as described
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m Greenbaum & Kyng, 1991). Customer-centered design makes “the customer, and
the understanding of the customer, the center of design activities” (Holtzblatt &
Beyer, p. 93). Contextual design provides methods and techniques for the front-end
of design of computer systems (p. 21). Contextual design supports designers in
finding out how people work, which corresponds with the notion of studying
workplaces as cultures by capturing and understanding the shared values and
beliefs, the constituting collective understandings which exist in a workplace setting
and which have a great impact on the design of artifacts that are used to accomplish
some work task (e.g„ Bodker & Pedersen, 1991). The importance of situated design
or contextual design has also been addressed by Tessmer (e.g., Tessmer, 1990;
Tessmer & Harris, 1992) in instructional design, who suggests to conduct an
environmental “analysis of the context of instructional systems, of the physical and
pyschosocial factors that affect learning (Tessmer & Harris, p.15; italics in
original).
In summary, users interact with their computer systems in their every-day
work and home contexts. The nature of users’ work, the culture of their
workplace, the people users must work with, the time they have to learn and
accomplish a task, their motivation to learn, and the other products that a
system must work with all affect users’ experiences of that products’
usability. (Whiteside, Bennett & Holtzblatt, 1988, p. 807)
Contextual design is build around the following elements (for a summary
overview see Beyer & Holtzblatt, 1998, p. 22-25). The goal is to collect data from
different customers in their workplace and to combine their views and
interpretations into a single consolidated work. First, a context inquiry is conducted
by observing and interviewing the customers at their workplace (p. 29-66). This
inquiry is based on the master/apprenticeship model, according to which the design
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teams takes the role of the apprentice who wants to learn from the customer, i.e. the
master (see also Beyer & Holtzblatt, 1995). Then, a work model is created and
interpreted in groups, which shows a concrete representation of a user’s work
environment, including roles, flow of communication and information, work tasks,
steps, motivation, and strategy of the work (Beyer & Holtzblatt, 1998, p. 89-120).
Work models may include flow models indicating the flow of communication and
information; sequence models representing the sequence in time of actions for
specific important activities (e.g., work tasks and steps); artifact models showing
the tangible things people create or use for their work; cultural models capturing
covert elements that influence the workplace, e.g., standards and policies, power
relationships, values, sense of identity, emotions, as well as style, value and
preferences; and physical models representing the physical environment or
characteristics of the workplace. Using affinity diagrams in the third step, the
individual notes captured during the interpretation session are organized in a
hierarchy to reveal common issues and themes (p. 154-163). Then, a consolidated
work diagram of each of the work models is produced to show the underlying
patterns and structure of the work from a particular perspective (p. 139-198).
Fourth, work redesign looks at possible solutions of how to improve the customer’s
work practice and what technology might be used to achieve this improvement (p.
215-227). This step is based on the consolidated data to express a vision, which is
captured in storyboards (p. 287-289) and further refined using the consolidated
diagrams of the previous step (p. 230-271). Fifth, the actual system design is
presented in a user environment design, which shows the key distinctions for
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supporting work practice with a software system (p. 306-345). Finally, in order to
test the appropriateness of the suggested system an iterative, incremental approach
is implemented by using rough paper mock-ups in order to start the process of co-
designing the system with users (p. 367-411).
4
-4.3. 3 Learner-centered design
In order to better ensure that instructional products meet the perceived needs
of instructors and other potential users, Burkman (1987, p. 439-441, 451) suggests
to apply a user-oriented instructional development process (UOID). The model
incorporates development approaches from businesses in introducing new products
to an instructional design setting. The author identifies five steps for this model that
allows for iterative cycles of innovation and decisions. First, the potential target
audience is identified. Second, the potential perception of the target audience is
measured in order to determine how they think instruction should be delivered and
what the important characteristics of the instruction are. Third, a user-friendly
product is designed and developed. During this process, the previously identified
attributes of the potential users are incorporated and criteria are developed to be
used during formative and summative evaluation. In the fourth step, the potential
user is informed about the existence of the product, stressing the user-valued
attributes. Finally, the instructional product is delivered and implemented.
Recently, authors have introduced a new interface design approach that
augments UID as well as UOID, i.e. learner-centered design (LCD): “[W]e must
move away from ‘user-centered’ design to ‘learner-centered’ design” (Soloway, Hays
& Guzdial, 1994, p. 38). The basic assumption of LCD is that interfaces need to
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support users to learn while doing a task (Soloway & Pryor, 1996, p. 17). As the
authors state, interfaces must be able to adapt to learners’ change and their
diversity, and need to provide motivational elements that help the learners focus
and engage. As Reeves (1999, p. 2-3) explains that LCD introduces the aspect of
understandability to the design of interfaces or any product in addition to the
common aspects fo learnability and usability. He states that understandibility
includes an extension of what it means for a system to be usable, an extension that
includes the thoughtful design of content .. being displayed or communicated by the
designed artifact (p. 2). Thus, according to Reeves, LCD is concerned with the
design of rebalanced what he calls interactive-information-fields, which represent
the focus of the user-computer or user-product interaction. He writes:
LCD takes as its unique responsibility and goal a more equal distribution fo
the neural load for using and understanding any justifiably complex product
or space [
I ] n LCD we complete the shift—the distribution—of the neural
load of usability and understanding away from the user and toward the
designed product, (p. 3)
Reeves (1999) views LCD as a supplement to existing design practices that
have been established to reduce complexity. In this context, he discusses names and
approaches such as Norman & Draper’s user-centered design, Norman’s principles
of good design, Wurman’s notion of the information architect, Tufte’s principles of
information design, Cooper’s goal-centered design, among others. Reeves concludes
that
the easiest way to discover high-leverage design principles that can fight ..
complexity is to view the user as a learner, a cognitively based interactive
problem solver with a need to understand; hence the labeling of this design
scheme, as learner-centered design, (p. 3, 163; italics in original)
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According to Nicol (1990), the process of designing user interfaces for
interactive learning environments is generally centered around four aspects, i.e.
providing cues and overviews that help to navigate in an unfamiliar territory as well
as to represent changes in state with movement and animation, and designing
interfaces as coaches with interactive features that utilize the learner's intelligence.
LCD extends this notion by stating that interfaces can embody learning support by
using scaffolding, i.e. the provision of support to learners during an activity that is
usually out of their reach (Soloway et al., 1996, p. 189; Soloway, Hays & Guzdial,
1994, p. 41)—on the important role of scaffolding in addition to modeling and
coaching to support learning in a constructivist learning environment see Jonassen
(1999, p. 234-236). The authors have developed a model called TILT, which stands
for Tools-Interfaces-Learner’s Needs-Tasks. The learner is at the center of some
activity involving an interactive computer system that is based on interfaces, tasks,
and tools. The goal of the TILT model is “to guide the design of learner-centered
software: the objective of the model is to highlight how software might address the
special needs of the learner” (Soloway, Hays & Guzdial, 1994, p. 41). In order to
provide scaffolding strategies, coaching may be used to support a learner in
achieving some task. The tools need to be adaptable to support the learner’s growth
in expertise. And, with regards to the interface, it must scaffold the use of different
media and modes of expression.
As mentioned earlier, LCD focuses on the needs of the learner. This is
achieved by designing software that specifically addresses learning goals, motivates
the learner during the learning process, tries to incorporate diverse sets of interests,
267
Skills and abilities, and to adapt to the growth of the learner during the learning
process (Soloway, Hays & Guzdial, 1994, p. 40-41). The LCD framework is based
on the constructivist theory of learning (p. 41-43; Soloway et ah, 1996, p. 190).
According to the authors’ understanding, learning is an active, social process of
meaning construction. Learning is achieved by interacting with others, constructing
artifacts, and reflecting on those interactions and artifacts. Thus, the authors argue
that it is important that the computer software needs to support learners in the
construction of these artifacts and the exchange of ideas, opinions, etc. with others
about these artifacts (for examples of LCD in practice see for instance Norman &
Spohrer, 1996): “Build learner-centered software! Build scaffolding! Easy to say,
hard to do!” (Soloway, Hays & Guzdial, 1994, p. 47).
T4 .3.4 User-centered information design
Another approach that augments UCD is user-centered information design
(UCID) (Henry, 1998). Henry describes this method as follows:
UCID looks at the role of information from the context of product usability
.... Therefore, it covers all four of the information components that impact
software usability: labels, messages, online support information, and printed
support information, (p. 26)
Henry (1998, p. 28-31) introduces five basic principles that constitute UCID.
First, the design process always needs to follow the overall software usability goals,
thus allowing for effective use to accomplish users’ tasks. Second, all information
components need to be written using technical writing skills. Third, once the four
groups of information elements have been completed, they need to be packaged or
integrated into what is called an information architecture. This ensures that the
information elements work together with the rest of the software usability
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components. Fourth, in order to test the integrity of the information elements, a
two-level evaluation should be conducted. The first level, called integration
evaluation, involves the testing of all software usability components. The second
level, called critical design goal evaluation, determines to what extent the critical
design goals have been achieved for each information element by testing, reviewing,
and editing each information element. Finally, the UCID process is integrated into
the entire user-centered design process as described earlier in this section.
Henry (1998, p. 36-37) proposes the following key concepts of the user-
centered design process that help to develop a system that closely matches users’
needs, expectations, and characteristics. First, the process focuses early on users and
tasks. Second, the user interface is designed first, separate from, and preceding,
internal design. Third, users should be involved in the design process as much as
possible. Finally, iterative prototyping and evaluation should be applied in order to
develop the product in increments using a prototyping-test-prototyping cycle.
The basic constituting element in HCI is the user who needs to perform a
task in order to achieve a goal. Computer software is designed to support the user
in accomplishing the task. The basic characteristic of a software product that needs
to be available to the user is its usability. A system that is highly usable allows for
the easy, quick, and pleasant performance of end-use and support tasks (Henry,
1998, p. 8). As Henry explains further in what constitutes the “software usability
bridge” (p. 9), is the fact that the usability of a computer system depends on the
type of tasks that need to be performed, the environment or context in which the
system is used, and the actual computer environment. In addition, the system
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consists of interaction techniques. These include user objects, i.e. the visible
elements on the user interface, and user actions, i.e. interactions with user objects
(p. 9-12). Finally, the system has to provide the necessary information elements or
components needed by the user to perform his or her tasks. Henry defines an
information element as “a unique ‘package’ of information specifically designed for
the targeted users, medium, and purpose” (p. 16). According to Henry (p. 12, 18-
20), there two groups of information elements. On the other hand, a system needs
to provide the interaction information necessary to complete the user-software
interaction. These include labels and messages. The first are needed to identify user
objects, such as menu items; the latter, e.g., error messages, are required to provide
feedback to users about a user action or a change in system status. On the other
hand, support information is needed to clarify the software usability components,
i.e user objects, user actions, and interaction information. Support information
consists of online support, e.g., help menu, and printed manuals, e.g., guides,
references.
The UCID approach integrates all these elements into a single framework,
process model for technical writers and their collaboration with other specialist in
developing software products, e.g., usability engineers, software engineers, graphic
designers, and others. The common UCID process (Henry, 1998, p. 38-41) begins
with an analysis phase during which the users and their tasks are analyzed, the
software usability goals are determined, and a plan for evaluating the software
usability is established. In the second phase—design/prototyping—an interface is
developed based on the input from the first phase. The “look and feel” of the
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software product is developed in iterations of different prototypes and test cycles.
During implementation, the third phase, the result of the prototype-test-prototype
iteration is an approved model that is translated into a full working user interface
through actual programming. The final stage, evaluation, consists of usability
inspections and usability testing.
4,4. 3. 5 Usage-centered design
Constantine & Lockwood (1999) introduce a design approach, which
expands the notion of UCD as described above and focuses more on the actual
usage of a computer system, i.e. the tasks a user needs to perform with a computer.
The authors call their approach usage-centered design and describe it as “a
streamlined but systematic approach for devising software closely fitted to the
genuine needs of users—software that is not only more useful and easier to use but
also simpler and easier to construct” (p. xiii). The authors (p. 22-23) argue that
although the UCD puts the user at the center of the development process, it does
not necessarily lead to the creation of better systems. Instead, the “usage-centered
approach focuses on the work that users are trying to accomplish and on what the
software will need to supply via the user interface to help them accomplish it” (p.
23). This approach helps to quickly understand users’ needs in relation to a
computer system, the goals they want to achieve by performing tasks with a
computer, and creating the support users need from a system to perform their tasks.
The usage-centered design approach does not depend on any specific programming
language or computer platform. It can be applied within almost any software
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development life cycle model, including object-oriented approaches or in
combination with the Unified Modeling Language (UML).
The usage-centered design approach focuses on the usability of a computer
system (Constantine & Lockwood, 1999, p. 7-8). Typically, the different aspects a
computer system and its user interface should support the five major facets of
usability, i.e. learnability, rememberability, efficiency in use, reliability in use, and
user satisfaction. In order to improve the usability of a computer system, the
authors suggest five key elements that constitute the usage-centered approach, i.e.
pragmatic design guidelines, model-driven design process, organized development
activities, iterative improvement, and measures of quality (p. 23-25).
The design guidelines include usability rules and user interface design
principles based on which a designer can make decisions to develop highly usable
systems. The usability rules (Constantine & Lockwood, 1999, p. 45-51) help to
address issues in the design of a computer system such as access for users with no
prior experience with the system, efficacy in usage, progression of user knowledge
and skills, user support, and usage context with real conditions and actual
environment. The user interface design principles (p. 51-63) are based on the
usability rules and help to create an effective user interface. These principles cover
issues such as structuring the interface purposefully, in meaningful and useful ways,
allowing the performance of simple, common tasks, making all necessary
information visible without distracting it with unnecessary information, providing a
feedback mechanism to inform users about actions, changes of state, or errors,
tolerating varied inputs and sequences that are interpreted as reasonable actions,
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and supporting the reuse of internal and external components and behaviors while
supporting consistency.
Usage-centered design evolved into a model-driven process that helps to
better capture who is performing (i.e. role model) what on a system (i.e. task model)
and how the user interface supports these activities (i.e. interface content model).
Thus, first a designer would develop a user role model (Constantine & Lockwood,
1999, p. 69-85) to identify the needs, interests, expectations, behaviors, and
responsibilities a group of intended users has with regards to a computer system.
This exercise results in a list of focal roles, which are the common or typical roles
that are found in relation with the computer system and are most vital in designing
the user interface. The resulting document is a user role map, which captures the
different roles and their relationships with the system by affinity, classification, or
composition. In a subsequent step a structure role model is created to collect and
organize the information about users in roles and the system’s operational context
in order to prepare for the development of a task model in the next stage. The
information about the users is collected in profiles, which include incumbents (e.g.,
domain knowledge, system knowledge, etc.), proficiency (i.e. level of skills), role
interaction (e.g., frequency, regularity, complexity, etc.), information (e.g., input
origin, information volume, information complexity, etc.), usability criteria (in
addition to the core usability criteria), and functional support (i.e. system support
for particular functions, features, or facilities). The resulting user role model(s) form
the basis for task modeling, i.e. a representation of user needs or the architecture of
use (p. 97-119). Task modeling helps to determine the jobs or goals a user needs to
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accomplish and the subsequent tasks that need to be performed in order to achieve
a goal. This can be accomplished, for instance, by functional decomposition and the
creation of hierarchical task models. The authors argue that these models do in fact
create elegant models of a task, but lack the context in which the tasks are
performed. Therefore, they suggest to use scenarios to create narrative descriptions
of activities that are performed, or use cases to provide a narrative description of
the interactions that take place between the user or user role and the system. The
result of this design stage is a use case map that represents the total functionality of
a system into a collection of interrelated essential use cases. As in the case of use
role models, the authors suggest to determine focal use cases around which the user
interface or some portion of it will be organized. Finally, a model of the interface
architecture is created that provides all the necessary elements of the “workplace”
for users to accomplish their tasks using an interactive computer system (p. 125-
141). The goal is to develop an interface content model that provides abstract
representations of the contents in the various interaction spaces for a system and
their interconnections, i.e. interaction contexts on the interface, which contain a
collection of tools and materials that help the user to carry out a particular task.
Part of the interface content model is a context navigation map, which corresponds
to the use role map and the use case map mentioned above. The navigation map
provides a representation of the overall architecture of the user interface by
organizing the relationships among interaction contexts accordingly. This map can
show the transitions associated with enacting a use case (i.e. behavioral view), a
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collection of all interaction contexts with all possible transition paths (i.e.
architectural view), or the transition path of a single use case (i.e. sequential view).
The different completed models form the basis of the actual development of
the visual design, i.e. creation of an implementation model (Constantine &c
Lockwood, 1999, p. 149-184). The implementation model identifies the
communication channels of a user interface, i.e. the use of words, color, signs and
symbols, and sound, and how these elements are organized on the screen real estate,
i.e. distribution and visual organization of information in correspondence with the
user’s workflow. User interface components include icons, toolbar organization,
menus, support of keyboard access, context menus, etc. (p. 165-184). The goal
should be the design of instructive user interfaces, i.e.
user interfaces that, through clever construction and design, are inherently
self-teaching. Instructive interfaces rely on intrinsic characteristics rather
than external help or prompting to the user how to see them. (p. 194)
Constantine & Lockwood (1999, p. 268-293) argue that instructive user
interfaces are the foundation for the support of progressive usage. Typically, usage
patterns are referred to as novice usage, intermediate usage, and expert usage. The
corresponding features a user interface should contain to support the progression
from one usage level to the other include acquisition facilities, transition facilities,
and production facilities. The goal is to help users grow or develop their skills and
knowledge in the use of a computer system—a notion that is similar to the role of
scaffolding in LCD as discussed above.
Once the implementation model has been completed, the operational or
implementation model can be developed (Constantine & Lockwood, 1999, p. 211-
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225). The authors suggest to use an iterative user interface design model based on
rapid prototyping, which supports the improvement of parts of a system in
successive increments with continuous (usability) testing. Prototypes can follow
different orientations or formats, i.e. action, fidelity, and orientation. In creating the
implementation model, the primary and secondary interaction contexts need to be
accounted for, including screens, windows, child windows, dialogue boxes, tab
pages, panels, palettes, etc. The designer would, then, have to decide how to realize
the focal interaction context, i.e. the primary point of interaction between the user
and the system. Next, the interaction context are filled with the interface contents
or visual components, which is conducted in parallel with the appropriate layout or
interface composition. Finally, the implementation model also includes provisions
for appropriate user support based on use cases for help (p. 231-264). This includes
decisions how help messages are displayed, how help can be accessed, and how help
messages are written effectively.
Contantine & Lockwood (1999, p. 317-329) show that the usage-centered
design approach can be well applied to the development of Web sites. They state
that “aside from providing useful and desired content and services, long-term
appeal of a Web site depends on the a design that is well-behaved, well organized,
and interesting—a trio of factors closely related to Web-site usability and to usage-
centered design” (p. 321). In conceiving the design of a Web site the authors
propose to use a concept called purpose profile. This profile helps to make decisions
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about the relative tmportance of content, usability, and aesthetic appeal with
regards to the purpose of a Web site.
4A3.6 Goal-direrted design
Finally, A. Cooper (1999) has developed a new approach to interaction
design called goal-directed design (see also discussion in Reeves, 1999, p . 155-156).
As indicated earlier, interaction design refers to the selection and presentation of
behavior, function, and information in a computer system for users (p. 22-24). The
author states that the designer of an interactive computer system would first look at
how the different elements of the software act and communicate (i.e. behavioral
design). Then, these elements would be structured and grouped according to their
intrinsic value for the user (i.e. conceptual design). Finally, during interface design
these different elements would be presented visually in a particular fashion (i.e.
interface design).
A. Cooper (1999, p. 16-17, 88, 120) stresses the importance to design an
interactive product before it is build, that means to develop the “look and feel”
the outside—of a software product that is designed for users, who are considered
the primary focus in this process, before the actual code—the inside—is written by
programmers to implement the particular functions of the system. The suggested
methodology for interaction design consists of three key elements, i.e. persona,
goals, and tasks (chap. 9-11).
The basic assumption of this model is the development of a precise
description of the user and the tasks that s/he wants to accomplish. But, instead of
looking at a particular group of users, A. Cooper suggests to think of hypothetical
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archetypes of actual users to whom he refers to as personas. As the goal is to
develop a system “that will bend and stretch and adapt to the user’s needs” (p. 127),
personas allow a designer to create specific, hypothetical, yet precise user
archetypes for each project in order to better understand the user’s goal and to
better communicate design decisions. The cast of characters for a particular system
may consist of three to twelve unique personas. The cast includes at least one
primary persona as the main focus of the design, who requires a separate and
unique interface.
Once the personas of a system have been identified—typically listed on a
one-page document alongside with their names, pictures, job descriptions, goals,
and a telltale quote (A. Cooper, 1999, p. 138)—the goals are defined, which are
considered an end condition as compared to (transient or intermediate) tasks—the
next step in this development model—needed to achieve a goal. A. Cooper
distinguishes between a set of different goals (p. 156-159), including personal goals,
corporate goals, practical goals, and false goals. The author states that “the essence
of good interaction design is letting users achieve their practical goals while not
violating their personal goals” (p. 154; same quote also on p. 150).
Finally, tasks need to be incorporated into the design model, which is
achieved by implementing a scenario, “a concise description of a persona using a
software-based product to achieve a goal” (A. Cooper, 1999, p. 179). It is
important to describe scenarios from start to finish than to cover each step with all
its details. A. Cooper suggests to use either daily use scenarios (i.e. primary actions
that are performed on a regular basis) or necessary use scenarios (i.e. all the actions
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that must be performed, but not a regular basis). He argues that so-called edge case
scenarios should be avoided. It is sufficient enough to design those case scenarios
that are either performed frequently or that are crucial, but not performed
frequently.
4.4.4 Elements of Web design
Bolter & Grusin (1999) argue that theWeb represents a medium that is
characterized by remediation, i.e. “the representation of one medium in another”
(p. 45). In its relatively short history, the Web has already undergone several stages
during which it refashioned some earlier types of media (e.g., Bolter &c Grusin,
1999, p. 197-200; Cannon, 2000; Jansen & Schafe, 1999, p. 68; Siegel, 1997, p.
12-15). A good example of this notion are Garcia’s (1997) guidelines of how to
repurpose print media for the Web. In its beginning, the Web remediated only
textual communication. These static HTML pages of the first generation were
primarily designed to present academic papers and numerical data in a single-tier
architecture. Because of its growing popularity, the Web would later remediate the
magazine, the newspaper, and graphic advertising. Second-generation Web sites
made increasingly use of visual elements, but were still menu-, icon-, and
technology-driven. Allowing for an overall experience of aWeb user, visual design
made the difference of the third-generationWeb sites. TheseWeb sites overstressed
the use of graphic elements for mere decorative purposes, delivering animation and
allowing fuller interactivity. These Web sites refashioned not only the old
remediations like print, but now also CD-ROM or DVD multimedia, radio, film,
and television. Finally, fourth-generation Web sites are characterized by dynamic
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content driven by databases, concentrating again more on information then visual
packaging. With the introduction of the ability to personalize and customize Web
pages, technology came again to the foreground by giving the user more control
over their Web use. These database-driven Web sites were first implemented with a
two-tier architecture, including a combined layer for presentation and logic and a
separate layer for the database. Today, a three-tier architecture is becoming the
dominant approach, with separate layers for presentation, logic, and data. To
conclude with Bolter & Grusin (1999), the Web clearly tries to remediate all earlier
media, leading to a dominance of hypermediacy on the Web, presenting
a heterogeneous space in which representation is conceived
.... as
‘windowed’ itself—with windows that open to other representations or other
media. The logic of hypermediacy multiplies the signs of mediation and in
this way tries to reproduce the rich sensorium of human experience, (p. 34)
Thus, the Web does not present absolute transparent immediacy anymore.
Because of the missing contact point between the medium and what it represents,
which would be needed to create immediacy, the computer interface does not any
longer fade into the background to make room for the analogy on which the
interface is based.
In applying the OAI model, as described above, to Web sites development,
Shneiderman (1998, p. 567) suggests that the objects and actions that a Web site
needs to support, have to be decomposed hierarchically in both the task and the
interface domain. The task domain includes a set of structured information objects
and the appropriate information actions. The interface domain consists of the
metaphors for the information objects as well as the handlers or visible design
elements for actions. Thus, this approach to Web design or user interface in general
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Will help to accommodate the key dimensions of a user interface, i.e. the
information content, the form or structure of the content, its behavior, and its
appearance (Treu, 1994, p. 200). Shneiderman (1998) concludes that
the OAI model is still in need of refinement plus validation, but it may
already be a useful guide for website designers and evaluators. It offers a way
to decompose the many concerns that arise and provides a framework for
structured design processes and eventually software tools. It is not a
predictive model, but a guide to designers about how to break a large
problem into smaller ones and an aid in recognizing appropriate features to
include in a website, (p. 561)
Thus, in developing aWeb site, the principles and categories outlined earlier
apply in the same way. However, there are particular characteristics that need to be
addressed in a Web site. As Nielsen (1999, p. 67) explains the most common
elements that need to be considered from a usability perspective are download
speed, search mechanisms, structure and navigation support, limited scrolling, and
relevant content. To address these issues, Nielsen (2000, p. 380-383) suggests to
develop Web sites that are simple in nature. Accordingly, Web design should be
based on the following basic criteria. The content should be of high quality and
relevant to the users. It should be frequently updated in order to maintain the
attention and interest of the users. Web sites need to download fast and should be
easy to use. As indicated by the notion of remediation,Web sites should be unique
to the on-line medium and support an organizations net-centric culture in order to
provide an optimal user experience on-line.
According to the literature (e.g., P. J. Lynch & Horton, 1999, chap. 2-4;
Nielsen, 2000, chap. 2-4), these basic requirements can be addressed in three key
areas of Web site development, i.e. site design, interface design, page design, and
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content design. Finally, Cato (2001) writes that in designing a Web site it is
recommended to follow a particular sequence of steps. First, it is important to
define the areas of a Web site according to which the information and activities are
grouped together. Then, with the help of a storyboard the designer determines the
processes and actions of a user to obtain information. Next, the designer has to
determine the content of all the individual pages. Interaction design defines how the
user can interact with the pages. Finally, visual design defines the look or visual
presentation of the Web site.
4,4. 4, 1 Site design
As shown in the previous section, the navigation system of a Web sites helps
“to visualize the user’s current location and alternative movements relative to the
structure of the underlying information space” (Nielsen, 2000, p. 198). However,
what is needed to implement this structure is a solid and logical organizational
framework that is based on the user’s needs or tasks that they want to perform on a
Web site (P. J. Lynch & Horton, 1999, chap. 3). This information architecture—as
discussed above—is achieved by dividing the content of a Web site into logical units
(i.e. chunking the information). Then, the information is organized into a hierarchy
of importance. Next, the relations among the different units or topics of the content
are established. Based on this information structure the Web site is build. In order to
support the greatest possible functionality of a Web site, the relation of menu, or
home, pages needs to be balanced with the individual content pages. “The goal is to
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build a hierarchy of menus and pages that feels natural to users and doesn’t mislead
them or interfere with their use of the site” (P. J. Lynch & Horton, p. 25).
The information architecture is governed by the navigational interface of the
Web site and corresponds with the user’s model of how the information is
organized. Typically, there are four essential structures that can be used to create a
Web site: sequences, grids, hierarchies, and web. The information architecture of a
Web site can be created around different types of organization schemes (P. J. Lynch
& Horton, 1999, p. 27-30; Nielsen, 2000, p. 198; Powell, 1998, p. 138-151;
Rosenfeld & Morville, 1998, p. 27-36, 46). Exact organization schemes organize
the information into well defined and mutually exclusive units. They are best suited
for knowledge-item searching. This may be implemented using sequential ordering
or hierarchical structures based on an alphabetical scheme, a chronological scheme,
or a geographical scheme. Ambiguous organization scheme divide information into
categories that do not follow an obvious or exact definition. For instance, they can
be implemented as weblike organizational structures. Ambiguous organization
schemes are best for browsing and associative learning. They can employ either an
organization scheme that is based on a grid structure of uniform subjects or topics,
a task-oriented scheme that organizes the content into a collection of processes,
functions, or tasks, an audience-specific scheme, a metaphor-driven scheme, or
hybrid schemes.
Once the information architecture or site structure has been established, the
individual Web “pages can be designed within a coordinated, cohesive design
system, rather than in an ad hoc manner” (Sano, 1996, p. 129). Typically, a Web
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site may consist of a set of necessary pages. First and foremost is the home page
(Krug, 2000, chap. 7; Sano, 1996, 129-131). It represents the main entrance into
the Web site. The home page is important to indicate what kind of content the Web
site provides to the user (i.e. site identity and mission) and who publishes it. Also, it
contains the information of the site hierarchy, i.e. the content, features, and the
organizational structure. The home page also contains the essential navigation
controls. The user will also find search options, help tools, and/or profile
information about the Web publisher. In order to attract users’ attention some
tagline can be provided next to the site logo as a short phrase that presents a value
proposition of the organization (for the use of the home page as an advertisement
proposition of an organization see Singh & Dalai, 1999). In addition, the home
page should contain a welcome message. It should also have some timely content
that is frequently updated in order to invite users to return back to the site. In
addition, the Web site consists of intermediate navigational pages that serve as
access paths for users to the content information, which is contained in the content
pages. When needed, user login pages or user registration pages can be integrated
(e.g., registration for an on-line course, logging into an on-line course). Web pages
can also be personalized and customized based on a user’s preferences. Search query
and result pages are needed to support the search capability of a Web site. It is also
recommended to include a central help system that can be either accessed directly or
by context-sensitive help mechanisms that point to the central help pages. Finally,
the terms and conditions of the services provided as well as a disclaimer about the
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content of the Web site, its use, as well as a copyright statement should be made
available.
4.4. 4.2 Interface design
Interface design of Web sites applies the same principles and rules as
discussed earlier. The most important aspect is the provision of a consistent and
predictable set of navigation aids (Cato, 2001, p. 130; S. Horton, 2000, p. 30-41,
130-135; P. J. Lynch & Horton, 1999, p. 19-22; Nielsen, 2000, p. 188-197; Powell,
1998, p. 162-176). Navigation provides the basic information about the user’s
current location relative to the Web as a whole and relative to the Web site’s
structure so that the user can determine, where s/he is, where s/he has been, and
where s/he can go from the current location. This means that the Web site needs to
be identified in a certain way on all its pages, e.g. the consistent location of a logo.
The location relative to a site’s structure can be indicated by showing parts of the
site structure and highlighting the area where the current page is located.
In terms of usability, clear navigational pathways defined in a structure add
much needed predictability to the user’s flow through the web site. The user
can begin to formulate a model of what comes next or where the user has
come from. The avenues and pathways through the information space lead
to well-defined destinations with clear markings and location cues. (Sano
1996, p. 89)
Typically, a navigation system can consist of integrated elements or remote
elements (Rosenfeld & Morville, 1998, p. 58-70).The most common integrated
element is the navigation bar. It is often helpful to use a graphical navigation bar for
global navigation and a textual menu for local navigation. Frames can also be used
for navigational purposes in that they allow the creation of one or more
independently scrollable panes within a single window. They are good means to
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separate the navigation system from the content of a site. Pull-down or pop-up
menus can also be utilized for navigation. However, because these menus hide their
options and require some activity on part of the user before actually seeing the
options they need to be used with caution. Remote navigation elements usually
represent a supplemental navigation system. These include tables of contents,
indexes, and site maps (for an extensive discussion of the strategies and techniques
for mapping the structure of a Web site, see Kahn & Lenk, 2001). These remote
elements for navigation are external to the basic hierarchy of a Web site and provide
an alternative bird’s eye view of the site’s content. Finally, a guided tour to the Web
site can also be implemented to introduce new users to the major content areas of
the Web site.
Similar to the design of a cityscape in K. Lynch’s sense, Krug (2000, chap. 6)
the use of special signs and so-called breadcumbs to help orient a user. He
states that navigation aids should have a standard place on a Web page so that they
can be easily located. These aids should be standardized in their appearance so that
they can be more easily distinguished from other elements on the page. Krug writes
that the primary navigation aids provide the links to the main sections of the site.
Then, secondary navigation elements can be included to list the subsections of the
current section in a Web site; this may be expanded to cover lower-level navigation,
too. In addition, the navigation aids may include links to important elements of the
site, called utilities. Also, a “You are here!” indicator may be incorporated by
highlighting the current location in the navigation tool helps a user to overcome the
feeling of being lost in the hypermedia space (see also Rosenfeld &C Morville, 1998,
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p. 50-51). Finally, the so-called breadcrumbs provide some means to indicate the
path taken from the home page to where the user is currently located (see also
Nielsen, 2000, p. 206).
Rosenfeld & Morville (1998, p. 53-58) distinguish between different types of
navigation systems. The information hierarchy is the primary navigation system of
a Web site. The mam page provides links to the destination pages that contain the
actual content. The main options on each page are derived from the actual
information hierarchy. The global or site-wide navigation system complements the
information hierarchy. It gives the user the opportunity for greater vertical and
lateral movement. The local navigation systems are intended for the secondary or
lower-level sections of a Web site. They complement the global navigation system.
Finally, ad hoc links, which are embedded in the text, can be used for navigational
purposes when the content items do not fit well into the categories of hierarchical,
global, and local navigation.
To conclude, J. Fleming (1998, chap. 2) suggests a list of ten principles that
help to create successful navigation systems for a Web site. First, the navigation
system should be transparent and obvious so that it can be learned easily. Second, it
needs to be consistent in its location across a site. Third, the navigation system
needs to provide appropriate feedback to the user action. Fourth, navigation should
appear in context so that users can make appropriate decisions of moving to
another part of the site once a particular task has been completed. Fifth, it is also
recommended to provide for alternative means of navigation in order to
accommodate a broader audience, e.g., text-only mode and a graphics mode of the
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navigation system. Sixth, the navigation should include shortcuts in order to
enhance the economy of user action and time. Seventh, clear visual messages are
needed to guide the user through a site by using visual hierarchies, movement, color,
position, size, etc. Eighth, navigation tools need to be labeled properly. Ninth, the
navigation system should be appropriate to the site’s purpose. And, finally, it should
support users’ goals and behaviors.
4.4.4. 3 Page design
Because the current browser technology usually allows to view a single page
at a time, it is important to address the surface appearance of a single Web page. As
indicated earlier, hypermedia systems like the Web have only a limited real estate
available to present content. Thus, it is important to be critical about what to
include on a Web page. Nielsen (2000, p. 22) argues that the content of aWeb page
should account for about 80% of the real estate, whereas navigation (including
whitespace) for only about 20%. This can be achieved by creating a consistent and
predictable visual hierarchy that allows for a careful balance of content elements
and navigation elements (P. J. Lynch & Horton, 1999, chap. 4). To create a
consistent and logical screen layout, design grids can be used, which help to create a
vertical stratification in a Web page with zones for different functions and various
levels of graphics and text complexity. In order to address a broad audience, the
Web pages should be designed in such a way that they can be viewed across
different platforms as well as with all screen resolutions. As alluded to earlier it is
highly recommended to separate the semantic encoding of documents from their
presentation (Nielsen, 2000, p. 36-42). Thus, instead of following a presentation-
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based design approach, which requires the appropriate software and hardware
configuration on the user-end in order to display a Web page in close
approximation to the intended design, it is more important to keep display-specific
instructions in a separate style sheet file.
4.4.4.4 Content design
Typically, content design relates to presentation and arrangement of content
on a Web page. Usability studies show that most Web users do not read text on a
screen, but rather scan it. That is why, authors like S. Horton (2000, p. 43-49) and
Nielsen (2000, chap. 3) suggest a set of guidelines for editorial aspects of creating
Web documents that might help to accommodates this behavior. The text should be
succinct and short. Nielsen recommends to write about 50% less of the text that
was initially planned to be covered. The text should be written for scannability.
Using an approach such as Horn’s (e.g., 1982; 1989; 1999) structured writing
approach, the text can be structured with two to three levels of headlines that are
meaningful. In addition, bulleted lists and similar text design elements help to break
the flow of the text block. And, the use of highlighting and emphasis helps users to
catch important keywords. It is also important to use plain language in order to
reach the broadest audience possible. Nielsen (p. 111-112) further suggests that the
most important material should be presented up front, applying the so-called
inverted pyramid principle as used in journalism, so that the user can quickly get
informed at a glance about the content and the structure of the information. Finally,
text should be split into coherent chunks. These multiple nodes can be further
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connected by hypertext links. This approach helps to segment a long linear text into
multiple pages and reduces the need for intensive scrolling.
Samsel & Wimberley (1998, p. 23-40) provide a set of geometric design
structures that can be used in writing for interactive media (see also Venezky &c
Osin, 1991, p. 136-143). The sequential (linear) structure is the basic building
block, which follows a strictly defined path. A variation of this structure is the
addition of isolated nonlinear deviations called cul-de-sacs that are useful to explore
a theme, but have no impact on the overall content or outcome of the story.
Branching (or tree structure) is used as the most rudimentary course of extending
the navigation system, e.g. as an organization tree. Typically, a user is presented
with a number of choices or options at predesignated forks or nodes, which lead
into a new node of content. A variation of the branching structure is conditional
branching (or prerequisite tree), which limits the user's progression by some means.
Categories of conditional branching include branching with barriers, branching
with forced paths, bottlenecking, and branching with optional scenes. Exploration
is a means to structure hypermedia, which allows the user to pause in his/her
progression and to explore the current location within the system. Parallel
streaming (or parallel-sequence structure) refers to the fact that different states or
paths exist simultaneously at various levels in the system. This structure allows the
user to experience the same content or series of events from multiple points of view.
Worlds represent a structuring device that is based on a common thread (e.g.,
theme, goal, mission, or story). A world structure invites the user to explore its
environment as well as to proceed in completing a particular task or objective in the
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system. Finally, the multilinear or hypermedia structure is a type of design that
either encompasses every type of user path imaginable or no path at all” (p. 39).
These structures are the most challenging as the user is required to find his/her own
unique paths through the environment. However, Kerres (1998, p. 245-246)
cautions that the branching structure of an interactive hypermedia environment
should neither be to deep nor to flat; it should not provide unbalanced branching;
nonlinear deviations should always provide the opportunity to return to a major
branch; and, finally, the total network of the interaction space should not be too
low or too high.
Web site development based on the prinicples and approaches discussed in
this chapter is confronted with special challenges when designing for an
international audience. As Richey, Fields & Foxon (2001, p. 126) indicate, the
instructional designer as an e-learning specialist may have to develop technology-
based learning for culturally divers groups of learners.
When designing for a global audience designers are .. obliged to consider the
cultural impact of instructional materials, including sensitivity to the
implications of using certain words, colors or symbols. The E-learning
specialist may even have to consider translating materials into other
languages, (p. 127)
That is why we are taking a closer look in the following chapter at a special
case of Web design, i.e. internationalization and localization. We do not only
discuss the implications of the technical and strategic aspects when developing a
Web site for international use, but also the utilization of the Web as an instructional
technology for a culturally diverse group of learners.
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CHAPTER 5
INTERNATIONALIZATION OF THE WEB
The Web may be considered to be worldwide in its coverage, but it probably
does not achieve this in its delivery of content, yet. Surveys suggest that most of the
users are English speakers, as are the majority of Web pages (e.g., GVU's 10th
WWW user survey, 1998). Also, it appears that virtual communities on the Internet
provide their own culture, creating their own set of rules and codes of interacting
with each other (Rheingold 1993; Porter 1997). However, it is not clear, yet, if the
Internet culture transcends or subsumes national, regional, or local cultures. As
stated in a Web column, " [t]he intersection of culture of the Internet with cultures
of nations is an area ripe for research" (Culture, cognition and instructional design,
1998).
Collis &c Remmers (1997) point out that the Web makes it possible to
interact and communicate across cultures by using transcultural technology while
respecting local cultural setting. They state that two categories of Web sites exist
with respect to international use. Web sites are either designed to serve a single
cultural setting, but are frequently visited by people from other cultural contexts, or
they are designed specifically for a diversity of cultures, thus allowing cross-cultural
communication and international use. As Wild, Henderson, Burn, Stoney & Oliver
(as cited in Culture, cognition and instructional design, 1998) argue in a
presentation at the WebNet '97 conference of the Association for the Advancement
of Computers in Education (AACE),
[instructional design for Web-based learning systems cannot, and does not,
exist outside of a consideration of cultural influences—both the cultural
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influences operating on the authors and instructional designers of Web-based
earning materials, and similarly, those influences that impact on the
interpretation of such materials by learners.
In light of these issues in the instructional design of Web site for international
use, Collis & Remmers (1997) suggest to pay attention to the following criteria:
cross-cultural differences in interaction and communication; choice of language;
selection of content material and purpose with respect to local needs and/or more
“cultural neutral” needs; and cultural sensitivity about the design of material for
visualization.
Much of the discussion of internationalization and localization of software
applications is focused on the distribution of these products to a global market.
Thus, the internationalization and localization of software products becomes part
of an organization’s global marketing strategy. For instance, in its recent print
advertisement campaign under the general title “Now it gets interesting,” Accenture
Ltd.—an international provider of management and technology consulting services
and solutions—included one advertisement in this campaig, which indicates that
Chinese would become the number one language on the Web by the year 2007
(Chinese to become #1, 2001; see also the German weekly Die Zeit, 13, March 22,
2001, p. 36; Die Zeit, 15, April 5, 2001, p. 19). Accenture foresees e-business
opportunities for its clients in the growing market of China, which can also be
enhanced by the fact that non-Western characters like Chinese can now be
displayed more easily in Web browsers and can even be used in Internet addresses
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(e.g., Asendorpf, 2001)—see also the world language usage diagram in Figure 16 on
page 295. 1
However, at of the time of this writing, a global standard for domain names
still does not exist. For instance, Chinese domain names would still have to be
transcribed into the Latin alphabet in order to be processed properly, which
requires an additional software program.
In this section we provide an overview of the concept of internationalization
and localization from a business and also from a technical perspective, and how this
affects the Web and its use in education. We describe ways of how existing Web
technologies can be utilized to developWeb sites for international use. In addition,
we discuss internationalization in the context of user interface design, Web design,
and the development of instructional technology.
5.1 The business context of internationalization and localization
In the business management literature (e.g., Douglas & Craig, 1995), the
global marketing evolution or internationalization of business activities is divided
into different phases. During the pre-international phase decisions are made on the
issue of whether to enter the global market and how to conduct this market entry.
During the first phase, a company makes an initial entry into the international
market based on a specific country choice, entry mode, as well as timing and
1
In fact, in 1999 there were 867,200,000 first language speakers of Chinese
and a total of 1,052,000,000 Chinese speakers (including second language users),
compared to Spanish with 358,000,000 first language speakers and a total of
417.000.
000 Spanish speakers (including second language users), Hindi with
366.000.
000 and a total of 487,000,000 Hindi speakers (including second language
users) as well as English with 341,000,000 first speakers and a total of 508,000,000
English speakers (including second language users) (Grimes &c Grimes, 2000).
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Language Number Percent
of speakers of world
(in millions) population
Total world
population:
approximately
6,100 million
Chinese, Mandarin 874 14.3%
Hindi 366 6.0%
Spanish 358 5.9%
English 341 5.6%
Bengali 207 3.4%
Portuguese 176 2.9%
Russian 167 2.7%
Japanese 125 2.1%
German 100 1.6%
Korean 78 1.3%
Chinese, Wu 77 1.3%
French 77 1.3%
Javanese 75 1 3%
Telugu 70 mMarathi 68
Others 2,940 48,2%
51 .8% of the world's
population speak one
of the 15 most commonly
spoken languages.
1 5 most common
spoken languages
= 0.22% of the total
number of languages
All other languages
= 99.77% of the total
number of languages
48 .2% of the world's
population speak one
of over 6,800 languages.
Figure 1 6: World languages use (adapted and redrawn from Grimes &c Grimes,
2000; Harris &c McCormack, 2000, p. 18)
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sequencing of the entry. In the second phase of internationalization, the company
may expand in the local markets and establish its business. Finally, in the third
phase global rationalization has been reached. The company has now adopted a
global orientation which replaces the previous multidomestic orientation. The
ultimate goal of a global strategy should be to achieve optimal integration and
rationalization of operations and decision systems on a global scale, as markets are
becoming more integrated and interlinked worldwide. With regards to marketing
on a worldwide scale, Usunier (1996) points out that it is as much about
localization as it is about globalization.
It aims to customize product and marketing strategies to customer needs to
diversified distribution channels and to local media and communication
styles, within the framework of a global strategy. Intercultural marketing
tries to balance cross-national differences, in so far as they require
mandatory adaptation, and cross-national commonalities which should be
exploited in the building of size and experience effects, (p. 212)
Usunier (1996, p. 192-193) further states that culture-related differences
related to consumer-behavior and marketing environments may diminish
progressively in the long term. However, language-related differences will remain.
Thus, in adopting an intercutlural marketing strategy, local knowledge needs to be
generated within the realm of the organizational discourse. Such a marketing
strategy will eventually be more respectful to local cultures. It will attempt to serve
both national as well as transnational market segments.
Further, Usunier (1996, p. 242-244) explains that a central issue in an
international marketing strategy is the decision whether to adapt products for
foreign markets after the consumer, the national markets, and their particular
characteristics have been surveyed, or to standardize products, which is a simplified
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strategy following experience effects and cost reduction. The decision is based on a
three layer model of attributes. A product has physical attributes that can easily be
standardized. Service attributes may vary depending on their cultural context and
are difficult to standardize. Finally, symbolic attributes, which are the interpretive
elements of the physical attributes, represent a challenge in arriving at a balanced
approach to select the appropriate symbolic meanings of the product that takes into
consideration exotic, ethnic and national appeals.
According to Usumer (1996, p. 404-406), the management process for
marketing communication consists of six basic steps. First, the communication
problem needs to be isolated. Second, the target audience has to be identified.
Third, the marketing communication objective needs to be identified including
decisions about influencing the audience at either the attitudinal or the behavioral
level. Fourth, the advertising themes and creative strategy is selected. Fifth, a media
plan is established. Finally, the advertising campaign is implemented and
monitored. Internationalization has the strongest impact on the target audience and
the media, when these steps incorporate local factors. Other steps that are
influenced by culture include the creative strategy and media planning implemented
in such a campaign. Defining a communication problem or objective, or testing the
effectiveness of the campaign are less influenced by cultural elements and call for a
similar approach in each country, although the solution may be different.
Bolton (1994, p. 218-219) suggests a methodological framework for
intercultural management consulting that helps to establish possible synergies,
which occur when the result of (intercultural) interactions is larger than the sum of
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the (intracultural) effects of the individual components. According to his
framework, the first step is to determine if the actors of the intercultural encounter
are known, which implies the creation of a user profile that takes into account the
different countries the users might come from as well as regional differences within
countries. If this is not the case, then detailed information about the actors is needed
(e -g*5 age, sex, ethnicity, language, etc.). Bolton continues to write that once the
actors of an intercultural encounter are known, then documents of interactions
(e.g., oral communication, written documents) need to be collected in addition to
the detailed information about the individual actors. If a context for interaction
(inter-culture) already exists, then the different interactions are assessed with regard
to their success, including the review of existing documents. If the context does not
exist, then the purpose and goal of the actors in the intercultural interaction needs
to be evaluated. Once these assessments have been completed, the detailed goals of
the consultating business can be determined. The second step is to assess how the
interaction partners behave in their own cultural context. If this fact is known, then
a comparative analysis of the different systems can be conducted. If it is not known,
the individual cultural contexts have to be analyzed separately (e.g., characteristics,
construction of meaning, problem-solving strategies, etc.) before a comparison of
both systems can be conducted. Based on the results of the first two steps, now the
level of acceptance of the (potential) interaction partners for the inter-culture is
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determined, e.g., how can pre-conceived notions of the other help to expand or
limit the acceptance of the interaction partners.
Recently, different companies have published reports with recommendations
and strategies to develop a global Internet presence for businesses. For instance, iXL
Enterprises, Inc. (1999) discuss the opportunities and strategies for a business to
deliver its goods and services worldwide on the Internet. The authors point out that,
when translating content for a different country, it is most important to present
completely the same information as in the base-language site while creating or
adapting the material with conscious attention to the local and regional customs
and cultures (p. 11)—for an overview of adapting a multilingual copy in an
international advertising campaign see for instance Gruber (1995). Their suggested
process model begins with a carefull analysis of the culture as part of the initial
market analysis. In addition, a technical analysis to develop a solution plan as well
as a content management plan are recommended before actually developing the
translated and localized content.
In their report on the business spectrum of digital globalization, Harris &
McCormack (2000) of the Sapient Corporation present a similar model in their
iterative approach to global Internet development that would help to adapt business
products and messages to the various expectations of markets around the world (see
also discussion in Edwards, 2002). According to their suggested implementation
strategy, first the national market segments (i.e. countries) are ranked in order to
target them for a globalization effort. Then, the systems and business processes are
designed in such a way that they support mulitple countries easily (i.e.
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internationalization). Finally, the systems and business processes are tailored in such
a way that they meet the demands and cultural expectations of the audience within
the identified markets (i.e. localization). The authors conclude that
[t]he intelligent globalization solution involves choosing the right markets,
then internationalizing and localizing to the appropriate degrees within these
markets. Development based on the trinity of digital globalization elements
involves finding a balance between them, within the context of a given
business strategy. The cost, benefit, and speed-to market of a digital
globalization initiative is then determined by this balance, (p. 5)
To conclude with Edwards (2002, p. 71), culturally correct Web site design
not only has to address the number of languages in a country, the size of the type
used to represent them and the reading direction, but also how to adapt the content
material of a site to local and regional customs and cultures, how to adjust the
visual design to the specific language or culture, how to adjust the business process
to local and regional conventions, and provisions to implement a back-end system
for content management that utilizes the most flexible character set available.
5.2 Defining internationalization and localization
According to Luong, Lok, Taylor & Driscoll (1995), the issue of language
and regional context is an important aspect in the development of software. In fact,
the complexity of software development can be best described along the three axis
of product, platform, as well as language and market. The authors write that
[ojbject-oriented technology allows reusable software components, which
will shrink and decrease the complexity of the product axis. Engineering
portable code will shrink and decrease the complexity of the platform axis.
Developing international code will shrink and decrease the complexity of the
language and market axis. (p. 3; italics in original)
In order for any computer technology to be successful in an international
market, the application and the underlying operating system need to function in the
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language of the user, not that of the developer. As Taylor (1992, p. 27-34) explains
any software program is initially localized to the culture and language of the
developer. In order to prepare this product for international use, this cultural
context needs to be extracted from the product—be it software, hardware,
documentation or even packaging. Shneiderman (1998) writes that “[e]ven when
broad communities are anticipated, there are usually implicit assumptions about
users being able to see and read English” (p. 565). Then, the question is how to
ensure that programs will be usable in different nations and cultures. Mandel
(1997) writes that [a] true test of a well-designed international product is when
users can switch from one language to another and still understand how to use the
program” (p. 96). Thus, it is important to be consistent in the presentation of
information across cultures and languages.
The goal of this process is internationalization (II 8N), i.e the separation of
cultuially dependent or variant product elements and culturally independent or
invariant product elements (e.g., Uren, Howard & Perinotti, 1993, p. 61-62).
Internationalization refers to “the process of building in the potential for worldwide
use of software” (Madell, Parsons & Abegg, 1994, p. 1-2). During
internationalization all the cultural context is isolated and extracted from the
product. Sometimes, internationalization is also refered to as globalization (G11N)
(e.g., Fernandes, 1995, p. 1; Kano, 1995, p. 4). This term is also used to describe the
overall process that covers both internationalization and localization. However, this
globalization typically refers to a sales and marketing context when a product is
developed, translated and distributed for foreign language markets (Esselink, 1998,
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p. 3). Localization (LION), on the other hand, is the opposite process of
internationalization, during which elements that have been designed for the
international market are given additional features and elements that better match
the culture of the target audience. Localization refers to “the process of actually
adapting the potentially useful internationalized software to meet the needs of one
or more users in a particular geographical area” (Madell, Parsons & Abegg, 1994,
p. 1-2). During localization a specific cultural context is infused into a previously
internationalized product. Fernandes (1995, p. 2) distinguishes between technical
localization, which refers to the technical aspects of adapting a product to a foreign
market (e.g., character set), national localization, which refers to a set of product
features that make it appropriate for a specific national setting (e.g., national
standards), and cultural localization, which refers to the design of a product that is
appropriate for a target culture’s values, tastes, etc. In addition, Hoft (1995, p. 11-
12) distinguishes between two different degrees of localization, i.e. general and
radical localization. The former only focuses on superficial cultural differences like
language, currency formats, date, and time formats, whereas the latter looks at the
cultural differences below the surfuce in order to address those characteristics that
affect the way users think, feel and act.
Developing globalized software is a continuous balancing act The
process of creating globalized software has two faces
—
’’internationalization”, which covers generic coding and design issues, and
“localization”, which involves translating and customizing a product for a
specific market. (Kano, 1995, 1)
Internationalization provides the framework and structure based on which a
product is localized by translating the product and adding local, specific features
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(e.g., Luong, Lok, Taylor & Driscoll, 1995, p. 2; Uren, Howard Sc Perinotti, p. 5-6,
1 1). In essence, the software product should he generalized in such a way that it can
handle different cultural and linguistic conventions of users. Then, only the data has
to be localized (O’Donnell, 1994, p. 72). This is often refered to as designing a
global base that serves as the foundation for all other designs, i.e. a code base that is
technically easy to be adapted (Fernandes, 1995, p. 7).
The degree of localization of a product can be anywhere on a scale of
adaptability from a non-international or local software product to a truly
international (global, worldwide) product (Digital, 1991, p. 2-3; Luong, Lok,
Taylor & Driscoll, 1995, p. 5-9; Kano, 1995, p. 11-12). For instance, a product can
be designed for an individual culture or language only, e.g., English—a localization
or tanslation in a different language would not be available. On the next level, only
the printed manuals and the packaging are translated. Then, this product is enabled
to handle most single-byte character sets used in European countries, but the user
interface and the on-line documentation are still in English. Then, it is enhanced to
support far-eastern data or writing systems (e.g., Japan, China, Taiwan, Korea).
Further, it can also be designed to handle bidirectional data (e.g., Hebrew, Arabic).
In a next step, the user interface is fully or partially translated. This may include
first software menus and dialogs, and in a second step on-line help, tutorials, and
sample and README files. Then, the product is fully localized with added support
for locale-specific hardware. Finally, the software product is customized in such a
way that it supports local market-specific features. The key characteristic in this
process is to keep the cultural-dependent elements such as user interface, printed
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documentation, character transliteration, numerical and monetary formats, etc.
separate from the source code, i.e. to separate soft-coded program information
(e.g., text, symbols, and icons) from hard-coded information or system code
(Luong, Lok, Taylor & Driscoll, 1995, p. 11-12; Mandel, 1997, p. 95-97;
Shneiderman, 1998, p. 68).
Technically, a software product can be implemented in three different ways
to support internatinalization (Uren, Howard & Perinotti, 1993, p. 61-62). First,
compile-time internationalization implies that all changes are made in the source
code. This approach acutally represents localization without any
internationalization. Second, run-time internationalization means that the software
application can communicate in many locales by using language binding at run-
time. That means that the culture-dependent information required to communicate
with users in their own language and local conventions is made available to the
program while it is in use. The software product has been localized multiple times in
that one software package contains all the various text files needed for more than
one target locale. Finally, link-time internationalization assumes that various
libraries are available that can be added to the existing object in order to create an
executable binary file to support different locales.
According to Digital Equipment Corporation’s (Digital, 1991, p. 5-10)
’’International Product Model” the conceptual framework for internationalization
and localization of software products consists of four components. First, the
international base component represents the foundation of the product. It contains
globally applicable basic functional code that does not require modification.
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However, it must support single- and multiple byte character sets. The next layer is
the user interface component. It contains the language and text processing
components that are language-specific and need to be localized. These components
include, among others, text messages, text and language processing routines, format
specifications, on-line help, documentation, etc.—on Digital Equipment
Corporation’s suggestions on preparing user information for an international
market see also Jones, Kennedy, Mueller, Sweezey, Thomas Sc Velez (1992). The
third layer consists of the market-specific components. These components address
special requirements of a specific region or buiness to the functions or code that
need to support a country s unique requirements (e.g., legal conventions, local
standards, etc.).
Similar to Digital’s “International Product Model”, Madell, Parsons Sc
Abegg (1994, p. 1 -7-1-8) suggest a model for internationalized applications that
consists of three parts. First, a language-independent program manages the
programmatic calls to the following language-dependent components. Second,
message catalogs are external containers of messages such as prompts and error
messages in a different version for each supported language. Finally, language tables
constitue the third component of an internationalized application, which contain all
the language-specific processing information and conventions that are unique to a
particular locale (e.g., sorting, collating sequence and output of characters).
Typically, the elements of a software product that are translated can be
divided into two groups, i.e. documentation and software (Esselink, 1998, p. 4-5;
Uren, Howard & Perinotti, 1993, p. 35). First, the documentation includes all the
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on-line help and documentation as well as the printed manuals. Second, software
applies to the application itself as well as sample files that need to be localized.
Usually, the software components that are localized include dialog boxes, menus,
and strings. For instance, Kirkman (1988) discusses the difficulties of preparing a
translation for localization. Things that should be avoided may include culture-
bound references, colloquial expressions, same expressions that have different
meanings in different cultures, expressions that can have two or more meanings,
words that can vary in tone, mis-relation of phrases and clauses, faulty punctuation,
and compressed or ellyptical style.
Technical features that need to be addressed in preparing a software product
for internationalization include some of the following characteristics (e.g., Beige,
1995, p. 22-23; Del Galdo, 1990; Fernandes, 1995, p. 16-147; Ishida, 1998; Kano,
1995, chap. 3-5; Luong, Lok, Taylor &c Driscoll, 1995, p. 21-22; Madell, Parsons
& Abegg, 1994, chap. 2; Mandel, 1997, p. 96; O’Donnell, 1994, p. 10-55, 207-
234; Ott, 1999, p. 107-113; Taylor, 1992, p. 35-43; Uren, Howard &C Perinotti,
1993, p. 12-40; Yeo & Barbour, 1996, p. 5-13). Usually, to ensure the feasibility of
an internationalized application, tools and routines are required to ensure the
correct handling and encoding of character sets, the localization of the user
interface and messages in local languages, and the support and proper
representation of local customs and conventions in the software application.
Together, these tools and routines need to enable the creation of applications
adapted to an end-user’s needs regardless of the user’s native language. The
implementation must address not only a program’s outward features such as
the user interface, including display messages, user inputs, and output
formats, but also the application’s internal functions such as sorting and
character handling. (Madell, Parsons & Abegg, 1994, p. 1-7)
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To begin with, the product needs to support character sets that extend the 7-
btt ASCII code, which only provides space for 128 characters; other available
standards include ISO 646 with national variants, 8
-bit ISO-8829-X with space for
256 characters, 16-bit ISO 10646 with room for 65,536 characters, and the
universal character encoding scheme Unicode or UTF-8 with room also for 65,536
characters and the additional UTF-16 extension mechanism as a Unicode surrogate
with space for as many as 1 million additional characters (for an overview of the
early development of these standards see Sheldon, 1991). This also includes the
handling of text directionality (i.e. horizontal text: left-to-right, right-to-left,
vertical text: right-to-left, top-to-bottom) and different writing scripts. Subsystems
like spell checkers need to provide the necessary functionality for the target
language(s). Certain languages apply different sorting rules or collation of text, e.g.,
order of text entries, handling of upper- and lowercase text. Also, certain languages
have also different rules for hyphenation and syllabification (e.g, in English one
hyphenates “cab-ri-o-let”, but in French “ca-brio-let”). The software needs to
account for expansion of text when it is translated, i.e. the amount of characters in
the source language might be smaller than in the target language. The design of
accelerators (i.e. hot keys or shortcut key combinations on the keyboard) needs to
be meaningful for the specific target language(s). Another area of concern are
different address formats, numeric formats (including separators, negatives, decimal
tabs), monetary symbols and currency. Also, different formats for dates and times,
time zones, measurement scales, page sizes need to be addressed. For instance,
countries differ in the days of the weekend (e.g., Saturday or Sunday in most of the
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West, but Thursday and Friday in Islamic countries) or the turnover of days (e.g., at
midnight in the U.S., but at sunset in Islamic countries). Of particular interest for
user interface design, especially with respect to their symbolic meaning in different
cultures, is the use of colors as well as clip art and icons.
5.3 Internationalization of the user interface
The research on the topic of designing HCI for international users is scarce
and only began in the early 1990s, notably with the work of Jakob Nielsen (1990b;
1990c; 1990d; 1990e). At that time Nielsen introduced the topic to a wider
audience in that the design of international user interfaces has to take more into
consideration the special needs of other countries and cultures in order to enhance
“the international usability of products and not just the domestic usability” (1990d,
p. 291). He attests that many users in non-English speaking countries around the
world suffer from interfaces that contain poorly designed elements influenced by
the preferences of the culture in which they were developed. Nielsen argues that
designing a user interface to be used in another country is equal to designing a new
interface. As indicated earlier, this process does not only include the translation of
text strings and icons in the software, but the total user interface including manuals
by considering the special needs of other countries and cultures (1990c, p. 39;
1993b, p. 237).
Successful computer-based products developed for users in different
countries and among different cultures consist of partially universal, or
general solutions and partially unique, or local solutions to the design of user
interfaces. (Marcus, 2001, p. 47)
Material in an interface should be localizable for countries and regions, and
easily translated into other languages. For a global audience, an interface should be
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as modular as possible, allowing developers to update specific features without
having to apply their work to every file (Mok, 1996, p. 141). In order to prepare
user interfaces for an international market, the literature recommends a two-step
process (e.g., Collins, 1995, p. 155-156). First, during internationalization,
elements of the software product, which are unique to one environment, are
separated, e.g., messages in a particular language. In the second step, a localized
version of the product is developed, e.g., choice of the appropriate language,
consideration of cultural norms for icon symbolism, and local laws with regards to
the functional aspects of the application. Although the user interface is partitioned
into elements that are unique to one environment and then developed into local
versions for the target cultures and languages during implementation, it is during
presentation design when these resources are identified (p. 227-228, 233). The most
obvious element is the text, which is part of the application, e.g., help and dialogue
text. As indicated earlier, text should be kept as a separate resource in order to
simplify the localization of the interface. Collins recommends to first outline the
semantic content and, then, to write the text in the primary language. In addition,
the display of certain character sets may become an issue in certain languages (e.g.,
right-to-left dirctionality of text in Arabic and Hebrew), which may require some
redesign. Thus, during testing these elements have to be evaluated, for instance,
with regards to the adequacy of translation or the color symbolism of each local
version.
In their presentation at INTERCHI ’93 titled “How fluent is your
interface?”, Russon & Boor (1993) present a checklist of cross-cultural issues in
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designing a user interface for international use—or what Yeo (1996, p. 5) calls a
cultural user interface (CUI) which could even further be customized to a personal
user interface (PUI) by incorporating a user’s bio-data, a feature that is beginning to
emerge on Web sites that support personalization and customization. Russon Sc
Boor argue that cultural awareness has to be addressed when defining a user profile
as the foundation for the design of a user interface for international use (see also the
discussion in Mandel, 1997, p. 95-97; Shneiderman, 1998, p. 68). This approach
corresponds with the task of developing a cultural model that compares the
similarities and differences of two or more cultures by using international variables,
which has been suggested by Hoft (1996) in the realm of international technical
communication.
Russon & Boor’s (1993) checklist to address cross-cultural issues in user
interface design includes items such as text, number, date and time formats, images,
symbols, colors, text flow, and functionality. When preparing text for a local
market, the translators not only need to be familiar with the application domain,
but also with general human factors principles, such as screen layout and the design
of interactive behavior. This may also include the decision about how to handle
terms as well as product names that either do not exist in or do not translate well
into the target language. The use of images is very critical to make a user interface
“truly fluent in another language” (p. 344). When images are used, they need to be
comprehensible and acceptable in a given culture. For instance, the popular image
of a trash can to dispose unwanted files from the system might not be properly
understood in Thailand because a Thai user might have rather expected a wicker
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basket. Apple Computer Inc. (1992, p. 230; see also Dray, 1996, p. 16; Ito &
Nakakoji, 1996, p. Ill; Nielsen, 1993b, p. 239-240), for instance, prescribe the use
of localized versions of the electronic mailbox icon for different countries. Symbols
are another critical area that might lead to misinterpretations and must be used
appropriately. For instance, images of the ring or OK hand gesture may be
understandable in English-speaking countries, but in France the same gesture means
zero, nothing or worthless (see also Yeo, 1996, p. 4). These difficulties also apply to
the use of metaphors. Davis (1995, p. 254), for instance, points out that it is
important to look at the existing language structures in a multimedia product,
which allow for multilevel understanding. He states that metaphorical structures in
multimedia represent cultural indexes, and that different cultures have different
metaphorical structures. These would have to be considered when building a global
interactive multimedia interface that must communicate across borders (see also
Ott, 1999, p. 201-204). Colors vary significantly across cultures and must,
therefore, be chosen very carefully. For instance, the color red means danger in the
U.S., aristocracy in France, and happiness in China. Or, the color yellow stands for
cowardice in the U.S., success in India, and nobility in Japan. Typically, the flow of
text and graphical elements of an interface will be arranged according to the logical
flow of information in a given culture. Finally, certain product features that might
be well received in one culture may not be appropriate for other cultures. Rosson &C
Busso cited the example of the French educational hypertext productLYRE for the
analysis of poetry from various viewpoints, which in France would not allow
students to add their own comments to the system, a feature which was fully
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rejected in Scandinavia when the product was introduced (see also Nielsen, 1990c,
p. 39). However, Ito & Nakakoji (1996) come to the conclusion that there is
actually no universal interface that can be applied to culture.
There is no way to enumerate the necessary guidelines and procedures to
fully accommodate any culture. The important steps are to first understand
the target culture, and reflect the findings into the human-computer
interaction design. As breakdowns and problematic situations are found
through the usage of the system, the system needs to be refined to better
serve users in the target culture, (p. 121)
To summarize, the literature (e.g., Marcus, Armitage, Frank Sc Guttman,
1999; Marcus, 2001, p. 54-55) suggests that designers of user interfaces for
international use should determine the optimum minimum number of concepts,
terms, and primary images, the optimum minimum variations of content
organization, navigation, visual and verbal attributes, as well as input and feedback
mechanisms to meet target user requirements. This would help to maintain a user’s
experience of familiar structures and processes across different cultures.
Another important aspect of user interface design for international use is
typography (e.g., Collins, 1995, p. 234). This does not only apply to the use of
appropriate character sets or accommodating the particular directionality of text,
but also to the choice of appropriate typefaces, among others. As Kinross (1992)
explains, the advent of the sanserif (e.g., Futura, Helvetica, Kabel, Univers) in the
first half of the 20th century made a typeface available that was “without national
connotations and provided a complete break: from blackletter into the world of
international exchange” (p. 92). Because of the relatively small size of its capital
letters, the sanserif typeface Univers, for instance, produces blocks of text of the
same color and the same visual effect when set in parallel columns using different
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languages (1992, p. 130). Because of this success of the typeface in the West, non-
Latin equivalents of Univers were created (e.g., Cyrillic and Japanese).
Actually, the German typographer Jan Tschichold was one of the first to
prepare the advent of sanserif as an international typeface by promoting its use in
order to replace the fraktur or blackletter type, which was dominant in Germany of
that time, because it had a national, exclusivist character (Tschichold, 1925/1986,
p. 198; 1928/1998, p. 74-75). In fact, an exhibition about blackletter at the School
of Art of the Cooper Union for the Advancement of Science and Art in New York in
1998 (Bain & Shaw, 1998) discusses the issue of type and national identity. The
exhibition shows that when fractur was introduced in Germany by Gutenberg in the
15th century and a broader scale with Luther’s bible in the 16th century it replaced
textura and rotunda, the types of Catholic Europe, thus representing a break with
Humanism and its roman type. Blackletter types are still in use today as symbols of
tradition, e.g., newspaper mastheads, or even misused as a fascist idol bearer in the
visual rhetoric of certain pop bands. As Spiekerman &c Ginger (1993, p. 13)
explain, not every typeface is suited for every language. In fact, there are still
nationalistic type markets, where certain type styles are popular, which are not
necessarily popular in other countries, as indicated in a survey on the use of
typefaces in print advertisements for cars (Rogener, Pool & Packhauser, 1995, p.
46-51). Although there did not seem to be a dominant typeface for this type of
advertisement, the survey showed that in certain countries typefaces would be
prefered that have been developed in these countries (e.g., Gill Sans in Great Britain,
Akzidenz Grotesk in Germany, or Goudy Old Style in the U.S.) and that typefaces
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developed in a different country would be less used (e.g., Futura is more often used
in Germany than in Great Britain). In addition, the survey showed that the use of
sans serif typefaces would decrease the further West from Europe one would go. In
fact, Bringhurst (1997) says that typography was once a very multilingual and
multicultural profession. In the fifteenth and sixteenth centuries the great
typographers
worked willingly with North Italian whiteletter, German blackletter, French
script, Ashkenazi and Sephardic Hebrew, orthotic and cursive and chancery
Greek. The best typographers of the twentieth century have followed their
lead. But typographic ethnocentricity and racism also have thrived in the last
hundred years, and much of that narrow-mindedness is institutionalized in
the workings of machines. Unregenerated, uneducated fonts and keyboards,
defiantly incapable of setting anything beyond the most rudimentary Anglo-
American alphabet, are still not difficult to find. (p. 89-90)
In designing a multicultural page or a multilingual document, different
aspects of typography have to be considered (Bringhurst, 1997; see also A manual
of style, 1969, chap. 9). For instance, if there is a text to be set in different
languages, the question arises how the separate but equal texts will be arrayed
(Bringhurst, p. 22). The decision about emphasizing or minimizing the difference
between the texts also applies to texts that mix Latin letters with other scripts, e.g.,
Hebrew or Arabic (p. 106). Languages have also an effect on the word space (p.
26). In highly inflected languages (e.g., Latin) most word boundaries are marked by
grammatical tags and only require a smaller space. However, English and other
uninflected languages need more word spacing to emphasize the difference between
a line that has to be deciphered and a line that can be efficiently read. In a similar
fashion, a basic leading should be chosen that suits the text in a particular language
(p. 37). Because of increased frequency of capitals, a German text, for instance,
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would ideally have a little more lead than the same text in Latin or French.
Typically, one should choose typefaces whose individual spirit and character is in
keeping with the text (p. 100-102). For instance, a text by a German author, or a
text dealing with Germany, might be best set in a German typeface (e.g., Sabon
designed by JanTschichold in the 1960s as a general-purpose book face based on
French Renaissance models). Certain typefaces seem more redolent of national
character than others, e.g., a typeface designed by the American type designer
Frederic Goudy would most likely not be used for a text on the Canadian
consitution. Also, when mixing different typefaces (e.g., sanserif and serif), it is
recommended to either use types from the same designer or, when these are not
available, to use a typeface based on which the main typeface was developed (p.
105-106). For instance, the sanserif typeface Syntax is based on serifed Renaissance
forms like those of Garamond, which is also the basis for the design of the serif type
Sabon, so that both, Syntax and Sabon, would actually fit together nicely—let alone
the fact that Meier, the designer of Syntax, was a contemporary and countryman of
Tschichold, the designer of Sabon.
5.4 Internationalization of instructional technology
In the conclusion of his introductory chapter for the monograph about the
creation, development and cross-cultural transfer of educational technology,
Thomas (1986, p. 22) states that research about determining which technology will
be most suitable for a given instructional or administrative task will not only focus
on the type of technology or the type of skills or subject matter, but would also
include a complex set of important additional variables, including, but not limited
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to the characteristics of the technology, the characteristics of the learner, the
attitudes and skills of the instructional personnel, and the physical conditions of the
learning settings. In assessing the effectiveness of instructional technology,
information about political conditions, cultural suitability, and the extent of change
required by a technology need to be considered.
With regard to the cultural suitability, Thomas (1986, p. 16) points out that
language represents one of the most significant factors in the transfer of educational
practices. Instructional materials, such as computer programs, depend on language.
When they are transferred into a different society with a different language, then the
learners of the recipient society have to learn that language or the materials have to
be translated. This may cause additional difficulties, when a computer program
written in a Western language that uses a romanized alphabet has to be translated
into a language that uses an ideographic or non-romanized script, e.g., Chinese or
Arabic.
An example in case is presented by Zhuang & Thomas (1986) who
introduce a decision-making model for analyzing the conditions that affect the
transfer of educational technology. The authors illustrate the difficulties of the
transfer of educational computer technology from Western nations to the People’s
Republic of China, where the English-language computer program had to be
translated to a language that differs markedly from English and contains many
written characters and involves tonal inflection. This means that the translation of
the program cannot be achieved at the top level only, i.e. the user level of the
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computer language. Rather, it requires the reconstruction of the entire hierarchy of
the computer language to accommodate the Chinese system of writing.
The notion of internalizationalization is particularly important for distance
education that allows for the teaching and learning across national borders.
However, special attention needs to be given to the design of such programs for
international use. As M. G. Moore (1996) indicates “the possibility that an
educational agency may actually harm—even though it means to do good—when it
delivers its programs to other countries without efficient understanding of the
impact on the indigenous cultures of those countries” (p. 1).
One way of addressing this issue is designing curricula and choosing training
methodologies that pay attention to the learning traditions of the local culture(s)
(Marquardt & Kearsley, 1999, chap. 17). As the participant’s learning style not only
influences the structure and sequence of the instruction developed in the lesson plan
and the curriculum but also the delivery methodology, the instructional designer
needs to address issues such as choosing between an inductive task or problem-
centered approach and a deductive, topic-centered reasoning approach or self-
directed learning methodologies as opposed to teacher-centered methods, the
scheduling of time, the use of role playing and games, the use of case studies and
analysis, etc. As Marquardt & Kearsley write, when preparing learning materials to
be used in another culture (i.e. preparing new materials or adapting existing
materials), developers
should assume cultural differences rather than similarities. They should treat
each cultural environment as different and requiring culturally appropriate
learning materials that will not be seen as offensive or be resisted by the
learners, (p. 256)
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As indicated earlier, the technical aspect of preparing or adapting learning
materials for different cultures needs to address issues such as the choice of
culturally appropriate pictures or scenarios, the amount of visual materials if the
participants are learning in a second language, the allocation of space, the handling
of text formatting, the use of humor, acronyms, jargon, etc. Again, Marquardt &
Kearsley (1999, p. 260-261) recommend to create materials that are simple and
clear in style, follow some standardization for the location of certain key elements
in the interactive system, and create culturally relevant content.
Another way of addressing the above issues is to look at how
internationalization and localization is handled in the design of educational
software. Collis & De Diana (1990a; 1990b) provide a list of factors that may have
an impact on the portability of educational software. These factors are grouped into
four categories that cover technical, educational, socio-cultural and organizational
factors. The issue of internationalization and localization of educational software is
addressed in the third category, i.e. social/cultural factors (1990a, p. 155-156;
1990b, p. 307-308). These factors include language, the tone and style of
communication, cutlural identity, local references and assumptions, etc. The
authors (1990b) look specifically at factors influencing the different phases of the
life-cycle, i.e. initial-decision phase, global-redesign phase, product adaptation,
distribution and maintenance, and implementation. They come to the conclusion
that with the exception of the last two phases, issues of culture, language, etc. play
an important role in determining portability feasibility. This does not only refer to
the language(s) involved and issues of translation, but also, for instance, the
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curriculum fit, the instructional approach, the tone and style of communications.
Based on Collis & De Diana's observations, Murray-Lasso (1990, p. 255) confirms
that language is not only a matter of translation, but may cause considerable
technical challenges in the case, for instance, when the educational software tries to
assess the answers from learners and has to understand them in their natural
language. Another issue, which Murray-Lasso points out, is that the dominance of
the English language in educational software has a great impact on the design of
manuals, keywords, initials for commands, illustrations, as well as input and output
devices. However, many of these devices may lack letters, punctuation symbols or
diacritical marks that are present in languages other than English. In order to
improve the adaptation of educational software to cultural differences, the author
(p. 268-269) also recommends to put text in separate files so that they can be more
easily adapted to cultural differences. It is also helpful to design user interfaces that
are flexible in displaying more text or longer words in strategic places. And,
designers should also consider the use of comma and decimal point, the formatting
of dates, currency, etc. that might be different from country to country. To
conclude, Ely (1990) states correctly that “cultural translation is not technical
translation” (p. 275). That is to say that the translator not only has to look at the
correctness of the subject matter, but also at the fact that CAI usually is designed in
a tutorial mode to support the participation of the learner by using a more informal
language.
Based on the above discussion, Kearsley (1990) developed a set of general
guidelines to design educational software for international use that are grouped
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around design and systems issues, cultural considerations, instructional design and
development process decisions. As already indicated by Murray-Lasso (1990), the
“hard wiring” (p. 269) of items should be avoided. Kearsley (p. 242-243) confirms
this notion in saying that texts, graphics, dialog boxes, color schemes, or menu
options should be stored as objects or variables, so changes to the software code can
be made more easily in the future for different cultural settings. For instance, text
(for instance in menus, dialog boxes, help messages, or headings) should be stored
as data files, not part of the program code. This way the text can be manipulated
more easily, and each localized version of the educational software would just need
to replace this text file and not the whole program. Kearsley also recommends that
text when it is not hard-coded as a fixed-length field, translation will not be a
problem. Calling text as a string and displaying it with a formatting routine instead
of absolute coordinates helps to create windows, dialog boxes, or menus that fit the
length of the text string. In addition, the design of educational software has to take
into consideration the different character set(s) of the targeted language(s) as well as
the direction of text (p. 244).
Graphics, Kearsley (1990, p. 243-244) argues, need special attention because
of their symbolism which might differ from culture to culture. He recommends to
use graphics that are culturally neutral or to create different graphics for different
countries. In addition, as indicated earlier, the location of graphics needs to be
arranged according to the logical flow of information in a specific culture (e.g.,
right to left in Arabic). Lu (1998), for instance, suggests the use of common
international symbols when designing icons, e.g., question marks, camera, the
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globe, computers, scissors, etc., which correspond with the term of transnational
symbols employed by Ossmer (1990) that abstract themselves from specific national
or cultural backgrounds.2 These kinds of symbols might help to reduce the risk of
creating icons and symbols that may be offensive to other cultures by neglecting
national attributes in favor of structural contents. In order to be retained by a user,
these symbols, specifically iconic signs, need to be designed more explicitely at the
symbol level and maintain their signpost function. Resemblance icons (i.e. icons
depicting a physical object which the icon is intended to represent) are often
recognizable in many countries provided that they represent common objects,
whereas reference icons (i.e. icons depicting an object which by reference or analogy
might represent the intended concept) and arbitrary icons (i.e. artibtrary shapes like
traffic signs that only have meaning by convention) do not work well in
internationalization because they are hard to understand and require more learning
(see Nielsen, 1993b, p. 239-240). As W. Horton (1994) explains, “icons give a
computer system an international look and reduce the need to translate every menu,
message, and command each time you market the product in another country” (p.
6). Icons can help to reduce the amount of text to be translated, to simplify
learning, and to improve the intelligibility of text (p. 241-242). They can help to
attract the users attention, reduce the amount of space used otherwise by text,
replace national verbal languages, are easier to be recognized than text, reinforce
2On the development of a set of international symbols for instructional use
or general communication purposes, see for instance the work of the Austrian
sociologist Otto Neurath on his international picture language Isotype
(International System Of Typographic Picture Education) from the 1930s (Neurath,
1991), or the International Pictograms Standard developed by Todd Pierce (1996).
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previously delivered verbal information (Marcus, 1996, p. 261-262). The key
attributes in designing icons and symbols are consistency, clarity, simplicity, and
familiarity (p. 263).
Finally, cultural differences need also to be addressed in the sense of how to
design cultural messages, culturally relative references, as well as language and
hidden meanings, which are concerns at a more macro-level (Kearsley, p. 245-246).
This may include factors like the value of individual achievement versus team
participation and consensus, the use of pre-tests that might cause a loss-of-face,
which is considered a problem in some cultures, or forcing students to select a single
answer where multiple alternatives to a problem or questions might be the more
dominant paradigm in a culture. In addition, the use of humor, idioms, slang,
abbreviations, names, dates, measurement units, and numbers needs special
attention as they are treated very differently in other cultures (see also Lu, 1998, p.
272-273). Also, syntax or semantics of a language, the use of color and other visual
design aspects have special connotations in different cultures.
Trollip & Brown (1987) provide an early example of how to reduce the
problems in the translation of a user interface from English into a foreign language.
In their “Examiner” testing system, which was available in English and Dutch, and
was in the process of being translated into French and Spanish at the time of their
writing, addressed the issue of developing a program that would handle all
languages by separating the body of the program from the text that appears on the
screen. In particular, the authors created a database that contained the text. Thus,
the same program can be presented in different languages by simply using a
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different database for the particular language. This feature helped to reduce the file
size of the program as well as the time needed for the translation as only the text in
the database would have to be changed, whereas the screen display would remain
constant across the languages. In addition, a tabular display of text was used
instead of prose to ensure that the text would appear in the same location on the
screen irrespective of the language being used (see also Kearsley, 1990, p. 243). For
instance, instead of displaying “This typography lesson contains 15 test items,” the
display can list “Lesson: typography” and “Number of test items: 15.” Finally, in
order to address the different ways of displaying dates in numerical formats, the
authors used words for months instead of numerals. Similar, the different uses of
decimal points or commas for numbers was addressed by allowing them to be
applied interchangeably in different instances, e.g., answers to open-ended numeric
items.
An example of how an educational software product was adapted to a
particular culture (i.e. Australian Aborigines) is presented by Fleer (1989). She
points out that such a program should be designed in a way that it can easily be
adapted to other cultural settings. The author suggests to use familiar content,
charactes as well as familiar life experiences in the visual representation of
information. In correspondence with the learner-centered design (LCD) approach
discussed earlier, she recommends to create a flexible learning environment that
supports the learners cognitive strengths, supports self selecting difficulty levels, and
text that can be modified easily to cater a range of skills and learning environments.
Similar to the participatory design approach alluded to earlier, Fleer emphasizes the
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need for greater community involvement in the software design process. This helps
to maintain traditional norms, to improve cultural sensitivity, and to deliver
appropriate content and emphasis. This approach corresponds with the multiple
culture model for the instructional design of interactive multimedia suggested by
Henderson (1996). The major goal of this model is “to design a learning
environment that promotes equity of outcomes for learners, particularly learners
from disadvantaged minority groups” (p. 94). The model helps to integrate the
specific requirements of the dominant school and tertiary culture. It also helps to
incorporate the academic culture of the society’s dominant culture while addressing
issues of power, control, and disadvantage as encountered by minority groups. In
addition, this model also includes elements of the minority’s culture, knowledge,
and preferred ways of thinking and doing. Thus, by following a multiple cultural
contextualization of designing an interactive system for learning, the instructional
designer can address possible mismatches between the academic and minority
cultures. An application of Henderson’s model in teaching indigenous Australian
students is presented by McLoughlin (1999). She states that in designing a culturally
appropriate design of instruction must be based on cultural awareness of the target
group and allow for educational flexibility in the on-line learning environment. The
author explains that Henderson’s multiple cultural model has helped to design
instruction that consists of multiple zones of development for indigenous learners in
terms of cultural knowledge and learning styles, academic knowledge, and
computer skills. The on-line community of practice was created through the
application of electronic messaging, communication forums, and asynchronous
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communication tools (e.g., e-mail, bulleting boards), which helped to create space
for reflection as well as shared spaces for collaborative student projects.
McLoughlin concludes that
it is essential for educators and designers to respect cultural identity,
participation styles and expectations of learners. One of the joys of
developing on-line educational materials is that virutal networks can support
the goals and relationships that characterise real communities Through
the Web, it is possible for learners to interact within virutal communities that
exist in a complementary relationship to their own social networks in real
communities, (p. 241)
In a guide for German universities to develop a Web presence that would
also be relevant as well as attractive for foreign students and scholars, the German
Academic Exchange Service (DAAD) (Deutscher Akademischer Austauschdienst,
1998) suggested to provide content that is specific to the needs of this target group
as well as to use their native language, if possible, or at least a common lingua
franca, e.g., English, French, or Spanish. As indicated earlier, the content of a Web
site not only has to be completely and correctly translated, but should also account
for the specific needs of a particular local culture. In presenting an educational
organization on the Web, the information should be enhanced, not reduced, in
order to support foreign students and scholars at the respective institution as they
have special needs in structuring their life abroad, e.g., legal issues, studying and
living abroad, special services for foreign students, etc. This feature would represent
a value-added service of an institution that could be implemented, for instance, by
providing on-line checklists, relevant bookmark lists, forms for download, e-mail
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newsletter, databases, discussion groups and chatrooms, etc. specifically designed
and maintained for foreign students and scholars.
Thus, based on Collis & Remmers’ (1997) suggestions presented earlier, the
recommendations of the DAAD for educational Web sites that address the needs of
foreign users would fall under the second category of Web sites that are specifically
made for cross-cultural participation. The authors (p. 88-90) discuss a set of
guidelines for this type of Web site along the categories of interaction and
communication, language, content and purpose, and visualizations. For category 2
Web sites to support cross-cultural communication and interaction, special
attention has to be given to the tone and style of communication made available.
The authors recommend some well-structured communication, which is moderated
by someone who is able represent well all participants. Of course, language is the
most critical issue in this context. However, the authors are cautious that a single
lingua franca like English would suit all of the participants without consulting all
participating members. It might even be possible to create certain sections of a Web
site that are presented in multiple languages. The same concerns are shared with
regards to the availability of content and its purpose. Thus, content should be
chosen that is either culturally neutral or specifically addresses the cross-cultural
capabilities of the Web. This assumption would also apply to the general goal of a
cross-cultural site that either transcends or exploits cross-cultural differences in
such a way “to avoid the site being dominated by the language or worldview of any
one of the site participants” (p. 89). Finally, with respect to the visual representation
of this space, specific care should be given to the choice of visuals by ensuring that
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they fit the common culture of the site’s participants. What is needed to implement
a value-added system for cross-cultural communication and interaction on the Web
is the design of an underlying system that is flexible and adaptable to culturally
different user groups in terms of its technical implementation, the roles of both
instructors and students, instructional materials, communication configurations,
assessment requirements, etc. (Collis, 1999b, p. 208-209).
An example of how the importance of incorporating cross-cultural
collaboration in an on-line environment can be addressed, is presented by Riel
(1993; 1995). The author describes how the use of computer-mediated
communication (CMC) in learning circles can be utilized by teachers and students
to collaborate with their peers around the world. Learning circles are a means to
establish small electronic communities, which gather to accomplish specific goals.
Participants of a learning circle share a common interest but represent different
geographic or cultural perspectives. The advantage of using CMC in such a learning
environment is that obvious visual markers (e.g., ethnicity, gender, age) are not
initially present in computer-generated messages. This helps to reduce the tendency
to form stereotypes. In addition, the participants are able to develop cross-cultural
awareness as they are able to look at a world event from different perspectives or by
examining parallel causes for local events.
5.5 Web technologies for internationalization
In a small demonstration on his Web page (see theWeb site at http://
www.w3.org/People/D%C3%BCrst/URI.html), Durst—member of the World Wide
Web Consortium (W3C) working on internationalization—shows what difficulties
327
can be encountered when letters not contained in the pure US-ASCII character set,
e.g. diacritical marks, have to be used in an URL. One can imagine the problems
that a user might encounter when trying to use a domain name with a non-western
character set. Durst’s example illustrates that certain Web technologies are already
available to help to facilitate a truly international Web; but, it is still far from being
multilingual. The official URI syntax currently only allows a subset of ASCII with
about 60 characters to be used for domain names. In addition, arbitrary bytes can
be encoded into URI characters by using a percent sign (%) followed by two
hexadecimal digits (called /oHH-escaping), as illustrated in the demonstration by
Durst above. Currently, a new proposal has been made to use UTF-8 as the base
character encoding for so-called international URIs (Masinter, L., Alvestrand, H.,
Zigmond, D. &c Petke, R., 1999; see also Topping, 2000). This scheme allows for a
much broader character base in URIs than possible in the current ASCII standard.
Similar to the problem of multilingual word processing (for an early
discussion of this matter see for instance Becker, 1984), issues that need to be
addressed in the internationalization of the Web are the encoding, typing, and
rendering of text. On the Web characters of a text have to be input, transmitted,
processed, and displayed. However, the internationalization of the Web is especially
concerned with text encoding issues. For instance, the Multipurpose Internet Mail
Extensions (MIME) specify in its header which resource type can be used as well as
which type of character set is implemented to format electronic mail messages (e.g.,
Freed & Moore, 1997; for a complete set of media types by the IANA Character Set
registry see their Web site at http://www.isi.edu/in-notes/iana/assignments/media-
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types/). The former defines what type of media can be used. For instance, text media
may include plain text, HTML, CSS, XML, among others. The latter, character set,
indicates how characters can be encoded. The information provided using MIME is
used by protocols to identify what type of media is used and which character
encoding is applied in order to properly process this information. For instance,
HTTP contains the appropriate mechanisms to identify this information when
receiving a request from a user client and provides the appropriate response based
to this information (Fielding et al., 1999). The content-type entity-header field of
HTTP is used to indicate the media-type that can be handled by a server. For
instance, the entry “content-type: text/html” would render an HTML document.
The language of such a document would be indicated as follows: “content-type:
text/html; charset=”iso-8859-l ”. The preferred or most important character sets
include US-ASCII, the ISO-8859-X series as well as UTF-7, UTF-8, and UTF-16. In
addition, the content-language entity-header field indicates, which natural
language(s) of the intended audience is used in the enclosed document. Finally, in
negotiating the preferred language understood by the server, the accept-language
request-header field is used.
A similar approach to indicate the character encoding would be applied in
the META declaration early in the HEAD section of an HTML document (Raggett,
Le Hors & Jacobs, 1999, sec. 3). For instance, to specify the character encoding of a
HTML document is Russian, the following code would be used: <META http-
equiv=”content-type” content=” text/html”; charset=’TSO-8856-5”>. When using
the recommended Dublin Core metadata standard, the language of the document
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(here: Russian) could be indicated as follows: <META name=”DC.Language”
scheme^ ”rfc3066 ” content=”ru”> (the entry “scheme” refers to the use of language
tags in HTML as described in Alvestrand, 2001). Because of the extensibility of the
Dublin Core, some countries are in the process of translating the Dublin Core and
customize it for their country-specific needs by creating a language-specific subset
(for an overview of these initiatives seeT. Baker, 1998). Finally, in the realm of
education, the use of the IMS learning resource meta-data model (IMS Global
Learning Consortium, 2001) includes an option to specify the language of the
document, which is also implemented in the draft standard for learning object
metadata (LOM) (Learning Technology Standards Committee of the IEEE, 2002).
Actually, the LTSC of the IEEE has established a localization working group to
investigate issues in human language translation, technical issues as well as more
cultural issues in the localization of learning technologies (see the LTSC
Localization Working Group Web site at ltsc.ieee.org/wg9/index.html).
In addition, the language of the content of an HTML document can be
specified with the LANG attribute in combination with the appropriate language
codes as value entries (Alvestrand, 2001; Raggett, Le Hors & Jacobs, 1999, sec. 8).
The language codes consist of a two-letter primary code for the language as defined
in ISO 639 and a two-letter subcode for the country as defined in ISO 3166. Thus,
if the HTML document contains text written in English as spoken in the U.S., it
would be indicated as follows: lang=”en-US”. In addition, the text direction can
also be described by using the DIR attribute. For instance, the left-to-right text
direction of an U.S.-american English document would be specified as follows:
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lang en-US dir ltr
. This features allows designers for instance to mix text of
different languages with different text directions. The LANG attribute itself can be
applied to most HTML elements with certain exceptions. Finally, in some cases the
inherent dirctionality of an HTML document may result in an incorrect
presentation because of technical issues. This problem can be addressed with the
EDO element, which helps to override the bidirectional algorithm of the system and
to yield the desired presentation of text.
In general, HTML supports the so-called Universal Character Set (UCS) as
defined in ISO 10646, which is equivalent to Unicode (Raggett, Le Hors & Jacobs,
1999, sec. 5). This extends the limited ASCII character set in order to enable a truly
global information system. Commonly, HTML uses character encodings on the
Web that inlcudes ISO-8859-1 (or Latin-1) for most Western European languages
(which is used as the default character encoding by HTTP when the character set is
not defined), ISO-8859-5 for Cyrillic, SHIFT-JIS and EUC-JP for Japanese, and
UTF-8 (an encoding of ISO 10646). When a given character encoding cannot
express all characters of the document character set, SGML character references can
be used, i.e. numeric character references based on ISO 10646 or character entity
references, which are symbolic names used instead of code position that are easier
to remember. For instance, the international copyright sign “©” could be expressed
as follows: “&#169;” (numeric character reference) or “&copy;” (character entity
reference).
The language of the destination of a specific link can also be indicated
(Raggett, Le Hors & Jacobs, 1999, sec. 6, 12). This is achieved by using the
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CHARSET attribute in combination with the anchor element for a hyperlink. For
instance, when embedding a link to the homepage of the University of
Massachusetts Amherst the following code could be used: <A HREF= ’’http://
www.umass.edu/” content=”text/html”; charset=”ISO-8856-l”>. The CHARSET
attribute can also be applied to the SCRIPT element. In the case that a Web site
consists of different language sections, the LINK element can be implemented to
help a user agent or a search engine to retrieve an alternative version of a document,
written in another language (Raggett, Le Hors & Jacobs, 1999, sec. 12). This is
achieved by using the appropriate language codes in the HREFLANG attribute in
combination with the LINK element, which may also contain the CHARSET
attribute. However, this requires that the user has set up the appropriate language
preference in his/her browser.
Cascading Style Sheets (CSS) provide similar support for
internationalization. Level 1 of the CSS style language (Lie & Bos, 1999) does not
contain explicit provisions for styles other than practiced for Western languages
with a left-to-right text direction. However, their styles are neutral to the formatting
properties with regards to text direction. Level 2 of the CSS style language (Bos, Lie,
Lilley & Jacobs, 1998), however, includes explicit provisions for writing directions,
quotations, numbering styles, etc. It enhances the basic elements and attributes for
language specification and character encoding available in HTML by providing
necessary controls for XML documents. Finally, the use of Ruby annotations
alongside the base text—i.e. small character annotations that are sometimes added
to the characters of an East-Asian ideographic script like Japanese—is suggested to
332
help clarify the pronunciation and/or meaning of these characters in Web
documents (Sawicki, Suignard, Ishikawa, Durst & Texin (2001). Ruby annotations
are part of XHTML (XHTML, 2000). The style of these annotations can be further
specified with CSS and XSL.
To summarize, the above features help to improve the communication
between server and user agent and speed up the process of negotiating the
appropriate language and character encoding used in a specific HTML document.
Current browsers, e.g. Internet Explorer, Netscape Navigator, Opera, Lynx, have
built-in menu options that allow a user to specify the preferred language (for an
overview on how to set the language properties in a browser see http://
www.w3.org/International/0-HTTP-prefs.html). For instance, when alternative
links to documents in a different language are specified in an HTML document, the
browser would allow to retrieve this particular document based on the language
preference. In addition, most current browers, e.g., Internet Explorer and Netscape
Navigator, have built-in mechanisms to display an HTML document with the
appropriate character set. When an HTML document has specified the appropriate
character set and language for its content, the browser can more easily choose the
appropriate character encoding for the display of the content.
An example of a truly international Web site is that of the Food and
Agriculture Organization (FAO) of the United Nations, which allows for an overall
experience of international users (see the FAO Web site at http://www.fao.org). This
Web site presents its content in five languages, i.e. English, French, Spanish,
Chinese, and Arabic. One can notice in the Arabic site, for example, that not only
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the direction as well as the graphics have changed in correspondence with the right-
to-left direction of Arabic, but also the scrollbar of the browser. A visitor to this site
has the option to read the texts in one of the above languages by selecting a button
which then opens the Web page in the appropriate language. Where the character
encoding for English, French, and Spanish does not represent a major technical
challenge, it does, however, for the display of Arabic and Chinese.
5.6 Designing an international Web site
In order to present their goods and services on the Web, countries with more
than one official language like the European Union or Canada, international
organizations like the United Nations with several official languages, or
organizations with branch offices in several countries need to consider the
localization of their content very carefully in order to reach the largest possible
audience and to comply with internal policies in dealing with international or
language issues. For instance, the European Union (see their Web site at
europa.eu.int) and any of its institutions, e.g., offical institutions of the European
European Parlament (see their Web site at http://www.europarl.eu.int) produce their
documents in the eleven official languages. When, getting to one of their
homepages, the visitor has to select the preferred language first in order to proceed.
Once the user is in a language-specific site, a language selection tool with the two-
letter country codes always indicates which language or country-specific site has
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been chosen and allows him/her to easily move to a different language for the same
content.
In general, the strategy of designing a Web site for international has to be
integrated early into the overall Web development process (Janensch, 2000, p. 87).
As indicated in the earlier sections of this chapter, an internationalization effort
requires to translate the content and to localize the material or adapt it to the
audience s culture. Thus, all the basic elements that apply to the internationalization
and localization of software localization and user interfaces also apply to the design
of Web sites for international use. In addition to the general tools and mechanisms
for language negotiation and character display in Web pages in order to display
multiple languages as described above, there are additional design strategies that
should be considered in the design of multilingualWeb sites (for a general overview
see for instance Darnell, 1997, chap. 39; Niederst, 1999, chap. 27; Ott, 1999, chap.
11; Yergeau & Durst, 1999). As Marcus, Armitage, Frank &c Guttman (1999)
explain,
[u]ser-interface design for the Web requires attention to globalization issues
in the user interface development process. As technology increases the
number and kinds of functions, data, platforms, and users of computer-
based communication media, the challenge of enabling more people and
more kinds of people to use this content and these tools effectively will
depend increasingly upon global solutions.
Similar to the general approach to internationalization and localization, as
mentioned earlier, a base strategy, architecture, and design need to be established in
creating an internationalWeb site, which can be modified in order to produce the
appropriate localized versions (Janensch, 2000, p. 75). In general, there are several
strategies for conceptualizing or developing a multilingual Web site based on the
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amount of localization (Cunningham, 1999; Kwok, 1997; Nielsen, 2000 p. 321).
Using the introductory page approach, only some basic information translated into
another language would be provided on a single Web page to give an overview of
the organization’s mission, its services, contact information, and what kind of other
information in the default language of the Web site can be found elsewhere (i.e. a
German site with an English introductory page). This approach would most
probably be used for a site that is otherwise monolingual. However, this
introductory page could be gradually expanded. The microsite approach implies
that the larger main Web site in the default language would only be partially
localized. The localized microsite would only contain some aspects of the principle
site that would be relevant to the target country or language group. This approach
would most likely serve best bilingual sites. Finally, a Web site can be fully localized
with customized information for each specific audience, an approach that can be
applied to bilingual as well as n-lingual sites. Another aspect of localizing a Web site
is the issue of how much the control of this process is centralized in the main office
of an organization or how much control can be decentralized or delegated to local
sites in the case that an organization has branch offices in different countries. The
centralized approach would allow for more consistency throughout all versions of
an organization’s site, whereas the latter approach permits more input from the
subsidiaries or foreign branch offices, which might lead to a better adaptability to
the local culture. A hybrid approach would combine these two strategies into a two-
pronged method, which would be used to create a main site aimed at the principle
audience, but would provide links to the local Web sites in the individual countries
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with their own local content (Janensch, 2000, p. 75-76, 81). The FAO Web site, for
instance, opens with a default homepage in English. From here, the user can select
a language of his/her choice that is supported on thisWeb site.
The previous example is just one way of gently orienting a visitor to a
language-specific section of a^J7eb site. In general, language selection on
multilingual Web site can be performed either automatically or manually (Ishida,
2001; Nielsen, 2000, p. 324-325; Topping, n.d.). However, no matter where and
how the initial language choice is made, it is important that the user is always given
the option to reconsider the choice of language on subsequent pages (Nielsen, 2000,
p. 330-331 ). As shown earlier, the user can specify his/her language properties in the
browser. Based on these preferences, HTTP can then accept this language request
and return the requested page in the appropriate language, provided that the site
has set up links to alternative pages in other languages. This concept is called
Transparent Content Negotiation (TCN), which was developed as an HTTP
extension (Holtman & Mutz, 1998). TCN is a mechanism that automatically
retrieves the best variant of a Web document as requested by a user client, e.g.,
based on language preferences. However, TCN requires that the user’s browser has
been set up properly, i.e. specified language properties. But, it could also be the case
that for instance a German user in the United States, who would prefer Web pages
in German rather than in English, must use a system that is set up to request
English. Or, a person works from another person’s computer that has a language
preference that s/he does not understand. The user may also be directed to a
language-specific section by examining the setup of his/her system. This can be
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achieved by writing some script that would redirect the user according to the
installation language of the user’s browser. However, if for instance an Indonesian
speaking user works at the machine of a German user, s/he might be directed to the
wrong language. Of course, the user may also have disabled the script function in
his/her browser, so that this script could not be called in the first place. In order to
prevent a user from having to come back to a particular selection page on each visit,
cookies or a database could store the necessary information about the user and
would automatically send the user to the appropriate set on the next visit.
Because of these uncertainties in detecting the language or country of origin
and redircting a user automatically, an alternative, manual site selection method
should be implemented (Ishida, 2001; Nielsen, 2000, p. 324-325, 330;Topping,
n.d.). Depending on the extent of the multilingualWeb site—e.g., an international
company with branch offices in various countries—the different languages or
countries can be presented either as a list on the home or index page of a site or on
a separate site selection page, which is language neutral and from where a first time
user can select the country s/he is interested in (e.g., search page for job openings in
a particular country). A language-independent icon or pointer, which is immediately
recognizable and displayed on all other pages of the site would help to identify this
site selection page and allow a user to quickly get to it from anywhere in the site
structure. It is not recommended to use flags to represent links to translated pages,
because a certain language may be spoken in many countries. For instance, German
is spoken in different countries besides Germany (e.g., Austria, Belgium, Denmark,
Hungary, Italy, Liechtenstein, Luxembourg, Switzerland, among others). Or, a flag
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may indicate a country, which has more than one official language, so that it is not
clear which language is actually refered to (e.g., Belgium, Canada, Switzerland,
among others). An alternative solution would be the use of maps to indicate
countries. However, this requires that the user has the appropriate knowledge about
the geographic location of a specific country. The best use of a map would be to
select a particular region and, then, to provide some other means (e.g., text) to list
the individual countries within a particular region. Nevertheless, the links to the
language-specific sections of a ^JLeb site would always be indicated by language or
country name written in the language and script of the target site.
Another approach for redirecting first-time users would be to register local
domain names. So, if a user wants to specifically visit the organizationsWeb site in
Germany, then s/he could just use this URL with the appropriate country code
extension without having to navigate through the default site first. This approach
does not mean that the site has to physically be in the specific country. The local
URL would simply be used to route the user to an appropriate directory on the
server where the localized versions of the site are stored.
Once the user is in the Web site, each page should provide links to alternative
localized pages. For instance, the FAO Web sites provides this feature. On each page
a language selection tool is present that would bring the user to the same content in
the appropriate language. This is achieved by applying an organizational structure
based on content and specifying the language with a country code in the file name.
The selction tool in this case is a list of the available languages displayed as images
written in the language spelling and script of the target language, which should
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always be the case. These links could also be displayed in plain text, in graphic pop-
up menus using DHTML, or with pull-down selection lists, which will only work
with languages that can be represented with the appropriate character encoding. In
general, however, the use of graphics for textual representations is not
recommended because they are difficult to update and cannot be indexed. Finally, a
frameset can be utilized to allow independent scrolling through a long list and
persistent presentation on each page. When listing links to country sites, they need
to be re-ordered to reflect the collation order of the chosen language. This also
applies to the case when multiple scripts are used that would also have to order
appropriately.
Ideally, the ^JC^eb site should also make available on-line help, on-line inquiry
forms, and other support material in a localized version, which would also include
the fact that e-mail requests for support would be answered in the user’s language
(Bishop, 1998, p. 5). Translated forms should include the appropriate localized
versions of international forms and fax numbers, international postal codes, etc.
For instance, it might be helpful to gather contact information in a central location,
which would simplify the site management; this would not introduce difficulties in
simultaneously handling different data formats, scripts, and encodings. Not only
would the introductory text to the content information be localized, but also the
actual data itself (e.g., contact information for Russia could be presented in a
romanized and a Cyrillic version next to each other while following the local
formatting standard for postal addresses). Finally, if theWeb site contains
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additional media other than text like scripts, Java applets, or multimeda files (e.g.,
sound, movies, etc.), they need to be carefully localized as well.
In order to improve the management of a multilingual site, it can be
organized by language, i.e. placing translated pages for different language versions
into individual folders (e.g., Cunningham, 1999; Ott, 1999, p. 213-214). This
approach allows to maintain the same file names for all the different language
sections. Also, the positions of the files relative to one another within the site
hierarchy does not have to be changed. However, images or other non-textual assets
that do not need to be localized should remain in a separate directory that is
referenced from the individual files so that they do not have to be duplicated in the
different language directories. This organization by language works well for a site
structure in which the translated sections are an exact replication of the principle
language. However, if the localized material only applies to a sub-set of the default
site or has been created separately for each locale, a different organization by
content would be more helpful. The Web site would be structured by resources with
the content translated in the appropriate language(s). In this case, it is also possible
to indicate the appropriate language in the file name by inserting the ISO language
code between the file name and the extension, e.g. index.de.html. Finally, a hybrid
access model could be used. This site structure would be based on the resource
access level model, but would also provide language site indexes or search
mechanisms to find the appropriate localized information needed by the user.
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CHAPTER 6
TOWARDS AN OBJECT-ORIENTED INSTRUCTIONAL DESIGN MODEL
6 .1 Defining instructional design
In general, instructional design describes a set of procedures that guides
authors in the systematic process of designing instructional interventions based on
principles of learning and instruction (e.g.. Smith Sc Ragan, 1993, p. 2;Tennyson,
1995a, p. 113; 1994, p. 29; Tennyson Sc Foshay, 2000, p. 111). The goal of the
whole process is to analyze what is to be taught and/or learned, to determine how it
is to be taught and/or learned, to conduct tryouts and revisions as well as to assess
whether learners did learn (Gustafson, 1996, p. 27). Reiser (2001a) states that
“[t]he field of instructional design and technology encompasses the analysis of
learning and performance problems, and the design development, implementation,
evaluation and management of instructional and noninstructional processes and
resources intended to improve learning and performance in a variety of settings” (p.
53; same citation in Reiser, 2001b, p. 57). The literature indicates that the use of
systematic design procedures can help to make instruction more effective, efficient,
and relevant. For instance, Gustafson Sc Tillman (1991) state that
instructional design involves systematically applying a set of principles to
achieve effective, efficient, and relevant instruction It is based on the
assumption that the quality of the learning experience can be improved by
systematically applying the principles and procedures [of instructional
design], (p. 4)
As Gustafson Sc Tilman (1991, p. 5-6) further explain, the instructional
design process is based on six core characteristics. First, rooting in General Systems
Theory, instructional design is a systems approach that looks at a system as an
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integrated set of elements that interact with each other. Second, in planning a
system according to the systems approach, analysis is required of how the
components of a system interact with each other and how the contributions of the
different players in that system can be best coordinated. Third, the instructional
design process represents an orderly, but flexible sequence of steps. The sequence
does not imply a linear process, but rather an iterative process that allows for self-
correction. Fourth, instructional design is based on research, which, fifth, calls for
empirical testing and improvement of the instructional plan. And, sixth, the final
version of the instruction needs to be compared with an alternative or at least with
the original objectives.
In a study on the role of the instructional designer, Burkman (1987, p. 432)
writes that an instructional designer is defined as someone who creates procedures
to improve instruction. An instructional designer specifies learning environments
for learners in order to perform learning tasks by establishing learning objectives
and criteria to measure their accomplishment. The designer develops and
implements documented and replicable procedures to organize the conditions for
learning. And, the designer defines and measures their accomplishment in terms of
learner performance. According to Burkman (p. 432-433) the product of most
instructional design processes are instructional materials, which incorporate the
learning objectives, instructional strategies, and assessment tools. The author
distinguishes between instructional designers as materials developer and as model
builder. The first primarily produce instructional materials, whereas the latter are
more concerned with establishing a model about generating learning objectives,
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assessment tools, and instructional procedures. Further, Burkman (p. 433-434)
distinguishes instructional designers by the situation in which they are working. On
the one hand, micro-instructional designers are usually concerned with the
development of materials (“materials developer”) working on a small scale and
aiming at directly influencing the behavior of individual learners. On the other
hand, macro-instructional designers develop educational products in complex
settings with the goal of changing the instructional practices of complex
organizations. They can be both model builders or materials developers. Both
groups of instructional designers share the same goal, to convince and train
instructors to utilize instructional materials properly. Reiser (2001a) concludes that
the two core practices of instructional design “are (a) the use of media for
instructional purposes and (b) the use of systematic instructional procedures (often
simply called instructional design )” (p. 54, italics in original; same citation in Reiser
2001b, p. 57). In a more recent study on the competencies of instructional
designers, Richey, Fields & Foxon (2001, chap. 5) indicate that in addition to the
generalist instructional designer a number of common specialist roles have emerged
in the field of instructional design, including the analyst, the evaluator, the e-
learning specialist, and the project manager.
Basically, instructional design is a planning science (Seel, 1999, p. 4). It looks
at the process of planning (preparation and making the plan) as well as the product
of this process (the actual plan). According to this understanding, instructional
design primarily deals with specifying the object of planning, organizing the
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planning process, determining the planning tools, conducting the planning process
and handling the problems of the implementation.
Als mit der Planung, Gestaltung, Implementierung und Evaluation von Lehr-
Lern-Systemen befatfte Disziplin stellt Instruktionsdesign eine Technologie
bereit, Lehren und Lernen in verschiedenartigen Lernortsystemen einer
zweck- und zukunftsorientierten Gestaltung zu unterwerfen. (Seel 1999 n
6 )
,F '
[As a discipline dealing with the planning, design, implementation, and
evaluation of systems for teaching and learning, instructional design
provides a technology which helps to deal with the goal-oriented and
forward-looking design of teaching and learning in different learning
environments, (trans. by author)]
Typically, the core elements of the instructional design process consist of
analysis, design, development, implementation and evaluation (e.g., Dick &c Carey,
1996, p. 4; Gustafson & Branch, 1997a, p.12, 19; 1997b, 73-74; Kemp, Morrison
& Ross, 1998, p. 2; Reiser, 2001a, p. 53; 2001b, p.57)—often referred to as ADDIE
(e.g., Reigeluth &c Nelson, 1997, p. 30)—which corresponds with the core
competencies of instructional designers that Richey, Fields &c Foxon (2001, p. 48-
55) have identified. In addition to the general professional foundations, the authors
list planning and analysis, design and development as well as implementation and
impact as the general domains of instructional design competencies. This
conception of instructional design extends AECT’s (Seels & Richey, 1994) 1994
definition of the field—i.e. design, development, utilization, management, and
evaluation—by adding analysis as a separate category to the process.
6.1.1 Analysis
As Dijkstra & Merrienboer (1997) explain, the instructional design of
learning environments begins with the analysis of learning needs, or what is also
called a situational evaluation “to determine if a problem or need exists and if a
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suitable solution can be proposed” (Tennyson & Foshay, 2000, p. 127). This step
leads to the specification of learning goals or objectives and the program
requirements. The problem situations are then selected, which form the basis for the
actual design of the instruction, the learning environment and the instructional
material, which are finally evaluated and revised.
Analysis may include a needs assessment at the micro or macro level to
determine goals in order to identify discrepancies and to establish priorities for
actions for instruction (e.g., Burton & Merrill, 1991; Dick & Carey, 1977; Gentry,
1994, chap. 2; Kemp, Morrison & Ross, 1998, p. 20-26; Rossett, 1991; Smith &
Ragan, 1993, p. 27-30). It may also include a goal analysis, ”a visual display of the
specific steps the learner would do when performing the instructional goal” (Dick
& Carey, 1996, p. 37). Goal analysis was introduced by Mager (1972) to help in
determining the performance requirements that collectively define the goal in order
to determine which performances need to be taught and to select the appropriate
instructional procedures (see also Kemp, Morrison & Ross, 1998, p. 28-31).
Another important activity is task analysis, which was first introduced by R. B.
Miller (1963) in the 1950s and 1960s. A task analysis is conducted to identify and
determine the kind of learning that a learner is expected to perform, which helps to
articulate the overall mission for the design process (e.g., Jonassen, & Hannum,
1986/1991; Jonassen, Hannum, & Tessmer, 1989; Jonassen, Tessmer, &c Hannum,
1999; Kemp, Morrison & Ross, 1998, p. 51-61; R F. Merrill, 1987). In addition, an
instructional analysis of subordinate skills and entry behaviors can be conducted as
well as an analysis of learner characteristics (e.g., Dick & Carey, 1996, chap. 4-5;
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Kemp, Morrison & Ross, 1998, p. 38-46; Smith & Ragan, 1993, p. 30-55). In
order to address context variables in the instructional design process that can
facilitate or inhibit learning, an environmental analysis of the learning contexts is
recommended (e.g., Richey & Tessmer, 1995; Seels, 1995; Tessmer, 1990; Tessmer
& Harris, 1992; Tessmer & Richey, 1997).
6.1.2 Design
Design would typically consist of writing instructional objectives in
measurable terms (e.g., Gentry, 1994, chap. 4; Gronlund, 1995; Kemp, Morrison &
Ross, 1998, chap. 5; Yelon, 1991). The need to identify specific learning objectives
was popularized by Mager (1984) in the early 1960s, but was actually first
introduced by Tyler in the 1930s (see Reiser, 2001b, p. 59). Typically, a learning
objective includes an observable behavior, the conditions under which the behavior
needs to be performed, and the criteria based on which the performance will be
assessed. In addition, strategies for instruction can be designed in order to
determine teaching techniques and methods as well as suggestions to sequence the
content (e.g., Dick & Carey, 1996, chap. 8; Gustafson & Tillman, 1991; Kemp,
Morrison & Ross, 1998, chap. 6-7). Also, means for the assessment of learner
performance need to be designed (e.g., Baker & O’Neil, 1986; Dick &c Carey, 1996,
chap. 7).
In addition, design may include message design for instruction and learning
by developing a plan or blueprint for the symbols or patterns of signs used to
facilitate learning (e.g., Fleming & Levie, 1993; Grabowski, 1991; Kemp, Morrison
& Ross, 1998, chap. 8). This is closely related to the selection of media for
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instruction, which is also part of design (e.g., Merrill Sc Goodman, 1972; Reiser Sc
Gagne, 1982; 1983; Reynolds, 1993; Reynolds Sc Anderson, 1992; Romiszowski,
1988).
6.1.3 Development
During development, all the required materials for learners and instructors
are produced based on previously established design specifications (e.g., Dick Sc
Carey, 1996, chap. 9, 11; Gentry, 1994, chap. 5-6; Pett Sc Grabinger, 1991; Smith
& Ragan, 1993, 362-368). Typically, the production process of an instructional
unit is broken down into the pre-production stage during which the design
specifications are acquired, and the actual breakdown of the work into subprojects,
the actual production of the instructional material, and the post-production stage,
which consists of the assembly and revision of the prototype and the actual delivery
of the final production element masters (Gentry, 1994, chap. 5). A detailed example
for this activity in an educational setting is Bergman Sc Moore’s (1990)
development model for interactive video/multimedia applications.
6.1.4 Implementation
Implementation refers to the installation and delivery of instruction as well
as to its maintenance and monitoring (e.g., Kemp, Morrison Sc Ross, 1998, chap. 9;
Gentry, 1994, chap. 7-8). As Gentry (p. 5, 177, 197) writes, the implementation
process needs to ensure that the necessary conditions for the operation of an
instructional product or process have been properly established, and the
348
maintenance process helps to guarantee the ongoing operation of the instructional
product or procedure after its installation.
6.1.5 Evaluation
In general, evaluation in education is the “process of collecting and
analyzing data about and analyzing values about and assigning values to an
ongoing instructional unit, for enabling decisions on maintenance, revision, and / or
elimination of its elements” (Gentry, 1994, p. 5; 215). Evaluation includes both
formative evaluation and summative evaluation (e.g., Dick & Carey, 1996, chap.
10, 12). The goal of formative evaluation is to identify information with regards to
the revision of the instruction (e.g., Dick & Carey, 1991; Tessmer, 1993; 1996). For
instance, Nichols (1997) lists e-mail, chat, and on-line forms as techniques that can
effectively be used in conducting a formative evaluation at a distance. Summative
evaluation is directed at assessing the degree to which the objectives of the
instructional event have been achieved (e.g., Carey & Dick, 1991). “[It] is defined
as the design of evaluation studies and the collection of data to verify the
effectiveness of instructional material with target learners” (Dick &c Carey, 1996, p.
323). The resulting suggestions for the revision of instruction can lead either to a
change in the accuracy or effectiveness of instructional materials or to a change in
the procedures of using the instructional materials. The goal of a summative
evaluation is to make decisions about maintaining the instructional materials
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currently being used or adopting new materials that have a greater potential to meet
an organization’s defined instructional needs. (Dick & Carey, 1996, chap. 11-12).
fL2 Models of instructional design
As mentioned earlier, instructional design models capture the different core
elements and tasks involved in this process. They are seen as tools to conceptualize
and communicate the associated core elements and procedures involved in the
process (Gustafson & Branch, 1997a, p. 12-13; 1997b, p. 77-78). In general,
instructional design models help to improve learning and instruction, the
management of instructional design and development, the evaluation processes as
well as the testing or building of learning or instructional theory (Andrews &
Goodson, 1980/1991, p. 136).
6.2.1 Four generations of instructional design
In general, the literature suggests that the origins of instructional design in
the United States date back to World War II, when there was an increased demand
in the military to improve training programs (e.g., Dick, 1987, p. 183-184; Reiser,
2001b, p. 58; 1987, p. 12; Tennyson &c Foshay, 2000, p. 114). In the years
following the war, various innovations have been made in analysis, design and
evaluation procedures (e.g., task analysis, formative and summative evaluation,
learning objectives, and criterion-referenced testing), which were later in the early
and mid-1960s “linked together to form processes, or models, for systematically
designing instructional materials” (Reiser, 2001b, p. 61). During this period, terms
such as instructional design, system development, systematic instruction, and
instructional systems have been introduced in early models, for instance, by Barson,
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Silvern, or Hamreus (Gustafson, 1996, p. 28-29; Gustafson & Branch, 1997a, p.
14-15; 1997b, p. 74-75; Reiser, 2001b, p. 61).
Tennyson (1995a, p. 117-122; 1992, p. 38-42; Tennyson & Foshay, 2000, p.
114-127) has identified four generations of instructional design models that have
been developed since World War II. The first generation of instructional design
models of the 1960s, ISD 1
,
is characterized by a linear, step-by-step approach for
subject matter experts to develop instruction based on the behavioral paradigm of
learning. ISD 1 models were primarily derived from Glaser’s action research
methodology of the early 1960s.
With the advancement of instructional technology the ISD process became
more complex. Second generation models of the 1970s, ISD 2
,
addressed this issue
by applying systems theory based on Bertalanffy’s general systems theory (e.g.,
Banathy, 1987) according to which the different tasks involved in the instructional
design process have been integrated (e.g., Dick, 1987, p. 189-192; Gustafson, 1996,
p. 28). For instance, Banathy—an early proponent of this approach—defines
instructional systems design (ISD) as
a creative, disciplined, and decision-oriented inquiry that aims to: (a)
formulate and clarify ideas and images of alternative desired states of a
system; (b) prepare descriptions, representations or “models” of the system;
and (c) devise a plan for the development and implementation of the selected
(most promising) model, (p. 89)
Dick (1995) writes that ISD helps to determine what to teach and how to
teach it. He states that “[t]he entire ISD process is systematic in that each step flows
from the preceding one, and evaluation and associated revisions are used to
determine when the instruction is acceptable to the client” (p. 13). According to
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Banathy (1987, p. 90-92) ISD is based on the interplay of several conceptual spaces.
The main inquiry of ISD is centered around the design-solution space. It begins with
establishing the design purposes and goals, and is completed with the creation of
the model of the system. Linked to this space are the contextual space, the
experience space, and the organized-knowledge space. The contextual space (also
called the environment of the space or problem space) represents the foundation of
the definition, study, and characterization of design-relevant systems as well as
systems of problems relevant to the design. The experience space is a creation of the
instructional designer in order to test design alternatives and the emerging model.
Finally, the organized-knowledge space contains the knowledge areas to be
explored in order to establish and enrich the knowledge base for the design.
These second generation models still apply a linear, step-by-step approach,
where the output of one authoring activity becomes the input for the next in a
closed loop, but now more activities have been added, e.g., establishing goals as
well as objectives, analyzing the target audience, reviewing and selecting existing
materials, selecting an instructional delivery system, and issues associated with
implementation. In addition, these models considered the instructional design
process as a team process involving an instructional development technician
alongside with a subject matter expert. A well-known example of this generation is
Dick & Carey’s (1996) model of the systematic design of instruction, which was
first introduced in 1978 and has just recently been published in its fifth edition in
2001; actually, Gagne introduced Dick & Carey’s model in the third edition of his
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most influential work on the principles of instructional design (Gagne, Briggs &
Wager, 1988, p. 22).
The third generation of instructional design of the 1980s and 1990s, ISD3
,
opened the closed-loop system design of ISD 2 models by introducing iterative
procedures in each of the core phases of analysis, design, development,
implementation, and evaluation, allowing to take account for situational differences
among applications especially with regards to the design of technology-based,
multimedia systems with increased learner control. However, ISD 3 models still
maintained a basically linear process between the individual phases. The
instructional development technician gave way to instructional design experts who
were able to manipulate the individual phases based on specific application needs
and constraints. ISD 3 models paid greater attention to the analysis (or assessment)
phase and introduced new forms of evaluation at each phase of the process, i.e.
feasibility and maintenance, increasing the function of project management in a
more flexible work flow compared to the linear, top-down structure of ISD 2 models.
An example of ISD 3 is Bergman & Moore’s (1990) development model for
interactive video / multimedia projects.
As indicated earlier, the core elements of the instructional design process
have mostly been modeled in a linear fashion beginning with analysis and ending
with evaluation/revision (Gustafson & Branch, 1997a, p. 20-23; 1997b, p. 74). A
more recent example of this notion is presented in Braden’s (1996) 15-steps top-to-
bottom formative evaluation instructional design model, which follows much of
Dick & Carey’s (1996) ISD model—for a positive reassessment of their own model
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see (Dick, 1996; 1997). Another example is provided by Clark (1999, p. 11), which
introduces Horns (1982; 1989) structured writing approach as a minor revision of
the basically linear instructional design process. Reigeluth & Nelson (1997), in
turn, propose a new paradigm to overcome the notion of a linear process in
instructional design. They suggest an iterative series of design decisions, each of
which would require a cycle of analysis, synthesis, evaluation and change, thus
collapsing design and development into a single step in the process. This user-
designer approach integrates elements of rapid prototyping, which allows for
greater participation of learners in the overall design process.
The notion of an iterative, incremental design process is at the core of
instructional design models of the fourth generation, ISD4
,
which began to emerge
in the 2000s. Advancements in disciplines such as cognitive psychology,
organizational theory, complexity theory, and software engineering have increased
the complexity of instructional design by altering and expanding the variables and
conditions of ISD. ISD4 models try to address this complexity and situational
application differences by introducing a dynamic, interactive diagnostic/prescriptive
systems design approach using a rule-based knowledge system, which results in “a
nonlinear system design that can continuously interact between the problem, the
solution, and the authoring activities” (Tennyson & Foshay, 2000, p. 124). An early
example of an ISD 4 model is Merrill’s ID 2 system created for automated
instructional design (e.g., Merrill, Li 8c Jones, 1990a; 1990b).
Recent developments indicate that instructional systems design needs to be
revised and enhanced by integrating, for instance, rapid prototyping or automated
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systems design (e.g., Gustafson &c Branch, 1997b, p. 83-86; Reiser, 2001b, p. 63;
Tennyson & Foshay, 2000, p. 123-124; Wilson, Jonassen & Cole, 1993). For
instance, electronic performance support systems (EPSS) provide new mechanisms
to enhance the design process itself (Dick, 1995, p. 16-19; Reiser, 2001b, p. 63;
Wilson, 1999). These systems not only support the automation of the instructional
design process itself, but also help participants in this process to engage in corporate
problem-solving, thus enhancing the notion of instructional design as “a systematic
process ofproblem-solving” (Wager, 1995, p. 10; italics in original). Wager also
explains with regards to EPSS that instructional design needs to make greater use of
technology like computers, expert systems, information databases, and computer
networks in order to increase productivity and to better meet the needs of learners
(p. 11). More recently, knowledge-based information systems for instructional
design have been proposed to enhance human performance and to help in locating
and improving access to useful knowledge within organizations (e.g., Reiser, 2001,
p. 64; Schott, 1991, p. 210-213).
Similar to Reigeluth’s & Nelson’s (1997) notion of an iterative, incremental
design process, Wilson, Teslow & Osman-Jouchoux (1995) argue for a greater
participation of all stakeholders in the instructional design process. The authors
suggest a set of guidelines for revising instructional design based on constructivism.
They criticize that in conventional instructional design usually a single designer and
subject matter expert are working in isolation. Instead, the authors suggest that all
major stakeholders should be represented in the design team of a constructivist
instructional design project. This participatory design approach allows for the
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incorporation of multiple perspectives in the design process. As such, the final
product may be able to accommodate multiple goals, styles, and perspectives in
instruction. Their guidelines are organized according to the core elements of
instructional design, but provide a new understanding of the individual tasks (p.
148-154).
Basically, the constructivist instructional design process is founded on a
holistic or systematic model that considers all instructional factors that may have an
impact. The authors suggest to apply a use fast-track or layers-of-need model—in
correspondence to Tessmer’s & Wedman’s (1990) layers-of-necessity instructional
development model—in order to better accommodate the learner’s needs in a given
situation. The participatory approach includes instructors and learners in the
process, among others, while implementing rapid prototyping techniques. Thus, the
design model can be developed “in the field” and be tested early in the development
process. During needs assessment greater emphasis is to be put on the performance
context (e.g., EPSS). Gap-oriented strategies need to be enhanced by consensus- and
market-oriented needs assessment. During goal/task analysis designers need to
distinguish between educational and training situations; both may arise in an
individual organization. The objectives derived from this process serve as heuristics
to guide the design process. The authors suggest to develop multiple layers of
objectives that cluster around rich learning experiences. They argue that the content
for instruction as well as the goals cannot be fully captured. Thus, during
instruction room needs to be provided to let these elements emerge and to be
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integrated while the instruction is in progress—e.g., by designing flexible shells in a
technology-mediated learning environment (Winn, 1991, p. 205-208).
The primary goal of instruction is problem-solving and meaning
construction. This can best be achieved by providing authentic, information-rich
methods for representing content and assessing performance. In order to allow for
different perspectives in dealing with a topic, multiple ways in approaching and
representing a problem should be provided. Supporting learners in personal
knowledge-building should be the primary goal of any instructional strategy. Thus,
designers should rather develop learning environments instead of selecting strategies
in order to allow for multiple goals for different learners by implementing multiple
perspectives. This may include, among others, the use of multiple representations in
the context of ill-structured domains, which help to develop cognitive flexibility (see
for instance Jones & Spiro, 1995; Spiro et al., 1991; Spiro &c Jehng, 1990), or the
use of cognitive apprenticeships, which apply the modeling, coaching, and fading
paradigm of the traditional apprenticeship model, but focus on cognitive rather
than physical skills, and allow for situated learning, i.e. the learning of knowledge
and skills in a relevant context that will be useful in real life (see for instance A.
Collins, 1991; Collins, Brown & Newman, 1989; LeGrand, Farmer & Buckmaster,
1993; Teles, 1993).
Finally, media and assessment also play an important role in supporting the
design of an constructivist learning environment. It is important to select media
early in the design cycle and to base the selection on media literacy and biases of the
learner towards particular kinds of media. Assessment should be fully integrated
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into the learning experience by evaluating not only the process but also the product
of instruction—i.e. formative and summative evaluation. Therefore, formal
assessments tools should be combined with informal assessment, e.g., observations
of eye contact, body language, facial expressions, and work performance.
According to Jonassen (1999; 1997; see also Duffy & Jonassen, 1992b), a
technology-based constructivist learning environment is centered around a problem,
question, or project. The goal of the learner is to arrive at an interpretation and a
solution of the problem or to complete the project. The problem is represented in a
context which is authentic and allows the learner to manipulate something and
affect the environment in some way. In order to understand a problem, a learner
needs to experience it and construct a mental model. When these experiences are
missing, the learning environment provides a set of related experiences or cases that
help in scaffolding the learner’s memory and enhance cognitive flexibility. In
addition, the learner needs information resources that help him/her to construct a
mental model and express hypotheses that lead to the manipulation of the problem
space. In order to help the student construct knowledge, a set of cognitive tools is
provided, which scaffold the learner’s abilities to perform a specific task. These
tools are designed to represent the problem and/or task, to model static and
dynamic knowledge, to support student performance and to gather information.
Tools are also needed to allow for conversation and collaboration. Finally, the
constructivist learning environment must make opportunities available to the
learners in order to explore knowledge, to articulate their hypotheses and to reflect
about one’s own performance. In turn, the system needs to provide the necessary
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instructional support through, for instance, modeling, coaching, and scaffolding
(see the earlier discussion in the context of learner-centered design in Chapter IV).
More recently, Willis (2000; Willis & Wright, 2000) has developed a
constructivist instructional design approach called the R2D2 model: Recursive,
Reflective Design and Development—a revision and refinement of an earlier
proposal (Willis, 1995)—which confirms much of the elements of designing a
constructivist learning environment as discussed in the previous section. To
summarize, Willis’ model is based on three flexible guidelines, i.e. reflection,
recursion (iteration), and participation. First, instructional design is recursive (i.e.
iterative) and non-linear, an approach that has been introduced earlier in the
context of the object-oriented paradigm. This approach supports the development
of instructional materials in increments, which allows both the users and the
designers to fully participate in the process of revising and reformulating the
product. Second, reflective design indicates that cycles of problem framing,
implementation, and improvisation need to be implemented as many problems
cannot be well-formed and solved with preformulated solutions. Finally,
participatory design refers to the importance of allowing all stakeholders to fully
participate in the design process based on scenarios (or use cases) as well as in
conducting a contextual analysis. To conclude, Willis & Wright (2000) write that
the R2D2 model views instructional design
as a process of progressively solving multiple problems in context. That is,
“solutions”, such as the set of objectives for a project, progressively emerge
across the entire design process instead of being completed early and then
used to guide design and development work. The fuzzy objective you begin
with will influence your design and development work, but conversely,
design and development will also influence the objectives. R2D2 views
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design work as a richly interactive process, in which solutions emerge across
a process, and in which work on many different parts of the whole influence
each other (and the whole), (p. 7-8)
The R2D2 model expands the notion of user-centered design towards user-
involved design. It not only complements instructional design from a constructivist
perspective, but also incorporates successfully methods and principles from other
design disciplines, i.e. user interface design.
The above discussion of developing constructivist learning environments is
reflected in Tennyson’s (1997; 1995a; 1995b; 1994; Tennyson & Foshay, 2000)
concept of ISD 4
,
which is not based on a particular learning theory or instructional
theory and allows for moment-to-moment adjustments during instructional
development. Tennyson’s system dynamics approach to instructional systems
development (ISD) is based on the assumption that each learning problem needs to
have a different instructional design solution. Instead of a linear solution system,
the system dynamics model presents a model- and simulation based methodology. It
is designed in such a way that it can dynamically adapt to the problem conditions of
a given situation. Tennyson (1997) describes the system dynamics approach to ISD
as a complex entity (or phenomenon) that prescribes a solution to a given
learning based entirely on the conditions of the situation at hand. The
dynamic feature of the nonlinear systems is the possible continuous
interaction between the problem diagnosis (i.e. situational evaluation) and
the instructional design prescription, (p. 415)
Tennyson system dynamics approach to ISD borrows from disciplines such
as complexity theory (Tennyson, 1995b, p. 34; 1997, p. 413-414). Using concepts
from this theory, ISD4 models are able to provide a more flexible approach to
complex problem situations. Tennyson states that because of the differences in each
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learning problem, a different instructional design solution is required each time.
Linear instructional design models were not able to provide this flexibility and
dynamic in responding to a given problem situation. Instead, Tennyson suggests a
system dynamics model, which overcomes the rigidness of linear process models
and is able to present different treatments to a problem situation.
This notion of handling complexity in an learning environment corresponds
to Reeves’ (1999) discussion of decomposing complexity using a learner-centered
design approach. Similar to Tennyson, Reeves draws from other disciplines such as
cognitive and information science. He argues that cognitive complexity should be
the focus as a specific design problem, where the goal of learner-centered design is
to manage the complexity of learning at the interface between the learner and the
information source such that the user and object can combine to scaffold efficient
and effective interaction” (p. 163). In his toolkit for learner-centered design Reeves
combines the different notions of a learner as perceiver, model builder, categorizer,
searcher, expert and student in a single framework which provides design
prescriptions to develop an interactive system for content and usability based on
principles from information design, mental models/hypertext, categorization/
classification, visualization, knowledge engineering, and schema-based instruction.
Reeves combination and integration of different disciplines and approaches for
learner-centered design complements and extendsTennyson system dynamics
model.
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As illustrated in Figure 17 on pa g e362, the dynamic systems model has
replaced the sequential structure of the instructional design models from previous
generations with an interactive set of six domains or clusters of authoring activities.
Based on a situational evaluation (also called feasibility evaluation or diagnosis) of
the learning situation a set of prescriptions is suggested to help address the problem.
Thus, the situational evaluation determines which kinds of authoring activities need
to be performed within the set of interactive instructional development (ID)
domains, i.e. foundation, design, production, implementation, and maintenance.
Taken together these domains form a knowledge base. This concept helps to better
address the complexity and interdependency of instructional decision-making. The
activities are connected by a given context, rather than their specific position in a
sequential model. This allows to focus more on one set of activities in a given
situation than another that might call for a different set of activities. As Tennyson
& Foshay (2000, p. 128) point out, the situational evaluation may lead to the
conclusion that the current learning situation does not require any changes, or that
only existing instructional materials have to be adopted, which may only require the
implementation domain, or that existing instruction has to be adapted or a new
learning environment has to be developed, which may require a more complex
system designs.
The foundation domain consists of authoring activities, which establish the
theoretical basis (i.e. educational philosophy, educational learning theory, and
instructional theory) on which the instructional development decisions are founded.
The design domain is concerned with preparing detailed specifications (e.g.,
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prerequisites, instructional strategies, message design) of the learning environment
that are needed for the actual development. During production, all the instructional
materials for the learning environment are developed. The implementation domain
includes activities that lead to the integration and delivery of the newly learning
environment. Finally, the maintenance domain has been included to ensure a level
of effectiveness of the learning environment when it was first implemented.
A critical aspect of Tennyson’s aspect is the fact that evaluation is not listed
as a separate domain, but is fully integrated at various places in the process. First, a
evaluation plan is prepared (see the foundation-design subdomain), which helps to
establish the quality management of the development effort. The design
specifications are first revised and refined during a formative evaluation, which is
part of the design domain. Another formative evaluation follows when the rapid
prototype of the learning environment is assessed and revised (see design-
production-implementation subdomain). Yet, another formative evaluation is
conducted to refine the rapid prototype (see production-implementation
subdomain). Finally, a summative evaluation is conducted and reported to
continuously assess the effectiveness of the new learning environment (see
implementation-maintenance subdomain).
In a discussion of Tennyson’s system dynamics model, Kerres (1998, p. 324-
325) falsely attributes Tennyson’s situational evaluation as a separate authoring
activity instead of both identifying it as a diagnostical tool for front-end analysis,
which leads to various authoring activities in the other instructional development
domains, and noticing that formative as well as summative evaluation are integral
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parts at different stages of the overall development process. In addition, Kerres
states that Tennyson’s model does not serve well for a structured approach of
instructional planning activities because it does not provide enough input for the
actual instructional designer, especially with regards to a particular time-line. The
author thinks that Kerres’ critique does not fully capture the main point of
Tennyson s model, in that it actually wants to abolish the linear or sequential
appioach of previous instructional design generations. Rather, Tennyson’s approach
allows an instructional designer to conduct a situational evaluation that would
allow him/her to make decisions on how to further proceed in the process. This
decision can then affect the selection of a set of authoring activities from certain
clusters of domains based on the situational evaluation. Thus, depending on the
demands of the situation, an appropriate instructional design model can be created
that is flexible and dynamic. As Tennyson & Foshay (2000) explain—in
correspondence to Boehm’s (1988) spiral model of software engineering—the
instructional systems development process “progresses module by module in a
‘spiral’ from the foundation-design subdomain through prototyping, evaluations,
production, and finally through implementation and maintenance” (p. 141). For
instance, this flexibility is very important for instructional Web sites design, as it
allows to make changes according to the scope of the various possible
manifestations of Web use for learning and instruction. However, taking into
consideration the knowledge base aspect of Tennyson’s model that is very suitable
for an automated instructional design model, it would be interesting to further
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refine the model with approaches from knowledge engineering and management,
e.g., CommonKADS (Schreiber et al., 2000).
6.2.2 Classifying instructional design models
The literature lists hundreds of instructional design models that have been
developed over the decades for different purposes and contexts. Based on their
comparative analysis of forty models of instructional design, Andrews & Goodson
(1980/1991) state that the basic goals of these models are to improve learning and
instruction, the management of instructional design and development, the
evaluation processes as well as to test or build learning or instructional theory. The
authors write that the instructional design model is often used as a kind of game
plan intended for development efforts. “This plan assures the educator that every
piece of instruction that is used will, regardless of content, have recognizable
elements” (p. 137). A revised version of Andrews & Goodson’s (1980/1991)
framework for the comparative analysis of instructional design models has been
proposed by Edmonds, Branch & Mukherjee (1994), which is based on an analysis
of fifteen models. The authors indicate that instructional design is both systematic
because of its inherent input-process-output paradigm and systemic because each of
the outcomes of each component influences the other components of the
instructional design process. They conclude that “instructional design is intended to
be responsive to the educational environment, learner-centered, goal-driven,
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procedural and sensitive to each relationship that occurs during the instructional
episode” (p. 57).
Recently, a more comprehensive classification system for instructional design
models has been suggested that integrates the activities into three classes of
classroom orientation, product orientation and system orientation (Gustafson,
1996, p. 29-30; Gustafson & Branch, 1997a, p. 27-32; 1997b, p. 78-81). The
classroom-oriented instructional design models are based on the assumption that a
single instructor is responsible for the preparation and organization of instruction.
An example is the model suggested by Kemp, Morrison 8c Ross (1998), which
focuses on curriculum planning. Another example for this group is the instructional
design template (IDT) for instructional design proposed by West, Farmer & Wolff
(1991), which introduces principles and strategies from cognitive science (e.g.,
chunking, framing, concept mapping, advance organizer, metaphor, rehearsal,
imagery, and mnemonics). The product-development instructional design model is
oriented towards the production of specific instructional materials for a limited
scale. A well documented example of this group is Bergman & Moore’s (1990)
model for the design of interactive video and/or multimedia projects. Finally, the
system-oriented model focus more on large-scale projects such as a course or an
entire curriculum. The most commonly known model of this group is the one
developed by Dick & Carey (1996; see also Dick, 1996; 1997), which is widely used
as an introductory textbook in the teaching of instructional systems development.
Other models in this category include the one from Smith & Ragan (1993), which
also introduces principles from cognitive psychology, and Gentry’s Instructional
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Project Development and Management (IPDM) model, which also addresses
supporting components for the instructional design process.
6.2.3 Instructional Web site design
As alluded to earlier, it is important to integrate instructional design when
developing Web-based learning environments. However, because of the different
possibilities and the varying scope of incorporating the Web as an instructional
technology in the teaching and learning process ranging from a supplement for a
single instructional event to an educational system that is fully embedded in the
Web, a classroom-orientation, a product-oriented, and/or a system-oriented model
could be applied. In addition, not only the specific structure of theWeb site has to
be developed to deliver the learning environment, but also the various Internet
media types that can be embedded in this distributed hypermedia environment,
which would require knowledge and expertise from specialists in graphic design,
interaction design, interface design, audio, video, illustration, animation,
programming, etc.
In fact, most of these specialists use process models that consist of core
elements similar to that of instructional design (e.g., analysis, design, development,
implementation, evaluation, and maintenance); see for instance, designing for
electronic publishing (e.g., Assadi, 1998, chap. 2) and print publishing (e.g.,
Cottrell, 1998, chap. 4), educational software engineering (e.g., Unesco, 1990,
chap. 1.3), information design (e.g., Jansen & Scharfe, 1999, p. 58-59), information
architecture for the Web (e.g., Reiss, 2000; Rosenfeld & Morville, 1998),
multimedia authoring (e.g., Clarke & Swearingen, 1994, chap. 1), multimedia/
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hypermedia design (e.g., Apple Computer, 1994, p. 59-257; Cotton & Oliver, 1997,
p. 94-105; England & Finney, 1999; Mok, 1996, p. 54-59; Schifman, Heinrich &
Heinrich, 1997, p. 83-156), typography (e.g., Ruegg, 1989, p. 121-124), and Web
design (e.g., Black, 1997, p. 172-181; Conger & Mason, 1998; Donnelly, 2001,
chap. 2).
For instance, Ruffini (2000a; 2000b) suggests a systems approach for the
design of an educationalWeb site for classroom use based on Kemp, Morrison &
Ross (1998) model. Similar to R. Flail’s (1999) instructional Web site design
principles, Ruffini integrates instructional design decisions, e.g., determining learner
characteristics, goal analysis, and specifying learning objectives, with basic
hypermedia design principles, e.g., site structure, navigation system, page design,
test design, and visual design. Authors like S. Horton (2000) or Keating & Hargitai
(1999) stress more the importance of Web design principles in preparing for Web
teaching, but do not discuss in detail the need for instructional design in this
process. Others, like M. Driscoll (1998) or W. Horton (2000)—he calls this
structure a course framework (chap. 4) in correspondence with Gagne’s (Gagne,
Briggs & Wager, 1992, p. 185; 1988, p. 177) notion of a course architecture (see
also Clark, 2000)—explain in detail how to develop a Web-based learning
environment based on instructional design principles and how to be involved as an
instructor in such a system, but at the expense of the input from other design
disciplines that should be part of this process. Finally, Lee & Owen’s (2000)
instructional design prescriptions for technology-based instruction (i.e. multimedia,
CBT, WBT, and distance learning) does not really integrate instructional design with
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the design tasks of the individual domains or technologies as the title of multimedia-
based instructional design might implicate. They simply use a sequential multimedia
production model which focuses on the creation of a learning environment without
indicating the decisions that have to be made with regards to the types of media to
be selected as well as the philosophical or theoretical foundation based on which
the learning environment is constructed. Their suggested strategies very much
resemble those used in CBT including items for presentation, demonstration,
practice, and assessment (see for instance Gibbons &c Fairweather, 1998, chap. 8-9),
which are based, in turn, on Gagne’s (Gagne, Briggs & Wager, 1992, chap. 10)
events of instruction.
Most of the authors fail to base the instructionalWeb design process into a
broader framework that not only address instructional design principles, but also
methods and approaches from other disciplines such as user interface design and
software engineering that play an important role in the design of interactive
hypermedia systems. What is needed is a specific instructional design model for
Web site development that would integrate all these different aspects from other
disciplines in a single framework. As discussed earlier, the literature on the design of
computer-assisted instruction (CAI) has illustrated how the instructional design
process can be integrated with systems design in educational software engineering
(e.g., Venezky & Osin, 1991) or for interactive multimedia instruction (e.g.,
Schwier & Misanchuk, 1993, chap. III). However, these approaches are too limited
in their scope as they do not include the entire physical and social infrastructure of
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interactive hypermedia and their potentials to motivate learners for independent or
collective learning process as suggested by Kerres (1998, p. 17).
More recently, authors like the Joint Advanced Distributed Learning (ADL)
Co-Laboratory (Joint ADL, 2001), Bruns & Gajewski (2000, chap. 2-3), Conrad &
TrainingLinks (2000), or McCormack & Jones (1998, chap. 3) provide more
integrated approaches that address instructional design and media design as
elements of an overall process for instructional Web site development. In their
guidelines for the design ofWeb-based instruction, ADL suggests a collaborative
and iterative systems design process which fully integrates Web site design and
instructional systems development. Following the conventional ADDIE phases, the
authors list the different authoring activities of the two combined processes parallel
in time. Bruns & Gajewski’s notion of the design of a Web-based learning
environment integrates decisions about the selection of different media assets and
their integration into a hypermedia system as well as the composition of the user
interface and its elements with instructional design. In their training development
cycle, Conrad & TrainingLinks (p. 14-15) integrate these processes by adapting
decisions about multimedia / hypermedia design—in particular user interface
design—to the activities of creating an instructional Web site. According to their
model, the instructional design process generates a blueprint that is used as a
specification for Web user interface design. Most helpful is their notion of a learning
path in the system (chap. 5) that clearly integrates the instructional prescriptions
with the information architecture and navigation system of the Web site, which
basically constitutes the user interface of the system (see also the discussion of a
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learning path in interactive learning environments in Kerres, 1998, p. 347-350)
McCormack & Jones suggest a five-step process for instructional Web site design.
Using rapid prototyping with paper-mockups the authors suggest to first develop a
hst of educational goals based on which, then, the implementation methods are
identified. Third, different approaches or instructional strategies are specified,
which take into consideration the capabilities and limitations of the system. Fourth,
the overall content is structured and organized into an information architecture
along with the appropriate navigation system. Finally, the actual presentation
design of the user interface is conducted. The resulting paper-based prototype is
used as a blueprint or specification for the subsequent content production and
distribution.
Although the authors introduced above do integrate the different disciplines
that converge in the instructional Web design process, they do not establish a
particular instructional design model that could be applied as a general framework,
especially with respect to the use of learning objects—as the in case of the Joint
ADL Co-Laboratory who discuss the implementation of reusable learning objects.
A more integrated framework for instructional design is presented by educators in
Germany in recent years based on the reception and intensive discussion of U.S.-
based instructional design theories called multimedia didactics, which integrates
general instructional design (called didactics) with message design or media
selection and development of instructional technology (called media didactics) into
a design-oriented development model for instructional multimedia / hypermedia
(e.g., Issing, 1994a; 1994b; 1997; Kerres, 1998, chap. 1; Strittmatter & Mauel,
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1997, p. 47). Based on the five views of instructional systems design presented by
Schiffman (1986/1991), Schott (1991) also comes to the conclusion that
instructional design is often limited to a process model for media selection and
development. Separating the media from the instructional design process leads to
their isolation, which focuses more on the physical qualities of the media instead of
the conditions under which they can be applied in instruction (see also Kerres, p.
11). Rather, Schott suggests a model for knowledge systems design, which integrates
instructional design along with what he calls knowledge-meta-media that represent
a combination of different media assets, into a comprehensive knowledge delivery
and usage system. More specifically, a design-oriented multimedia didactics is
needed, as suggested by Kerres (p. 12), which looks at both the decisions about
selecting media for instruction as well as how to produce them in a single process.
Based on this concept, multimedia learning environments represent a total social
and physical system which emphasizes technology-mediated learning by integrating
media and other support tools (p. 16). Design-oriented multimedia didactics
resembles a product-oriented or production-oriented design model, which is not
primarily interested in the analysis and reflection of learning with media nor in the
basic decisions about the use of media and their impact, but rather in the scientific
comprehension of the conceptualization and development of multimedia learning
environments (p. 23-24). As Kerres (1998) explains:
Es kann also festgehalten werden, dais die gestaltungsorientierte
Mediendidaktik alle Planungs- und Entwicklungsschritte der
Medienproduktion auf dem Hintergrund didaktisch-konzeptueller, also den
Prozels des Lehr-Lerngeschehens iibergreifender, Erwagungen betrachtet
Die hier vorgestellte Mediendidaktik versteht die Entwicklung und
Gestaltung medialer Lernumgebungen jedoch als eigenstandige Aufgabe
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unabhangig von Schule und Unterricht and zielt so auf die
Professionalisierung der Produktion didaktischer Medien ab. (p. 29)[To conclude, design-oriented media didactics views all planning and
development steps of media production based on didactic-conceptual
decisions that encompass the process of learning-teaching events The
proposed media didactics views the development and design of media-based
learning environments as an independent task that is not limited to teaching
and instruction in schools. Instead it is aiming at professionalizing the
production of instructional media, (trans. by author)]
The core element of this process is the so-called interactive script (or
storyboard) for the instructional event (Issing, 1997, p. 214; Kerres, 1998, chap.
4.3). It is based on the conceptual model of the interactive learning environment,
which was developed during the analysis phase. It serves as the blueprint or
specification for the design of the individual media assets (e.g., photographs, video,
and sound, text and screen design, as well as computer graphics and animation)
which are embedded in the overall information architecture of the interactive
system along with the navigation system. Finally, this system is developed,
duplicated, distributed, and implemented. Formative evaluation during the design
and development process, and summative evaluation after the implementation
produce the input needed for revisions.
6.3 Object-oriented instructional systems development
As indicated in previous chapters, the object-oriented paradigm is not only
being used in software engineering and user-interface design, but has also entered
the realm of designing multimedia for instruction. For instance, Allen, Chiero &C
Floffman (1996) explain that multimedia developers tend to organize their software
applications around media objects (e.g., sound, pictures, text, and graphics) that are
stored in media databases. The authors argue that object-oriented thinking can help
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to reduce the complexity of a knowledge domain, an approach that also has
implications for the design of constructivist learning environments. Gibbons &
Fairweather (1998, chap. 3, 6; 2000, p. 419-420), for example, discuss the use of
(graphical and logical) objects in the context of creating frame-like structures in
computer-based instruction (CBI). According to the authors (chap. 4), a frame is
considered an author object, which is used for data entry in order to create dynamic
experiences for the learner. They are the building blocks of the instructional
strategies. A frame represents a grouping of smaller objects which are assembled
into a kind of pre-fabricated unit” (p. 58). ^ Typically, a frame consists of an
expressive or visual display element and an unseen computer branching logic. The
basic frame types include presentation frame, menu frame, question frame, and
calculation frame. Objects in a frame can be manipulated by changing their
attribute values.
Another example of using the object-oriented approach in the design of
instructional multimedia is presented by Boles, Boles, Dawabi, Schlattmann, Trunk
& Wigger (1998). The authors demonstrate how an object-oriented approach in
combination with UML can be used to develop a multimedia application about an
experiment as part of a virtual genetics laboratory system with a specific authoring
tool (i.e. Macromedia Director). The object-metaphor underlying this approach
1
The use of frame in this context differs from frames applied in artificial
intelligence or cognitive science (see for instance West, Farmer & Wolff, 1991, chap.
3-4). According to their understanding, a frame represents a grid or matrix with
slots for concepts, categories and/or relationships, whose attributes are filled with
values. For instance, Protege-2000 is a so-called frame-based knowledge
engineering system that follows this understanding (Stanford Medical Informatics,
2000).
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implies that the objects and their properties are represented visually and can be
manipulated by graphical means.
6.3.1 Introduction
According to the object-oriented paradigm, the object-oriented system
architecture consists of object views, which combine process instances and files into
objects. “In the object-based view, a system is a network of objects that
communicate by message passing” (Collins, 1995, p. 306). This understanding
leads to the notion of interactive systems and applications that constitute networks
of communicating objects, which collaborate to provide visible interfaces to end
users (p. 335).
The diagram shown in Figure 18 on pa g e377—which was inspired by
Mok’s (1996, p. 123) system architecture of a Web site
—
provides a view of how
various notions of objects within a computing environment relate to each other. It
not only illustrates a learning technology systems architecture, but also provides an
integrated view of the elements required to create that architecture by following the
notion of the object-oriented system architecture. Developing such a learning
technology systems architecture to implement and deliver learning objects requires
the collaboration of different specialists. The lower levels of the diagram demand
the skills of computer programmers, indicated by the shades in dark grey. In
contrast, the top layers require the more abstract and conceptual design skills of
specialists like interface designers, information architects, and instructional
designers, as indicated by shades in light grey, who are able to mediate between
these two worlds.
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The conceptual framework of the object-oriented instructional design
(OOID) model, as discussed in this section with the use of UML, follows this notion
of layers and components embedded in a systems architecture. It is based on
Tennyson s & Foshay’s ISD4 model and incorporates elements from Oesterreich’s
(1997/1999, chap. 3) business-oriented software engineering process with the
following features: use case-driven, architecture- and component-centered, iterative,
and incremental.
First, use cases are identified as the basis for further authoring activities. As
suggested by Douglas (2001, p. 3-4), use cases are introduced in order to extend
common analysis methods in ISD such as task analysis by utilizing established
object-oriented analysis methods. Use cases are employed to determine learner and
system requirements of the learning environment.
Second, the OOID model is architecture- and component-centered. OOID is
aimed at supporting instructional designers in developing learning objects, which
must be adaptable to different learning technology systems architectures. As
indicated earlier, such an architecture consists of layer models and is further
subdivided into components and subsystems, and could be applied to a broad range
of learning scenarios. For instance, according to the IEEE Standard for Learning
Technology Systems Architecture (LTSA) (Learning Technology Standards
Committee, 2001; see also Sonwalkar, 2002a), such an architecture consists of five
refinement layers (i.e. learner and environment interactions, learner-related design
features, system components/conceptual model, implementation perspectives and
priorities, and operational components and interoperability). This standard
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describes the retirements, functionality, conceptual model, and the semantics of a
learning technology systems architecutre. However, only the third, the component
layer, is normative accordmg to this standard. This layer represents the component
based architecture. It consists of four teaching/learning processes (learner entity,
evaluation, coach, and delivery process); two data stores (learner records and
learning resources); and thirteen informat,on flows among these components
(behavioral observations, assessment information, learner information, query,
catalog info, locator, learning content, multimedia, interaction context, and
learning preferences). LTSA provides interoperability interfaces for learning
technology systems, similar to what Tennyson & Foshay (2000) refer to as
management system and delivery system. However, it does not identify
interoperability interfaces for content development (i.e. instructional design) or
administrative systems (e.g., business operation services). Learning objects are a
critical element in the LTSA standard. They describe learning content with a focus
on reusability that is integrated with the structure and sequencing of units of
knowledge and information, organized into learning resources. In the shape of
catalog info, learning object metadata describe the learning resources in order to
enhance the facilitation of searches.
Finally, in correspondence to Tennyson’s & Foshay’s (2000, p. 139-140)
assertion to employ the rapid prototyping design methodology, the development
piocess is iterative and incremental. The use-case driven approach allows to develop
rough requirement specifications, based on which a system can be structured into
subsystems or components. Subsequently, these subsystems or components can be
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developed by separate teams and later integrate into the learning environment.
Thus, this approach is more flexible than the conventional linear process with
several separate phases-wh.ch ISD< replaces by a dynamic approach-,„ that the
intermediate results (or prototypes) are regularly rev.ewed (i.e. format,ve evaluation
of the prototype for revisions and refinement). Oesterreich (1997/1999, p. 52) and
Tennyson & Foshay (2000, p. 141) indicate that each cycle or iterable step of the
development process spiral consists of detailed planning and an analysis-design-
implementation sequence. Thus, iterative means that the development process is
decomposed into several similar steps. And, incremental refers to the growth of the
total functionality of the system with each step.
The OOID process model is characterized by the subdivision of authoring
activities into small units and the junction of these activities with different levels of
detail. Similar to Oesterreich’s business-oriented software engineering process,
Tennyson’s & Foshay’s (2000) ISD< model represents a highly dynamic, interactive
diagnostic/prescriptive approach, which is “a nonlinear system design that can
continuously interact between the problem, the solution, and the authoring
activities” (p. 124). Thus, the openness and flexibility of this process model allows
to better address problem situations and concrete application areas by formulating
prescriptions within the conditions and variables of a given situation.
6.3.2 The OOID development phases
As illustrated in Figure 19 on pa g e381, the development process can be
more or less divided into the key phases of situational evaluation and requirement
380
analysis, problem domain analysis and design, rapid prototyping, and
implementation and maintenance,
Figure 19: Overview of the OOID development phases
Each phase is structured into a number of individual authoring activities. As
indicated by Oesterreich (1997/1999, p. 52-53), the phases of situational evaluation
and requirement analysis, problem domain analysis and design, and
implementation and maintenance usually proceed consecutively, whereas the rapid
prototyping phase represents the “development process proper”, proceeding
iteratively and incrementally. The following section provides a more detailed
description of the individual phases and their authoring activities with the help of
activity diagrams (which are inspired by Oesterreich, 1997/1999, p. 56, 69, 72, 74),
such as the requirements analysis diagram in Figure 20 on pa g e382. Given the
scope of this study, we can only provide general descriptions of the object-oriented
instructional systems development process and the corresponding authoring
activities.
6.3.2, 1 Situationa l evaluation and requirement analysis
In order to develop a successful learning environment, information about the
underlying problem or needs have to be collected. The front-end analysis is not only
important for ISD, but is of equal importance in, for instance, software engineering
and user interface design, thus they can share many of the same methods. In the
context of ISD, the gathering of (learner and system) requirements includes the
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Figure 20: Activity diagram of the situational evaluation and requirement analysis
phase
conditions and parameters of the problem or need of a given learning situation,
from which a solution strategy or methodology for the ISD project can be derived.
The result is not a description of the actual learning environment, but the
instructional prescriptions to develop the system by answering the question ‘“What
kind of instructional development effort, if any, would be feasible and desirable?’”
(Tennyson &c Foshay, 2000, p. 127). The activity diagram in Figure 20 on page 382
382
Shows the mam authoring activities that typically occur at the beginning of an ISO
project.
6.3.2. 1.1 Situational evaluation
Before a solution plan to solve a leatnmg situation can be made, the scope of
the actual leatnmg problem or need has to be determined through a situattonal
evaluatton. This may show various main solutton variations, based on which a
concrete solution variation or alternative solutions are derived. Generally, a needs
assessment analyzes the learning problem or need and defines it in terms of
curricular needs and goals as well as target audience characteristics. Further, the
constraints, resources, and risks are determined in order to extend the assessment of
the learning problem or need. The learning situation may ask for one or more
solutions of learning activities at different levels in the system. In addition, the
assessment of the target audience helps to determine the learner characteristics (user
requirements). Also, an environmental analysis is needed to specify the context in
which the learning environment is embedded (system requirements). Further, it is
recommended to develop an initial named list of use cases with brief descriptions to
provide a first orientation about the requirements. Finally, it is helpful to determine
the instructional development (ID) competence of the ID author to better organize
the project team and manage the overall project.
As Tennyson & Foshay (2000, p. 129) write, this process results in a
proposal that specifies a solution or alternative solutions. The results from the
situational evaluation may indicate either that the current situation does not need
any changes or intervention or that existing materials have to be adopted, adapted,
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or developed for the (new) learn,ng environment. If the solution plan proposes an
intervention, the situational evaluation document, in which the solution plan is
described, should state the theme or vision of the instructional prescription,
document the feasibility of the effort, specify the system des.gn(s), and define the
authoring activities.
6. 3.2. 1.2 Rapid analysis and design
In order to introduce the concept of rapid prototyping right from the
beginning, a rapid analysis and design workshop may be conducted. This rapid
analysis and a first prototype is carried out to determine the fundamental
requirements for the general framework. Oesterreich (1997/1999) indicates that the
most important business processes and use cases can be “cursorily analyzed and
immediately implemented in an exemplary way, that is, first application fragments
are realized” (p. 59).
6.3.2. 1.3 Business process analysis
As noted by Oesterreich (1997/1999, p. 56, 59-60), business process
modeling clarifies how the system to be developed can be best integrated into
existing business processes. Thus, these processes have to be analyzed in the context
of the new system. Similar, the processes within an educational setting (e.g.,
teaching and learning, management and administration) need to be analyzed and
modeled as well, including organizational aspects, in order to optimally integrate
the system to be developed into the existing environment. For instance, according to
Gentry’s (1994) Instructional Project Development and Management (IPDM) model
the development or authoring activities are assisted by a set of supporting
components, which include the communication of essential information, the
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management of resources, the handhng of necessary information, the acquisition
and allocation of resources/budgets, personnel decisions, and the organtzation and
renovation of fadlit.es. order to integrate the new learn,ng environment, the
points of contact with these surrounding processes need to be specified, wh.ch in
the literature is called business process modeling.
In fact, UML contains a profile for business modeling. It describes how UML
can be customized for business modeling. It contains common stereotypes and some
useful terminology (e.g, UseCaseModel, ObjectModel, OrgamzationUnit, Worker,
Caseworker, etc.). They can be employed to describe business procedures and
documents as well as organization units and resources of the business. Thus, the
results of this activity can be expanded in more detail for an instructional setting
using an adaptation of this UML profile.
6.3.2. 1.4 Psychological foundations definition
In order to achieve a theoretical framework for the development activities,
the underlying psychological foundations need to be established. This includes the
definition of the educational philosophy and the educational learning theory, which
influence each domain in the instructional development process. Directly linked
with this activity is the definition of the instructional theory.
6. 3. 2. 1.5 Use case analysis
The processes relevant for the learning environment are analyzed and
described in so-called use cases. Use cases are not only employed for describing the
desired performance requirements for learners, but also for introducing the ID
author into the special subject matter of the learning environment. As such, use
385
cases extend the commonly employed analysis of a domain of information (i.e.
content, task, and jobs).
Situational evaluation
Use case diagram
Use case description
1. Identify needs
A search dialog is used to select the
appropriate assessment file. The results of
the needs assessment are entered into the
template.
2. Determine constraints
In the assessment file, the specify
constraints checklist is opened and the list
of possible constraints is checked and/or
modified. In addition, missing information
is entered.
3. Assess target population
In the assessment file, the audience file
is opened and all the data collected about
the target population is entered into the
template.
4. Create solution plan
The solution creation action is initiated.
The template for the solution plan is displayed.
The suggestions are entered. The solution
plan printing action is triggered, which
results in the solution plan template being
printed. The project team members are each
given one copy of the solution plan.
4
Activity diagram
Figure 21: Simplified activity modeling of the situational evaluation process
The diagram in Figure 21 on pa g e386 (based on an example for software
engineering in Oesterreich, 1997/1999, p. 129), presents a simplified use case
analysis of situational evaluation in a hypothetical automated instructional design
tool. The use case diagram combines a set of use cases that have been identified for
this activity (actors have not been included in this case). They are translated into a
use case description. This description forms the basis of an activity diagram, which
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can later be employed to determine the class model as well as operations (sequence)
of actions. Additional methods that can be applied in this setting include CRC
cards, concept maps, task/user tables, action/object tables, etc.
A use case diagram describes the relationship among use cases within a
system and the actors involved. In general, a use case shows the current state or is-
state of a (learning) situation. In addition, it needs to be followed up by the
development of projections of the future learning environment (i.e. desired case),
which formulate and illustrate what information to be learned and the learning
processes required to be supported by the learning environment to be developed will
look like.
The description of use cases is interlocked with the specification of goals and
learning objectives, which form the basis for the development of learning objects
and information objects respectively. The goals of the learning environment are
determined with regards to those that deal with the acquisition of knowledge (e.g.,
declarative, procedural, and contextual) and those which deal with the employment
and improvement of knowledge (e.g., cognitive complexity). The definition of
learning objectives relates to the goals of the learning environment. Cognitive
learning objectives—as opposed to behavioral objectives which define end-of-
instruction learning outcomes—describe the type of knowledge or knowledge
structure and cognitive abilities that a learner needs to acquire. Tennyson &c Foshay
(2000, p. 131-132) propose a set of five categories of learning objectives that extend
Gagne’s (1985) conditions of learning and Bloom’s (1956) taxonomy of educational
objectives to include the following: declarative knowledge (verbal information),
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procedural knowledge (intellectual skills), contextual skills, cognitive complexity,
and constructivism; we may also want to add structural knowledge as proposed by
Jonassen, Beissner & Yacci (1993).
Finally, as use cases identify the actor(s) involved in a scenario, the learner
model can also be specified. This would include the definition of prerequisite skills
as well as the entry knowledge that is needed for the acquisit.on of information, i.e.
background knowledge, associative knowledge, and prerequisite knowledge.
6. 3.2. 1.6 Architecture and authoring tools evaluation
In many ISD projects, new technological ground is entered. Perhaps a new
learning management system is employed, or a new authoring tool, a different
learning technology systems architecture, particular learning metadata standards, or
perhaps special existing learning object repositories are to be integrated. One
strategy to minimize the risks is to analyze them as early as possible. For instance,
by using a prototype in the process that focuses on these risks, they can be studied
and possible other weaknesses can be eliminated. The rapid prototyping results in
model solutions, authoring guidelines, and an architecture model which describes
the fundamental structure of the learning environment to be developed.
This activity helps to specify the learning technology systems architecture
(LTSA), which includes the management and delivery system of the learning
environment. The ID author needs to establish the means for managing the learning
environment, which establishes the conditions of control and responsibility of
learning with the environment, ranging from program control to learner control.
With regards to the specification of the delivery system, Tennyson &c Foshay (2000)
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write that the ID author needs “to be aware of the effect of transmediation on
learning and to consider delivery systems that improve the representation of
information” (p. 133).
The architecture model of the learning environment influences the
instructional development plan. In addition, it must be supported by the authoring
tools and therefore should be integrated in the analysis.
Finally, the ID author reviews possible curricular and instructional materials.
Based on this review a decision can be made whether to develop instructional
materials or employ existing materials. This activity can also be extended by the
notion of learning objects, as ID authors in the course of developing an
instructional intervention can search repositories to verify if learning objects exist
and can be integrated, or if new learning objects have to be developed and later
added to the repository.
6.3.2. 1.7 Learning environment and instructional development (ID) planning
The results and assessments of the preliminary steps provide enough
information at the end of the front-end analysis to define the variables and
conditions of the learning environment and to specify the project team structure and
plan of work (authoring activities/schedule) and budget which are required to build
the learning environment. A key aspect in establishing the project team structure is
the identification of sources of risk for the project and the creation of activities that
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control or help to minimize those risks, e.g., when organizational changes occur
during transition from one domain/phase to another.
The specification of the end product of the development effort updates the
solution plan developed in the situational evaluation. According to Tennyson &
Foshay (2000, p. 133) the information gathered so far documents the length of the
instructional intervention, the proportion of the instruction presented by available
media and learning objects, the description of the target audience, the definition of
the learning environment constraints, the specification of the learning goals and
objectives, the selection of management and delivery systems, and the specification
of situational variables.
In addition, the evaluation plan for the ISD project is defined (Tennyson &
Foshay, 2000, 134). This plan contains prescriptions for formative evaluation in
order to gather the data required for refining and revising the learning environment
during design and development. The plan also includes details to prepare and
conduct summative evaluation during implementation as well as maintenance
evaluation during the actual operation of the learning environment.
6. 3. 2,2 Problem domain analysis and design
As shown in Figure 22 on page 391, the problem domain analysis and design
includes those authoring activities that consider the outcomes from the requirement
analysis phase and turn them into more specific solution approaches. However, they
cannot yet be employed for reasonable rapid prototyping. The authoring activities
in this phase primarily serve to organize and structure the requirements, and to
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identify and describe the components (learning objects) required for the learning
environment to be developed.
Problem domain analysis and design
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Figure 22: Activity diagram of the problem domain analysis and design phase
6.3.2.2.1 Learning activity modeling
At this stage the previously defined use cases are reassessed and further
subdivided into a number of individual activities by building the corresponding
activity diagrams for each use case. Based on this activity, the appropriate sequence
and organization for the presentation of the information is specified, i.e. embedding
information objects and learning objects in a larger hierarchy of modules, units,
courses, and ctirricula. In addition, organizing and seqtiencing information of
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instruction can also employ established principles and approaches from information
design, as described earlier.
The organization and sequencing of the information to be learned leads to
what can be referred to as an instructional architecture (see for instance Clark,
2000; see also Gagne, Briggs & Wager, 1992, p. 185; 1988, p. 177)). This
architecture provides the framework for the appropriate instructional strategies,
which are based on the psychological foundations chosen during the requirement
analysis. Clark suggests four such architectures, i.e. receptive, behavioral, situated
guided discovery, and exploratory. Based on Mok’s (1996, p. 141) diagram of the
functions in an interface of an on-line information service, the diagram in Figure 23
on page 393 illustrates the learner-directedness and the sequence of instruction
within the four main instructional architectures in order to depict the specific
behaviors of the user interface. As Clark indicates, these architectural types are
oversimplifications and may overlap in a given situation. For instance, an
instructional event may employ a situated guided discovery, but may also choose to
offer opportunities for exploratory learning. The main differences are how learner-
structured and how sequential the learning activities are conceived. The exploratory
architecture is the most learner-structured and least sequential mode. All four
instructional strategies involve browsing.
These architectures correspond to Tennyson’s & Foshay’s (2000, p. 136-138)
five instructional prescription categories that can be implemented in a learning
environment. These categories include expository strategies, practice strategies,
problem-oriented strategies, complex-dynamic strategies, and self-directed
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Figure 23: Learner-directedness and sequence of instruction in a use interface
experiences. Similar to the previous authoring activity, the specification of
instructional strategies and architectures can also be informed by principles and
approaches from other disciplines, such as information design and information
architecture.
Finally, a system for learner evaluation and/or assessment is established
(Tennyson & Foshay, 2000, p. 140). The ID author needs to determine the use of
pretests, progress checks, post-tests, and retention tests. In addition, the way how
the assessments are administered (e.g., written, oral, via computer) has also to be
determined.
6. 3. 2.2.2 Business class modeling
Similar to the learning activity modeling, the use cases from the requirement
analysis are employed for business class modeling or class analysis. At this stage,
business classes are created that describe an object, a concept, a place, or a person
from the real (teaching and learning) setting (Oesterreich, 1997/1999, p. 70). The
result is the so-called analysis model (or the designer’s model in object-oriented user
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interface design terms). It captures a rough outline of the first interface design of
these business objects and the associative relationships among them.
Part of this activity is the specification of the learning management system
for the instruction. Here, the ID author determines the level of control the learner
has in managing the learning events, and the corresponding support provided by the
instructional technology. As Tennyson & Foshay (2000) write, “(a]n important
variable to consider when increasing learner control of instruction is feedback to the
student on cumulative progress in learning” (p. 139).
The specification of the instructional message design in technology-mediated
instruction (e.g., Fleming & Levie, 1993) is also part of this step. Here, the display
characteristics in relation to the information to be presented are determined. In
addition, the human factors are specified in terms of means for interacting with the
learning environment (e.g., menus, prompts, function keys, etc.).
6. 3.2. 2.3 Domain class modeling
The domain class modeling processes subdivides the business class model
into more detailed units in order to represent the technical structures of the problem
domain. This is also known as the design model (or the programmer’s model in
object-oriented user interface design terms).
6.3.2.2.4 Instructional component building
The previous activity diagrams and business class model are now further
tailored to components or subsystems of the learning environment. For instance, the
learning objects that have been identified based on use cases can now be formally
united with information objects, or integrated into even larger hierarchies.
Likewise, the specification of the instructional message design and the human
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factors in technology-mediated instruction can be continued by means of object-
onented interface design and interactivity destgn. At tins stage, the object views and
the composition of these views are designed along with the basic
object interactions, and task interaction sequencing.
interaction tasks.
6.3.2.2.5 Learning environment plan
In order to ensure both the quality of the content and its proper
representation in the component model, a formative evaluation is conducted to
revise the design of the component model. In addition, the implementation of the
behavior-driven component in the more static structures of the domain class model
is also reviewed. For instance, the specifications for the user interface can now be
further tailored into the so-called model-view-controller (MVC) (e.g., Collins,
1995, p. 304-305; Oesterreich, 1997/1999, p. 114). MVC is a design pattern to
describe the user’s interaction with a computer system in terms of the representation
of the user s conceptual model in the system’s information model, the representation
of the interactive system in terms of views, and the implementation of controllers
that provide the means for the user to interact with the model.
The findings of the problem domain analysis and design phase lead to an
update of the solution plan. The resulting design document contains a complete
description of the learning environment, based on which the actual iterative and
incremental development of the learning environment using rapid prototyping can
commence. I his shows that the transition from analysis and design to rapid
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prototyping in ISD corresponds to the same transttion in ob |ect-or,ented user
interface design as well as in object-oriented software engineering.
6.3.23 Rapid prototyping
The goal of the actual development phase of the ISD process is to build a
prototype of the proposed instruction within the learning environment and to
produce and integrate the prescribed instructional materials into the learning
environment. This phase consists of authoring activities combined with a number of
evaluations at different stages during the process to ensure that the necessary
revisions and refinements are performed before the product is actually
implemented.
6. 3. 2. 3.1 Instructional component development
The development of instructional components within the learning
environment marks the beginning of the iterative and incremental rapid prototyping
process. As Tennyson & Foshay (2000) write “the goal is the development of a
prototype that exhibits the main features of the instruction” (p. 139). Having
collected the detailed specifications in the previous phases, rapid prototyping can
now proceed in a more organized and planned manner. Rapid prototyping is
concluded with an initial evaluation prior to the production and integration of the
instructional materials into the learning environment.
Oesterreich (1997/1999, p. 72-76) explains that rapid prototyping also
requires planning (see Figure 24 on page 397). He distinguishes between release
planning and iteration planning. The first determines which requirements have to
be implemented and when (e.g., coarse implementation, detailed implementation,
and complete implementation). The latter specifies the measurable and assessable
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goals to be achieved at the end of an iteration as well as the planning of the steps for
the subsequent iteration. This process also extends into component-specific
planning during which the concrete requirements for each component are
transferred.
Planning of rapid prototyping
Figure 24: Activity diagram of planning the rapid prototyping process
Once these steps have been completed, the instructional component
development can proceed (see Figure 25 on page 398). First, the necessary subject
matter expert (SME) content materials have to be acquired and documented in
order to prepare the narratives for the learning activities. This step can represent an
extension of the earlier process of reviewing and selecting instructional materials.
Then, the content narratives are structured and written. Each iteration consists of a
set of internal and external reviews. This formative evaluation requires that all
components are integrated before the end of an iteration, so that the necessary
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Figure 25: Activity diagram of instructional component development
corrections and modifications can be specified, which may lead to a new set of
requirements. These reviews are often called alpha evaluation or beta evaluation
respectively. The first represents internal or in-house tryouts in a laboratory setting
(i.e. usability testing) to ensure that the instructional component functions as a
whole. The latter refers to external reviews, usually conducted in the actual learning
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environment of the potential user (i.e Simulation), to make sure that the product can
function independently from the developer.
63.2.3.2 Integration
Once the prototype has been completed into a functional learning systems
architecture, including reviews and revisions, the necessary instructional materials
for the learning environment are integrated into the learning environment for
implementation. This authoring activity is based on the delivery mode as outlined in
the design plan, e.g., print, audio, video, computer, and multimedia. This step
incorporates what Kerres (1998) and Schott (1991) call multimedia didactics,
which, as discussed earlier, calls for a stronger integration of media selection and
production processes into the overall ISD process. Using this integrative approach,
the ID author is able to incorporate instructional materials that have most probably
been developed by other production teams. Finally, the management system for the
learning environment is developed, also as specified in the design plan. This is
performed in the context of the initial instructional prototype. Based on the results
from the rapid prototyping process, the outcome of this phase is the completion of
the learning environment as it was first proposed in the situational evaluation.
As indicated in Figure 26 on page 400, a formative evaluation of the
complete learning environment is conducted with subject matter experts (SME) and
external evaluators before the actual implementation. The first verify that the
instructional materials and learning activities are technically accurate and complete
(also called integration testing; see Schacht, 1997, p. 40). The latter assess the
functionality of the learning environment to verify that it meets the requirements
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specified in the design plan (also called product testing; see Schacht, 1997, p. 40).
Finally, a field test (beta test) is conducted, focusing on mechanical and technical
aspects of the implementation, not on the content. At this point, only refinements
should be made, if necessary. A final aspect of this process is acceptance testing
(Schacht, 1997, p. 40). In this case the software is delivered to the client, who
evaluates it on the actual hardware using actual data, as opposed to test data.
Once all the refinements have been completed, the authoring activities of the
project should be documented in its entirety. As Schacht (1997, p. 42) points out,
documentation is of great importance for maintenance, which needs the product’s
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specifications and design documents in order to perform the appropriate
maintenance evaluation of the product.
Finally, a plan for the dissemination of the learning environment is specified.
It addresses issues associated with reaching the acceptance of a (new) learning
environment.
6 .3 , 2,
4
Implementation and maintenance
Implementation refers to the employment of a newly developed learning
environment based on the previously established dissemination plan. As shown in
Figure 27 on pag e402, this phase begins with the reproduction of the curricular/
instructional program. Then, the necessary support services are established and/or
modified to ensure the proper management of the learning environment. Finally, the
program is actually distributed and operated.
In order to ensure that the learning environment operates effectively in
relation to the problem or need as identified in the situational evaluation, a
summative evaluation is conducted. The findings documented in the summative
evaluation report are used to indicate the need for and the scope of maintenance
during the operation of the learning environment.
By definition, any changes to a (software) product after it has been released
and is in operation constitute maintenance. Maintenance was introduced as an
integral authoring domain into ISD4 by Tennyson & Foshay (2000, p. 142-143)
because it has not been properly incorporated into previous generations of ISD
models. In correspondence to the literature on software engineering, the authors
acknowledge the importance of maintenance for the overall development process.
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For instance, Schacht (1997, p. 12) points out that maintenance accounts for almost
70% of the relative costs of the phases of the software life cycle. He underscores the
importance of maintenance when he writes that
[maintenance is not an activity that is grudgingly carried out after the
product has gone into operation mode. On the contrary, it is an integral part
of the software process that must be planned for from the beginning, (p. 41)
Schacht (1997, p. 473-476) also points out that the use of the object-oriented
paradigm helps to promote maintenance. Because of the fact that objects are
independent units of a program and, thus, exhibit conceptual independence, it is
easier to determine which part of the program needs to be changed in order to
achieve a specific maintenance goal. In addition, because of the fact that objects use
information hiding to ensure that implementation details are not visible outside of
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these objects, changes that are made to an object are less likely to have an impact
outside of that object.
In the context of ISD, maintenance helps to ensure that the effectiveness and
efficiency of instruction is maintained at the level when the learning environment
was first implemented. In order to achieve this, a maintenance plan needs to be
developed and implemented according to which the learning environment is
continuously evaluated.
Tennyson & Foshay (2000, p. 142-143) list five key areas that require
special attention during maintenance evaluation of a learning environment. First,
the question concerning whether the instructional materials are still worth using in
the learning environment has to be addressed in terms of a cost-benefit analysis of
the product. Second, the update of the learning environment is an important
consideration in order to keep the instructional products and materials current.
Third, the learner attitudes toward the instruction and the materials should be
assessed together with performance measures, because both may be fluctuating.
Fourth, changes in the characteristics of the learner, learning goals, learner
prerequisites, societal policies, etc. need to be evaluated in order to make the
appropriate adjustments. For instance, if the learning environment is planned to be
used in an international setting, internationalization and localization have to be
addressed accordingly, as discussed earlier in chapter V. Finally, special media types
used in the learning environment have to be evaluated and maintained as well. For
403
mstance, new media sources can be integrated to unprove the effidency of the
learning environment.
Based on the findings gained in the maintenance evaluation, the learning
environment can be updated and new advancements in instructional technology
integrated. As mentioned earlier in the context of software engineering,
maintenance can be performed for three main reasons. Fust, if any faults or errors
have to be repaired, corrective maintenance is needed. In order to improve the
effectiveness of the product, perfective maintenance is conducted. And third,
adaptive maintenance is applied when changes are made to the product in order to
react to changes in the environment.
Finally, it has also to be ensured that the required changes made to a product
during maintenance have been properly implemented and that the functionality of
the rest of the product has not been compromised because of these changes.
Therefore, Schacht (1997, p. 42, 477-478) suggests to use regression testing during
which the product is tested against previous test cases.
6.3.3 Summary
The above discussion of the instructional design model in object-oriented
terms has shown that ISD can benefit from the incorporation of object-oriented
analysis and design methods. It allows for the integration of different disciplines in
the development process, such as user interface design and software engineering,
using shared approaches (i.e. the object-oriented methods) and a common modeling
notation language (i.e. UML). For instance, use cases can help to capture the
different activities and scenarios the learning environment needs to address. The
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information captured in these use cases is then further processed to identify
appropriate classes, relationships, and operations.
Activity diagram
Figure 28 : Simplified activity and component diagram of selecting objectives
The object-oriented instructional design model, in UML terms, can be
represented as an abstraction of a system (“system model”) that consists of models
for analysis, design, production, implementation, and maintenance. The different
models of the same system show different aspects of the system, from different
viewpoints and/or levels of abstraction. Combined, these different models represent
a package. For instance, the package for the authoring activities in the
(instructional) design phase could contain the following elements: objective editor,
instructional strategy selector, media selection tool, etc. These packages can be
extended in their functionality to support behaviors within the system, thus
representing a subsystem. Such a subcomponent or subsystem of (instructional)
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design is illustrated in Figure 28 on pa g e405 (based on an example for software
engineering in Oesterreich, 1997/1999, p. 134), which depicts the steps in selecting
learning objects in an activity diagram and translates those into components which
constitute the subsystem. The component diagram itself can be further extended by
indicating the different component interfaces that are needed as parts of that
subsystem.
In fact, UML includes a profile for software development processes. It
describes how UML can be customized for specific domains, in this case software
engineering. The profile contains common stereotypes and some useful terminology
(e.g., AnalysisModel, DesignModel, AnalysisSystem, DesignSystem,
ImplementationSubsystem, etc.). They are characterized by the life cycle stages they
represent. Similar to the UML profile for business modeling, which was discussed
earlier, the overall ISD model could then be expressed in more detail using an
adaptation of the UML profile for software development processes.
£4 An example of the object-o riented instructional design process
As indicated by Tennyson & Foshay (2000, p. 125), ISD4 is still an emerging
concept. Similar, applying the object-oriented paradigm in ISD is also a very recent
phenomenon. Therefore, completely established examples are still not very common
in practice. In addition, as both ISD4 and the object-oriented paradigm are dynamic
processes that adapt to specific problem situations, no single project is completely
exemplary. However, the aspects of the object-oriented instructional design (OOID)
model illustrated in this section present an example of applying the object-oriented
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paradigm in ISD. As the aspects of the OOID model are introduced, their
relationship with and possibilities to extend the ISD 4 model will be indicated.
As an instructional designer with the information technology department of
a public college in Massachusetts since 1999, the author has been in charge of
supporting faculty member in the use of computers in education. The position of an
instructional designer was created to address the increasing need for technical
assistance for faculty in successfully implementing the Internet in education. As
many faculty members gradually move to integrate the Web as an instructional
medium in their courses, many are struggling to find appropriate ways to apply
their years of experience in lesson planning for a traditional learning-teaching
situation with lectures and only occasional applications of computers into the new
environment of technology-mediated instruction using a variety of hypermedia in
an interactive networked learning environment. At the same time, academic
computing is confronted with the task to respond to a growing number of requests
to develop various kinds of applications for e-learning. Thus, it seemed helpful to
introduce an instructional design process that would be flexible enough to be
applied to different situations as well as to allow the creation of an evolving
repository of learning objects that could be applied in different contexts or could
serve at least as showcases for other faculty members. At the same time, the
workflow between the design, production, implementation, and maintenance would
benefit from specifications written in a standard modeling notation (i.e. UML),
which could be passed from one team member to another who would generally
work in parallel. In addition, these specifications could also be used to request
407
assistance from specialists outside the academ.c computing diviston, where the
author was assigned to work, for very specific technical tasks.
For instance, over the course of an academic year the author worked
together with a faculty member, whose task was to convert a traditional classroom-
based course into an on-line course delivered through the college’s learning
management system (LMS). The goal was to adapt the existing instructional
material to a Web-based learning environment. The faculty member had to realize
that a straight translation of the traditional teaching-learning situation into the
virtual classroom setting was not possible. This situation presented an opportunity
to reassess the existing course and help to redefine its goals and objectives. Because
the faculty member taught a graduate course, which was attended by many students
who were working professionally while attending college, it seemed appropriate to
move major sections of the course to theWeb and to reduce the time students had
to be physically present in the classroom, which would better meet the needs of
their working schedule. Although not directly expressed as such to the faculty
member, use case analysis was applied to focus on scenarios within the topic
domain that relate to the actual work situation of the students. The author assisted
the faculty in rephrasing the learning objectives according to this analysis. Based on
the newly defined objectives, core modules (i.e. learning objects) for the course were
identified. This was done in the attempt to clarify the relationship among the
learning objects and the particular instructional architecture and learning activities
that were to be implemented. The author assisted the faculty member in creating
simple prototypes to assess the structure of the new learning environment.
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Unfortunately, this extended learning process was not fully concluded as the faculty
member decided to just directly apply the extstmg instruct, onal materials in the new
on-lme env.ronment without the necessary ad |Ustme„ts. It pract.ce, the material
from the textbook that had tradittonally been used in this course remained the sole
source even for the on-line course, although it only contained minor suggestions for
teaching the content in an on-line env.ronment. In order to fully implement the
proposed plan, it would have required more time and resources, which the faculty
was not able to commit.
Recently, a number of faculty members at the college has received a
technology grant from the State of Massachusetts to enhance the curriculum for
teacher education in different disciplines. The goal of this on-going project was to
revise or add new courses which would address information technology skills and
concepts within disciplines which are outside the traditional computer science or
engineering disciplines. The primary authors of the project were the faculty
members, who generally had many years of teaching experience, but only limited
instructional design experience at the basic level of step-by-step lesson planning,
and the instructional designer and other courseware development specialists, who
had experience in instructional development as well as in graphics and
progiamming assistance in production. The grant recipients were required to make
intensive use of the college s LMS. In addition, the academic computing office of the
author was approached to provide the necessary technical support to the faculty
members in the development of various interactive modules for these courses. One
of these courses was about teaching mathematics to elementary school teachers.
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The goal of this course was not only to enhance the teaching of mathematics with
interact,ve visualizations, but also to introduce the students to new media, whtch
turn could showcase how to implement them in then own teaching.
The project began with a situational evaluatton. Because of the complexity
of the content, the lesson planmng had to be done by subject matter experts (i.e.
faculty members), with the support from the instructional designer and other
members of the information technology department. While classroom teach,ng was
still to be conttnued, current and future students of elementary school educatton
would benefit from the enhanced instruction using interactive multtmedia. Since
this instruction would use mathematical equalizations, WBI was a vtable option for
a long-time solution to deliver these interactive tools. One of the requirements
specified by the faculty members was to develop drill and practice exercises that
could be used as a supplement to the course. The faculty members outlined a small
set of behavioral objectives, which placed the individual skills to be learned into a
hierarchy and indicated the final learning outcome. Using a learning hierarchy
(prerequisites) analysis, the initial outline was extended in order to verify the
sequence of the skills to be taught. Based on these findings, clearer assumptions of
the role of the interactive modules to be delivered on-line could be made. The
learning hierarchy was further elaborated by employing use cases as the basis for
the specifications of learning objects and for the development of the interactive
modules. These modules were not to be integrated with the assessment tools of the
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LSM. However, they would need to be deliverable on the Web and provide means to
update and expand the textual matter.
Instead of using a sequential procedure, it was suggested to structure the
project in such a way that analysis and development teams could work in parallel,
especially as the faculty members requested to develop interactive modules in
different media types in addition to those that had already been located on the Web
and were shared with the students as bookmark references. The iterative structure
of the development process was suggested to better control the size and technology
risks of the interactive module. The workflow among the different project team
members was planned to be more efficient and productive by the use of standard
UML diagrams and object-oriented methods. However, because of the different
levels of expertise in instructional design and the object-oriented methodology,
additional training measures for the team members would have been required.
Initially, it was suggested to produce prototypes that could be developed and tested
in several iterations before the actual implementation. This seemed reasonable as
new technologies were to be tried, about which the team members had only just
begun to develop a more in-depth knowledge. At the same time, the students would
be given the opportunity to participate more directly as stakeholders in the
development process as well as to assess the acceptance and suitability of the
different multimedia treatments. Their input to the formative evaluation of different
prototyping iterations would constitute an additional source for further
refinements. Summative evaluation was only accounted for in the context of the
overall course, in which the interactive modules only played a supporting role. In
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general, the summative evaluation would only be applied to the usual student
assessments using the basic testing tools provided by the college’s LMS.
In suggesting rapid prototyping the opportunity for formative evaluations
was planned to be incorporated into the project from the beginning. The final
release of the product would be deferred until the instructional treatment had been
fully validated through field tests of the prototype. The proposed rapid prototyping
approach seemed also very suitable to elaborate more about the use of multiple
representations to support the learning of mathematical concepts and rules.
Although, different team members were asked to develop separate multimedia
solutions, these applications were primarily based on a single simulation that would
present the material and provide drill and practice exercises.
As indicated earlier, it is important to establish the theoretical foundations to
be used in the instructional treatment. The learning theory for this project suggested
by the faculty members was behavioral. The major task was to determine those
tasks that would have to be mastered before the final task could be accomplished
using the interactive module. The analysis led to a decision about which
subordinate skills and information would have to be delivered in class before the
students could actually use the supplemental multimedia application. Each analysis
included a hierarchy of behavioral objectives to show their interdependence and the
order in which they should be learned. The relevant subset of intellectual skills
(procedural knowledge) was indicated, which the students needed to accomplish by
rehearsing defined mathematical concepts and rules and developing problem-
solving strategies based on higher-order or complex rules. Defined concepts have
412
specific object propert.es or attributes. The students would demonstrate the
meaning of some part.cular class of objects, events, or relations and identify
instances of concepts that are components of the definition as well as show an
instance of their relation to one another. In addition, these concepts are governed by
rules which determine the relationships among classes of objects and events. In
applying the rules to one or more concrete instances students would demonstrate
their knowledge. The higher-order rules would require the student to invent and use
a complex rule to achieve the solution of a problem new to the learner.
Thus, the findings of the learning hierarchy analysis helped to identify
nouns, verbs, and attributes to establish a class model along with its properties,
behaviors, and relationships in the domain. Furthermore, these findings could also
be expanded with uses cases and activity diagrams to determine what kinds of
performances the students need to accomplish to demonstrate their successful
understanding of the topic. Thus, the results of this activity would not only produce
the objectives, structure, and strategy of the instructional intervention, but also
specifications based on UML diagrams that could form the basis for the actual
development of the multimedia application. Each diagram could be passed for
verification to the individual project team members. For instance, the faculty
members indicated a particular sequence according to which the content and
exercises would be presented with which the students would interact. This was
depicted in activity diagrams. Because the interaction was based on particular
conditions (e.g., true or false actions and the appropriate feedback messages)
sequence diagrams were created that traced the events that would take place. The
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instructional designer would write specific templates and tools, which would be
used by the faculty members to bu.ld the instructional treatment and check the
validity of the content. Further, the diagrams would be used to determ,ne the system
structure and function to be develop for Web delivery and how it could be
integrated into the ex,sting LMS. This resulted in the des.gn of the information
presentation and the interaction and control mechanisms that would constitute the
graphical user interface. By applying the object-oriented paradigm throughout the
entire process, a learning object model could be identified along with its
implementation in the corresponding Object-Action-Interface (OAI) model of the
Web site. Thus, this planned approach would result in the development of basic
prototypes that could be tried out and revised by the project team members. This
process was to be continued until a Web-based instructional system was produced
that could be operated successfully with the college’s LMS.
The emerging tools and techniques for fourth-generation ISD (e.g.,
automated instructional design) were not available to the project team members at
the college. For instance, the existing LMS at the college only provides basic tools
for learner management and course delivery. The college’s product does not
constitute what now is called a learning content management system (LCMS),
which would provide the necessary authoring, sequencing, and aggregation tools in
a single environment to structure the content for the facilitation of the learning
process. So the project team had to rely on prototyping using a multimedia
authoring tool (e.g., Macromedia Flash), which had to be supplemented by word
processing and graphics tools in creating the necessary templates and procedures
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and which was built by the team’s instructional designer and other technical
support personnel. The choice was made for Macromedia Flash as the primary
multimedia authoring tool to produce Flash movies because of their wide support in
common Web browsers with the appropriate plug-in and the familiarity of users
with this kind of media type. Flash movies can be used to deliver highly interactive
environments with appealing graphical user interfaces. Because of their high
compression rate, Flash movies usually have a very low download rate, which
makes them very suitable for fast delivery even over slower modem connections. In
addition, Flash movies can be integrated with a database-driven backend system
using the ColdFusion server, which is supported on the college, to dynamically
generate content in the Flash movies. However, this would require a more thorough
investigation of how to implement an object-oriented database management system
(e.g., Bertino & Martino, 1991; Blaha, Premerlani & Rumbaugh, 1988; Hurson,
Pakzad & Cheng, 1993; Keller, 1997). In addition, the ActionScript scripting
language of Macromedia Flash supports object-oriented programming. Therefore,
the object-oriented paradigm could also be followed through in the actual
production phase of the project. Finally, Flash and ColdFusion now also support
the use of XML. This new Web technology would help to further establish the
content structure and better incorporate standardized sets of educational metadata
based on task ontologies (e.g., Quin & Paling, 2001). On the one hand, these
materials could be more easily reused in different settings in terms of learning
objects. On the other hand, the materials could then be developed for different
delivery systems using different types of media.
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CHAPTER 7
CONCLUSION
Instructional technology is a discipline that exists at the cross-section of
many different other disciplines that contribute to its set of concepts and
procedures. The present study analyzes in detail the role of various relating
disciplines that play a role in the design of instructionalWeb sites. This research
study consists of an extensive discussion of disciplines that contribute to
instructional Web site design, i.e. user interface design, information design,
interactivity design, presentation design, and software engineering. As the current
literature about this topic does not provide a comprehensive discussion showing the
interrelationship among these disciplines in the context of instructional systems
development (ISD), much effort has been made in this research study to bridge these
various components and their underlying authoring activities.
At the center of this study is the notion of learning objects and the question
of how the object-oriented paradigm can help to bridge ISD authoring activities
with the technical aspects of developing and implementing a networked hypermedia
learning environment. The research study has shown that object orientation
represents a viable paradigm that not only has impacted software engineering, user
interface design, and multimedia authoring, but has also implications for
instructional design, especially with regards to the development of interactive
learning solutions.
In general, instructional design models are used as operational and
communication tools which are only of limited use if applied to more
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comprehensive development efforts such as Web she destgn. The author argues that
instructional design could benefit from the use of ob]ect-oriented analysis and
design methods along with a modeling notation tool that is used to develop
diagrams as the basis for design specifications, which would be made available to
various project teams. The Unified Modeling Language (UML) was chosen to
demonstrate how a modeling notation tool, that has already been successfully
implemented in areas other than instructional design such as software engineering,
could not only provide a standard approach for instructional instructional design
specifications, but would also allow to directly introduce object-oriented methods
into the instructional design process. UML not only allows for the visualization of
classes, objects, attributes, relationships, operations, etc., but, in combination with
an overall development approach (such as the Unified Software Engineering
Process) and the appropriate CASE tool (such as Rational Rose), it can also help to
strengthen the overall ISD process. For instance, use case analysis can be employed
to synthesize the various existing task, learner and environmental analysis
procedures into instructional design. Furthermore, the UML allows to visually
represent activities, sequences, components, etc. of an interactive system from
which the design of instructional Web sites could benefit.
The study presents selected object-oriented concepts and UML diagrams to
illustrate how instructional design specifications can be represented by these means.
The study concludes with a proposed model for object-oriented instructional
systems development. The proposed object-oriented instructional design (OOID)
model is founded on Tennyson’s fourth-generation ISD model. This OOID model
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incorporates methods from object-oriented analysis and design in software
engineering as well as in object-oriented user interface des.gn and combines them
with existing instructional design authoring activities. The example in the
concluding section about the OOID model indicates how the aspects of the model
were implemented for instructional Web site design an higher education setting.
The author was able to introduce some aspects of the OOID model, which indicates
that the model presents a possible solution of an object-oriented realization of the
fourth-generation ISD model for instructional Web site development.
However, the author of the study was only able to present preliminary
results. In order to fully describe the instructional design model in object-oriented
terms, more intensive research and applications about the object-oriented paradigm
m the context of instructional systems development is required. The literature on
developmental / formative research in instructional technology strongly suggests to
conduct some type of validation of a proposed ISD model. First of all, a real case
(for instance a course Web site) needs to be established in order to apply the
proposed OOID model. Such a case was presented in the concluding chapter based
on an on-going information technology project at a public college in Massachusetts,
where the author has been employed as an instructional designer since 1999
. This
case study could be further combined with other research techniques, such as
structured survey interviews in combination with participant observations. Also, a
quasi-experimental study is conceivable. For instance, a training workshop for
instructional designers or other ID specialists could be developed based on this
model, followed by a formative and summative evaluation. Again, surveys could be
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used in combination with structured interviews and systematic post-task interv.ews
to generate the appropriate data. Such a study would look at the validity and/or
effectiveness of the OOID model, for instance to answer the question whether the
instructional designer was able to effectively and efficiently communicate his/her
design prescriptions to other participating specialists using the prescriptions
proposed in the OOID model. The additional study might also look at the
conditions and procedures that have helped to facilitate the successful use of the
model or have led to failures in using the model.
The typical audience that might take part in such a subsequent study would
include instructional designers, developers, and evaluators, but also instructors and
other subject matter experts. Of particular interest would be the participation of
actual participants (i.e. learners) in such a study. As suggested in the present study, a
rapid prototyping approach should be used in the overall ISD process. Thus,
formative evaluations would generate findings from actual users that can directly
contribute to the overall development process.
More extensive research is primarily needed to improve and expand the list
of individual tasks within the proposed OOID model that could eventually be
implemented as a knowledge-based instructional design system. That is why the
author has discussed at length the importance of knowledge engineering
methodologies such as CommonKADS for ISD in order to open the discussion into
this direction. The study indicates that the combination of object-orientation, task
ontologies, and knowledge engineering is very fruitful in arriving at a more
advanced OOID model. Tools like Protege-2000 are available to users to begin such
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a development process. And, UML can serve as an effective and efficient model,ng
notation tool to common,cate the specifications and help in the management of the
development process.
In an extended study the author would revisit the various tasks involved in
the ISD process. The author has discussed extensively the general authoring
activities of instructional design and how they are implemented in Tennyson’s
fourth-generation ISD model. In a subsequent study other resources on ISD in
general and on specific authoring activities in particular would be carefully
analyzed in order to create a comprehensive collection of job tasks that are involved
in the ISD process.
One approach to accomplish this task would be the compilation of a
controlled vocabulary to capture the different concepts of the various domains
involved in instructional design. Based on the controlled vocabulary a task
ontology, which represents a partial specification of a shared conceptualization to
be used for formulating knowledge-level theories about a domain, can be developed
to describe the individual authoring activities in the instructional design process.
The author has actually compiled such a list of a controlled vocabulary on
instructional technology for a separate, but related project at the college where he is
currently employed. However, this compilation needs to be revised and validated
with actual users in the field. The present research study has primarily focused on
document analysis to gather the necessary data. This actually represents a
preparatory stage for more intensive research. In order to confirm the results, the
compilation of concepts has to be reviewed by experts by using repertory grids or
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concept sorting, among others, to compare and select specific sets of terms that
participants agree upon.
Based on the list of controlled vocabulary, a task ontology can he further
expanded for the different domains of the instructional design process. The role of
Protege-2000 and CommonKADS has been discussed in the study to illustrate how
such a set of ontologies to specify the concepts of the different domains can be
developed. These ontologies of individual authoring tasks can be combined to form
a single ontology for instructional design. Thus, converting the controlled
vocabulary into an ontology would help to arrive at a preliminary set of classes and
their properties that describe the domain of instructional design. These class models
can be further described in object-oriented terms and visualized using UML.
According to the prescriptions in CommonKADS, the ISD authoring
activities can be captured as use cases in order to specify the individual components
of the object-oriented ISD process model, which would include prescriptions for the
system’s organization model (e.g., management and support services), task model
(e.g., authoring activities), agent model (e.g., competencies of the ID author),
knowledge model (e.g., psychological foundations), communication model (e.g.,
content management system), and design model (e.g., automated instructional
design). Combined together, these individual models constitute a knowledge-based
ISD system as indicated in the prescriptions of the fourth-generation ISD model.
Once a more comprehensive task ontology has been established, it needs to
be assessed by other ID authors and other specialists. Once this verifications is
completed, the task ontology should be extended to include relevant or related
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authoring activit.es from other disciplines, such as user interface design and
software engineering. Actually, the study has indicated that the var.ous disciplines
share a number of common tasks that can be combined within the object-oriented
paradigm. Again, the content analysis of these tasks needs to be extended and
verified through surveys, observations, and interviews with actual specialists in the
field.
On the technical side, it is essential to use a database-driven system in order
to implement the proposed OOID model. In order to truly be implemented as
knowledge-based system, object-oriented ISD requires a content management
system that would automate much of the activities and provide a consistent set of
tools and templates that can be shared by subject matter experts, instructional
designers, and other ID specialists. In order to fully implement the object-oriented
approach, it is also necessary to consider the use of an object-oriented database
management system (OODBMS). However, it is currently still very challenging to
map objects to tables in a relational database. Relational database management
systems (RDBMS) are still the prevailing standard. These systems usually support
the relational model and the structured query language (SQL). One of the
limitations of RDBMSs is the fact that they pose restrictions on the representation
of data by organizing data into relations (tables) which presumes a horizontal and
vertical homogeneity in the data. In addition, the relational model does not provide
means to include semantics as part of the data representation. For instance, when a
real-world entity does not fit into the relational model, an artificial decomposition
is needed to include it. On the contrary, OODBMSs may help to overcome these
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limitations. The main advantage of OODBMSs is the fact that data can he
organized in classes, which organize similar objects. The “is_a” relationship of the
class hierarchy and inheritance can be extended with an “is_part_of” relation
between object and the object it references. These composite objects can then be
more easily treated as units in data storage, retrieval, and integrity enforcement. An
OODBMS not only helps to store and centralize the data, but also the semantic
operations, which leads to a simplification of the application programming. Thus,
objects would be used as the single modeling concept to capture an entire
instructional technology systems architecture from analysis through
implementation.
However, when a relational database is used as the underlying scheme for an
object-oriented system, the difference of these two paradigms needs to be bridged.
In order to truly make use of an object model in an RDBMS, the ob)ect-onented
concepts of aggregation, inheritance and polymorphism, associations between
classes, as well as data types need to be mapped to a relational database. Three
solutions to implement object-orientation in an RDBMS seem to be possible. First,
all the objects can be stored in one single table. However, this solution may lead to a
decrease in performance when large amounts of data have to be processed. Second,
one table is created for each class. However, this solution may have an impact on
the performance of the database, as when objects are loaded, the data needs to be
collected from a (potentially large) number of tables. A compromise solution would
be to create one table for each object type. Using this method, one object is stored in
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one data record. For each concrete class, one table is created. In order to load an
object, only one single record needs to be read.
To conclude, the wealth of infortnat.on resulting from the present study will
be used to implement an on-line support system for instructional Web site design at
the college where the author is currently employed. Based on the controlled
vocabulary and the task ontology for instructional design, the reference material
that has already been gathered on teaching and learning with technology can now
be tagged with metadata using the Dublin Core and IMS standards. This
information will be captured in a database-drivenWeb site using the controlled
vocabulary that can be consulted (i.e. searched) by interested parties (e.g., designers,
instructors, students) to find the relevant information for the tasks of involved in
designing an instructional Web site. At the same time the suggested OOID model
can also be implemented during the development of this informational site. Thus,
using this project as a test case, the OOID model can be verified and revised. In a
next step, the proposed Web site will also include on-line training opportunities,
which can be developed according to the prescriptions outlined in the OOID model
for further verification. Finally, the site could be expanded into an on-line
knowledge-based support system for professionals who are involved in instructional
design that could be consulted during their work. This would be a step towards
automated instructional design in terms of an electronic performance system.
Therefore, by gradually implementing the OOID model in a real-life project as
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outlined above, the model will eventually grow and mature to establish itself as a
viable approach for object-oriented instructional Web site development.
425
BIBLIOGRAPHY
429 M
nZF,ZPs'^Olt"‘denZ Interne! ACCCSS’ AccordmS T° Nieben//
Weh
*' Retneved March 24, 2002, from the ACNielsenw b site: http://www.eratmgs.com/news/2001/20010611.htm
A
ed
->' < 1968 »- Chicago,
Abadg M., & Cardelli, L. (1996). A theory of objects. New York, NY: Springer-
Abbott R. J. (1983). Program design by informal English descriptions
Communications of the ACM, 26, 11, 882-894.
Ad'er, R S. & Winograd T. (1992). The usability challenge. In P. S. Adler & T. A.inograd (Eds.), Usability: Turning technologies into tools (pp. 3-14).Oxford, UK: Oxford University Press.
Aitchison, J„ Gilchrist, A„ & Bawden, D. (1997). Thesaurus construct,on and use,A practical manual. London: Aslib, The Association for Information
Management.
Allen, B. S
,
Chiero, R. T., 8c Hoffman, R. P. (1996). Mapping more authentic
multimedia environments. In B. G. Wilson (Ed.), Constructivist learning
environments
. Case studies in instructional design (pp. 179-190). Englewood
Cliffs, NJ: Educational Technology Publications.
Allen, B. S., Hoffman, B., & Otto, R. G. (2000). Case-based learning: Contexts and
communities of practice. In S. Tobias & J. D. Fletcher (Eds.), Training and
retraining. A handbook for business, industry, government, and the military
(pp. 443-471). New York, NY: Macmillan Library Reference USA.
Alpert, S. A. (1996). Bringing instructional design principles online : An
instructional technologist s approach to Web development [Electronic
version]. Paper presented at WebNet 96 World Conference of the Web
Society, San Francisco, CA, USA, October 15-19, 1996. Retrieved March 24,
2002, from http://aace.virginia.edU/aace/conf/webnet/html/l 12.htm
Alvestrand, H. (2001, January). Tags for the identification of languages (RFC
3066). Retrieved March 24, 2002, from the Internet Engineering Task Force
Web site: http://www.ietf.org/rfc/rfc3066.txt
Anderson, R. (1992). Computer applications to social research. In E. Borgatta &
M. Borgatta, M. (Eds.), Encyclopedia of sociology (pp. 282-288). New
York, NY: Macmillan Publishing Company.
426
Andrews, D. H., &C Goodson I AM qqi \ a .
preset and fl,ture (pp. 310-317). Englewood, CO: Libraries Unlimited
'
( Reprinted from journal of Instructional Development, 1980)
ANSI/N
t!w
?
k
39 '8572001 DMm Core Metadata Element Set (2001). Bethesda
. .
:
A’
1
,
10 '1
)’ [nforniat >on Standards Organization (NISO) Retrieved
*• N,so w*
APPlC&S.,W2) ' MaCmt°Sh^" *nterface guidelines. Reading, MA:
Apple Computer, Inc. (1994). Multimedia demystified. A guide
multimedia. New York, NY: Random House.
to the world of
Apple Computer, Inc. (1996). Apple Web design guide. Cupertino, CA: Author.
Retrieved December 12, 1996, from the Apple Computer Inc. Web site:
nttp://applenet.apple.com/hi/web/web.html
ARIADNE Foundation, Ecole Polytechnique Federale de Lausanne, & Katholiek
Universiteit Leuven (2001, May 1). ARIADNE educational metadata
recommendation (Version 3.1). Retrieved March 24, 2002, from theARIADNE Foundation Web site: http://www.ariadne-eu.org/3_MD/
ariadne_metadata_v3 1 .htm
Armstrong, T. C., & Loane, R. F. (1994). Educational software: A developer’s
perspective. Techtrends, 39, 1, 20-22.
Arnold, R. S. (1994). Software reengineering: A quick history. Communications of
the ACM, 37, 5, 13-14.
Asendorpf, D. (2001, April 19). Das Netz lernt Chinesisch [The net learns Chinese]
[Electronic version]. Die Zeit, 17, p. 31. Retrieved March 24, 2002, from
http://www.zeit.de/2001/17/Media/200117_m_chma.html
Assadi, B. (Ed.). (1998). The official Adobe electronic publishing guide. The
essential resource for electronic publishing. San Jose, CA: Adobe Press.
Atarashi, A., & Hamakawa, R. (1999). Multimedia objects. In B. Furht (Ed.),
Handbook of multimedia computing (pp. 17-42). Boca Raton, FL: CRC
Press.
Bain, P., & Shaw, P. (Eds.). (1998). Blackletter: Type and national identity. New
York, NY: Princeton Architectural Press.
427
BakCr
’ H
- R
’
Jr
-,
(1986 )* Messing instructional
Banathy, B. H. (1987). Instructional systems design. In R. M. Gagne (Ed.)
E^aum^
technol°gy • Foundations (pp. 85-1 12). Hillsdale, NJ: Lawrence
Barker, P. (1987). Author languages for CAL. London, UK: Macmillan.
Barker, P. (1992). Design guidelines for electronic book production. In A. D. N.™ (Eds,)
’
Multimedia interface design in education (pp.83-96). Berlin, DE: Springer-Verlag. F
Barritt, C (2001, November). Reusable learning object strategy. Designing
information and learning objects through concept, fact, procedure, process,
and principle templates. Version 4.0. Retrieved March 24, 2002, from the
'
Cisco Systems Inc. Web site: http://www.cisco.com/warp/public/10/
wwtraining/elearning/implement/rlo_strategy.pdf (March 24, 2002).
Beck, K., & Cunningham, W. (1989). A laboratory for teaching object-oriented
thinking [Electronic version]. SIGPLAN Notices, 24, 10, 1-6. Retrieved
March 24, 2002, from http://c2.com/doc/oopsla89/paper.html
Becker, J. D. (1986). Multilingual word processing. Scientific American, 251, 1, 96-
Belge, M. (1995). The next step in software internationalization. Interactions 2 1
21-25.
Bellamy, R. K. E. (1996). Designing educational technology: Computer-mediated
change. In B. A. Nardi (Ed.), Context and consciousness. Activity theory and
human-computer interaction (pp. 123146). Cambridge, MA: MIT Press.
journey to create the future.
Baron, A_E. (1997, March/April). Guidelines for designing Web-basedCBT Solutions, 25-28. courses.
428
Beltran T„ & Peninou, A. (1992). An object oriented approach to produce
educational hypermedia software. In I. Tomek (Ed.), Computer assisted
w'u'ti
P[°ceed‘nSs °f th <? 4th international conference, ICCAL ’92
Springer^Verlaj^
Canada
’
]une 3992
<PP- Ul-123). Berlin, DE:
Beny0n
de“on
C
Tn
a
C Sre^
S
j r
{2m) ’ 'ndividual differences and inclusivesig . I . tephanidis (Ed.), User interfaces for all. Concepts, methods
and tools (pp. 21-46). Mahwah, NJ: Lawrence Erlbaum Associates.
Bergman, R. E„ & Moore T. V. (1990). Managing interactive video/multimedia
pro/ects. Englewood Cliffs, NJ: Educational Technology Publications.
Berners-Lee, T. (1994, June). Universal resource identifiers in WWW. A unifying
system for the expression of names and addresses of objects on the network
as used m the World-Wide Web (RFC 1630). Retrieved March 24, 2002
rrom ftp://ftp.isi.edu/in-notes/rfcl630.txt (September 8, 2001).
Berners-Lee, T. (1996). WWW: Past,
69-77.
present, and future. IEEE Computer, 29, 10,
Berners-Lee, T., Hendler, J., & Lassila, O. (2001). The semantic Web [Electronic
version]. Scientific American, 284, 5, 34-43. Retrieved March 24, 2002,
from http://www.scientificamerican.corn/2001/0501issue/0501berners-
’
lee.html
Berners-Lee, T., Cailliau, R., Luotonen, A., Frystyk Nielsen, H., Secret, A.
(1994). The World-Wide Web. Communications of the ACM, 37, 8, 76-82.
Berners-Lee, T., Fielding, R., Irvine, U. C., & Masinter, F. (1998, August). Uniform
Resource Identifiers (URI): Generic syntax (RFC 2396). Retrieved March
24, 2002, from ftp://ftp.isi.edu/in-notes/rfc2396.txt
Berners-Lee, T., Masinter, L., & McCahill, M. (1994, December). Uniform resource
locators (URL) (RFC 1738). Retrieved March 24, 2002, from ftp://
ftp.isi.edu/in-notes/rfcl738.txt
Bertino, E., &c Martino, L. (1991). Object-oriented database management systems:
Concepts and issues. IEEE Computer, 24, 4, 33-47.
Bessagnet, M. N., Nodenot, T., Gouarderes, G., & Rigal, J. J. (1990). A new
approach: Courseware engineering. In. A. McDougall & C. Dowling (Eds.),
Computers in education (pp. 339-344). Amsterdam, NF: Elsevier Science
Publishers.
429
Beyer, H„ & Holtzblatt, K (1995). Apprenticing with the customerCommunications of the ACM, 38, 5, 45-52.
Beyer
’
“Morgan Kauhn^nn PnTl"^ customer-centered
Binder, R. V. (Ed.). (1994). Object-oriented software testing [Special issuelCommunications of the ACM, 37, 9.
'
Binder R. V. (2000). Testing object-oriented systems: Models, patterns, and toolsReading, MA: Addison-Wesley.
Bishop, M. (1998). How to build a successful international Web site. Albany NY-
Coriolis Group Books.
Black, R. (1997). Web sites that work (with S. Elder). San Jose, CA: Adobe Press.
Blaha, M. R., Premerlani, W. J., & Rumbaugh.J. E. (1988). Relational database
de sign^using an object-oriented methodology. Communications of the ACM,
Bloom, B. S. (Ed.). (1956). Taxonomy of educational objectives. The classification
of educational goals. Handbook 1: Cognitive domain. New York NY- David
McKay.
Bodker, K., & Pedersen, J. S. (1991). Workplace cultures: Looking at artifacts,
symbols and practices. In J. Greenbaum & M. Kyng (Eds.), Design at work:
Cooperative design of computer systems (pp. 121-136). Hillsdale, NJ:
Lawrence Erlbaum Associates.
Boehm, B. W. (1976). Software engineering. IEEE Transactions on Computers 25
(12) 1226-1241.
Boehm, B. W. (1988). A spiral model of software development and enhancement.
IEEE Computer, 21 (5) 61-72.
430
Boles, D„ Boles, E., Dawabi, P., Schlattmann, M„ Trunk, C„ & Wigger F (1998
^tember). Ob^eronenrierte Mukimedia^oftwareemwicklung. Vom UML-Modell zur Director-Anwendung am Beispiel virtueller
lTrWiSTSC,haftlich 'ttChmSCher Lab°re Object-oriented multimediasoftware development. From an UML-model to a Director-application
explained in the context of virtual scientific-technical laboratories!
Electronic version] In H.-J. Appelrath, D. Boles St K. Meyer-Wegener(hds ) Tagungsband zum Workshop “Multimedia-Systeme ” im Rahmen der
.
jahrestagung der Gesellschaft fur Informatik, Informatik ‘98
Informatik zwischen Bild und Sprache, 21.-25. September, Otto-von-
Guencke-Unwersitat Magdeburg, Fakultdt fur Informatik, Magdeburg, DE
(pp. 33-51) Retrieved March 24, 2002, from http://www-is.mformatik.uni-
oldenburg.de/~dibo/paper/gi98mm/mdex.html
Boling, E. St Frick, T. W. (1997). Holistic rapid prototyping for Web design: Early
?Qbl I)Vectm,g 1S eSSIentliar1/ In B - H ‘ Khan (Ed) ’ Web-based instruction (pp.519-328). Englewood Cliffs, NJ: Educational Technology Publications.
Bolter, J. D. St Grusin, R. (1999). Remediation. Understanding new media
Cambridge, UK: MIT Press.
Bolton, J. (1994). Interkulturelles Management. Forschung, Consulting und
Training aus interaktionstheoretischer Perspektive [Intercultural
management: Research, consulting, and training from interaction-oriented
perspective]. In A. Wierlacher & G. Sotzel (Eds.), Blickwinkel. Kulturelle
Optik und interkulturelle Gegenstandskonstitution (pp. 201-238).
Miinchen, DE: iudicium verlag.
Booch, G. (1987a). Software components with Ada. Structures, tools, and
subsystems. Menlo Park, CA: Benjamin/Cummings.
Booch, G. (1987b). Software engineering with Ada (2nd ed.). Menlo Park, CA:
Benjamin/Cummings.
Booch, G. (1994a). Object-oriented analysis and design with applications (2nd ed).
Redwood City, CA: Benjamin/Cummings.
Booch, G. (1994b). Software engineering with Ada (3rd ed.). Redwood City, CA:
Benjamin Cummings.
Booch, G. (1999). UML in action. Communications of the ACM, 42, 10, 26-28.
Bork, A., Walker, D., St Poly, A. ( 1 992). Applications. In J. Hebenstreit et al. (Eds.),
Education and informatics worldwide. The state of the art and beyond (pp.
119-172). London, UK: Jessica Kingsley Publishers.
431
www.w3.org/TR/REC-CSS2/ P '
BOUrd
7Me’ta^a”
el
RD^ald
00
d
0) ' RDF * documents P^agogiques
Mav 2000’ To T
d uCatl°*al documents]
. Paper presented at GUT2000,y 2000, ulouse, France. Retrieved March 24, 2002, from the Grounefrancophone des Utihsateurs de TeX (GUTenberg) Web site- http-//
P
www.gutenberg.eu.org/pub/GUTenberg/publicationsPDF/35-bourda.pdf
Braden R. A. (1996). The case for linear instructional design and development- Acommentary on models, challenges, and myths. Educational Technology, 36,
Brand, S. (1988). The media lab. Inventing the future at M.I.T. New York NY-Penguin Books.
Bray, T Paoli, J„ Sperberg-McQueen, C. M„ & Maler, E. (Eds.). (2000, October
wmtT t XXEnguaie <XML> L0 (2nd ed ->- R«™ved March 24,
20001006/
hC W3C Wet Slte: http://www
-w3
-orSa
'
R/2000/REC-xml-
Brickle
/’
l
2
-’ &
^
uha
>
R ' V. (2000, March 27). Resource Description Framework
( Dr) schema specification 1.0. [On-line document]. Retrieved March 24
200003™™
the W3C Web S ‘ te: http://www
'w3
-or8ArR/2000/CR-rdf-schema-
Bnnghurst, R (1997). The elements of typographic style (2nd ed.). Point Roberts,WA: Hartley & Marks.
Broadbent, D. E. (1975). The magical number seven after fifteen years. In A.
Kennedy & A. Wilkes (Eds.), Studies in long term memory (pp. 3-18). New
York, NY: John Wiley & Sons.
Brooks, D. W. (1997). Web-teaching .- A guide to designing interactive teaching for
the World-Wide Vtfeb. New York, NY: Plenum Press.
Brooks, F. P., Jr. (1995). The mythical man-month. Essays on software engineering
(anniversary ed.). Reading, MA: Addison-Wesley.
Brown, C. M. L. (1989). Human-computer interface design guidelines. Norwood
NJ: Ablex.
Bruns, B., & Gajewski, P. (2000). Multimediales Lernen mi Netz. Ein Leitfaden fur
Entscheider und Planer (2nd ed.) [Learning with multimedia on the net. A
guideline for decision-makers and planers]. Berlin, DE: Springer-Verlag.
432
Burkman
,
E. (1987). Factors affectmg utilization. In R. M. Gagne (Ed )
(PP ' 429-455 >' H 'llsdale
. NJ:
Burton, J.K., & Merrill, P. F (1991). Needs assessment: Goals, needs and priorities
deli'Jn PnnXf' A
& M ' H
- Tillman ( Eds. ), Instruct,onalstgH' naples andlapplucanons (2nd ed.) (pp. 17-43). Englewood CliffsNJ: Educational Technology Publications. 8 ’
Bush, V (1991). As we may think [Electronic version]. In J. N. Nyce & P Kahn
dd
S
85™^
meX Vannevar Busb and mind’s machine(pp. -110) Boston, MA: Academic Press. (Reprinted from The Atlantic
“23 \U\’lX (l)TX6Al’?fr UFE’ 1945 ’ 19 (U) H2-H4, 116,* MarCh 24
’
2002
’
fr°m http://
~sg.sfu.ca/
yron, I. & Gaghardi, R. (1997). Communities and the information society: The
role of information and communication technologies in education
[Electronic version] Pans: UNESCO, International Bureau of Education.
Retrieved March 24, 2002, from International Development Research
Centre (IDRC) Web site: http://www.idrc.ca/acacia/studies/ir-unes.htm
Caillods, F. (1994). School mapping. In T. Husen & T. Postlethwaite (Eds.), The
international encyclopedia of education. Volume 4 (2nd ed ) (on 525 5-
5259). Oxford, UK: Pergamon.
lPP ‘
Cannon, S. (2000, March/April). Beginning at the end. Print, LIV, II, 30, 32.
Cardelli, L., & Wegner, P. (1985). On understanding types, data abstraction, an
polymorphism. ACM Computing Surveys, 17, 4, 471-522.
Carev-Maruna, T. (1987). Developing educational microcomputer software. In. J.Moonen & T. Plomp (Eds.), EURIT 86. Developments in educational
software and courseware (pp. 343-351). Oxford, UK: Pergamon Press.
Carey, L. M., & Dick, W. (1991). Summative evaluation. In L. J. Briggs, K. L.
Gustafson, & M. H. Tillman (Eds.), Instructional design. Principles and
applications (2nd ed.) (pp. 269-311). Englewood Cliffs, NJ: Educational
Technology Publications.
433
Information Systems, 10, 2, 181-212.
cycle. In J.
i-computer
Cato, J. (2001). User-centered Web design. Reading, MA: Addison-Wesley.
Ceruzzi, P. E. (1998). A history ofmodern computing. Cambridge, MA: MIT Press.
Chabay R. W., & Sherwood, B. A. (1992). A practical guide for the creation of
educational software. In J. H. Larkin & R. W. Chabay (Eds.), Computer-
assisted instruction and intelligent tutoring systems. Shared goals and
complementary approaches (pp. 151-186). Hillsdale, NJ: Lawrence
Chapman, B. L. (n.d.). Object-oriented scripting for interactive multimedia.
Retrieved March 24, 2002, from the Mentergy Web site: http://
www.mentergy.com/ftp/pdfs/objstory.pdf
Chapman, B. L. (1994). Enhancing interactivity and productivity through object-
oriented authoring: An instructional designer’s perspective [Electronic
version]. Journal of Interactive Instruction Development, 7, 2, 3-11.
Retrieved March 24, 2002, from the Mentergy Web site: http://
www.mentergy.com/products/authormg_design/quest/whtpgs/whitepg.html
Chevalier, J. L. (2001). The ever-growing Internet [Electronic version]. Matrix
News, 11, 4. Retrieved March 24, 2002, from http://www.matrix.net/
publications/mn/mn 1 1 04_growing_internet.html
Chinese To Become #1 Web Language by 2007 (2001). Retrieved September 16,
2001, from the Accenture Web site: http://www.accenture.com/xd/
xd.asp?it=enWeb&xd=aboutus\advertising\ad_print.xml
Christ, W. (1997). Defining media education. In W. Christ (Ed.), Media education
assessment handbook. Mahwah, NJ: Lawrence Erlbaum Associates.
Clark, R. C. (1998). Recycling knowledge with learning objects. Training and
Development, 52, 10, 60-63.
Erlbaum.
434
k
’ 15 999 Df ei:e opmg tecl’mcal training. A structured approach for the
e/fw l °i clasjro°rn and computer-based instructional materials (2ndd.). Washington, DC: International Society for Performance Improvement
Clark, R. C. (2000). Four architectures of instruction [Electronic versionl
lerformance Improvement Journal, 39, 10, 31-38. Retrieved March 20ZUUZ, from http://www.clarktraining.com/research/4architectures.pdf
Clarke C & Swearingen, L. (1994). Macromedia Director design guide
Indianapolis, IN: Hayden Books.
CioHetta, N. and Kwong, Y. (1994). Technology in educational planning. T. Husen& T. Postlethwaite (Eds.), The international encyclopedia of education.Volume 11 (2nd ed.) (pp. 6292-6298). Oxford, UK et ah: Pergamon.
Colhns^A (1991). Cognitive apprenticeship and instructional technology. In L. Idol
• Jones (Eds.), Educational values and cognitive instruction*
Implications for reform (pp. 121-138). Hillsdale, NJ: Lawrence Edbaum
Associates.
Collins, A., Brown, J.S., & Newman, S.E. (1989). Cognitive apprenticeship:
Teaching the crafts of reading, writing, and mathematics. In L. B. Resnick
(Ed.), Knowing, learning, and instruction. Essays in honor of Robert Glaser
(pp. 453-494). Hillsdale, NJ: Lawrence Erlbaum Associates.
Collins, D. (1995). Designing object-oriented user interfaces. Redwood City, CA:
Benjamin/Cummings.
Collis, B. (1994). Computers in education. In T. Husen & T. Postlethwaite (Eds.),
The International Encyclopedia of Education (2nd. ed.) (pp. 1007-1012).
Oxford, UK: Pergamon.
Collis, B. (Ed.). (1999a). Systems for World Wide Web (WWW)-based course
support: Technical, pedagogical, and institutional options [Special issue].
International Journal of Educational Telecommunication, 5, 4.
Collis, B. (1999b). Designing for differences: Cultural issues in the design of WWW-
based course-support sites. British Journal of Educational Technology, 30, 3,
201-215.
Collis, B., &c De Diana, I. P. F. (1990a). The portability of computer related
educational resources: An overview of issues and directions. Journal of
Research on Computing in Education, 23, 2, 147-159.
435
c°" i
''
°i-2-i
of Research on Computing in Education, 23, 2, 306-317.
Collis, Ei Sc Remmers E. (1997). The World Wide Web m education: Issues relatedo cross-cultural communication and interaction. In B. H. Khan (Ed ) Web-
sacaatr"- **•*
*
Comber, T. (1995). Building usable Web pages: An HCI perspective. [On-linedocument]. Paper presented at the First Australian World Wide Web
Conference (AusWeb95) May 1 - 2, Southern Cross University, NorthernW, Australia. Available: http://ausweb.scu.edu.au/aw95/hypertext/
comber/ (December 31, 2001).
Compton A (1995). Objects and object relationships. In B. E. Moore & B. D. Fine(tds.), 1 sychoanalysis. The major concepts (pp. 433-449). New Haven CT-
Yale University Press.
Conallen, J. (2000). Building Web applications with UML.
Wesley.
Reading, MA: Addison-
Conger S. A., & Mason, R. O. (1998). Planning and designing effective Web sites.
Cambridge, MA: Course Technology/International Thomson Publishing.
Conklin,^ (1987). Hypertext: An introduction and survey. IEEE Computer, 20, 9,
Conrad, K., & TrainingLinks (2000). Instructional design for Web-based training.
Amherst, MA: HRD Press.
Constantine, L. L., & Lockwood, L. A. D. (1999). Software for use. A practical
guide to the models and methods of usage-centered design. Reading MA-
Addison-Wesley.
Cooley, M. (1999). Human-centered design. In R. Jacobson (Ed.), Information
design (pp. 59-81). Cambridge, MA: MIT Press.
Cooper, A. (1999). The inmates are running the asylum. Why high-tech products
drive us crazy and how to restore the sanity. Indianapolis, IN: Sams.
Cooper, P. A. (1993). Paradigm shifts in designed instruction: From behaviorism to
cognitivism to constructivism. Educational Technology, 33, 5, 12-19.
Cotton, B., &c Oliver, R. (1997). Understanding hypermedia (2nd ed.). London, UK:
Phaidon Press.
436
niversity of Western Ontario. Retrieved March 24, 2002, from http //
mstruct.uwo.ca/gplis/677/thew32/thew33.exe P
Cr0ft
’ desti
1
F
9i);idaPt;nTS Sc ftVTare deS '8n methodol°g i“ for instructionalsign. Educational Technology, 33, 8, 24-32.
Crossman, D. M. (1997). The evolution of the World Wide Web as an emerging
!nn
r
1
9^
?
,7 ' technol°Sy tool. In B. H. Khan (Ed.), Web-based instruction
(pp. 9 23). Englewood Cliffs, NJ: Educational Technology Publications.
Cunningham, A (1999). Multilingual Unicode Web page development. Paperpresented at Community Networking Conference: Engaging Regionalism,
September 29 - October
• 1, Ballarat University, Victoria, Australia. RetrievedM
99 h
20°2, fr°m httP://members
-o^niail.com.au/-andjc/papers/
Culture, cognition and instructional design. (1998, July), networking RetrievedMTCnn2o4,l 20°2, fr°m the Node Web site: http://node.on.ca/networking/]ulyl998/feature2.html
Dahl, O.-J., Y Nygaard, K. (1966). SIMULA—an ALGOL-based simulation
language. Communications of the ACM, 9, 9, 671-678.
Dahl, O.-J., Y Nygaard, K. (1967). SIMULA. A language for programming and
description of discrete event systems. Introduction and users manual (5th
edition). Oslo, Norway: Norwegian Computing Center.
Daly-Jones, O., Bevan, N., & Thomas, C. (1999, February 12). INUSE 6.2.
Handbook of User-Centred Design (D6.2.1, Version 1.2). Retrieved March
24, 2002, from the NECTAR Web site: http://www.ejeisa.com/nectar/inuse/
6.2/index.htm
Danforth, S., & Tomlinson, C. (1988). Type theories and object-oriented
programming. ACM Computing Surveys, 20, 1, 29-72.
Dannenberg, R. B., & Blattner, M. M. (1992). Introduction: The trend toward
multimedia interfaces. In M. M. Blattner &c R. B. Dannenberg (Eds.),
Multimedia interface design (pp. xvii-xxv). Reading, MA: Addison-Wesley.
437
version]. Indianapolis, IN: Sams
dlab/books/htmlT
’ ’
fr°m h«P^ww.webreference.com/
Davenport
,
T. H„ & Prusak, L ( 1 997). Information ecology. Mastering the
Press
"md kn°Wledge env"™™nt. New York, NY: Oxfofd University
Davies, I.K. (1972). Introduction: The nature of educational technology. In- 1 K
Davis, B. (1995). Wheel of culture. In E. Barrett & M. Redmond (Eds.), Contextual
Prefr
MU med‘a and mterPret“tion (pp. 247-257). Cambridge, MA: MIT
Debons, A., Horne, E., & Cronenweth, S. (1988). Information science An
integrated view. Boston, MA: G. K. Hall.
Del Galdo E. M. (1990). Internationalization and translation. Some guidelines for
the design of human-computer interfaces. In J. Nielsen (Ed.), Designing user
interfaces for international use (pp. 1-10). Amsterdam, NL: Elsevier.
Delugach, H. (2000). CharGer (Version 2.4b). [Computer software]. Huntsville
AL: Computer Science Department, Information Technology and Systems
Center, University of Alabama in Huntsville. Available: http://
www.cs.uah.edu/~delugach/CharGer/ (July 28, 2001).
Denn, S. O., & Maglaughlin, K. L. (2000). World’s fastest modeling job, or
information architecture: What is it? The multidisciplinary adventures of
two Ph.D. students [Electronic version]. Bulletin of the American Society for
Information Science, 26, 5, 13-15. Retrieved March 24, 2002, from http://
www.asis.org/Bulletin/June-OO/dennmaglaughlin.html
Derry, S., & Lesgold, A. (1996). Toward a situated social practice model for
instructional design. In D. C. Berliner &c R. C. Calfee (Eds.), Handbook of
educational psychology (pp. 787-806). New York, NY: Macmillan Library
Reference.
Dervin, B. (1976). Strategies for dealing with human information needs:
Information or communication? Journal of Broadcasting 20 (3): 324-332.
Dervin, B. (1977). Useful theory for librarianship: Communication, not
information. Drexel Library Quarterly 13 (3): 16-32.
438
Akademischer Austauschdienst (1998). Modellhochscbulen Guide
200?
dt
f
f° r
r
lnSt
.
ltut ‘orls of higher education]. Retrieved March 24
°2, rom Gernian Academtc Exchange Service (DAAD) Web site- httn-//
www.daad.de/modellhochschulen/ P'"
D ‘Ck
’ T;i
1
h
98
i
7) ' A
,
h
riy^ instructional desi8n and its impact on educational
D
“'!
nys“;^
Pubhc^mns’
0" PP ’ 1319) ' Englew°od Cliffs
>
NJ : Educational Technology
D ‘Ck
’ Ti 1996) ' THe D ‘Ck 3nd Carey model; Wil1 k survive the decade?Educational Technology, Research and Development, 44, 3, 55-63.
Dick, W. (1997). A model for the systematic design of instruction. In R. D.
ennyson, F Schott, N. M. Seel & S. Dijkstra (Eds.), Instructional design-
2l Perspectwe - Vol»™ 1: Theory, research, and models (pp . 361-369). Mahwah, NJ: Lawrence Erlbaum.
Ehck, W & Carey, L. M. (1977). Needs assessment and instructional design
Educational Technology, 17, 11, 53-59.
Dick, W., & Carey, L. M. (1991). Formative evaluation. In L. J. Briggs, K. L.
Gustafson, & M. H. Tillman (Eds.), Instructional design. Principles and
applications (2nd ed.) (pp. 227-267). Englewood Cliffs, NJ: Educational
1 echnology Publications.
Dick, W., & Carey, L. M. (1996). The systematic design of instruction (4th ed.).New York, NY: ElarperCollins.
Dicken, P. (1992). Global shift. The internationalization of economic activity (2nd
ed.). New York, NY: Guilford Press.
Digital Equipment Corporation (1991). Digital guide to developing international
software. Bedford, MA: Digital Press.
Dijkstra, E. W. (1976). Structured programming. In P. Naur, B. Randell, & J.
Buxton (Eds.), Software engineering. Concepts and techniques. Proceedings
of the NATO conferences in Garmisch, October 1968, and Rome, October
1969 (pp. 222-226). New York, NY: Petrocelli/Charter.
439
Tennyson (Eds.), Instructional des.gn: International perspectives. Volume 2-
Erlbl7m“'a°tes <PP
' 23 ‘43) - Mahwah
’
N
*>
: Lawrence'
Dlll0n
’:^:
&
f
hu
’
E - (1997)
- Designing Web-based instruction: A human-computer
2i>4> E T " B - H ' Khan (Ed ->> Web-based instruction (ppbll-4). Englewood Cliffs, NJ: Educational Technology Publications.
Donnelly, V (2001). Designing easy-to-use websites. A hands-on approach to
structuring successful websites. Harlow, UK: Addison-Wesley.
Douglas
,
I. (2001, October). Instructional design based on reusable learning
objects: Applying lessons of object-oriented software engineering to learning
systems design. Paper presented at the 31st ASEE/IEEE Frontiers in
Education Conference. Retrieved March 10, 2002, from http-//
fie.engrng.pitt.edu/fie2001/papers/1118.pdf
Douglas, S. P., &c Craig, C. S. (1995). Global marketing strategy. New York NY-
McGraw-Hill.
Downes, S. (2000). Learning objects. Retrieved March 24, 2002 from author’s Web
site: http://www.atl.ualberta.ca/downes/naweb/Learnmg_Objects.htm
Downes, S. (2001). Learning objects: Resources for distance education worldwide
[Electronic version]
. International Review of Research in Open and Distance
Learning, 2, 1 Retrieved March 24, 2002, from http://www.irrodl.org/
content/v2. 1/downes.html
Draper, S. W., & Norman, D. A. (1986). Introduction. In D. A. Norman, S. W.
Draper (Eds.), User centered system design. New perspectives on 'human-
computer interaction (pp. 1-6). Hillsdale, NJ: Lawrence Erlbaum Associates.
Dray, S. (1996). Designing for the rest of the world: A consultant’s observation.
Interactions, 3, 2, 15-18.
Driscoll, M. (1998). Web-based training. Using technology to design adult learning
experiences. San Francisco, CA: Jossey-Bass/Pfeiffer.
Driscoll, M. P. (1991). Paradigms for research in instructional systems. In G. J.
Anglin (Ed.), Instructional technology. Fast, present, and future (pp. 310-
317). Englewood, CO: Libraries Unlimited. (Reprinted from Journal of
Instructional Development, 7, 4, 2-5)
440
Dublin Core Metadata dement Set Wer^inn 1 1 j
Web^
eV
hl^
arCh 2
d’M
002
’
fr°m thC DubUnb site, http://www. ublmcore.org/documents/dces/
Duffy, T M., and Cunningham, D. J. (1996). Constructivism: implications for theesign an e ivery of instruction. In D. H. Jonassen (Ed.), Handbook ofrestore
^
communications and technology (pp. 170-198)New York, NY: Macmillan Library Research USA.
Duffy, T M., Lowyk, J & Jonassen, D. H. (Eds.) (1993). Designing environmentsfor constructive learning. Berlin: Springer-Verlag.
Duffy, T M & jonassen, D. H. (Eds.) (1992a). Constructivism and the technology
of instruction. A conversation. Hillsdale, NJ: Lawrence Erlbaum Associates^.
Duffy, T. M„ & Jonassen, D. H. (1992b). Constructiv.sm: New implications forinstructional technology. In T. M. Duffy, & D. H. Jonassen (Eds.),
°”structivism and the technology of instruction. A conversation (pp. 1-16).
Hillsdale, NJ: Lawrence Erlbaum Associates.
Dunlap, J. C. (1996). User support strategies. In P. A. M. Kommers, S. Grabinger, &
J. C. Dunlap (Eds.), Hypermedia learning environments. Instructional design
and integration (pp. 157-172). Mahwah, NJ: Lawrence Erlbaum.
Dunlap, J. C., & Grabinger, S. (1996). Nodes and organization. In P. A. M.
Kommers, S. Grabinger, & J. C. Dunlap (Eds.), Hypermedia learning
environments. Instructional design and integration (pp. 79-87). Mahwah,
NJ: Lawrence Erlbaum.
Duval, E., Forte, E., Cardinaels, K., Verhoeven, B., Durm, R. van, Hendrikx, K.,
Wentland-Forte, M., Ebel, N., Macowicz, M., Warkentyne, K., & Haenni, F.
(2001). The ARIADNE knowledge pool. Communications of the ACM 44
5, 73-78.
’ ’
Duval, E., Vervaet, B., Verhoeven, B., Hendrikx, K., Cardinaels, K., Olivie, H.,
Forte, E., Haenni, F
.,
Warkentyne, K., Wentland Forte, M., &C Simillion, F.
(2000). Managing digital educational resources with the ARIADNE
metadata system. In J. Greenberg (Ed.), Metadata and organizing
educational resources on the Internet (pp. 145-171). Binghamtorn, NY:
Haworth Press. [Co-published as Journal of Internet Cataloging, 3, 1 & 2/3
2000].
Dyson, E. (1997). Release 2.0. A design for living in the digital age. New York, NY:
Broadway Books.
441
Edmonds, G.
for
55-72.
S., Branch, R. C., 8c Mukherjee, P. (1994). A conceptual frameworkompanng instructional design models. Educational Technology, 42, 4,
Edwards, D. (2002). Bite the wax tadpole. Step-By-Step Graphics, 18, 1
,
64-72.
Ehn, P 8c Kyng, M (1991). Cardboard computers: Mocking-it-up or hands-on thefuture. In J. Greenbaum & M. Kyng (Eds.), Design at work: Cooperative
design of computer systems (pp.169-195). Hillsdale, NJ: Lawrence Erlbaum
s, R
-
(1997). Effective use of the Web for education : Design Principles and
Pedagogy.
[On-line document]. Workshop given at the Professional and
Organizational Development Network in Higher Education conference,
aines City, Florida, October 16-19. Retrieved March 24, 2002, from the
University of Washington, Computing 8c Communications Web site: http://
stafr.washmgton.edu/rells/pod97/index.html
EUis, R. (1999). Webagogy. Retrieved March 24, 2002, from the University of
Washington, Computing & Communications Web site: http://
staff.washington.edu/rells/webagogy/
Ely, D. P. (1990). Portability: Cross-cultural educational perspectives. Journal of
Research on Computing in Education, 23, 2, 272-283.
Ely, D. P. (1996). Instructional technology: Contemporary frameworks. In T. Plomp& D. P. Ely (Eds.), International encyclopedia of educational technology
(2nd ed.) (pp. 18-21) Oxford, UK: Elsevier Science.
Engelbart, D. C. (1961). Special considerations of the individual as a user,
generator, and retriever of information. American Documentation, 12 2
121-125.
Engelbart, D. C. (1963). A conceptual framework for the augmentation of man’s
intellect. In P. W. Howerton & D. C. Weeks (Eds.), Vistas in information
handling, Volume I. The augmentation of man’s intellect by machine (pp. 1-
29). Washington, D.C.: Spartan Books; London, UK: Cleaver-Hume Press.
England, E., &c Finney, A. (1999). Managing multimedia. Project management for
interactive media (2nd ed.). Reading, MA: Addison-Wesley.
Entwistle, N., & Marton, F. (1994). Knowledge objects: understanding constituted
through intensive academic study. British Journal of Educational
Psychology, 64, 161-178.
442
f° S°ftWare 'ocalization. Amsterdam, NL:
Fernandes, T. (1995). Global interface design. Boston, MA: AP Professinal.
FieHing R Gettys J Mogul, J„ Frystyk, H„ Masinter, L„ Leach, P„ & Berners-ee T. (1999, June). Hypertext Transfer Protocol—HTTP/1 1 (RFC 2616iRetrieved March 24, 2002, from ftp://ftp.isi.edu/in-notes/rfc26litxt ’’
Fleer, M. (1989) Reflecting indigenous culture in educational software designjournal of Reading, 32, 7, 611-619. g
Remmg,
^1998). Web navigation. Designing the user experience. Sebastopol, CA:
Fleming M & Levie, W H. (1993). Instructional message design. Principles fromthe behavioral and cognitive sciences (2nd ed.). Englewood Cliffs, NT: '
educational Technology Publications.
Forbrig, P. (2001). Objektorientierte Softwareentwicklung mit UML (Object-
oriented software development with UML], Munich, DE: Fachbuchverlae
Leipzig im Carl Hanser Verlg.
Forman D. C. (1995). Imperatives for change. Journal of Instructional Delivery
Systems, 9, 2, 3-10.
Freed, M„ & Moore, K. (1997, November). MIME parameter value and encoded
word extensions: Character sets, languages, and continuations (RFC 2231).
Retrieved March 24, 2002, from ftp://ftp.isi.edu/m-notes/rfc2231.txt
Gagne, R. M. (1985). The conditions of learning and theory of instruction (4th ed )New York, NY: Holt, Rinehart and Winston.
Gagne, Robert M., Briggs, Leslie J., & Wager, Walter W. (1988). Principles of
Instructional Design (3rd ed.). New York, NY: Holt, Rinehart, and Winston.
Gagne, R. M, Briggs, L. J., & Wager, W. W. (1992). Principles of instructional
design (4th ed.). Forth Worth, TX: Harcourt Brace Jovanovich.
Garcia, M. R. (1997). Redesigning print for the Web. Indianapolis, IN: Hayden
Books.
Gentleware AG (2000). Poseidon for UML (Community Edition, Version 1.0)
[Computer software]. Hamburg, DE: Author. Retrieved March 24, 2002,
from http://www.gentleware.com/products/poseidonCE.php3
443
Gentry
’S;3 (
1
"i\ lntrod»ction to instructional development. Process andtechniques. Belmont, CA: Wadsworth Publishing Company.
Ge° ff
’
^mv?enti^Z\.
ted 'GVI appUcation development. Englewood Cliffs,
Cerstenmder, J. & Mandl, H. (1994,. Wissensermerb unter konstruktivistischer
l erspektive. Forscbungsbencbt Nr. 33 [Knowledge acquisition from a
constructmst perspective. Research report no. 33], Munich, DE: Ludwig-
“S InSt 'tUt PSdW-he Psychologic
Gerstner K. (1 968). Designing programmes: Four essays and an introduction (D QStephenson, Trans.) Teufen, CH: Arthur Niggh. (Original work published
Gibbons, A S., & Fairweather, P. G. (1998). Computer-based instruction: Design
and development. Englewood Cliffs, NJ: Educational Technology
Publications.
Gibbons, A. S.
,
& Fairweather, P. G. (2000). Computer-based training. In S. TobiasD ‘ Fletcher (Eds.), Training and retraining. A handbook for business,
industry, government, and the military (pp. 410-442). New York, NY:
Macmillan Library Reference USA.
Gibson, W. (1984). Neuromancer. New York, NY: Ace Books.
Goodyear, P. (1997). Instructional design environments: Methods and tools for the
design of complex instructional systems. In S. Dijkstra, N. M. Seel, F. Schott,
and R. D. Tennyson (Eds.), Instructional design: International perspectives.
Volume 2: Solving instructional design problems (pp. 83-111). Mahwah, NJ:
Lawrence Erlbaum Associates.
Gordon, S. E., Schmierer, K. A., &c Gill, R. T. (1993). Conceptual graph analysis:
Knowledge acquisition for instructional systems design. Human Factors 35
3, 459-481.
Grabinger, S. (1996). Screen design. In P. A. M. Kommers, S. Grabinger, & J. C.
Dunlap (Eds.), Hypermedia learning environments. Instructional design and
integration (pp. 137-156). Mahwah, NJ: Lawrence Erlbaum.
Grabinger, S., & Dunlap, J. C. (1996). Links. In P. A. M. Kommers, S. Grabinger, &
J. C. Dunlap (Eds.), Hypermedia learning environments. Instructional design
and integration (pp. 89-114). Mahwah, NJ: Lawrence Erlbaum.
444
Grabowski, B L. (1991). Message design: Issues and trends. In G. J. Anglin (Fd )Instructional technology. Past, present, and future (pp 202-212)Englewood, CO: Libraries Unlimited.
Graves,W H. (2000). Discovering and using educational resources on the Internet-Global progress or random acts of progress?. In J. Greenberg (Ed.)
Metadato and organizing educational resources on the Internet (pp 279-287). Binghamtorn, NY: Haworth Press. [Co-published as Journal ofInternet Cataloging, 3, 1 & 2/3, 2000).
Greenbaum, J & Kyng MH1991). Introduce S.tuated design. InJ. Greenbaum
Li a Y ZT, at WOrk: Co°Peratwe de“g" Ofcomputer systems(pp. 1-24). Hillsdale, NJ: Lawrence Erlbaum Associates.
Greenberg, J. (2000). Metadata questions in evolving Internet-based educational
terrain. In J. Greenberg (Ed.), Metadata and organizing educational
sources on the Internet (pp. 1-11). Binghamtorn, NY: Haworth Press. [Co-
pubhshed as Journal of Internet Cataloging, 3, 1 Sc 2/3, 2000].
Grimes, B. F., Sc Grimes, J. E. (Eds.) (2000). Ethnologue (14th ed.) [Electronic
version]. Dallas, TX: SIL International. Retrieved March 24, 2002, from
http://www.ethnologue.com/web.asp
Gronbaek, K., Sc Trigg, R. H. (1994). For a Dexter-based hypermedia system.
Communications of the ACM, 37, 2, 41-49.
Gronlund, N. E. (1995). How to write and use instructional objectives (5th ed.).
Englewood Cliffs, NJ: Prentice Hall
Grudin, J. (1993). Interface. An evolving concept. Communications of the ACM
36,4, 110-119.
Gruber, U. (1995). The role of multilingual copy adaptation in international
advertising. In S. J. Paliwoda Sc J. K. Ryans Jr. (Eds.), International
marketing reader (pp. 202-213). London, UK: Routledge.
Guay, T. (1995). WEB publishing paradigms. Retrieved September 9, 2001, from
Simon Fraser University Web site: http://hoshi.cic.sfu.ca/~guay/Paradigm/
Gustafson, K. L. (1996). Instructional design models. In T. Plomp Sc D. Ely (Eds.),
International encyclopedia of educational technology (2nd ed.) (pp. 27-32).
Oxford, UK: Pergamon.
445
Gustal°^^oaeis (Report No. R-103). Syracuse, NY: ERIC Clearinghouse on
RenmH T *"<? Tech™lo«>’’ Syracuse University (ERIC Documentproduction Service No. ED 411 780).
Gustafson, K. L„ & Branch, R. M. (1997b). Revisioning models of instructionaldevelopment. Educational Technology Research and Development, 45, 3,
Gustafson K. L„ & T,liman, M. H. (1991). Des.gning the general strategies ofinstruction. In L. J. Briggs, K. L. Gustafson, & M. H. Tillman (Eds.)
Instructional design. Principles and applications (2nd ed.) (pp. 173-192).
nglewood Cliffs, NJ: Educational Technology Publications.
GVU's 10th WWW user survey (1998). Retrieved March 24, 2002, from http://
www.gvu.gatech.edu/user_surveys/survey- 1998-10/
aack J. (1997). Interaktivitat als Kennzeichen von Multimedia and Hypermedia
(Interactivity as a characteristic of multimedia and hypermedia]. In L. J.Issing & P. Klimsa (Eds.), Information und Lernen mit Multimedia (2nd ed )
(pp. 150-166). Weinheim, DE: Beltz/PsychologieVerlagsUmon.
Hackos, J. T., & Redish, J. C. (1998). User and task analysis for interface designNew York, NY: John Wiley & Sons.
Halasz, F., & Schwartz, M. (1994). The Dexter Hypertext Reference Model.
Communications of the ACM, 37, 2, 30-39.
Hall, A. (2001, May 3). World-wide internet community grows by seven million.
Retrieved March 24, 2002, from Europemedia Web site: http://
www.europemedia.net/shownews.asp ?ArticleID=3067
Hall, B. (1997). Web-based training cookbook. New York, NY: John Wiley & Sons.
Hall, R. H. (1999). Instructional Web site design principles: A literature review and
synthesis. Virtual University Journal, 2, 1
,
1-13
Hanson, E. G. (1991). An introduction to object-oriented technology in training
and education. Journal of Interactive Instruction Development, 4, 2, 7-14.
Harasim, L. (1989). On-line education: A new domain. In R. Mason & A. Kaye
(Eds.), Mindweave: Communication, computers and distance Education (pp.
50-62). Oxford, UK: Pergamon.
446
Harasim, L (1990). Online education: An environment for collaboration andintellectual amplification. In L. Harasim (Ed.), Online education
erspectwes on a new environment (pp. 39-64). New York, NY: Praeger.
Harasim, L. (l 993). Worlds: Networks as soctal space. In L. Harasim (Ed.)
cl K' a Z
kt ?.°d'puters and internati°™l communication (pp. 15-34)Cambridge, MA: MIT Press. 1
Harasim, L (1994). Computer networking for education. In T. Husen &c T
sasc °feducat,on - v°hme 2
Harasim, L. ( 1996). Computer networking for education. In T. Plomp & D Ely
484-4Ctrford" UK :'
edUCat,°”al (2nd^ <PP
Harasim, L., Hiltz, S., Teles, L., & Turoff, M. (1995). Learning networks. A fieldguide to teaching and learning online. Cambridge, MA: MIT Press.
Hardman, L. & Sharratt, B. S. (1990). User-centered hypertext design: The
application of HCI design principles and guidelines, In R. McAleese & C.
Green (Eds.), Hypertext: State of the art (pp. 252-259). Oxford UK-
Intellect.
Harel, D. (1987). Statecharts: A visual formalism for complex systems [Electronic
version]. Science of Computer Programming, 8, 3, 231-274. Retrieved
March 24, 2002, from http://www.wisdom.weizmann.ac.il/~harel/
Statecharts87.pdf
Harel, D., & Gery, E. (1997). Executable object modeling with statecharts
[Electronic version]. IEEE Computer, 30, 7, 31-42. Retrieved March 24,
2002, from http://www.wisdom.weizmann.ac.ih8 l/Dienst/UI/2. 0/Describe/
ncstrl.weizmann_il%2fCS94-20
Harmon, S. W., & Jones, M. G. (1999). The five levels of Web use in education:
Factors to consider in planning online courses. Educational Technology 34
6, 28-32.
’
Harris, J., & McCormack, R. (2000). Translation is not enough. Considerations for
global Internet development. Retrieved March 24, 2002, from Sapient
Corporation Web site: http://www.sapient.com/pdfs/strategic_viewpoints/
globalization.pdf
Hartley, J. (1982). Designing instructional text. In D. H. Jonassen (Ed.), The
technology of text. Principles for structuring, designing, and displaying text
(pp. 193-213). Englewood Cliffs, NJ: Educational Technology Publications.
447
Hartley, j. (1994). Designing instructional text (3rd ed.). London, UK: Kogan Page.
Harriey, J. (1996) Text design. In D. H. jonassen (Ed.), Handbook of research for
uZ* (pP' 795 -820 »- York, NY:
Hazari, S.,lk Schnorr, D. (1999). Leveraging student feedback to improve teaching
uTlttsT 6 ect //>nic verusioni -
A2089 cfoi
2002
’
fr°m http: /wWW
*the]0urnaLcom/magazme/vault/
Hazen, M. (1985). Instructional software design principles. Educational
Technology, 25, 11
,
18-23.
Hebenstreit J. (1992). Where we are and how did we get there? In J. Hebenstreit et
al. (Eds.
,
education and informatics worldwide. The state of the art andbeyond (pp. 9-65). London, UK: Jessica Kingsley Publishers.
Heller, R. S., & Martin, C. D. (1999). Multimedia taxonomy for design and
evaluation. In B. Furht (Ed.), Handbook of multimedia computing (pp. 3-
16). Boca Raton, FL: CRC Press.
Henderson, L. (1996). Instructional design of interactive multimedia: A cultural
critique. Educational Technology Research and Development, 44, 4, 85-104
Henderson-Sellers, B., & Edwards, J. M. (1990). The object-onented systems life
cycle. Communications of the ACM, 33, 9, 142-159.
Henry, P. (1998). User-centered information design for improved software usability.
Boston, MA: Artech House.
Henson, K. L., & Knezek, G. A. (1991). The use of prototyping for educational
software development. Journal of Research on Computing in Education 24
2, 230-239.
’ ’
Heslin, J. A., Jr. (1996). Taking the mystery out of research in computing
information systems: A new approach to teaching research paradigm
architecture. Proceedings of the National Educational Computing
Conference, Minneapolis, MN, June 11-13, 1996, 172-178.
Hiltz, S. R., & Turoff, M. (1993). The network nation. Human communication via
computer (rev. ed.). Cambridge, MA: MIT Press.
Hodgins, W. (2000a). Into the future. A vision paper. Retrieved March 24, 2002,
from Learnativity Web site: http://www.learnativity.com/
into_the_future2000.html
448
Hodgins, W. (2000b). Creating the future learning environment [Filml Pmf“ at/he Advanced D^tributXIrnmg'NetTo.k
f u
’
' June 2000, Alexandria, VA. Retrieved March 24 200">rom http://www.adlnet.org/library/plugfest/Dayl/Video/dayl_4v.mov
Hodgms W. (2000c). LALO: Learning Architecture, API and Learning Objects
[ me document]. Paper presented at the Training 2000 Conference
e ruary 22, 2000, Atlanta, GA. Retrieved March 24, 2002, from
earnativity Web site: http://www.learnativity.com/speakmg/tn001alo.zip
Hoft, N. L. (1995). International technical communication. How to exportinformation about technology. New York, NY: John Wiley & Sons.
H f
’
N
^
L
P r
96) ' DeveloPln§ a cultural m°dek In E. M. del Galdo & J. NielsenOhds.), International user interfaces (pp. 41-73). New York, NY: John Wiley
oc Sons. (Reprinted from International technical communication: How to
export information about high technology. New York, NY: John Wilev &
Sons, 1995.) 7
H°ltma
"l5’ % MmZ’A. (1998, March). Transparent content negotiation inHTTP (RFC 2295). Retrieved March 24, 2002, from ftp://ftp.isi.edu/in-
notes/rfc2295.txt
Holtzblatt, K., & Beyer, H. (1993). Making customer-centered design work for
teams. Communications of the ACM, 36, 10, 93-103.
Horn, R. E. (1982). Structured writing and text design. In D. H. Jonassen (Ed.), The
technology of text. Principles for structuring, designing, and displaying text
(pp. 341-366). Englewood Cliffs, NJ: Educational Technology Publications.
Horn, R. E. (1989). Mapping hypertext. Analysis, linkage, and display of
knowledge for the next generation of on-Line text and graphics. Lexington,
MA: The Lexington Institute.
Horn, R. E. (1999). Information Design: Emergence of a New Profession. In R.
Jacobson (Ed.), Information Design (pp. 15-33). Cambridge, MA: MIT
Press.
Horowitz, E. (1983). Fundamentals ofprogramming languages. Rockville, MD:
Computer Science Press.
Horton, S. (2000). Web teaching guide. A practical approach to creating course
Web sites. New Haven, CT: Yale University Press.
Horton, W. (1994). The icon book. Visual symbols for computer systems and
documentation. New York, NY: John Wiley & Sons.
449
Horton W. (2000). Designing Web-based train,ng. How to teach anyone anythinganywhere anytime. New York, NY: John Wiley & Sons.
Humphrey, W. S (1993). Software engineering. In A. Ralston, E. D. Reilly (Eds )Encyclopedia of computer sc,ence (3rd ed.) (pp. 1217-1222). New York
’
NY: Van Nostrand Reinhold.
Hung, D. W. L„ & Wong, A. F. L. (2000). Activity theory as a framework for
project work in learning environments. Educational Technology, 40, 2, 33-
Hurson, A. R„ Pakzad, S. H„ & Cheng, J-b. (1993). Object-oriented database
60
StemS: Evolutl°n and Per^ormance issues. IEEE Computer,
IBM Corporation (n.d.). Web design guidelines. Retrieved March 24, 2002 fromIBM Corporation Web site: http://www-3.ibm.com/ibm/easy/eou_ex’t nsf/
Pubhsh/572
IBM Corporation (1992). Object-oriented interface design. IBM common user
access guidelines. Carmel, IN: Que.
IMS Global Learning Consortium (2001). IMS learning resource meta-data
information model. (Version 1.2.2). Retrieved March 24, 2002, from IMS
Global Learning Consortium Web site: http://www.imsproject.org/metadata/
Internet Software Consortium (2002, January). Internet domain survey. Retrieved
March 24, 2002, from Internet Software Consortium Web site: http://
www.isc.org/ds/
Ishida, R. (1998). Challenges in designing international user information. Retrieved
March 24, 2002, from the Xerox Ltd. Web site: http://www.xerox-
emea.com/globaldesign/paper/paperl.htm
Ishida, R. (2001). Helping users navigate to the right localised site. Paper presented
a the 18th International Unicode Conference, April 24-27, Hong Kong, HK.
Retrieved March 24, 2002, from the Xerox Ltd. Web site: http://www.xerox-
emea.com/globaldesign/paper/navigation.pdf
Issing, L. J. (1994a). Von der Mediendidaktik zur Multimedia-Didaktik [From
instructional technology to multimedia didactics]. Unterrichtswissenschaft,
22, 4,267-284).
Issing, L. J. (1994b). From instructional technology to multimedia didactics.
Educational Media International, 31, 3, 171-182.
450
Issing, L. J (1997) Instruktionsdesign fur Multimedia [Instructional desian for
Zlr "E I'55'"8 & P ' K1 'mSa <Eds ->’ Unnat,onundlTrnZ mtt
VerateTul'n
’ ^ 194 '220) ' Wdnhelm
>
D& Beltz/Psychologie
It0
’^riSi m ( 1,"6) ' ImpaCt of culture on user interface design. In E. Mdel Galdo & J Nielsen (Eds.), International user interfaces (pp. 105-126)New York, NY: John Wiley & Sons. EP ’’
iXL Enterprises, Inc. (1999). Creating a global Internet presence. Globalization
localization translation. Retrieved March 24, 2002 from the Massachusetts
ectromc Commerce Association Web site: http://www.ebuzz.org/pape/
papers/global.pdf 11
Jacobson I (1995). The use-case construct in object-oriented software engineering
n J. . arroll (Ed.), Scenario-based design. Envisioning work and
technology m system development (pp. 309-336). New York, NY- lohn
Wiley. ’ J
Jacobson, I. (2000). The road to the unified software development process (Rev. ed.
by S. Bylund). Cambridge, UK: Cambridge University Press/SIGS Books.'
Janensch, L. (2000). Worldwide and local: Designing for global audiences on the
Internet. In K. Nelson (Ed.), Websights: The future of business and design on
the Internet (pp. 68-87). New York, NY: RC Publications.
Jansen, A., &c Scharfe, W. (1999). Handbuch der Infografik. Visuelle Information in
Publizistik, Werbung und Offentlichkeitsarbeit [Handbook of information
graphics. Visual information in journalism, advertisement and public
relations]. Berlin, DE: Springer-Verlag.
Johnson, K. A. (1996). The Foundations of Instructional Design? In K. A. Johnson
& L. J. Foa (Eds.), Instructional design. New alternatives for effective
education and training (pp. 3-15). Phoenix, AZ: American Council on
Education and The Oryx Press. (Reprinted from Instructional design. New
alternatives for effective education and training, pp. 3-15, by K. A. Johnson
&C L. J. Foa, Eds., 1989, New York: American Council on Education and
Macmillan Publishing Company)
Johnson, H., & Johnson, P. (1991). Task knowledge structures: Psychological basis
and integration into system design. Acta Psychologica, 78, 3-26.
Johnson, P., Johnson, H. & Hamilton, F. (2000). Getting the knowledge into HCI:
Theoretical and practical aspects of task knowledge structures. In Schraagen,
J. M., Chipman, S. F., & Shaun, V. L. (Eds.), Cognitive task analysis (pp.
201-214). Mahwah, NJ: Lawrence Erlbaum Associates.
451
Johnson, P., Johnson, H., Waddington, R., & Shouls, A. (1988). Task relatedknowledge structures: Analysis, modeling and application. In D. M [ones &
l7T^c'K7leZd^PrrS - Fmm~h to ^pleJZln(pp. 35 62). Cambridge, UK: Cambridge University Press.
Johnson, P„ Johnson H & Wilson, S. (1995). Rapid prototyping of user interfacesdriven by task models In J. M. Carroll (Ed.), Scenario based design,
nvisiomng work and technology in system development (pp 209-246)New York, NY: John Wiley. 1
Johnston, K. G. (1987). The tip of the iceberg: Hemingway and the short storyGreenwood, FL: Penkevill. 7
Joint ADL Co-Laboraty (2001). Guidelines for design and evaluation of Web-based
instruction [Online document]. Orlando, FL: Institute for Simulation and
1 raining, University of Central Florida. Available: http://
www.jointadlcolab.org/v2/ (February 24, 2002).
Jonassen, D.H. (1992). Evaluating constructivist learning. In T. M. Duffy, and D.
H. Jonassen (Eds.), Constructivism and the technology of instruction A
conversation (pp. 138-148). Hillsdale, NJ: Lawrence Erlbaum Associates.
Jonassen, D. H. (1995). Computers as cognitive tools: Learning with technology,
not from technology. Journal of Computing in Higher Education, 6, 2, 40-
Jonassen, D. H. (1996). Computers in the classroom. Mindtools for critical
thinking. Englewood Cliffs, NJ: Merrill / Prentice-Hall.
Jonassen, D. H. (1997). Instructional design models for well-structured and ill-
structured problem-solving learning outcomes. Educational Technology,
Research and Development, 45, 1
,
65-94.
Jonassen, D. H. (1999). Designing constructivist learning environments. In C. M.
Reigeluth (Ed.), Instructional-design theories and models. Volume IE A new
paradigm of instructional theory (pp. 215-239). Mahwah, NJ: Lawrence
Erlbaum.
Jonassen, D. H. (2000). Revisiting activity theory as a framework for designing
student-centered learning environments. In D. H. Jonassen & S. M. Land
(Eds.), Theoretical foundations of learning environments (pp. 89-121).
Mahwah, NJ: Lawrence Erlbaum Associates.
Jonassen, D. H., Beissner, K., & Yacci, M. (1993). Structural knowledge.
Techniques for representing, conveying, and acquiring structural knowledge.
Hillsdale, NJ: Lawrence Erlbaum Associates.
452
Jonassen, D. H., Dyer, D„ Peters, K„ Robinson, T, Harvey D Kina M VLonghner, P. (1997). Cognitive flexibility h^ettexts’on’the^b Engagina
n™i3
S
4!
n
E^de
mn8
Hmf m,B ' ?a" (Ed ' ) ’ Abased instruction (pp119 134). nglewood Cliffs, NJ: Educational Technology Publications
Jonassen, D. H & Hannum, W. H. (1991). Analysis of task procedutes In G I
187)' EnHe
'
Infu‘'}°na, techn°l°gy- Past, present, and future (pp 170-. glewood, CO.- Libraries Unlimited. (Reprinted from Journal ofinstructional Development, 1986)
Jonassen D. H„ & Hannum, W. H. (1987). Research-based principles for designingcomputer software. Educational Technology, 27, 11, 7-14
Jonassen, D. H., Hannum, W. H., & Tessmer, M. (1989). Handbook of task
analysis procedures. New York, NY: Praeger.
Jonassen, D. H., Mayes, T„ & McAleese, R. (1993). A manifesto for a
constructivist approach to uses of technology ,n higher education. In T.19ulfy, J. Lowyck, D. H. Jonassen, and T. M. Welsh (Eds.), Designing
environments for constructive learning (pp. 231-247). Berlin: Springer-
Jonassen, D. H„ Myers, J. M„ & McKillop, A. M. (1996). From constructivism to
constructionism: Learning with hypermedia/multimedia rather than from it.in d. G. Wilson (Ed.), Constructivist learning environments. Case studies ininstructional design (pp. 93-106). Englewood Cliffs, NJ: Educational
lechnology Publications.
Jonassen, D. H., & Reeves, T. C. (1996). Learning with technology: Using
computers as cognitive tools. In D. H. Jonassen (Ed.), Handbook of research
for educational communications and technology (pp. 693-719). New YorkNY: Macmillan Library Reference USA.
Jonassen, D. H., Tessmer, M., & Hannum, W. H. (1999). Task analysis methods for
instructional design. Mahwah, NJ: Lawrence Erlbaum Associates.
Jones, M. G., &C Larquhar, J. D. (1997). User interface design for Web-based
instruction. In B. H. Khan (Ed.), Web-based instruction (pp. 239-244).
Englewood Cliffs, NJ: Educational Technology Publications.
Jones, M. K., Li, Z., & Merrill, M. D. (1990). Domain knowledge representation
for instructional analysis. Educational Technology, 30, 10, 7-32.
453
in a
f
°Trp“~
^
Technology R„ch Onli |So'|wSSj™*''
www.gsu.edu/~wwwitr/docs/idguide/ ’ P '
Jones, M„ & Wipond K. (1990). Curriculum and knowledge representat.on
TeZofe, 30, iTl4.
f° r CUrnCUlUm deVel
°Pment ' Educational
JO"eS
’ hyp
A
ertfxt
SP
Theco
J
'
^xtualization, cognit.ve flexMity, and
and ad A
nvergence lnterpretive theory, cognitive psychology andadvanced information technologies. In S. L. Star (Ed.) The culture's ofcomputing (pp. 146-157). Oxford, UK: Blackwell Publishers.
^
Jones, S Kennedy, C., Mueller, C., Sweezey, M., Thomas, B„ & Velez, L. (1992)evelopmg international user information. Bedford, MA: Digital Press.
Jones, T. S & Richey, R C. (2000). Rapid prototyping methodology in action- Adevebpmental study. Educational Technology Research and Development,
Kahn, P-^&^enk, K. (2001). Mapping web sites. Crans-Pres-Celigny, CH:
Kan°’ De^ P^ mternational software for Windows 95 and WindowsNl. Redmond, WA: Microsoft Press.
Kay, A C. (1977). Microelectronics and the personal computer. Scientific
American, 237, 3,231-244.
Kay, A. C. (1984). Computer software. Scientific American, 251, 3
,
53-59.
Kay, A. C. (1996). The early history of Smalltalk. In T. J. Bergin & R. G. Gibson
(Eds.), History ofprogramming languages II (pp. 511-579). Reading, MA:
Addison-Wesley. (Reprinted from ACM SIGPLAN Notices, 1993, 28 (3) 69-
Kearsley, G. (1990). Designing educational software for international use. Journal
of Research on Computing in Education, 23, 2, 242-250.
Keating, A. B., &c Hargitai, J. (1999). The wired professor. A guide to incorporating
the World Wide Web in college instruction. New York, NY: New York
University Press.
454
Keller, W. (1997) Mapping objects to tables. A pattern language [On-linedocument], in F. Buschmann & D. Riehle (Eds.), Proceedings of the 1997
1 2WSwT/Fri
ttT LZlmQ8eS °fPr°gramming Conference (Technical Report
Web skl-^rm //
rSeC
’
u
eme
u
S ' Retrieved March 24, 2002, from author’sbsite. http://www.objectarchitects.de/ObjectArchitects/papers/Published/
ZippedPapers/mappings04.pdf
Kemp, G. E., Morrison, G. R., & Ross, S. M. (1998). Designing effective
instruction (2nd ed.). Upper Saddle River, NJ: Prentice Hall.
Kerres, M (1998). Multimediale und telemediale Lernumgebungen. Konzeption
und Entwicklung [Multimedia and telemedia learning environments.
Conceptualization and development]. Munchen, DE: Oldenbourg.
Khan, B. H. (Ed.). (1997a). Web-based instruction. Englewood Cliffs, NJ:
Educational Technology Publications.
Khan, B. H. (1997b). Web-based instruction (WBI): What is it and why is it? In B.
H. Khan (Ed.), Web-based instruction (pp. 5-18). Englewood Cliffs, NJ:
Educational Technology Publications.
Khan, B. H. (1998). Web-based instruction (WBI): An introduction. Educational
Media International, 35, 2, 63-71.
Kibby, M. R. (1994). Hypertext, Educational applications of. In T. Husen & T.
Postlethwaite (Eds.), The international encyclopedia of education. Volume 5
(2nd ed.) (pp. 2706-2709). Oxford, UK: Pergamon.
King, D. (1984). Current practices in software development. A guide to successful
systems. New York, NY: Yourdon Press.
Kinross, R. (1992). Modern typography. An essay on critical history. London, UK:
Hyphen Press.
Kirkman, J. (1988). How “friendly” is your writing for readers around the world?
In E. Barrett (Ed.), Text, ConText, and HyperText. Writing with and for the
computer (pp. 343-364). Cambridge, MA: MIT Press.
Kirschner, P., Valcke, M., & Sluijsmans, D. (1999). Design and development of
third generation distance learning materials: From an industrial second
generation approach towards realizing third generation distance education.
In J. v. d. Akker, R. M. Branch, K. Gustafson, N. Nieveen &c T. Plomp (Eds.),
Design approaches and tools in education and training (pp. 81-93).
Dordrecht, NL: Kluwer Academic Publishers.
455
Knirlc, F. G., & Gustafson, K. L. (1986). Instructional technology A systematicapproach to education. New York, NY: Holt, Rinehart and Wmston
K°bryn
icAl'42
9io%7001: A StandardlZat‘°n Com,nun,cations of the
KObry
'
ACM™
2
!, W7-m
L 2'° ^ 3glle M aWkWard? Communications of the
Kochikar, V. P. (1998). The object-powered Web. IEEE Software, 15, 3, 57-61.
Kommers P. A. M[. (1996a). Definittons. In P. A. M. Kommers, S. Grabinger, & Jc. Dunlap (Eds.
,
Hypermedia learning environments. Instructional designand integration (pp. 1-11). Mahwah, NJ: Lawrence Erlbaum.
Kommers, P. A. M (1996b). Multimedia environments. In P. A. M. Kommers S.
rabinger, & J. C. Dunlap (Eds.), Hypermedia learning environments. *
Instructional design and integration (pp. 13-32). Mahwah, NJ: Lawrence
Erlbaum.
Kommers, P. A. M. (1996c). Research on the use of hypermedia. In P. A. M.
Kommers, S. Grabinger, & J. C. Dunlap (Eds.), Hypermedia learning
environments. Instructional design and integration (pp. 33-75). Mahwah
NJ: Lawrence Erlbaum.
Korson, T., & McGregor, J. D. (1990). Understanding object-oriented: A unifying
paradigm. Communications of the ACM, 33, 9, 40-60.
Knirk, F. G., & Gustafson, K. L. (1986). Instructional technology. A systematic
approach to education. New York, NY: Llolt, Rinehart and Winston.
Krathwohl, D. R., Bloom, B. S., & Masia, B. B. (Eds.). (1956). Taxonomy of
educational objectives. The classification of educational goals. Handbook IT.
Affective domain. New York, NY: David McKay.
Krempl, S. (2000, June 29,). Schatze aus der Rumpelkammer [Treasures from the
closet] [Electronic version]. Die Zeit, 27, p. 34. Retrieved March 24, 2002,
from http://www.zeit.de/2000/27/200027_m_link_patente.html
Kristof, R., & Satran, A. (1995). Interactivity by design. Creating and
communicating with new media. Mountain View, CA: Adobe Press.
Krug, S. (2000). Don’t make me think. A common sense approach to Web usability.
Indianapolis, IN: Que.
456
Kunze, J. (1999).Encoding Dublin Core Metadata in HTML (RFC- ’731
1
Retrieved March 24, 2002, from ftp://£tp. lsi.edu/inltSrfc273 1 «t
f”°/k f
r
hum
?
n'c°mputer
Kwok, W.-T. (1997). Build and promote your multilingual Web site. MutlilingualCommunications and Technology, 8, 5, 25-26.
?
L’Allier J. J (1997 ). Frame of reference: NETg’s map to its products, their
Jte-TtrZr
d C°re be 'efS
:
Retne
y
ed March 24
> 2°02, from the NETg Websi e, http://www.netg.com/research/whitepapers/frameref.asp
Landow, G. P. (1994). What’s a critic to do?: Critical theory in the age of hypertextn G. P. Landow (Ed.), Hyper / Text / Theory (pp. 1-48). Baltimore, MD: TheJohns Hopkins University Press.
Landow, G. P. (1997) Hypertext 2.0. The convergence of contemporary critical
theory and technology (2nd ed.). Baltimore, MD: The Johns Hopkins
University Press.
assila O & Swick, R R. (1999, February 22). Resource Description Framework
,
Syn‘ax ^formation, Retrieved March 24, 2002, from theW5C Web site: http://www.w3.orgATR/1999/REC-rdf-syntax-19990222/
Laurel, B. (1993). Computers as theatre. Reading, MA: Addison-Wesley.
Learning Technology Standards Committee of the IEEE Computer Society (2001b,
November 30). Draft standard for learning technology—learning technology
systems architecture (LTSA) (IEEE P1484.1/D9). Retrieved March 24, 2002,
from the IEEE LTSA Web site: http://ltsc.ieee.org/doc/wgl/
IEEE_1484_01_D09_LTSA.pdf
Learning Technology Standards Committee of the IEEE Computer Society (2002,
March 4). Draft standard for learning object metadata (IEEE P1484. 12.1/
D6.4). Retrieved March 17, 2002, from http://ltsc.ieee.org/doc/wgl2/
LOM_WD6_4.pdf
Lee, G. (1993). Object-oriented GUI application development. Englewood Cliffs
NJ: PTR Prentice Hall.
Lee, W. W., & Owens, D. (2000). Multimedia-based instructional design:
Computer-based training, Web-based training, distance broadcast training.
San Francisco, CA: Jossey-Bass/Pfeiffer.
457
LeGrand Brandt, B Farmer, J. A. Jr., & Buckmaster, A. (1993). Cognitive
apprenticeship approach to helping adults learn. In D. D. Flannery (Ed )Applying cognitive learning theory to adult learning (pp . 69-78). Sanrrancisco, CA: Jossey-Bass.
go d, A. M. (1993). An ob|ect-based situational approach to task analysis. In MCaillot (Ed.
,
Learning electricity and electronics with advanced educationaltechnology (pp. 291-302). Berlin, DE: Springer-Verlag.
Levine R. (1995) . Sun Microsystems guide to Web style. [On-line document].
Available: http://www.sun.com/styleguide/tables/Prmting_Version html(September 4, 1998).
Lewis, C., & Rieman, J. (1994). Task-centered user interface design—A practicalintroduction. Retrieved March 24, 2002, from the authors’ Web site: http://
home.att.net/~jrieman/jrtcdbk.html
Lickhder, J. (1974). Potential of networking for research and education. In M
Greenberger J. Aronofsky, J. McKenney, & W. Massy (Eds.), Networks for
research and education. Sharing computer and information resources
worldwide (pp. 44-50). Cambridge, MA: MIT Press.
Lickhder, J. (1990). In Memoriam: J.C.R. Licklider. 1915-1990. Retrieved March
24, 2002, from http://www.memex.org/licklider.pdf
Lie, H. W., & Bos, B. (1999, January 11). Cascading style sheets, level 1 . Retrieved
March 24, 2002, from the W3C Web site: http://www.w3.org/TR/REC-CSSl
Limbourg, Q., Pribeanu, C., & Vanderdonckt, J. (2001). Towards uniformed task
models in a model-based approach. In C. Johnson (Ed.), Interactive systems.
Design, specificaiton, and verification. 8th International Workshop, DSV-IS
2001, Glasgow, Scotland, UK, June 13-15, 2001, revised papers (pp. 164-
182). Berlin, DE: Springer.
Longmire, W. (2000). Content and context: Designing and developing learning
objects. In D. Brightman (Ed.), Learning without limits (Volume 3)
[Brochure] (pp. 23-30). St. Gallen, CH: Viviance new education.
Lowe, C. (2000). GEM: Design and implementation of a metadata project for
education. In J. Greenberg (Ed.), Metadata and organizing educational
resources on the Internet (pp. 109-126). Binghamtorn, NY: Haworth Press.
[Co-published as Journal of Internet Cataloging, 3, 1 &c 2/3, 2000].
Lu, M.-Y. (1998). Meeting the challenge of designing multimedia for an
international audience. Educational Media International, 35, 4, 272-274.
458
Lumbsdaine, A.A. (1964). Educational technology, programmed learning „ tinstructional science. In E.R. Hilgard (EdTrS/Ltiinstruction. The 63rd Yearbook of the National Society for the Study of
Luong T. V., Lok, J S. H., Taylor, D. J., & Driscoll, K. (1995)
n“°wS'Tso
D
nr'°
Pmg SOflWare f°r 8,0bal marketS New York
’
LUrat
’ l ,
(19
r
92) - Basic strategies for introducing and using informat,cs in
['
Hebensff et al. (Eds.), Education and informatics
JessicaTdngsley PuHishert'
^ ^ <PP ' 674 18) ' L°nd°"> UK:
Lynch, K. (1960). The image of the city. Cambridge, MA: MIT Press.
Lynch, P. J., & Horton, S. (1999). Web style guide. Basic design principles for
creating Web sites [Electronic version]. New Haven, CT: Yale University
Press. Retrieved March 24, 2002, from http://info.med.yale.edu/caim/
manual/
Madell, T„ Parsons, C„ & Abegg, J. (1994). Develop,ng and localizing
international software. Englewood Cliffs, NJ: PTR Prentice Hall.
Mager, R. F. (1972). Goal analysis. Belmont, CA: Fearon Publishers/Lear Siegler
Inc., Education Division.
Mager, R. F. (1984). Preparing Instructional Objectives (2nd ed.). Belmont, CA:
Pitman Learning.
Mandel, T. (1997). The elements of user interface design. New York, NY: John
Wiley & Sons.
Mantei, M. M., & Teorey, T. J. (1988). Cost/benefit analysis for incorporating
human factors in the software lifecycle. Communications of the ACM 31 4
428-439.
’ ’ ’
Marciniak, J. J. (1994). Software engineering, a historical perspective. In J. J.
Marciniak (Ed.), Encyclopedia of software engineering: Vol. 2 (pp. 1176-
1183). New York, NY: John Wiley & Sons.
Marcus, A. (1992). Graphic design for electronic documents and user interfaces.
New York, NY: ACM Press.
459
desktop^ Icoi^design issues h^ GUIs °” thc
upp ement, Special Report: International, May 1991, pp . 63-67°)
’
Marcus, A. (200 1 ). International and intercultural user interfaces In C Stenhanid'
Mah
V
f
er
'f
e
:
faces f°r alL C°»^> methods, and tool's (pp. 47-63)wah, NJ: Lawrence Erlbaum Associates.
''
Marcus A., Armitage,
J., Frank, V., & Guttman E ( 1 9991 r/„l^i; ,
Ttt de$
‘f
n !°' the Weh ' Paper presented at the 5th Human FactorTandthe Web conference, June 3, Gaithersburg, MD. Retrieved March a4 ynmfrom http://zing.ncsI.nist.gov/hfweb/proceedings/martms/ “ 2 ’ 2°°2 ’
Marquardt M. j„ & Kearsley, G. (1999). Technology-based learning. Maximizingperformance and corporate success. Boca Raton, FL: CRC Press.
~
"
Marra, R. (1996). Human-computer interface design. In P. A. M. Kommers S.
ra mger, & J. C. Dunlap (Eds.), Hypermedia learning environments
ErlbTum
°na des,gn and inteSrahon (PP- 115-135). Mahwah, NJ: Lawrence
Martin, C. D., 8c Heller, R. S. (1999). Multimedia taxonomy for design and
Martin, J„ 8c Odell, J. J. (1995). Object-oriented methods-
Englewood Cliffs, NJ: Prentice Hall.
A foundation.
Masinter, L Alvestrand, H., Zigmond, D., & Petke, R. (1999, November)
guidelines for new URL schemes (RFC 2718). Retrieved March 24, 2002,from ftp://ftp.isi.edu/in-notes/rfc2718.txt (September 19, 2001).
Mayes, J. T. (1992). The ‘M-Word’: Multimedia interfaces and their role in
interactive learning systems. In A. D. N. Edwards+ & S. Hollad (Eds.),
Multimedia interface design in education (pp. 1-22). Berlin, DE- Springer-
Verlag.
McAleese, R. (1990). Navigation and browsing in hypertext. In R. McAleese & C.
Green (Eds.), Hypertext: Theory into practice (pp. 6-44). Oxford, UK:
Intellect.
McCormack, C., & Jones, D. (1997). Building a Web-Based education system. New
York, NY: John Wiley & Sons.
460
McKnight, C., Dillon, A., & Richardson T tt , ,
hypertext/hypermedia for education. In D H JoTaTsralEdfX °Jl y <research for ^ucatianal communication and technology (pp 622 633)°
N°
York, NY: Macmillan LIBRARY Reference USA.
-633). New
McLoughlin, C. (1999). Culturally responsive technology use: Developing an on
9,
n
231-243
Umty ™erS ' Brithh ,OUrnal
°f Edu“>tional Technology
, 30,
Merrill, M. D (n.d
.). Components of instruct,on: Towards a theoretical tool forinstruct,onal design Retrieved March 24, 2002, from Utah State University
Pap“pt»“31 TeChn0'°8y Wet S ' te: httP :^www-id2. usu.edu/
Mmil
/ell'
198
!:
7
’-U a"d WSk ana 'ySiS ' In R ' M - Ga^^ ^struct,ona,technology: Foundations (pp. 141-173). Hillsdale, NJ: Lawrence Erlbaum.
Merrill M. D. (1994). Instructional design theory (D. G. Twitchell Ed.).
Englewood Cliffs, NJ: Educational Technology Publications.’
Merrill, M D. (1997) Instructional transaction theory: Instructional design based
on know edge objects. In R. D. Tennyson, F. Schott, N. M. Seel, & S.
/
1J
oli T;!;
’
Instructlonal design: International perspectives. Volume 1
(pp. ^>81 -394). Mahwah, NJ: Lawrence Erlbaum Associates.
Merrill M. D. (1999/2000, September 13). Instructional Transaction Theory (ITT)-
Instructlonal design based on knowledge objects [Electronic versionl.
Retrieved March 24, 2002, from Utah State University, Department of
Instructional Technology Web site: http://www.id2.usu.edu/Papers/
7ReigChp.PDF (Originally published in In C. M. Reigeluth (Ed.),
Instructional design theories and models: A new paradigm of instructional
theory. Volume II. Mahwah, NJ: Lawrence Erlbaum Associates, 1999, p.
Merrill, M. D. (2001). A knowledge object and mental model approach to a physics
lesson. Educational Technology, 41, 1
,
36-47.
Merrill, M. D. & Goodman, R. I. (1972). Selecting instructional strategies and
media: A place to begin (Working Paper No. 36). Provo, UT: Brigham Young
University, Division of Instructional Services.
461
http.//www.id2.usu.edu/Papers/IDTHRYK3.PDF
^
instructional
Memll
’
P
;/, /
1987
p
^
ob
,
and task anaIysis - In R- M. Gagne (Ed.), Instructionaltechnology: Foundations (pp. 141-173). Hillsdale, NJ: Lawrence Erlbaum.
Meyer, B. (1996). The many faces of inheritance: A taxonomy of taxonomy IEEEComputer, 13, 5, 105-108. 7
‘
Meyrowitz, N. (1991). Hypertext-does it reduce cholesterol, too? In J. N. Nyce &
. Kahn (Eds.), From Memex to hypertext: Vannevar Bush and the mind's
machine (pp 287-318). Boston, MA: Academic Press. (Reprinted from a talkdelivered as the keynote address for the Hypertext '89 Conference
Pittsburgh, PA, November 1989).
Microsoft Corporation (1995). The Windows interface guidelines for software
design: An application design guide. Redmond, WA: Microsoft Press.
Miller, G. A. (1956). The magical number seven, plus or minus two: Some limits on
our capacity for processing information [Electronic version]. The
Psychological Review, 63, 2, 81-97. Retrieved March 24, 2002, from http://
www.well.com/user/smahn/miller.html
Miller, R. B. (1963). Task description and analysis. In R. M. Gagne (Ed.),
Psychological principles in system development (pp. 187-228). New York
NY: Holt, Rinehart and Winston.
Mills, H. D. (1980). Part I: Principles of software engineering. IBM Systems
Journal, 19 (4) 415-420.
Mills, H.D., Dyer, M., & Linger, R.C. (1987). Cleanroom software engineering.
IEEE Software, 4, 5, 19-24.
Milstead, J., & Feldman, S. (1999). Metadata: Cataloging by any other name.
Retrieved September 8, 2002, from Online Inc. Web site: http://
www.onlineinc.com/onlinemag/metadata/
462
Misanchuk E. R.
< 1992). Preparmg instructional text. Document des,g„ us.ne
Publication^
'
Shmg
' EngleW°°d CIl£fs
’
NJ : Educational Technology
'
““iSK.0* *«* -* ***** Cambridge,
Mitchell, a (1999). Curriculum page development: Utilize and organize resources
14M44
the W° r^ Wlde Web ' Educational Media International, 36, 2,
Moats, R. (1997, May). URN syntax (RFC 2141). Retrieved
ftp://ftp.isi.edu/in-notes/rfc2141.txt
March 24, 2002, from
Mok, C. (1996). Designing business. Multiple media,
CA: Adobe Press.
multiple disciplines. San Jose,
M°°ne
,
n
’ J - Prototyping as a design activity. In T. Husen & T. Postlethwaite
a-jqq'a A2
l^ncatl0x nal encyclopedia of education. Volume 8 (2nd. ed.) (pp4799-4803). Oxford, UK: Pergamon. [PP
Moonen, J. (1996). Prototyping as a design method. In T. Plomp & D. Ely (Eds.)
International encyclopedia of educational technology (2nd ed.) (pp. 186-
190). Oxford, UK: Pergamon.
Moonen, J. (1999). The design and prototyping of digital learning material: Some
new perspectives. In J. v. d. Akker, R. M. Branch, K. Gustafson, N. Nieveen& T. Plomp (Eds.), Design approaches and tools in education and training
(pp. 95-111). Dordrecht, NL: Kluwer Academic Publishers.
Moonen, J. (2000). A three-space design strategy for digital learning material.
Educational Technology, 40, 2, 26-32.
Moore, G. (1994). Telecommunication in education. In T. Husen & T.
Postlethwaite (Eds.), The international encyclopedia of education. Volume
11 (2nd. ed.) (pp. 6298-6307). Oxford, UK: Pergamon.
Moore, G. (1996). Telecommunication in education. In T. Plomp & D. Ely (Eds.),
International encyclopedia of educational technology (2nd ed.) (pp. 450-
459). Oxford, UK: Pergamon.
Moore, M. G. (1996). Introduction. In M. M. Thompson (Ed.), Internationalism in
distance education: A vision for higher education. Selected papers from the
first International Distance Education Conference, The Pennsylvania State
University, June 1994 (pp. 1-4). University Park, PA: American Center for
the Study of Distance Education, The Pennsylvania State University.
463
Morns
^^
(PP. 18.3-18.16)
^f Research on 2^252-271
P°fta bi ''ty ' /°“™/
MO-
S
53
UCti0nal desl8n ,n the inf~^
Nachmias, R Mioduser, D„ Oren, A., & Lahav, O. (1999). Taxonomy of
educational websites—a tool for supporting research, development and
Na,bU
MA
E
^ddSSweS
Uk
’
R ' A
' <2001) ' UML^ d^^ign. Reading,
blardi, B. A. (1996a). Activity theory and human-computer interaction. In B. A.JNarai (Ed.), Context and consciousness. Activity theory and human-
computer interaction (pp. 7-16). Cambridge, MA: MIT Press.
Nardi, B. A. (Ed.). (1996b). Context and consciousness. Activity theory and
human-computer interaction. Cambridge, MA: MIT Press.
National Research Council (1986) Microcomputers and their applications for
developing countries. Report of an ad hoc panel on the use of
microcomputers in developing countries. Boulder, CO.: Westview Press.
Naur, P., Randell, B., & Buxton, J. N. (Eds.). (1976). Software engineering.
Concepts and techniques. Proceedings of the NATO conferences in
Garmisch, October 1968, and Rome, October 1969. New York, NY:
Petrocelli/Charter.
Negroponte, N. (1995). Being digital. New York, NY: Vintage Books.
Nelson, T. H. (1988). Managing immense storage. Byte, 13, 1
,
225-238.
Nelson, T. El. (1991). As we will think. In J. N. Nyce & P. Kahn (Eds.), From
Memex to hypertext: Vannevar Bush and the mind’s machine (pp. 245-260).
Boston, MA: Academic Press. (Reprinted from Online 72 Conference
Proceedings: Volume 1
,
Brunei University, Uxbridge, UK, 4-7 September
1972, pp. 439-454, published in 1973, Uxbridge, UK: Online Computer
Systems).
Nelson, T. H. (1993) Literary machines, 93.1. Sausalito, CA: Mindful Press.
464
Neurath O. (1991). Gesammelte bildpddagogische Schriften rr 741 , ,
& r -
Nichols^ (j. W^ 1 997) Foirnaiiv" evaluation of Web-based instruction. In B. H.an (Ed.) Web-based instruction (pp. 369-374). Englewood Cliffs Nl-Educational Technology Publications. ’ J '
N,C01
’ don '
\
le
T,
rnlng:YN d° 8°0d teaCherS know that we
1 13-122).^Read'ing, MA:
,
jSdisoLwesl^
a""C0”I
^MJgr interface design (pp.
NledC1
fctaiSS clfo-RetTy.'”
° * *’*** ***
"'^heACKSX 3
h
'29l°32T
Vi8ating thr°Ugh hyperte*- C
—'^ns of
Nielsen J. (Ed.). (1990b). Designing user interfaces for international use.Amsterdam, NL: Elsevier.
Nielsen J. (1990c). Usability testing of international interfaces. In J. Nielsen (Ed.)Designing user interfaces for international use (pp.39-44). Amsterdam NL-
Elsevier.
Nielsen, J (1990d). Designing for international use. In J. C. Chew & J. Whiteside(Eds.), Empowering people. CHI ’90 conference proceedings April 1-5
Seattle, WA (pp. 291-294). New York, NY: Association for Computing’
l\/1 arhinpro r &
Nielsen, J. (1990e). International user interfaces: An exercise. SIGCHI Bulletin
, 21,4 . >50“5 1 a
Nielsen, J. (1993a). Hypertext and hypermedia. Boston, MA: AP Professional.
Nielsen, J. (1993b). Usability engineering. Boston, MA: AP Professional.
Nielsen, J. (1995). Multimedia and hypertext. The Internet and beyond. Boston
MA: AP Professional.
Nielsen, J. (1999). User interface directions for the Web. Communications of the
ACM, 42, 1, 65-72.
Nielsen, J. (2000). Designing Web usability. Indianapolis, IN: New Riders
Publishing.
465
Nieveen, N. ( 1 999b Prototyping to reach product quality. In J. v d Akker R MBranch, K. Gustafson, N. Nieveen &c T Plnnm tv a . \ ^ kkc ’ - .
and tools in education and training (pp 125 Lh'l d’
Academic Publishers.
-1^5). Dordrecht, NL: Kiuwer
N°denot,^Te(1992h^Edim^ond s^ohw^e^nginemn^A^ methodology based on
c7n
r
ldrZ7e
a
i992
ICCAL '92
' Vo//
Ca ada, Jun 1 2. Proceed,ngs (pp. 529-541). Berlin, DE: Springer-Verlag.
Norberg A. L. & O'Neill, J E. (1996). Transforming computer technology
^formation processing for the pentagon, 1962-1986. Baltimore MD- TheJohns Hopkins University Press. ’
Norman, D
. A. (1986). Cognitive engineering. In D. A. Norman, S. W. Draper
fr^Neua perspectives on human-computerinteraction (pp. 31-61). Hillsdale, NJ: Lawrence Erlbaum Associates.
Norman D. A. (1990 ). The design of everyday things. New York, NY: Doubleday/
Bas^Books 9^88^
Psycfj°^ogy °f everyday things. Boston, MA:
Norman, D. A. (1991). Cognitive artifacts. In J. M. Carroll (Ed.), Designing
interaction. Psychology at the human-computer interface (pp 17-38)Cambridge, MA: Cambridge University Press.
Norman, D. A (1998). The invisible computer. Why good products can fad, the
personal computer is so complex, and information appliances are the
solution. Cambridge, A4A: A4IT Press.
an, D. A., &c Draper, S. W. (Eds.). (1986). User centered system design. New
perspectives on human-computer interaction. Hillsdale, NJ: Lawrence
Erlbaum Associates.
Norman, D. A., &c Spohrer, J. C. (Ed.) (1996). Learner-centered design [Special
issue]. Communications of the ACM, 39, 4, 24-49.
Noy, N. F., & McGuinness, D. L. (2001). Ontology development 101: A guide to
creating your first ontology. (Stanford Medical Informatics Report Number:
SMI-2001-0880). Retrieved March 24, 2002, from the Stanford University,
School of Medicine, Department of Medicine, Stanford Medical Informatics
Web site: http://smi-web.stanford.edu/projects/protege/publications/
ontology_development/ontology 101 .html
466
panted at
Mrdt^T
the Sta
”^
rt
J
University, School of Med,cine. Department of
edicine, Stanford Medical Informatics Web site: http://smi-
web.stanford.edu/pubs/SMI_Abstracts/SMI-2000-0830.html
NOY
’
N
/20ni
S
j
n
r
k
’
M
" Decker
’
S
- Crubezy, M„ Fergerson, R. W„ & Musen, M. A.
( 01) Creating semantic Web contents with Protege-2000 [Electronic
version], IEEE Intelligent Systems 16, 2, 60-71. Retrieved March 24 2002
from the Stanford University, School of Medicine, Department of Med,cine’,Stanford Medical Informatics Web site: http://smi-web.stanford.edu/pubs/
SMI_Abstracts/SMI-2001
-0872.html
cuuipuns/
Nugent G. C. (1987). Innovations in telecommunications. In Gagne (Ed.),
Instructional technology: Foundations (pp. 261-282). Hillsdale NT-
Lawrence Erlbaum Associates.
Nutta, J. W. (2001). www. traditional classroom. NEA Higher Education, 18, 3, 5-
Nyce, J M & Kahn, P. (1991). A machine for the mind: Vannevar Bush’s Memex.
In J. N. Nyce & P. Kahn (Eds.), From Memex to hypertext: Vannevar Bush
and the mind’s machine (pp. 39-66). Boston, MA: Academic Press.
Nygaard, K. (1986). Basic concepts in object oriented programming ACMSIGPLAN Notices, 21, 10, 128-132.
O’Donnell, S. M. (1994). Programming for the world. A guide to
internationalization. Englewood Cliffs, NJ: Prentice Hall.
O Neill, D. (1980). Part II: Software engineering program. IBM Systems Journal 19
(4) 421-431.
Oesterreich, B. (1999). Developing software with UML. Object-oriented analysis
and design in practice (46, Trans.). Harlow, UK: Addison-Wesley. (Originally
published as Objekt-orientierte Softwareentwicklung mit der Unified
Modeling Language. Munich, DE: R. Oldenbourg Verlag, 1997.)
Oesterreich, B. (2001). Die UML-Kurzreferenz fur die Praxis. Kurz, biindig,
ballastfrei [The short UML reference for the practice. Short, concise, no
burden]. Munich, DE: R. Oldenbourg Verlag.
467
Retrieved
<
Nfarch 24 mS ? *5 Z Version L4) <2001 - September),
hrrn //
^ 2002, from the Ob,ect Management Group Web s te-
http://www.omg.org/technology/documents/formal/uml.htm
Ossmer j. (1990). Transnational symbols. The rule of pictograms and models in thelearning process. In j. Nielsen (Ed.), Designing user Interfaces forinternational use (pp. 1 1-38). Amsterdam, NL: Elsevier.
°tt, C. (1999). Global solutions for multilingual applications. Real-world
techniques for developers and designers. New York, NY: John Wiley & Sons.
Overbaugh R. C. ( 1 994). Research-based guidelines for computer-based instructiondevelopment. Journal of Research on Computing in Education, 27,1
,
29-47.
Parnas, D. L. (1972a). A technique for software module specification with
examples. Communications of the ACM, IS, 5, 330-336.
Parnas, D. L. (1972b). On the criterion to be used in decomposing into modules
Communications of the ACM, 15, 12, 1053-1058.
Parsons, J., & Wand, Y. (1997). Using objects for systems analysis.
Communications of the ACM, 40, 12, 104-110.
Patent infringement suits lay claims to hyperlinking technology (December 21
2000). Retrieved April 15, 2002, from the Tech Law Journal Web site http-//
www.techlawjournal.com/intelpro/2000 1221.asp
Paulsen, M. F. (1995). The online report on pedagogical techniques for computer-
mediated communication. Retrieved March 24, 2002, from the Nettskolen
Web site: http://w4.nettskolen.com/forskmng/19/cmcped.html
Pearrow, M. (2000). Web site usability handbook. Rockland, MA: Charles River
Media.
Petrik, P. (2000). Net survey: “Top ten mistakes” in academic Web design. History
Computer Review, 16, 1
,
63-67.
Pett, D., & Grabinger, S. (1991). Instructional media production. In G. J. Anglin
(Ed.), Instructional technology. Past, present, and future (pp. 276-284).
Englewood, CO: Libraries Unlimited.
Pierce, T. (1996). The international pictograms standard. Cincinnati, OH: ST
Publications.
468
PI 'mPt<
Nonon
Ed ' ) ' (1"0) ' ^ PariS review anth°'ogy. New York, N.Y.: W.W.
Popp, W (1970) Die Funktion von Modellen in der didaktischen Theorie [Th . Iof model 5 in instructional theory]. In G. Dohnuat R Maurel & W [popp
DE: R.SSSt^ didaktiSChe Thmrie (PP ' 49 ‘60) - MumCh '
Porras, L. H„ & Giodano (1995). Developing hypermedia with a rapid prototypingapproach: A case study. British Journal of Educational Technology, 26, 1,
Porter, D. (Ed.). (1997). Internet culture. New York, NY: Routledge.
Powell T. A. (1998). Web site engtneering. Beyond Web page design. Upper SaddleRiver, NJ: Prentice Hall PTR.
Preece, J., Rogers, Y., Sharp, H., Benyon, D., Holland, S., & Carey, T. (1994).Human-computer interaction. Reading, MA: Addison-Wesley.
Preese, F., & Foshay, W. (1999). The PLATO® courseware development
environment In J. v. d. Akker, R. M. Branch, K. Gustafson, N. Nieveen & T.
\
D/StZn aPP™aches and tools in education and training (pp195-204). Dordrecht, NL: Kluwer Academic Publishers. * PP
Pressman, R^S. (1997). Software engineering. A practitioner's approach (4th ed )New York, NY: McGraw-Hill.
Quarterman, J. S. (1990). The matrix. Computer networks and conferencing
systems worldwide. Burlington, MA: Digital Press.
Quarterman, J. S„ & Carl-Mitchell, S. (1994a). The e-mail companion.
Communicate effectively via the Internet and other global networks.
Reading, MA: Addison-Wesley.
Quarterman, J. S., & Carl-Mitchell, S. (1994b). The Internet connection. System
connectivity and configuration. Reading, MA: Addison-Wesley.
Quarterman, J. S., & Carl-Mitchell, S. (1996). What is the Internet, Anyway f (RFC
1935). Retrieved March 24, 2002, from ftp://ftp.isi.edu/in-notes/rfcl935.txt
Quarterman, J. S., & Hoskins, J. C. (1986). Notable computer networks.
Communications of the ACM, 29, 10, 932-971.
469
*—*•»«. r““<i
Rada, K & Schoening, J R (1997). Educattonal technology standardsCommunications of the ACM, 40, 9, 15-18
Raggett D. Le Hors A., & Jacobs, I. (Eds.). (1999, December 24). HTML 4 0 1
Si"“£hH 2002 ' "* «C htlp://
a^S : "* 1 . “»•»—
Rayward, W. B. (1994). Vistons of Xanadu: Paul Otlet (1868-1944) and hypertextJournal of the American Society for Information Science, 4S, 4, 235-250.
Reeves, W. W. (1999). Learner-centered design. A cognitive view of managing
Oaks CA
ty
-sJz°
dUCt
’ mf°rmation
’
and environmental design. Thousand
Reigeluth, C. M (1989). Educational technology at the crossroads: New mindsets
f '":® irections. Educational Technology Research & Development, 37,1,6 /-oO.
Reigeluth, C. M„ & Frick, T. W. (1999). Formative research: A methodology for
creating and improving design theories. In C. M. Reigeluth (Ed.),
Instructional-design theories and models. Volume II. A new paradigm of
instructional theory (pp. 633-651). Mahwah, NJ: Lawrence Erlbaum
Associates.
eigeluth, C. M., & Nelson, L. M. (1997). A new paradigm for ISD? In Branch, R.
M. & Minor, B. B. (Eds.), Educational Media and Technology Yearbook,
volume 22 (pp. 24-35). Englewood Cliffs, NJ: Libraries Unlimited.
Reiser, R. A. (1987). Instructional technology: A history. In R. M. Gagne (Ed.),
Instructional technology: Foundations (pp. 11-48). Hillsdale, NJ: Lawrence
Erlbaum Associates.
Reiser, R. A. (2001a). A history of instructional design and technology: Part I: A
histoiy of instructional media. Educational Technology Research and
Development, 49, 1, 53-64.
470
Reiser R A. (2001b). A history of instructional design and technology Part II- A
Reiser R. A, 8c Ely, D. P. (1997). The field of educational technology as reflected
45 3
U
,
8
63-
t
79
deflnitl0nS
' EduCattonal Technology Research and Development,
Reiser R A., & Gagne, R. M (1982). Characteristics of media selection models.Review of Educational Research, 52, 4, 499-512
Reiser, R A & Gagne, R. M. (1983) Selecting media for instruction. Englewood
Uilfs, NJ: Educational Technology Publications.
Reiss, E. L. (2000). Practical information architecture. A hands-on approach to
structuring successful websites. Harlow, UK: Addison-Wesley.
Rettig, M (1994). Prototyping for tiny fingers. Communications of the ACM, 37,
j 21 “2 *7
.
Reynolds, A. (1993). Selecting media for instruction. In G. M. Piskurich (Ed.), TheASTD handbook of instructional technology (pp. 1.3-1.25). New York' NY-
McGraw-Hill.
Reynolds, A., & Anderson, R. H. (1992). Selecting and developing media for
instruction (3rd ed.). New York, NY: Van Nostrand Reinhold.
Rheingold, H. (1993). The virtual community. Homesteading on the electronic
frontier. Reading, MA: Addison-Wesley.
Richey, R. C. (1994). Developmental research: The definition and scope.
Proceedings of selected research and development presentations. 16th
National Convention of the Association for Educational Communications
and Technology, February 16-20, 1994, Nashville, TN (Report No. IR 016
763). n.p. [Washington, DC]: U.S. Department of Education, Office of
Educational Research and Improvement, Educational Resources Information
Center (ERIC). (ERIC Document Reproduction Service No. ED 373 753)
Richey, R. C., Fields, D. C. & Foxon, M. (2001). Instructional design competencies.
The standards (3rd ed.) (Report No. IR-111). Syracuse, NY: ERIC
Clearinghouse on Information and Technology, Syracuse University (ERIC
Document Reproduction Service No. ED 453 803).
471
(Ed Phtdl TT A ' Developmental research. In D H Jonassen
fecbn^Z aI ° 77, 7 educat,onal communication and
' J
Id T u , P ?,6Ct °fthe Associati°« for Educational Communications
ReW usf <PP - 12,3 - 1245K NCW Y°rk ’ NY: M-m,llan LIBRARY
Richey, R. C„ & Seels B. B. (1994). Defining a field. A case study of thedeve'opment of the 1994 definition of tnstruct.onal technology. In D. P. Ely
20L ltt1 Rational med,a and technology yearbook. Volume(PP’ Englewood, CO: Libraries Unlimited.
Richey, R. C. & Tessmer M. (1995). Enhancmg instructional systems designthrough contextual analysis. In B. B. Seels (Ed.), Instructional designfundamentals. A recons,deration (pp. 189-199). Englewood Cliffs,
W
Educational Technology Publications.
Riel, M (1993). Global education through learning circles. In L. M. Harasim (Ed )Global networks. Computers and international communication (pp 221-236). Cambridge, MA: MIT Press.
Riel, M. (1995) Cross-classroom collaboration in global learning circles. In S. L.
Publishers
^ ^ °f computing (pp. 219-242). Oxford, UK: Blackwell
Rie1, M
AT
&
/
Har
?
Sln
]
,
L
- ( 1994 )- Research perspectives on network learning
Machine-Mediated Learning, 4, 2&3, 91-113.
Ritchie, D. C & Hoffman, B. (1996). Using instructional design principles to
amplify learning on the World Wide Web. Paper presented at Technology &
Teacher Education Annual, 1996 (SITE 96). Retrieved March 24, 2002,
from the San Diego State University, College of Education Web site: http-//
edweb.sdsu.edu/clnt/learningtree/DCD/WWWInstrdesign/
WWWInstrdesign.html (July 22, 2001).
Ritchie, D. C., & Hoffman, B. (1997a). Using instructional design principles to
amplify learning on the World Wide Web (Report No. IR 018 685). n.p.
[Washington, DC]: U.S. Department of Education, Office of Educational
Research and Improvement, Educational Resources Information Center
(ERIC). (ERIC Document Reproduction Service No. ED 415 835)
Ritchie, D. C., &c Hoffman, B. (1997b). Incorporating instructional design
principles with the World Wide Web. In B. H. Khan (Ed.), Web-based
instruction (pp. 135-138). Englewood Cliffs, NJ: Educational Technology
Publications.
472
Roberts, D., Berry, D., Isensee, S., &c Mullalv I M997\ Dp,, i c
OVID. IEEE Software, 14, 4, 51.57/’
J ‘ ?) ‘ DeveloPln8 software using
RObert
L^ OVm V!SenSee ’ S" & Mulla|y> J- d998a). Designing for the userZ ° I? : B/‘ {7g US u ,nterface desiSn software engineering.Indianapolis, IN: Macmillan Technical Publishing.
Roberts, D„ Berry D„ Isensee, S„ & Mullaly, j. (1998b). Object, mew, and
interaction design. Retrieved March 24, 2002, from the IBM Web site: hum//www-3. ibm.com/ibm/easy/eou_ext.nsf/Publish/589
Robson R- (n.cI.) Object-oriented instructional design and Web-based authoring
Retrieved March 24 2002, from the Edtiworks Corporation Web site: http'//
www.eduworks.com/robby/papers/objectoriented.html P '
Robson, R. (1999a). Illustrated principles for Web-based course design. Paper
presented at the Eleventh Annual International Conference on Technology in
Collegiate Mathematics. Retrieved March 24, 2002, from the Eduworks
Corporation Web site: http://www.eduworks.com/robby/papers/
illustrated.html
Robson R (1999b). Object-oriented instructional design and applications to the
Web. Paper presented at ED-MEDIA’99, June 19-24, 1999, Seattle, WA.
Retrieved March 24, 2002, from the Eduworks Corporation Web site: http://
www.eduworks.com/robby/papers/2206.htm
Rogener, S., Pool, A.-J., & Packhauser, U. (1995). Branding with type. How type
sells. (Ed., E. M. Ginger, trans., S. Tripier). Mountain View, CA: Adobe
Press.
Romiszowski, A. J. (1988). The selection and use of instructional media. For
improved classroom teaching and for interactive, individualized instruction.
London, UK: Kogan Page.
Roschelle, J., DiGiano, C., Koutlis, M., Reppemng, A., Phillips, J., Jackiw, N., &
Suthers, D. (1999). Developing educational software components [Electronic
version]. IEEE Computer, 31, 9, 2-10. Retrieved March 24, 2002, from
http://e-slate.cti.gr/Resources/IEEEComputerArticle.pdf; also from http://
lilt.ics.hawan.edu/hlt/papers/1999/Roschelle-et-al-ieee99.pdf
Roschelle, J., & Kaput, J. (1996). Educational software architecture and systemic
impact: The promise of component software. Journal of Educational
Computing Research, 14, 3,217-228.
473
Roschelle, J., Kaput, J. Stroup, W. 8c Kahn T M /iqqq\ c . ,,fta*ss^ass-[Electronic version]. Journal of Interactive Media in Education 98 6 1 TiRetrieved March 10, 2002, from http://www-jmre.open
.“mi ’
/or World mde
Rossett A. ( 1991). Needs assessment. In G. J. Anglin (Ed.), Instructional
UbrariKmLd"""'’ <PP ' 156
' 169) ' E"8lewood
> CO:
Rosson M. B. (1999). Integrating development of task and object
Communications of the ACM, 42, 1, 49-56.
models.
Rosson, M B., & Carroll, J. M. (1995). Narrowing the specification-
implementation gap in scenario-based design. In J. M. Carroll (Ed.),
Scenario-based design. Envisioning work and technology in system ’
development (pp. 247-278). New York, NY: John Wiley.
Rowley, J., & Farrow, J. (2000). Organizing knowledge. An introduction to
managing access to information (3rd ed.). Aldershot, Hampshire UK-
Gower.
Rubinstein, M. F. (1975). Patterns ofproblem solving. Englewood Cliffs NJ-
Prentice-Hall.
’
Ruegg, R. (1989). Basic typography: Design with letters. Typografische
Grundlagen: Gestaltung mit Schrift. New York; NY: Van Nostrand
Reinhold.
Ruffini, M. F. (2000a). Do it step-by-step. A systematic approach to designing
multimedia projects [Electronic version], Beaming and Teaching with
Technology, 27,5,6-13. Retrieved March 24, 2002, from http://
www.iste.org/L8cL/archive/vol27/no5/feature/index.html
Ruffini, M. F. (2000b). Systematic planning in the design of an educational Web
site. Educational Technology, 40, 2, 58-64.
474
Russo P & Boor S. (1993). How fluent is your interface? Design,™ for
proems: Bridges between worlds.
v tv
inS systems, April 24-29, Amsterdam, NL (pp 342 -347 ) New Y lNY: Association for Computing Machinery. 1 ork ’
Ryan Jones, D.L., 6c Hamel, C. J. (n.d.). Designing instruction with learning
s““ l
"to 'uSilw'ESS’
1 *"“*‘^-‘*-*
Salus, (1995). Casting the Net. From ARPANET to Internet and beyond
Reading, MA: Addison-Wesley.
Samsel, J &c Wimberley, D. (1998). Writing for interactive media. New York NY-Allworth Press. ’
Sano, D. (1996). Designing large-scale Web sites. A visual design methodologyNew York, NY: John Wiley & Sons. ^
*
Savidis A., Akoumianakis, D., & Stephamdis, C. (2001). The unified user interface
design method. In C. Stephamdis (Ed.), User interfaces for all. Concepts
methods, and tools (pp. 417-440). Mahwah, NJ: Lawrence Erlbaum
Associates.
Sawicki, M., Suignard, M., Ishikawa, M., Durst, M., & Texin, T. (2001, May 31).Ruby annotation. Retrieved March 24, 2002, from the W3C Web site: http://www.w3.org/TR/ruby/
Schach, S. R. (1997). Software engineering with java (3rd ed.). Chicago, IL: Irwin.
Schaefermeyer, S. (1990). Standards for instructional computing software design
and development. Educational Technology, 30, 6, 9-15.
Schifman, R. S., Heinrich, G., & Heinrich, Y. (1999). Multimedia-
Projektmanagement. Von der Idee zum Produkt [Multimedia project
management. From the idea to the product]. Berlin, DE: Springer-Verlag.
Schiffman, S. S. (1991). Instructional systems design. In G. J. Anglin (Ed.),
Instructional technology. Past, present, and future (pp. 102-116).
Englewood, CO: Libraries Unlimited. (Reprinted from Journal of
Instructional Development, 1986)
475
SCh0e
™ft«
.
tZT* SOftWare and COUrSeWare (PP- 235 '242 )- Oxford, U^'pergamon
Schoenmaker^ J Nienhuis, E„ Scholten, J„ & Titulaer, j. (1990). A methodologyor educanonal software engineering. In. A. McDougall & C Dowline
‘
*
atl°n <PP - 189- 194K AmSterdam
’
NL: Else^r
Schott, F (1991). ^struktionsdesign, Instruktionstheorie und Wissensdesign-
Aurgabenstellung, gegenwartigertiger Stand und zukunftige
Tnowlfw
0
7
Ung£n
T
[InStr
r
CtI°nal deSlgn
’
instructional theory and
management. The CommonKADS methodology. Cambridge, MA: The MIT
Schulzrinne, H. (1996). World Wide
Network, 10, 2, 10-17.
Web: Whence, whither, what next? IEEE
Schwabe, D„ & Rossi, G. (1995). The object-oriented hypermedia design modelCommunications of the ACM, 38, 8, 45-46.
Schwabe, D., & Rossi, G. (1998). An object oriented approach to Web-based
application design [Electronic version]. Theory and Practice of Object
Systems, 4, 4 1998. Retrieved March 24, 2002, from http://www.mf puc-
no.br/~schwabe/papers/TAPOSRevised.pdf
Schwier, R. A., & Misanchuk, E. R. (1993). Interactive multimedia instruction.
Englewood Cliffs, NJ: Educational Technology Publications.
Seel, N. M. (1999). Instruktionsdesign: Modelle und Anwendungsgebiete
[Instructional design: Models and application areas].
Unterrichtswissenschaft, 27, 1, 2-11.
Seels, B. B. (1995). Instructional design fundamentals: Issues of integration. In B. B.
Seels (Ed.), Instructional design fundamentals. A reconsideration (pp. 247-
253). Englewood Cliffs, NJ: Educational Technology Publications.
Seels, B. B., Glasgow, Z. (1990). Exercises in instructional design. Columbus, OH-
Merrill.
476
domains ofZ field.
Communications and Technology (AECT).
^
Seffah
’
A- (-1997 )- An object-oriented framework for modeling and designing
12L-1243
tta,n,n8 SyStemS
' Software~Practice «”d Experience, 27, 10,
Sharmon^ C^E.,
jjj^^^Jj^Jf^Jj^Jj^niatbematical theory ofcommunication.
Shedroff N. (1999). Information Interaction Design: A unified filed theory of
267
S
292 r
tr°n
h
C7rS‘S »!l Jacobson <Ed ->. ^formation Design (pp.
. ..
' am
|
3rld8e » MA: MIT Press. Retrieved March 24, 2002 from
http://www.nathan.com/thoughts/unified/
Shedroff, N. (2001). Experience design 1. Indianapolis, IN: New Riders.
Sheldon, K. M. (1991). ASCII goes global. Byte, 16, 7, 108-112, 114, 116.
Shne'dennan Ben (1996). Designing information-abundant websites. RetrievedMarch 24 2002, from the University of Maryland, Institute for Systems
td Qe
CC^enbS ‘ te: httP:/A™w.isr.umd.edu:80ATechReports/ISR/1996/1 K_96-40/TR_96-40.phtml
Shneiderman, Ben (1997). Designing information-abundant websites. [Electronic
version]. International Journal of Human-Computer Studies, 47 1.
Retrieved March 24, 2002, from http://ijhcs.open.ac.uk/shneiderman/
snneiderman.html
Shneiderman, B. (1998). Designing the user interface. Strategies for effective
human-computer interaction (3rd ed.). Reading, MA: Addison-Wesley.
Siegel, D. (1997). Creating killer Web site (2nd ed.). Indianapolis, IN: Hayden
Sigfried, S. (1996). Understanding object-oriented software engineering. New York,
NY: IEEE Press.
Simon, H. A. (1979). How big is a chunk? In H. A. Simon, Models of thought (pp
50-61). New Haven, CT: Yale University Press. (Reprinted from Science,
1974, No. 183, pp. 482-488).
477
Simpson, E (1971). Educational objectives in the psychomotor domain. In M. Bapfer (Ed.), Behavioral objectives in curriculum development. Selected
'
readings and b,b iography (pp. 60-67). Englewood Cliffs, NJ: Educational
Edu^t
logy
,
Pub
l
lcatlons
- (Reprinted from C. J. Cotrell & E. F. Hauck Edsuca ional media in vocational and technical education: A report ofa
’
national seminar.The Center for Research and Leadership Development in
38 47)
0na and Technlcal Education, The Ohio State University, 1967, pp
SimS
’ mSt 71 TCV Art? <ITFORUM^ 10). RetrievedMarch 24, 2002, from http://itechl.coe.uga.edu/itforum/paperlO/
paperl0.html F
Sims, K (1999). The interactive conundrum I: Interactive constructs and learning
theory. Paper presented at the annual Australasian Society for Computers in
Learning m Ternary Education (ASCILITE99) Conference, Brisbane
Australia, December 5-8. Retrieved March 24, 2002, from http://
www.ascihte.org.au/conferences/brisbane99/papers/sims.pdf
Sims, R., & Hedber, J. (1995). Dimensions of learner control—a reappraisal for
interactive multimedia instruction. Paper presented at the annual
fA
U
cnnSri°c etyf f° r ComPuters in Learning in Tertiary Education(AbLJLI 1 E95) Conference, Melbourne, Australia, December 3-7. Retrieved
March 24, 2002, from http://www.ascilite.org.au/conferences/melbourne95/
smtu/abstracts/sims.html
Singh, S. N., & Dalai, N. P. (1999). Web home pages as advertisement.
Communications of the ACM, 42, 8, 91-98.
Smith, B. C. (1996). On the origin of objects. Cambridge, MA: MIT Press.
Smith, J. M., & Stutely, R. (1988). SGML: The user’s guide to ISO 8879.
Chichester, West Sussex, UK: Ellis Elorwood Limited.
Smith, P. L., & Ragan, T. J. (1993). Instructional design. New York, NY:
Macmillan.
Smith, R. (2000, October). Defining the UML kernel. Software Development
Magazine, 10. Retrieved March 16, 2002, from http://
www.sdmagazine.com/documents/s=739/sdm001 Ob/OOl Ob.htm
Smith, S., &c Mosier, J. N. (1986). Guidelines for designing user interface software
(ESD-TR-86-278). Bedford, MA: MITRE Corporation. Retrieved March 24,
2002, from ftp://ftp.cis.ohio-state.edu/pub/hci/Guidelines/
478
Snyder, (1993). The essence of objects: Concepts and terms. IEEE Software, 10.
Snyder
Unive
9
r!iTy frlss.^'
^ e'eCtr°nicUyrinth - New York, NY: New York
Soloway, E. (1998). No one is making money in educational softwareCommunications of the ACM, 41, 2, 11-15.
Soloway, E Hays, K. E., & Guzdial, M. J. (1994). Learner-centered design. Thec allenge for HCI in the 21st century. Interactions, 1
, 2, 36-48.
Soloway E. Jackson, S. L„ Klein J Quintana, C„ Reed, J., Spituln.k, J„ Stratford,S J Studer, S„ Eng, j., & Scala, N. ( 1 996). Learning theory in practice: Case
stud.es of learner-centered design. In M. J. Tauber et al. (1996), Human
factors in computing systems: Common ground. CHI 96 conference
proceedings, April 13-18, Vancouver, BC, Canada. New York, NY:
Association for Computing Machinery; Reading, MA: Addison-Wesley.
Soloway, E., & Pryor, A. (1996). The next generat.on in human-computer
interaction. Communications of the ACM, 39 (4) 16-18.
Sommerville, I. (1996a). Software engineering (5th ed.). Reading, MA: Addison-
Wesley.
Sommerville, I. (1996b). Software process models. ACM Computing Surveys, 28, 1,
Sonwalkar, N. (2002a). Demystifying learning technology standards. Part I:
Development and evolution [Electronic version!. Syllabus, IS, 8, 26-29.
Retrieved April 15, 2002, from http://www.syllabus.com/syllabusmagazine/
article.asp?id=6134
Sonwalkar, N. (2002b). Demystifying learning technology standards. Part II:
Acceptance and implementation [Electronic version]. Syllabus, 15, 9, 14-16.
Retrieved April 15, 2002, from http://www.syllabus.com/syllabusmagazine/
article.asp?id=6240
Spector, J. M., Muraida, D. J., 8>c Marlino, M. R. (1992). Cognitively based models
of courseware development. Educational Technology Research and
Development, 40, 2, 45-54.
Spiekermann, E., & Ginger, E. M. (1993). Stop stealing sheep & find out how type
works. Mountain View, CA: Adobe Press.
479
Spir
°’
fi;
J
?,
Fekovich
>
P
- J-. Jacobson, M. J., & Coulson, R. L. (1991) Coenitivplex.b.hty constructivism, and hypertext: Random access instructionforadvanced knowledge acquisition in ill-structured domains [Electronic
vers,on]. Educational Technology, 31, 5, 24-33. Retrieved March 24 2002from
http://www.ilt.columbia.edu/Publications/papers/Spiroditml ’ ’
Spmo, R. J. &: Jehng, J.-C. (1990). Cognitive flexibility and hypertext: Theory andno ogy or the nonlinear and multidimensional traversal of complex
subject matter. In D. Nix & R. Sp.ro (Eds.), Cognition, education, and
high technohgy (pp - 163 -205) - Hl,,sdale
’
NJ :
Stanford Medical Informatics (2000). Protege-2000 (Version 1.5, Build 673)
1Computer software]. Retrieved March 24, 2002, from the Stanford
University, School of Medicine, Department of Medicine, Stanford Medical
Informatics Web site: http://protege.stanford.edu/index.shtml
Stansifer, R. (1995) The study ofprogramming languages. Englewood Cliffs NE
Prentice Hall.
Steed, C. (1999). Web-based training. Hampshire, UK: Gower.
Stephamdis, C. (2001a). User interfaces for all: New perspectives into human-
computer interaction. In C. Stephamdis (Ed.), User interfaces for all
Concepts, methods, and tools (pp. 3-17). Mahwah, NJ: Lawrence Erlbaum
Associates.
Stephamdis, C. (2001b). The concept of unified user interfaces. In C. Stephanidis
(Ed.), User interfaces for all. Concepts, methods, and tools (pp. 371-388).
Mahwah, NJ: Lawrence Erlbaum Associates.
Strittmatter, P., & Mauel, D. (1997). Einzelmedien, Medienverbund und
Multimedia [Single media, media combinations and multimedia]. In L. J.
Issing P. Klimsa (Eds.), Information und Uernen mit Multimedia (2nd ed.)
(pp. 46-61). Weinheim, DE: Beltz/Psychologie Veralgs Union.
Strzebkowski, R. (1997). Realisierung von Interaktivitat und multimedialen
Prasentationstechniken [Realizing interactivity and presentation techniques
for multimedia]. In L. J. Issing &c P. Klimsa (Eds.), Information und Uernen
mit Multimedia (2nd ed.) (pp. 268-303). Weinheim, DE: Beltz/
PsychologieVerlagsUnion.
Sun Microsystems Inc. (2001). Java™ look and feel design guidelines (2nd ed.).
Reading, MA: Addison-Wesley.
480
Tait
’
^!riL0biTT°rlentati,0n educatl°nal software. Innovations inEducation and Training International, 34, 3, 167-173
TaiVal
T43 8-479
96) ' °”^ n0t'°n °f inheritan«- ACM Computing Surveys, 28,
Wnbaum,
A.UJ96). Computer Networks (3rd ed.). Upper Saddle River, Nj:
Taylor )^ .^J.^1992)^Gfo6a
/ applications for the international
Telem M (1994). Information technology use in educational management systemsIn T. Husen & T. Postlethwaite (Eds.), The international encycTpeZ ofeducation. Volume S (2nd ed.) (pp. 2828-2831). Oxford, UK: Pergamon.
Teles, L ( 1 993) Cognitive apprenticeship on global networks. In L. M. Harasim
,
°bT networks- Computers and international communication (pp.271-281). Cambridge, MA: MIT Press.
Tennyson, R. D. (1994). Knowledge base for automated instructional system
development. In R. D. Tennyson (Ed.), Automating instructional design
development, and delivery (pp. 29-58). Berlin, DE: Spnnger-Verlag.
Tennyson, R. D. (1995a). The impact of the cognitive science movement on
instructional design fundamentals. In B. B. Seels (Ed.), Instructional design
fundamentals. A reconsideration (pp. 113-134). Englewood Cliffs, NJ:
Educational Technology Publications.
Tennyson, R. D. (1995b). Instructional system development: The fourth generation.
In R. D. Tennyson <Sc A. E. Barron (Eds.), Automating instructional design
:
Computer-based development and delivery tools (pp. 35-78). Berlin DE:
Spnnger-Verlag.
Tennyson, R. D. (1997). A system dynamics approach to instructional systems
development. In R. D. Tennyson, F. Schott, N. M. Seel & S. Dijkstra (Eds.),
Instructional design: International perspectives. Volume 1. Theory, research
,
and models (pp. 413-426). Mahwah, NJ: Lawrence Erlbaum.
Tennyson, R. D., & Foshay, R. W. (2000). Instructional systems development. In S.
Tobias & J. D. Fletcher (Eds.), Training and retraining. A handbook for
business, industry, government, and the military (pp. 111-147). New York,
NY: Macmillan Library Reference USA.
481
possibilities, learning problems]. In L. J. Issing & P. Klimsa (Eds )Dte^eSIS^ <2nd ed -’ ,PP ' 122' 137 > ; We‘"h-'*
"“SS’TfTr lyr A neglected Stage of ‘"“rationaldesign. Educational Technology Research and Development, 38, 1, 55-64.
Tessmer, M ( 1993). Planning and conducting formative evaluations. Improving thequality ofeducation and training. London, UK: Kogan Page. '
Tessmer, M. (1996) Formative evaluation. In P. A. M. Kommers, S. Grabinger & JC. Dunlap (Eds.), Hypermedia learning environments. Instructionaldesignand integration (pp. 187-210). Mahwah, NJ: Lawrence Erlbaum.
Tessmer, M., & Harris, D. (1992). Analysing the instructional setting
environmental analysis. London, UK: Kogan Page.
Tessmer, M„ & R,chey, R. C. (1997). The role of context in learning and
instructional des'gn. Educational Technology Research and Development,
^5 O J“1 1 J ,
Tessmer, M & Wedman, J. F. (1990). A layers-of-necessity instructional
development model. Educational Technology Research and Development,
Theisen G. (1988). Computer Technology: Models and educational development.
Development Communication Report, 2, 61, 1-2.
Thibodeau, P. (1997). Design standards for visual elements and interactivity for
courseware [Electronic version], T.H.E. Journal, 24, 7. Retrieved March 24,
2002, from: http://www.thejournal.com/magazine/vault/A1536.cfm
Thomas, R. M. (1986). The nature of educational technology. In P. G. Altbach, R.
M. Thomas & V. N. Kobayashi (Eds.), Comparative and international
education series: Volume 4. Educational technology—its creation,
development and cross-cultural transfer (pp. 1-23). Oxford, UK: Pergamon
Press.
Tolhurst, D. (1995). Hypertext, hypermedia, multimedia defined? Educational
Technology, 35, 2, 21-26.
482
PP
£i
token=%5bFMP^Len^^^.^S29S2 '1&'recid=33 1 :80&-
T
^!SSS On yonr
http^/www-lO^Jbmxom/de^doperw^k^unkode/lfbrary^hdoina^js^^j
TrCU
’MTXr: mterfaCe deSign • 4 New York, NY:
J^s-ZUL (Original work published in 1925)
typography
,
work published in 1928)
’ ersity o California Press. (Original
Tufte, E. R. (1990). Envisioning information. Cheshire, CT: Graphics Press.
Cnesco ( 1 990). G.t,deboob for the deeelopment. dieltibotioo bed eeebotboe ,,,
sssasr
Uren, E Howard, R & Perinotti, T. (1993). Software internationalization andocalizatton. An introduction. New York, NY: Van Nostrand Reinhold.
'
Usunier^JL-C. (1996). Marketing across cultures (4th ed.). London, UK: Prentice
Vacherand-Retiei,
J., & Bessiere. C. (1992). ‘Playing’ graphics in the design and useof multimedia courseware. In A. D. N. Edwards & S. Hollad (Eds )Multimedia interface design in education (pp. 57-82). Berlin, DE: Springer-
483
311
Akker^R* ^Bri ^K^p 8 methods of development research. In J. y. d.’ • . ranch, K. Gustafson, N. Nieveen &c T Plomn /FHc i n
approaches and tools in education and training (pp. 1-14). Dordrecht NDKluwer Academic Publishers. ^ a nt, JNL.
V3n de
^
a8t
;
C ' A
‘
I'
G
-j 1995) - doping educational software. IntegratingdrscipUnes and media Unpublished doctoral dissertation, Delft ufiversky ofnology, Delft, Netherlands. Retrieved March 24, 2002, from http://
www.cg.its.tudelft.nl/~charles/thesis/
van HuUseling, M. (2000 July 6). Mitarbe.ter der Woche (Employee of the week]
ectronic version], Die Zeit, 28, Leben p. 1. Retrieved March 24, 2002from http://www.zeit.de/2000/28/200028
_titel_mitarbeite.html
Veen, J (1997). Object-oriented publishing on the Web. Retrieved March 24 200?
Venezky, R„ & Osin, L. (1991). The intelligent des.gn of computer
instruction. New York, NY: Longman.
-assisted
Verduin J. R., & Clark, T. A. (1991). Distance education: The foundations of
effective practice. San Francisco. CA: Jossey-Bass.
Vermeulen, A., Ambler, S. W., Bumgardner, G., Metz, E., Misfeldt, T., Shur
Thompson, P. (2000). The elements ofjava style. Cambridge, UK:
Cambridge University Press.
J-, &
Wager, W. W. (1995). Instructional systems fundamentals: Pressures to change. In B.
B. Seels (Ed.), Instructional design fundamentals. A reconsideration (pp. 5-
12). Englewood Cliffs, NJ: Educational Technology Publications.
Wason, T. D., & Wiley, D. (2000). Structured metadata spaces. In J. Greenberg
(Ed.), Metadata and organizing educational resources on the Internet {pp.
263-277). Binghamtorn, NY: Haworth Press. [Co-published as Journal of
Internet Cataloging, 3
,
1 & 2/3, 2000].
Weibel, S. (1999). The state of the Dublin Core Metadata Initiative: April 1999
[Electronic version], D-Lib Magazine, 5, 4. Retrieved March 24, 2002, from
http://www.dlib.org/dlib/april99/04weibel.html
Weibel, J., Kunze, J., Lagoze, C., & Wolf, M. (1998, September). Dublin Core
Metadata for resource recovery (RFC: 2413). Retrieved March 24, 2002,
from ftp://ftp.isi.edu/in-notes/rfc2413.txt
484
West, C K„ Farmer, J. A & Wolff, P. M. (1991). Instructional design. Implicationsfrom cognitive science. Englewood Cliffs, NJ: Prentice Hall
P
WeXelb^aE^L (mi). History ofprogramming languages. New York, NY:
White, I. (1994). Using the Booch method. A rational approach. Redwood CityUA: Benjamin/Cummings. 7
Whiteside, J., Bennett, J., Holtzblatt, K. (1988). Usability engineering: Our
experience and evolution. In M. Helander (Ed.), Handbook of human-
computer interaction (pp. 791-817). Amsterdam, NL: Elsevier Science
Publishers.
Wieseler W. {1999). RIO: A standards-based approach for reusable information
objects. Retrieved May 24, 2000, from the Peer3 Web site: http://
www.peer3.com/text/knowledge/ke_whitepapers.html
Wilde, E. (1999). Wilde’s WWW. Technical foundations of the World Wide Web.
Berlin, DE: Springer-Verlag.
Wiley, D A., II (2000). Connecting learning objects to instructional design theory
[Electronic version]. In D. A. Wiley, II (Ed.), The instructional use of learning
objects. Retrieved March 24, 2002, from http://reusability.org/read/chapters/
wiley.doc
Williams, T. (1997). Standard graphical notation proposed for object-oriented
development. Electronic Design, 45, 2, 137-138.
Willis, J. (1995). A recursive, reflective instructional design model based on
constructivist-interpretivist theory. Educational Technology, 35, 6, 5-23.
Willis, J. (2000). The maturing of constructivist instructional design: Some basic
principles that can guide practice. Educational Technology, 40, 1, 5-16.
Willis, J., & Wright, K. E. (2000). A general set of procedures for constructivist
instructional design: The new R2D2 model. Educational Technology, 40, 2,
5-20.
Wilson, B. G. (1996). Introduction. What is a constructivist learning environment.
In B. G. Wilson (Ed.), Constructivist learning environments. Case studies in
instructional design (pp. 3-8). Englewood Cliffs, NJ: Educational
Technology Publications.
485
Wilson, B.G. (1 999). Evolution of learning technologies: From instruct.onal design
^o performance support to network systems. Educational Technology, 39, 2,
Wilson, B. G., Teslow, J., & Osman-Jouchoux, R. (1995). The impact of
constructivism (and postmodernism) on ID fundamentals In B. B. Seels (Ed.)instructional design fundamentals. A reconsideration (pp. 137 - 157 )
nglewood Cliffs, NJ: Educational Technology Publications.
Wilson, B. G„ Jonassen, D. H & Cole, P. (1993). Cognitive approaches toinstructional design [Electronic version]. In G. M. Piskurich (Ed.), TheASTD handbook of instructional technology (pp. 21.1-21.22). New YorkNY: McGraw-Hill. Retrieved March 24, 2002, from the University ofColorado at Denver, School of Education Web site: http://
carbon.cudenver.edu/~bwilson/training.html
Winer, L. (1988). Computer nomenclature. In D. Unwin & R. McAleese (Eds.), The
encyclopedia of educational media communications and technology (2nd
ed.) (pp. 118-119). New York, NY: Greenwood Press.
Winn, W. (1991). A constructivist critique of the assumptions of instructional
design. In T. M. Duffy & D. H. Jonassen (Eds.), Designing environments for
constructive learning (pp. 189-212). Berlin, DE: Sprmger-Verlag.
Wirth, N (1971). Program development by stepwise refinement. Communications
of the ACM, 14, 4, 221-227.
Wirth, N. (1976). Algorithms + data structures = programs. Englewood Cliffs NT:
Prentice-Hall.
Wurman, R. S. (1989). Information anxiety. New York, NY: Doubleday.
Wurman, R. S. (1996). Introduction. In R. S. Wurman (Ed.), Information architects
(pp. 15-18). Zurich, CH: Graphis Press.
Wurman, R. S. (2001). Information anxiety 2. Indianapolis, IN: Que.
XHMTL 1.0: The extensible HyperText markup language. A reformulation of
HTML 4 in XML 1.0 (2000, January 26). Retrieved March 24, 2002, from
the W3C Web site: http://www.w3.org/TR/xhtmll/
Yeo, A. (1996). Cultural user interfaces. A silver lining in cultural diversity
[Electronic version]. SIGCHI Bulletin, 28, 3, 4-7. Retrieved March 24,
2002, from http://www.acm.0rg/sigchi/b 11 lletin/l 996. 3/international.html
486
Yeo, A & Barbour R. H (1996). Software for the rest of the world (Workingpaper 96/2). Hamilton, NZ: University of Waikato, Department of
'
Computer Science.
Yelon.S. L. (1991). Writing and using instructional objectives. In L. I Briggs K IGustafson, & M. H. Tillman (Eds.), Instructional destgn. Prindplefand
Technology Publications!'
75 ' 12I) ' En8leW°°d CHffS
’ NJ: Ed“al
Yergeau F„ & Durst, M. (1999). Weaving the multilingual Web. Standards andtheir implementation. Tutorial conducted at the 15th International Unicode
Conference, August 31 - September 2, San Jose, CA. Retrieved March 24,2002, from the W3C Web site: http://www.w3.org/Talks/1999/0830-
tutorial-unicode-mjd/
Yourdon E (1975). Techniques ofprogram structure and design. Englewood Cliffs
NJ: Prentice-Hall. ’
Yourdon, E. & Constantine, L. L. (1978). Structured design. Fundamentals ofadiscipline of computer program and systems design. New York NY-
Yourdon Press.
’
huang, J., & Thomas, R. M. (1986). Computer technology transfer to developing
societies: A Chinese-language case. In P. G. Altbach, R. M. Thomas & V. N.
Kobayashi (Eds.), Comparative and international education series: Volume
4. Educational technology—its creation, development and cross-cultural
transfer (pp. 65-89). Oxford, UK: Pergamon Press.
Zucchermaglio, C. (1993). Toward a cognitive environment of educational
technology. In T. Duffy, J. Lowyck, D. H. Jonassen, and T. M. Welsh (Eds.),
Designing environments for constructive learning (pp. 249-260). Berlin:
Springer-Verlag.
487

