This paper is concerned with global well-posedness of the 2-dimensional defocusing semilinear Schrödinger equation iu t + u = |u| 2m u in the Sobolev space H s (R 2 ). In a previous work of Guo and Cui [C. Guo, S. Cui, Global existence for 2D nonlinear Schrödinger equations via high-low frequency decomposition method, J. Math. Anal. Appl. 324 (2006) 882-907] it was proved that global well-posedness holds in H s (R 2 ) for s > 10m−6 10m−5 . That result is obtained by using the high-low frequency decomposition method. In this paper we apply the I-method to improve that result, and prove that global well-posedness holds in H s (R 2 ) for s > 1 − 5− √ 17 4m .
Introduction
In this paper we study the Cauchy problem of the defocusing semilinear Schrödinger equation:
iu t + u = |u| p u, t ∈ R, u(0, x) = ϕ(x) ∈ H s (R n ), x ∈ R n , (1.1) where u = u(t, x) is a complex-valued unknown function defined in R × R n , p is a given even positive integer, i.e., p = 2m for some m ∈ N (N = {1, 2, . . .}), and s is a given real number. We shall only consider the case n = 2. Throughout this paper we shall identify the function u = u(t, x) for (t, x) ∈ R × R n with the mapping t → u(t, ·) from R to certain function space on R n , and frequently write it as u(t).
The problem (1.1) with an arbitrary p > 0 has been intensively studied for many years. Cazenave and Weissler [2] showed that (1.1) is locally well-posed in H s (R n ) for all s max(0, s c ), where s c = n 2 − 2 p . This condition on the index s is sharp in the sense that the solution mapping is not uniformly continuous upon initial data when s < max(0, s c ); see [3] . We note thaṫ Since this equation has the following two basic conservation laws: the mass conservation When s c = 0, the problem (1.1) is L 2 -critical, and its global well-posedness in H s (R n ) is fairly hard. The first result in this case is due to Bourgain [1] , who considered the case n = 2 and m = 1, and obtained global well-posedness in H s (R 2 ) for s > 3 5 by using the high-low frequency decomposition method. Colliander, Kell, Staffilani, Takaoka and Tao, the so-called I-team, improved in [7] this result of Bourgain into s > 4 7 by using the I-method. Tzirakis [18] studied the case n = 1 and m = 2. By using the same idea as that of the I-team [6] , he proved that the quintic NLS is globally well-posed in H s (R) for s > 4 9 . Most recently, Tao, Visan and Zhang [17] established global well-posedness and scattering for s 0 for all the cases n 3 and p = 4 n under the additional assumption that the initial data ϕ is radial. When s c = 1, the problem (1.1) is H 1 -critical. In this case global well-posedness has been recently completely solved. More precisely, the I-team [10] proved global well-posedness in H s (R n ), s 1, andḢ 1 (R n ) for the case n = 3 and p = 4; Ryckman and Visan [14] established a similar result for the case n = 4 and p = 2; and Visan [19] generalized these results to the case n 5 and p = 4 n−2 . In the case 0 < s c < 1, global well-posedness of (1.1) in the Sobolev spaces H s (R n ) with s c s < 1 has not been completely solved. Partial results toward this direction are as follows. In [9] , the I-team proved global well-posedness and scattering for the cubic defocusing NLS in H s (R 3 ) for s > 4 5 by using the I-method combined with the interaction Morawetz inequality. Visan and Zhang [20] extended this result to higher dimensions by using the I-method combined with the higher-dimensional interaction Morawetz estimate established by Tao, Visan and Zhang in [16] , and proved that global well-posedness and scattering for (1.1) hold in H s (R n ) for n 3 and s is larger than some value 0 < s 0 (n, p) < 1. Guo and Cui [12] considered the general p = 2m case for n = 2. They established global well-posedness of (1.1) in H s (R 2 ) for s > 10m−6 10m−5 with an arbitrary integer m 2 by using the high-low frequency decomposition method. Recently, Colliander, Holmer, Visan and Zhang [5] considered the one-dimension case for general p = 2m and m 3, and proved global well-posedness in H s (R) for s > 8m−16 9m−14 . In the case s c > 1, global well-posedness of (1.1) in the Sobolev spaces H s (R n ) is completely unknown. It seems to be an untouchable problem by currently developed mathematical techniques.
M(u)(t) := u(t)
Our goal of this paper is to use the I-method to improve the above-mentioned result of Guo and Cui [12] . The main result of this paper is the following: 
(1.5)
By time reversal symmetry, we shall only give the proof of the above result for the part t > 0. The arrangement of the rest part is as follows. In Section 2 we introduce the notation and give some preliminary results. In Section 3 we prove Theorem 1.1.
Notations and preliminaries
We shall inherit some notations and abbreviations used in current literatures, particularly those in [6] [7] [8] [9] [10] [11] . We shall also use some estimates which have been well established in the literature. For readers convenience, in this section we briefly review these notations and estimates.
We use the notation X Y to abbreviate the inequality X CY in case the constant C is not important. If X Y X then we write X ∼ Y . We use X Y to abbreviate X cY , if the constant c is sufficiently small. For a complex-valued quantity X, we use the notation X * to denote any one of the two quantities X andX, i.e., X * = X orX.
We denote by D s x and J s x respectively the Riesz and Bessel potentials of order −s, i.e.,
, and denotes the Fourier transformation in the space variable. Note that in the definition of D s x ϕ we need |ξ | s ϕ(ξ ) ∈ S (R 2 ). We denote by e it the potential-free Schrödinger propagator, i.e.,
By Duhamel's formula, the problem (1.1) can be converted into the following integral equation:
the norms in the Banach spaces
, respectively, where T is a positive number. When
T ,x and L q t,x , respectively. We say that (q, r) is an admissible pair if q, r satisfy the relations
Next let us introduce the Littlewood-Paley projection operators. Take a function ψ ∈ C ∞ 0 (R 2 ) such that ψ(ξ ) = 1 for |ξ | 1 and ψ(ξ ) = 0 for |ξ | 2. For any dyadic number N ∈ 2 N , the Littlewood-Paley projection operator P N is defined by
We also define P 1 by
Evidently, the Littlewood-Paley decomposition ϕ = N 1 P N ϕ holds for all ϕ ∈ S (R 2 ). Recall the following Bernstein inequalities: For any 1 p q ∞ and s > 0,
3) (see [10] ). As usual we use the superscript to denote the dual number. The following lemma gives a variant version of the standard Strichartz estimates: 
For given N 1 and s < 1, we denote by I s
where m s,N (ξ ) is a smooth radial function, which is non-increasing in |ξ | and satisfies In the sequel we establish the estimate on the time-space norms I u Z 1 T of the solution of (1.1), which will be used later to obtain almost conservation law. The similar result for s c = 0 can be found in [11] . 
(2.11)
Proof. We shall apply the Banach fixed point theorem to prove this lemma. To this end we define a mapping Ψ as follows:
and introduce a Banach space:
where q 0 = 2m + 2, r 0 = m + 1 and δ, ε shall be specified later. In the sequel, we prove Ψ is a contraction mapping on the B R . By Hölder inequality, Sobolev embedding, Leibnitz rule for fractional derivatives (e.g., [13, 15] ), Strichartz estimates and (2.8), we have Similarly, we can also prove that
Hence we conclude that Ψ is a contraction mapping on B R provided that ε is taken small enough. By (2.1) we obtain that the problem ( In order to obtain (2.11), we first apply J x I to both sides of Eq. (2.1) and next use Lemma 2.1, Strichartz estimate (2.7), the fractional Leibniz rule and the interpolation lemma [8] to deduce
which implies the desired estimate. 2
To end this section, we write down the following inequalities which show that u(t) H s (R 2 ) and E(I u)(t) can dominate each other to certain extent:
, (2.12)
Indeed, (2.12) follows from the second inequality in (2.9) and the fact that I is a multiplier on L 2(m+1) (R 2 ) with norm dominated by a constant independent of N , and (2.13) follows from the first inequality in (2.9) and the mass conservation (1.3).
Proof of Theorem 1.1
In this section we present the proof of Theorem 1.1. We first establish a preliminary result: 
E(I u)(t) E(I ϕ) + CN
Proof. First we note that since ϕ ∈ C ∞ 0 (R 2 ) ⊆ H 1 (R 2 ), the solution of (1.1) exists for all t 0, and u ∈ C([0, ∞), H ∞ (R 2 )). Besides, by Lemma 2.2 we know that there exists a constant δ > 0 such that (2.11) holds. In the sequel we use this fact to prove (3.1).
Using integration by parts and Eq. (1.1) we have
Integrating in time over (0, δ) and applying the Parseval formula, we obtain
By Littlewood-Paley decomposition and Lemma 2.2, we only need to control
for any function u j with frequency support located in ξ ∼ 2 k j ≡ N j for some k j ∈ N, where N max = max{N j }. We first consider I . As we shall see below, complex conjugates have no impact on our deduction. Thus by symmetry we may assume that 5) which implies that N 1 N 2 because 2m+2 j =1 ξ j = 0. In the sequel we consider different cases separately. 1 • N 2 N . In this case we have
and the estimate of (3.3) is trivial. 
Using this estimate, the estimate of Coifman-Meyer's multilinear operator (see [4] ) and Bernstein inequalities, we see that
(by (2.7) and Sobolev embedding)
In this case we have the estimate:
.
Since s > 1 − 
If N , j = 1, 2. For the other subcase N 2 ∼ N 3 , we may directly sum in N j , j 1.
It remains to estimate II. First note that we can assume that N max ∼ N med N , where N med represents the second largest among all N j . In fact, since
Applying the estimate of Coifman-Meyer's multilinear operator and (2.10) yields
This completes the proof of Lemma 3.1. 2
Proof of Theorem 1.1. To get global well-posedness for (1.1), it suffices to show that for any initial data ϕ ∈ C ∞ 0 (R 2 ), the corresponding global-in-time solution has a uniform bound in the H s norm. Given ϕ ∈ C ∞ 0 (R 2 ), we split ϕ into the sum of low frequency part ϕ N and the high frequency part ϕ >N , i.e., 6) where N is a sufficiently large number. If m m+1 s < 1 then by the Sobolev embedding inequality we have 
For the high frequency part we use the Sobolev embedding inequality and (2.6) to get 10) where in the last inequality we used (2.9) and the fact s > 1 − 1 m . Using (2.9) once more we see that I ∇ϕ L 2 x CN 1−s ϕ H s . Collecting this estimate, (3.9) and (3.10) we obtain
where C 1 depends only on ϕ H s . So it follows from Lemma 2.2 that the solution u exists on
Applying Lemma 3.1, we obtain We note that (3.12) (and consequently also (3.11)) holds as long as This completes the proof. 2
E(I u)(δ) E(I ϕ)

