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ABSTRACT
Context. Many observations show that heating in the solar corona should be more eﬀective for heavy ions than for protons. Moreover,
the eﬃciency of particle heating also seems to be larger for a larger particle electric charge. The transient magnetic reconnection is one
of the most natural mechanisms of charged particle acceleration in the solar corona. However, the role of this process in preferential
acceleration of heavy ions has still yet to be investigated.
Aims. In this paper, we consider charged particle acceleration in the reconnection outflow region. We investigate the dependence of
eﬃciency of various mechanisms of particle acceleration on particle charge and mass.
Methods. We take into account recent in situ spacecraft observations of the nonlinear magnetic waves that have originated in the mag-
netic reconnection. We use analytical estimates and test-particle trajectories to study resonant and nonresonant particle acceleration
by these nonlinear waves.
Results. We show that resonant acceleration of heavy ions by nonlinear magnetic waves in the reconnection outflow region is more
eﬀective for heavy ions and/or for ions with a larger electric charge. Nonresonant acceleration can be considered as a combination of
particle reflections from the front of the nonlinear waves. Energy gain for a single reflection is proportional to the particle mass, while
the maximum possible gain of energy corresponds to the classical betatron heating.
Conclusions. Small-scale transient magnetic reconnections produce nonlinear magnetic waves propagating away from the reconnec-
tion region. These waves can eﬀectively accelerate heavy ions in the solar corona via resonant and nonresonnat regimes of interactions.
This mechanism of acceleration is more eﬀective for ions with a larger mass and/or with a larger electric charge.
Key words. magnetic reconnection – acceleration of particles – Sun: corona
1. Introduction
Some of the most puzzling observations by the SoHO space-
craft concern that heavy ions like O5+ and Mg9+ in the solar
corona are heated more than protons and that the temperature of
diﬀerent species are more than their proportion to mass (Kohl
et al. 1997, 1998; Cranmer et al. 1999; Esser et al. 1999). Also
in the solar wind, alpha particles are faster and hotter than pro-
tons (e.g. Marsch & Tu 2001; Kasper et al. 2008). In addition,
the heavy ion kinetic temperatures in the corona are strongly
anisotropic with T⊥/T‖  10–100, while moderate anisotropy
is observed for protons, T⊥/T‖  2–3 (Kohl et al. 1998; Esser
et al. 1999), where T⊥ (T‖) represents the perpendicular (paral-
lel) kinetic temperature.
It is worth pointing out that understanding the origin of such
anisotropic and more heating of heavy ions is crucial for unrav-
elling the mechanisms of energy conversion and heating of the
solar corona. Ion cyclotron heating has been considered as a pos-
sible explanation (e.g., Marsch et al. 1982; Hollweg & Isenberg
2002), but many details are not clear. Another possibility is that
the more eﬀective heating of heavy ions is due to shock waves
in the corona (Lee & Wu 2000; Zimbardo 2010, 2011). Indeed,
those models show that quasi-perpendicular shocks are able to
heat heavy ions more than protons, and preferential heating of
heavy ions is actually observed in the solar wind on occasion of
interplanetary shock crossings (Zastenker & Borodkova 1984;
Berdichevsky et al. 1997). Shock waves are observed in the so-
lar corona by UV data analysis (Mancuso et al. 2002; Bemporad
& Mancuso 2010) and are also detected by type II radio bursts
(Nelson & Melrose 1985), which are frequently associated with
the emergence of coronal mass ejections and to flares (e.g.,
Tsuneta & Naito 1998; Aurass & Mann 2004). However, it is
not clear whether enough shocks exist to explain the heavy ion
temperatures, which are indeed present in the corona.
Here, we explore another possibility, which is the preferen-
tial heating of heavy ions at the front of coronal hole reconnec-
tion outflow jets. The classical model of a solar flare and coro-
nal mass ejection predicts that magnetic reconnection plays an
important role in these processes (e.g., Priest & Forbes 2000,
and references therein). The reconnection can occur at some dis-
tance above coronal loops where the thin current sheet should be
formed (Syrovatskiˇi 1971; Parker 1994). There are many indirect
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observations showing that this current sheet indeed exists (e.g.
Ciaravella & Raymond 2008; Liu et al. 2010) and its recon-
nection results in release of the magnetic energy (e.g., Tsuneta
1996; Lin 2002; Aurass et al. 2009). The envisaged complimen-
tary physical scenario for coronal holes would be that photo-
spheric convection leads to the emergence of small magnetic
bipoles, which undergo magnetic reconnection with the large
scale unipolar magnetic field of coronal holes.
According to simplified 2D models (see review Priest &
Forbes 2000, and references therein), the current sheet with the
reconnected magnetic field lines includes inflow and outflow
regions. Due to significant stretching of field lines, the rela-
tion between velocities of plasma flows in these regions should
be around ∼10–100, where the plasma inflow velocity is much
smaller than the plasma outflow velocity (see observations by
Takasao et al. 2012). Indeed, both UV and X-ray observations by
STEREO, Hinode, Yohkoh, and other spacecraft show that fast
jets are very common in the polar coronal holes (Shimojo et al.
1996; Cirtain et al. 2007; Patsourakos et al. 2008; Nisticò et al.
2009, 2010). Moreover, observations by Hinode and STEREO
reveal the presence of fast flows and Doppler broadened lines
in the low corona (Kamio et al. 2009). Such fast plasma jets
can be responsible for formation of shock waves (or shock-like
structures) in the outflow region (e.g. Lin et al. 2009; Guidoni
& Longcope 2010). Indeed, shock waves are often considered as
an important ingredient of the scenario of the magnetic recon-
nection in the solar corona (see reviews by Aschwanden 2002;
Webb & Howard 2012). However, even if the velocity of plasma
jets is not high enough to create shock-waves, the transient mag-
netic reconnection should produce slow shock-like structures
(compressional wave front) propagating away from the X-line
region. These structures are characterized by an increased mag-
netic field magnitude (e.g. Heyn & Semenov 1996; Longcope &
Priest 2007).
Ion acceleration in the course of the magnetic reconnection is
considered now as one of the most eﬀective mechanisms in hot,
weakly magnetized plasma. There are several numerical and an-
alytical investigations of ion heating in the vicinity of the X-line
and in the outflow region (e.g., Zelenyi et al. 1990; Lottermoser
et al. 1998; Litvinenko 2003; Anastasiadis et al. 2008; Zharkova
& Agapitov 2009). The main problem of such models corre-
sponds to the transient nature of the magnetic reconnection,
where a X-line type magnetic field configuration with strong
electric fields exists only at a limited time interval. Moreover,
the domain in the close vicinity of the X-line, where ions can be
accelerated, is strongly bounded in space. As a result, the total
amount of ions accelerated in the reconnection region cannot be
large. Therefore, additional acceleration in the outflow regions
(e.g., Drake et al. 2009) is important for plasma heating and for
the production of the high-energy population.
Owing to in situ spacecraft observations, the dynamics of
magnetic reconnection in planetary magnetospheres is much bet-
ter investigated in comparison to the same process occurring
in the solar corona (see review by Paschmann et al. 2013).
However, many features observed by spacecraft in magneto-
spheres have certain analogues in the reconnected current sheet
in the solar corona (Lin et al. 2008). Therefore, some of the
mechanisms of particle acceleration recognized in spacecraft ob-
servations may be considered for conditions of the solar corona.
Particularly, ion acceleration in the vicinity of the reconnec-
tion region can be supported by enhancement of the magnetic
field strength corresponding to plasma jets (e.g., Baumjohann
et al. 1990; Angelopoulos et al. 2008). This phenomenon is
known as dipolarization fronts, which are observed by spacecraft
in planetary magnetotails (see statistics of observations in the
Earth, Mercury and Jupiter magnetotails by Runov et al. 2011;
Sundberg et al. 2012; Kasahara et al. 2013). The comparison of
numerical modeling (Sitnov et al. 2009) and spacecraft obser-
vations (Runov et al. 2012) confirms that dipolarization fronts
are signatures of the transient magnetic reconnection. According
to the spacecraft observations, dipolarization fronts originate in
the reconnection region in the deep (or middle) magnetotail of
planetary magnetospheres (Runov et al. 2012; Kasahara et al.
2013) and propagate toward the planets without substantial evo-
lution of the magnetic field configuration (Runov et al. 2009).
In the vicinity of the region with the strong dipole (planet) mag-
netic field, these fronts are braking (e.g., Nakamura et al. 2009;
Zieger et al. 2011) and can even change the direction of propaga-
tion (Panov et al. 2010; Birn et al. 2011; Nakamura et al. 2013).
It should be underlined that certain signatures of dipolarization
fronts are found in the reconnection region in the solar corona
as well (Reeves et al. 2008). Moreover, the acceleration at prop-
agating fronts can be of general astrophysical interest (Croston
et al. 2009; Mizuta et al. 2010). Indeed, recent observations by
IBEX suggest that the heliosphere moves in the local interstellar
medium without creating a bow shock but a compressional bow
wave (McComas et al. 2012). Therefore, we borrow the idea of
acceleration at subsonic jet fronts from magnetospheric physics
and try to apply it to the solar corona. Acceleration at reconnec-
tion jet fronts is promising because the front size can be sub-
stantially larger than the region of reconnection, the so called
diﬀusion region, so that the associated heating eﬃciency can be
high.
The velocity of front propagation, vφ, is usually smaller than
the local Alfvén velocity and plasma thermal velocity. Thus,
these structures cannot be considered as shock waves (Sergeev
et al. 2009; Fu et al. 2012). The thickness of fronts is about
a thermal Larmor radius of background protons (Schmid et al.
2011). The stable magnetic field configuration of fronts and the
inductive electric field related to front propagation provide eﬀec-
tive acceleration of a large population of charged particles (Birn
et al. 2012, 2013). Similar conditions for formation of dipo-
larization fronts (i.e., the transient reconnection) and the sub-
sequent propagation of fronts toward the initial magnetic loop
can be satisfied in the solar corona. Moreover, small-scale tran-
sient reconnection can occur in the solar corona even during the
quiet times (see statistics of so-called nanoflares in Aschwanden
& Parnell 2002). Likewise the large scale reconnection results
in a cascade of small-scale reconnection regions with the cor-
responding outflows (Bárta et al. 2011b,a). The power of the
small-scale flares (small-scale reconnection) can be smaller than
the power, which is necessary to create shock waves in the out-
flow regions. In this case, the reconnected magnetic flux should
be evacuated from the X-line region by dipolarization fronts (see
modeling by Sitnov & Swisdak 2011). Therefore, particle accel-
eration caused by dipolarization fronts may be even more impor-
tant for the solar corona than for planetary magnetotails.
In this paper, we consider ion acceleration related to particle
interaction with the dipolarization front in the reconnection out-
flow regions. A schematic view of the configuration of magnetic
fields is shown in Fig. 1. We suggest formation of fronts in the
reconnection region and subsequent propagation in the outflow
region. There are several mechanisms, which can be responsi-
ble for particle acceleration in such system. First of all, particles
with thermal velocities around the velocity of front propagation
vφ can be reflected from the front with the corresponding energy
gain (e.g., Zhou et al. 2010; Ukhorskiy et al. 2014). Such a re-
flection corresponds to a nonadiabatic energy increase ∼2mv2φ,
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Fig. 1. Schematic view of the system. Top panel: scheme of the recon-
nection region. Bottom panel: 3D sketch of the dipolarization front con-
figuration with the main parameters indicated.
where m is a particle mass (that is similar to ion drift accel-
eration at shock waves (Decker & Vlahos 1985; Zank et al.
1996; Gedalin 1996) and in current sheets, e.g., Lyons & Speiser
1982). Thus, acceleration due to reflection is more eﬀective for
heavy ions (Zimbardo 2010, 2011; Nisticò & Zimbardo 2012).
However, it is unclear how the energy gain depends on particle
mass for multiple reflections from the front. We consider this
question below. Particles with small initial thermal velocities in-
teract with the front in the adiabatic regime. In this case, one can
introduce the adiabatic invariant, which helps to describe particle
acceleration.
Nonadiabatic particle interaction with the front can have a
resonant character. In this case, particles are captured by the
front and gain energy stably due to motion along the front. One
of the possibilities of this resonant interaction corresponds to the
electrostatic field occurring in the vicinity of the front. A gradi-
ent of the magnetic field at the front results in the separation
of ion and electron motions and leads to formation of strong
transverse electrostatic fields found in numerical simulations
(e.g., Sitnov & Swisdak 2011) and in spacecraft observations
in the Earth magnetosphere (Runov et al. 2011; Khotyaintsev
et al. 2011; Fu et al. 2012). The eﬀect of this electrostatic
field on particle acceleration is well known for shock waves
where it is responsible for surfatron acceleration (e.g., Sagdeev
1966; Lee et al. 1996). For suﬃciently thin fronts, the surfatron
acceleration can be substantially more eﬀective in comparison
with the drift mechanism of acceleration (Lever et al. 2001).
The second opportunity corresponds to the distribution of
the main component of the magnetic field. In contrast to shock
waves, where the magnetic field does not change the sign, in the
vicinity of the front, strong currents of trapped ions can create
a localized region with a reversed magnetic field (see examples
of observation in the Earth and Jupiter magnetospheres, Runov
et al. 2011; Kasahara et al. 2013). This feature of the magnetic
field configuration makes it possible to capture charge particles
and accelerate them along the front (Takeuchi 2005; Artemyev
et al. 2012; Ukhorskiy et al. 2014).
The third mechanism responsible for resonant acceleration
corresponds to evolution of the front structure in the course of
propagation. The front can slow down due to propagation toward
the region with increased magnetic field (Nakamura et al. 2009;
Panov et al. 2010; Birn et al. 2011). Eﬀects of such front evolu-
tion on particle acceleration were not considered before. In this
paper, we investigate the possible dependence of eﬃciency of
all these resonant mechanisms on the particle mass and electric
charge.
2. Ion interaction with the dipolarization front
The equations of motion of a particle with charge q and mass m
in the system shown in Fig. 1 can be written as
⎧⎪⎪⎪⎨⎪⎪⎪⎩
v˙x = Ω0vy (1 + b0 f (φ))
v˙y = Ω0vφb0 f (φ) − Ω0vx (1 + b0 f (φ))
φ = (x − vφt)/L,
(1)
where L is the front thickness, vφ is the front velocity, Ω0 =
qBz/mc, Bz is the amplitude of the background field, and b0 =
B0/Bz with B0 the peak amplitude of the front field, while the
function f (φ) describes the field profile across the front and
the motional electric field along the y direction is given by
Ey = −vφBzb0 f (φ)/c. We introduce the initial amplitude of a par-
ticle velocity, v0, and the parameter k = 1/L (i.e. φ = k(x − vφt)).
We assume that the background magnetic field Bz is small and,
as a result, the corresponding Larmor radius ρ0 = v0/Ω0 is large,
while the Larmor frequency Ω0 is small. In this case, two sys-
tems can be considered: the slow moving relatively thick front
(kρ0 ∼ 1, vφ  v0) and the fast moving thin front (kρ0  1,
vφ ∼ v0). The latter system cannot be described analytically.
To obtain qualitative information about particle acceleration in
such system, we, thus, use numerical calculations of test parti-
cle trajectories. We find the maximum possible gain of energy
ε∗ = (1/2) max v2 (where v2 = v2x + v2y) and the dependencies of
ε∗ on the system parameters.
In the first part of this paper, we use a simplified model to
describe particle interaction with fronts. We neglect the influ-
ence of the normal (i.e., along x) electrostatic fields (the eﬀects
of these fields are described in Sect. 3.1). We consider the sys-
tem where the magnetic field is always positive 1 + b0 f (φ) > 0
(eﬀects of magnetic field zeros are described in Sect. 3.2). We
assume that the structure of the front does not change during
time interval of particle interaction with the front (eﬀects of front
evolution are considered in Sect. 3.3). The possible influence of
Bx  0 and By  0 is also discussed in Sect. 4.
To carry out all estimates, we use the simplified function
f (φ) = (1/2)(a − tanh(φ)) exp(−(φ/σ)2). Here, the parameter σ
regulates the scale of the entire structure of the front (see Fig. 1),
while varying the value of the parameter a allows us to define a
small minimum of the magnetic field before the front. Profiles
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Fig. 2. Profiles of the magnetic field 1 + b0 f (φ) with σ = 10, b0 = 15.
of dimensionless magnetic field 1 + b0 f (φ) for three values of a
are shown in Fig. 2.
2.1. Systems with kρ0  1
In the systems with kρ0  1, particles interact with the front in
the nonadiabatic regime, when the time of particle interaction is
substantially smaller than a Larmor period of oscillations ahead
the front. The example of the numerical solution of system of
Eq. (1) is shown in Fig. 3. The particle trajectory consists on
four fragments: the initial Larmor rotation, acceleration due to
motion along the front (motion ahead the front for this fragment
is shown by gray color), loss of energy after front crossing, and
the final Larmor rotation. The energy increase due to the motion
along Ey is almost compensated by the energy loss when return-
ing back. However, some diﬀerence of initial and final energies
can be found due to nonadiabatic scattering of particles at the
front. For example, the diﬀerence between initial and final en-
ergies is about Δv2 ∼ v2φ for the trajectory from Fig. 3. In this
case, a substantial energy gain is possible considering the finite
size of the front along the y direction. If particles reach the front
boundary before crossing the front, then all of the gained energy,
ε∗ (see Fig. 3), is retained.
The particle interaction with the front before the crossing can
be considered as successive particle reflections from the front.
Each reflection consists on two parts: a half of Larmor rotation
ahead the front and other half of Larmor rotation behind the
front. Both these two parts corresponds to gain of energy. The
electric field behind the front (∼b0) is substantially stronger than
the electric field ahead the front and, as a result, the main gain
of energy corresponds to particle motion behind the front in the
+y direction (a second half of Larmor rotation). For a single re-
flection, this energy gain can be estimated as Δv2 ∼ 4v2φ (i.e.,
particles pass a distance around ∼2v/(Ω0b0) along the electric
field ∼vφΩ0b0). This gain corresponds to the classical mecha-
nism of acceleration of particles reflected from a moving wall
(e.g., Shabansky 1971; Lyons & Speiser 1982).
The parameters (k, b0, vφ) determine the maximum number
of particle reflections from the front and, as a result, can deter-
mine the final gain of energy ε∗. To check these dependencies we
find trajectories with the maximum possible ε∗ in systems with
various k and vφ (see Fig. 4). For this reason we run 104 particles
and define ε∗ for each particle trajectory. The final energy gain
is almost independent on kρ0 as well as on vφ/v0. The exception
Fig. 3. Particle trajectory and corresponding energy as a function of
time. System parameters are kρ0 = 10, vφ/v0 = 1, b0 = 15. Top left
panel: projection of the particle trajectory onto (x, y) plane. The region
of particle acceleration before the front crossing is shown by the gray
color. We also indicate the initial and final positions of the particle char-
acterized by corresponding Larmor circles. Bottom left panel: particle
energy as a function of time. The value of energy ε∗ before particle
crossing of the front is indicated. Two right panels show the particle
coordinate along the front and the particle energy as functions of the
wave-phase. These two panels clearly demonstrate particle motion be-
fore (gray color) and after front crossing.
is only systems with small vφ/v0 (such systems are considered
below separately). With the increase in vφ, the energy gain for
a single reflection from the front grows, but the number of such
reflections decreases. The thickness of the front 1/k (if it is small
enough) does not influence the particle interaction with the front.
Figure 5 shows trajectories with the maximum ε∗ for vari-
ous values of b0. The final energy gain is almost linearly pro-
portional to b0 (as it should be for adiabatic interaction). The
nonadiabatic eﬀect corresponds to energy quantization regard-
ing a single reflection. For b0 < 10, we have only one reflection;
for 10 < b0 < 17, there are two reflections and so on. However,
the final energy increases with b0 as ε∗ ∼ b0.
2.2. Systems with kρ0 ∼ 1 and vφ  v0
In the case of small velocity of the dipolarization front, vφ  v0,
we deal with the classical system with one degree of freedom
and a slow time τ = kvφt. The dimensionless Hamiltonian of this
system can be written as
H =
1
2
v2x +
1
2
Ω20 (x + (b0/k)F(kx − τ))2 ,
where F =
∫
f (φ)dφ. The phase portrait of this system with
a frozen time τ is shown in Fig. 6a. The changing of τ corre-
sponds to a modification of the eﬀective potential where particles
oscillate. Because dτ/dt  d(x/ρ0)/dt and the particle motion
is periodic, we can introduce the adiabatic invariant (Landau &
Lifshitz 1988),
I =
1
2π
∮
vxdx =
1
2π
∮ √
2H −Ω20 (x + (b0/k)F(kx − τ))2dx.
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Fig. 4. Particle trajectories and corre-
sponding energies as functions of time
for systems with two values of kρ0 and
four values of vφ (b0 = 15). Only the
parts of trajectories before front crossing
are shown. Trajectories are shown in eight
separated small panels, while energies as
functions of time are presented in two
panels for two diﬀerent kρ0 values. For
each trajectory the corresponding value of
vφ/v0 is indicated inside the panels.
Conservation of this invariant results in a relation between the
particle energy H and the slow time τ. We plot I(H, τ) = const.
in Fig. 6b. One can see that the total variation of the particle en-
ergy is zero (particles start and finish with the same energies).
However, the particle energy in the middle of the way can be
substantially larger than the initial value. Therefore, if particles
reach the boundary of the front along the y-axis before the cross-
ing of the entire front, they can gain a certain energy.
The results shown in Fig. 6 are compared with numerical
calculation of Hamiltonian equations (see Fig. 7). One can see
that the form of energy dependence on time is identical with our
analytical estimates. As it should be for adiabatic systems, the
energy variation is proportional to the variation in the magnetic
field.
3. Resonant acceleration
Both the configuration of the front magnetic field and the pe-
culiarities of front evolution can result in a resonance regime
of acceleration when the particles move with the front (i.e., on
average 〈 ˙φ = 0〉). This acceleration mechanism resembles the
surfatron acceleration of charged particles by strong electro-
static wave (see Katsouleas & Dawson 1983) when particles are
trapped in the vicinity of the wave-front. In this section, we con-
sider three possible realizations of such resonant acceleration of
ions.
3.1. Surfatron acceleration: effect of Ex
Here we describe the eﬀect of the electrostatic field Ex on parti-
cle acceleration. This field can be considered as a classical Hall
field, which appears due to separation of ion and electron mo-
tions in the vicinity of the front. To describe the shape of Ex, we
write force balance for electrons (Shkarofsky et al. 1966) in the
front (we neglect the inertia terms ∼me),
∇pe = −eneEx + c−1 [ je × ez] B0 f (φ),
where pe is the electron pressure, ne is the electron density, and
je is the electron current density. We assume that the term ∇pe
is small enough (this assumption is supported by spacecraft ob-
servations of dipolarization fronts in the Earth magnetosphere,
see Fu et al. 2012), and the electron current can be estimated as
je = −χey(c/4π)∂(B · ez)/∂x = −χey(c/4πL)B0d f (φ)/dφ, where
the coeﬃcient χ ≤ 1 determines a contribution of electrons to
the total current density. In this case, we have
Ex = −
χB20
8πLene
d f 2(φ)
dφ = −
χB20
8πLene
g(φ) = −ψ0Bz
c
g(φ),
where we introduce the constant speed of current carrying elec-
trons ψ0. We write equations of ion motion as⎧⎪⎪⎪⎨⎪⎪⎪⎩
v˙x = −Ω0ψ0g(φ) + Ω0vy (1 + b0 f (φ))
v˙y = Ω0vφb0 f (φ) −Ω0vx (1 + b0 f (φ))
φ = k(x − vφt).
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Fig. 5. Particle trajectories and corresponding energies as functions of
time. System parameters are kρ0 = 10 and vφ/v0 = 1. Only the parts of
trajectories before front crossing are shown. The right panels show five
trajectories calculated for five diﬀerent b0 values. Corresponding depen-
dencies of particle energies on time before front crossings are shown in
the left panels.
The presence of Ex can result in the particle being captured by
the front (e.g., Lee et al. 1996). In this case particles move with
the front and ˙φ = 0 (i.e. vx = vφ):{
¨φ/k = −Ω0ψ0g(φ) −Ω20vφt (1 + b0 f (φ))
v˙y = −Ω0vφ.
The first equation corresponds to the Hamiltonian system
Hφ =
1
2
˙φ2 + Ω20
(
(kψ0/Ω0) f 2(φ) + kvφt (φ + b0F(φ))
)
where F(φ) =
∫
f (φ)dφ. The eﬀective potential of this system
U = Hφ−(1/2) ˙φ2 is shown in Fig. 8. One can see that the electric
field creates a small potential well ahead the front (φ > 0). This
well disappears when kvφt becomes large enough. The maximum
possible time interval Δt, which particles spend in this resonant
regime, can be found from the simple equation v˙x = 0; that is,
particles should be escaped from the resonance when the first
term Ω0ψ0g(φ) ∼ 2Ω0ψ0 f (φ)d f /dφ becomes equal (or smaller)
than the second termΩ0vy(1 + b0 f (φ)) ∼ Ω0vyb0 f (φ) where vy ∼
vφΩ0Δt:
max(vφΩ0Δt) ≈ ψ0b0 max
∣∣∣∣∣d fdφ
∣∣∣∣∣ ·
Fig. 6. Panel a) phase portraits before the front crossing and during the
crossing. Panel b) counters I(H, τ) = const.
Fig. 7. Particle trajectory and corresponding energy as a function of
time. Right bottom panel: magnetic field along the trajectory.
An example of particle motion and acceleration in this regime is
shown in Fig. 9. The particle oscillates around the Larmor tra-
jectory and then becomes trapped by the front. In contrast to the
trajectories shown in Figs. 3 and 4 the trapped particle does not
cross the front in the course of acceleration. The corresponding
phase φ calculated along the trajectory oscillates around a con-
stant value ( ˙φ ≈ 0).
3.2. Surfatron acceleration: effect of zero of Bz
Here, we discuss the eﬀect of a local zero of the magnetic field.
If the front is strong enough, the sum of the front and back-
ground magnetic fields can change the sign in the vicinity of
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Fig. 8. Eﬀective potential of the system for two moments of time.
Fig. 9. Particle trajectory. Grey color shows motion in capture. System
parameters are kρ0 = 100, b0 = 15, vφ/v0 = 0.5, and ψ0 = kρ0. Two
top panels: projections of the particle trajectory onto the (x, y) plane
and (vx, vy) plane. Bottom panels: evolution of wave-phase along the
trajectory and the particle energy as a function of time.
Fig. 10. Eﬀective potentials of the system for two moments of time.
the front (see an example in Fig. 2; see also in situ measure-
ments of the magnetic field reported by Runov et al. 2011). For
a such configuration, one can find the solution of the equation
1 + b0 f (φ) = 0. This situation is similar to the one considered in
Sect. 3.1. However, we have another system for the fast phase φ
in the vicinity of the resonance ˙φ = 0 in this case:{
¨φ/k = −Ω20vφt (1 + b0 f (φ))
v˙y = −Ω0vφ,
where 1+b0 f (φ) oscillates around zero. The corresponding pro-
files of the eﬀective potential are shown in Fig. 10. One can see
that the local minimum of the potential always exists. Therefore,
particles cannot leave this regime of acceleration. An example of
the corresponding trajectory is shown in Fig. 11. Trapping in the
vicinity of the magnetic field zero results in meandering oscil-
lations in the (x, y) plane (compare with Artemyev et al. 2012).
Also, the wave phase φ calculated along the trajectory oscillates
around constant value.
3.3. Surfatron acceleration: effect of nonstationarity
of the front
Here we consider the eﬀects of nonstationarity of the front. To
model the variation of front velocity, we introduce the function
(x) and use the following expression for a dimensionless phase
φ = k(
∫
(x′)dx′ − vφt). In this case, the eﬀective front veloc-
ity is vˆφ(x) = vφ/(x). Thus, the front propagates with the in-
homogeneous velocity. We should mention that the front profile
f (φ) can be used for this nonstationary system only until a cer-
tain moment tb. In the course of front evolution (when the front
slows down), the profile f (φ) becomes more sharp and after tb
the front should break. Thus, we consider the front resonant in-
teraction with particles for a time interval before front breaking.
The corresponding equations of motion take the form⎧⎪⎪⎨⎪⎪⎩
v˙x = Ω0vy (1 + b0 f (φ))
v˙y = Ω0vˆφ(x)b0 f (φ) −Ω0vx (1 + b0 f (φ)) .
We consider the resonant condition ˙φ = 0:⎧⎪⎪⎪⎨⎪⎪⎪⎩
¨φ/k = d(x)dx vˆ
2
φ(x) + Ω0vy(x) (1 + b0 f (φ))
v˙y = −Ω0vˆφ(x).
For resonant acceleration of particles, the right side of the first
equation should have a point of stationary phase (i.e., some value
of φ when ¨φ = 0). Therefore, we have
b0 f (φ) =
vˆ2φ(x)
Ω20x
d ln (x)
dx − 1 = −
1
2xΩ20
dvˆ2φ
dx − 1.
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Fig. 11. Particle trajectory in the system with the local zero of the mag-
netic field. System parameters are kρ0 = 100, b0 = 15, vφ/v0 = 0.5, and
a = 0.7. Two top panels: projections of the particle trajectory onto (x, y)
plane and (vx , vy) plane. Bottom panels: evolution of wave-phase along
the trajectory and the particle energy as a function of time.
If d(x)/dx > 0 (i.e. the front slows down dvˆφ/dx < 0), this
condition can be satisfied. For example, if (x) = (x/l0)α, then
the inequality b0 f (φ) = α(vφ/l0Ω0)2(x/l0)−2−2α − 1 > 0 is satis-
fied for small enough x. In this case, particles can be trapped by
the front and move with it. The example of such a trajectory is
shown in Fig. 12. The characteristic time interval Δt, which par-
ticles can spend in this resonant regime, is defined by the equa-
tion α(vφ/l0Ω0)2(δx/l0)−2−2α ≈ 1 where δx = vφΔt.
Fig. 12. Particle trajectory in the system with dvˆφ/dx  0. System pa-
rameters are kρ0 = 10, b0 = 15, vφ/v0 = 1, α = 1/4, and l0 = 8. Two top
panels: projections of the particle trajectory onto (x, y) plane and (vx, vy)
plane. Bottom panels: evolution of wave-phase along the trajectory and
the particle energy as a function of time.
4. Discussion
In this paper, we considered several mechanisms responsible for
particle acceleration by reconnection outflow jets. The most nat-
ural and simple mechanism corresponds to the drift nonadia-
batic acceleration due to multiple reflections of particles from
the front. This mechanism provides energy gain proportional to
the particle mass and, as a result, heavy ions are accelerated more
eﬀectively than protons. In contrast to the classical drift acceler-
ation in the shock-waves (see review by Decker & Vlahos 1985)
where only one-two reflections are possible, the large magnetic
field amplitude and slow propagation of dipolarization fronts al-
low for multiple reflections. However, the presence of the re-
versed gradient of the magnetic field behind the front results in
an energy loss: the total energy gain for nonadiabatic particles
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Table 1. Comparison of acceleration mechanisms for systems with δy < Δy.
Mechanism Maximum energy gain Condition δy < Δy Comments
Nonadiabatic drift acceleration 2mv2φ ∼ 1 keV 2vφ/ < ΔyΩ0
(vφ ≥ v0) single reflection
Nonadiabatic drift acceleration b0mv20/2 ≤ 10 keV b0v20/ < ΔyΩ0vφ the same estimates are valid(vφ ≥ v0) multiple reflections for adiabatic acceleration
Surfatron with Ex  0 mψ20/2 ≤ 300 keV ψ20/ < 2ΔyΩ0vφ energy gain is ∼m
Surfatron with 1 + b0 f (φ) ∼ 0 m(Ω0Δxw)2 ≤ 1 MeV 0.5Ω0(Δxw)2/vφ < Δy energy gain is ∼m
Surfatron with dvφ/dx  0 mr2α/(1+α)v2φ/2 ≤ 50 keV l0r(α−1)/(1+α)/ < Δy energy gain is ∼q2α/(1+α)m(1−α)/(1+α)
Notes. Here, we use the parameter r = (Ω0l0/vφ) for the system with vφ(x) ∼ (l0/x)α. The scale Δx defines the distance between the X-line
region and the initial magnetic loop. The parameter Δxw =
√
b0vφL(B2z/Ω20Pw) determines the maximum distance, which particles can pass in
the resonance with the front (here Pw is the power density of magnetic field fluctuations measured in nT2/Hz). For Pw taken from spacecraft
measurements in the Earth magnetotail (Zimbardo et al. 2010), we have Δxw ∼ 104 km. Numerical estimates of gained energy are given for
vφ ∼ 200–300 km s−1 and proton mass.
crossing the front cannot exceed a value corresponding to the
single reflection. Larger energy gain is possible if particles es-
cape the close vicinity of the front due to a finite front width
along y direction. In the most optimistic scenario, particles can
save all the gained energy, which substantially exceeds the en-
ergy corresponding to the single reflection. Thus, the width of
the front is a critical parameter of the system for ion accelera-
tion. A typical path δy passed by particles before front crossing
can be estimated as δy ∼ mv2/qEy ∼ mv20b0c/qB0vφ = b0v20/Ω0vφ
where v0 is the amplitude of the initial particle velocity, and we
use the expressions (v/v0)2 ∼ b0 and Ey ∼ (vφ/c)B0. Both de-
pendencies, δy ∼ 1/vφ and δy ∼ b0, can be found in Figs. 4
and 5. If the width of the front Δy is much larger than δy, then
only a small population of accelerated particles can escape the
close vicinity of the front with the gained energy. In the opposite
case, Δy  δy, no one particle can gain the maximum possible
energy. Thus, the optimal relation is Δy ∼ δy where all parti-
cles gain some energy and escape the front before crossing it
along x. For the nonadiabatic regime of acceleration, vφ ∼ v0, we
need Δy ∼ b0ρ0.
According to the direct spacecraft observation in the Earth
magnetosphere the width Δy of fronts is associated with an ini-
tial scale of the reconnection region (for the Earth’s magneto-
sphere the width of fronts is about ∼104 km, see Nakamura et al.
2004, 2009). If we assume that the same relation between spa-
tial scales is valid in the solar corona current sheet, then Δy
can be estimated as ∼102−104 km from numerical modeling
(e.g. Aulanier et al. 2013) and observations (e.g. Ciaravella &
Raymond 2008; Liu et al. 2010). In the solar corona, polar jets
observed in the X-ray by the Yohkoh spacecraft have lengths of
104–4 × 105 km, widths of 5 × 103–105 km, and speeds ranging
from 10 to 1000 km s−1 (Shimojo et al. 1996). Also, a selec-
tion of jets, which are visible both in the coronograph and in
the UV by STEREO, have lifetimes of 20–30 min and typical
speeds of 270–400 km s−1 (Nisticò et al. 2009). Hence, jets are
subalfvenic in the majority of cases. For the present study, we
can assume that the width of the jet front is on the same order of
the observed jet width, 5 × 103–105 km, and speeds on the order
of 200–400 km s−1. We can argue that small reconnection events
in the corona can correspond to smaller jet front widths.
Taking into account values of the magnetic field and plasma
temperature in the solar corona (e.g., Reeves et al. 2008), we esti-
mate the Larmor radius for oxygen ions as 10–100 m. Therefore,
the relation Δy ∼ b0ρ0 < 1 km cannot be satisfied. Thus, parti-
cles can escape the close vicinity of the front with all gained
energy before a front crossing, only if these particles are ini-
tially located in the vicinity of the front boundary. However, this
situation can be changed in the case of resonant interaction.
For all three resonance mechanisms, which can be realized
at the front, the maximum energy gain depends on two diﬀer-
ent factors. First of all, the maximum energy gain is defined by
the front width. If particles escape from the resonant interaction
in the boundary of the front, then their energy is about qEyΔy,
where Δy is the front width and Ey ∼ (vφ/c)B0. This energy gain
does not depend on the particle mass (as it should be for the
ballistic acceleration by a constant electric field), but it depends
on particle charge q. However, particle resonant interaction with
fronts is also limited by a time interval when the corresponding
resonant mechanism can be involved. This time interval Δt is
defined by the resonance conditions. For surfatron acceleration
caused by the electrostatic field Ex ∼ Bzψ0/c one can estimate
ΔtΩ0 ∼ ψ0/vφ. The surfatron acceleration in the case of inho-
mogeneity of the front velocity vφ ∼ (l0/x)α corresponds to the
time interval ΔtΩ0 ∼ (Ω0l0/vφ)α/(1+α), where l0 is the scale of
inhomogeneity (for α < 1 we have 2α/(1 + α) < 1). Therefore,
the corresponding energy gain ∼m(vφΔtΩ0)2 is larger for heavy
ions for these two mechanisms (see Table 1).
Due to the large front width, Δy, in comparison with ρ0, al-
most all particles are able to gain the maximum possible energy
for the first resonant mechanism related to Ex field, where the
time interval of resonant interaction is smaller than the time nec-
essary to pass the distance Δy. Thus, this mechanism is responsi-
ble for particle acceleration in the vicinity of the front boundary
when the accelerated particles escape from the front before the
front crossing. The typical energy, which can be provided by this
mechanism, is ∼mψ20/2 ≤ m(b40/8)v2A, where we assume L ∼ ρ0
and introduce vA ∼ vφ ∼ 200 km s−1. For b0 ∼ 10–15, this energy
gain is substantially larger than the energy gain due to multire-
flections ∼mb0v2φ/2.
The surfatron acceleration due to inhomogeneity of the
front velocity can be responsible for the energy gain up to
∼mv2φr2α/(1+α)/2, where r = Ω0l0/vφ. The scale of the front in-
homogeneity l0 is about the distance between an initial mag-
netic loop and the reconnection region Δx ∼ 104–106 km. As
a result, the corresponding parameter r2α/(1+α) is larger than 50
even for weak inhomogeneity α ∼ 0.1–0.2. Thus, the energy
gain due to this resonant mechanism can be substantially larger
than the energy gain provided by multireflection. The corre-
sponding condition for gain of the maximum possible energy
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Fig. 13. Schematic view of localization of various mechanisms of parti-
cle acceleration.
is Δy > l0r(1−α)/(1+α). This condition can be satisfied already
for l0 ∼ Δx/10 (these estimates are reasonable, see simulations
by Birn et al. 2011). However, we should mention here that the
maximum energy gain is determined by Δy for α ∼ 1 and is
proportional to particle charge.
For surfatron acceleration of particles that are captured in the
vicinity of the magnetic field reversal, a time interval ΔtΩ0 is de-
fined by the configuration of the background magnetic field. First
of all, particles need Δty =
√
2Δy/vφΩ0 to reach the front bound-
ary along y-direction. In this case, the final energy gain is about
qEyΔy. On the other hand, there is an increase in the magnitude
of the background magnetic field along the direction of the front
propagation in the realistic magnetic field configuration. Thus,
there exists some region, where the sum of the front magnetic
field and background magnetic field, cannot be equal to zero.
The particles, which are captured, can be accelerated, while the
front passes a certain distance Δx between the initial moment of
capture and the moment of the disappearance of the zero mag-
netic field region. The corresponding time interval Δtx = Δx/vφ
does not depend on the particle mass. As a result, the final energy
gain is ∼m(vφΩ0Δtx)2 = m(Ω0Δx)2 ∼ q2/m. The latter estimates
are valid for systems with Δtx < Δty, or Δy > 0.5Ω0(Δx)2/vφ.
The scale Δx can be defined as a distance between the reconnec-
tion region and the initial magnetic loop, where the background
magnetic field is strong enough. As a result, we obtain a simi-
lar condition as conditions for the resonant mechanism that cor-
responds to the front inhomogeneity. However, such long-time
acceleration requires the absence of any magnetic field fluctua-
tions, which can destroy the resonance. Below, we discuss the
corresponding eﬀect of such fluctuations.
On the basis of our analysis, we can define diﬀerent regions,
where diﬀerent mechanisms of ion acceleration are involved (see
Fig. 13). In the vicinity of the reconnection region, a depression
of the background magnetic field Bz can lead to the realization
of surfatron acceleration in the localized magnetic field zero. In
contrast, a gradient of the background magnetic field can run
resonant acceleration via dvφ/dx  0 at some distance from the
X-line. During the whole interval of front travelling, ions can
gain energy due to multireflection and resonant acceleration pro-
vided by Ex  0 at the front edge.
Here we also should mention the possible role of magnetic
field fluctuations. The magnetic reconnection in the solar corona
can include electromagnetic turbulence with corresponding par-
ticle heating by random fields (see review by Petrosian 2012).
These field fluctuations can be convected away from the recon-
nection region by dipolarization fronts. In this case, electromag-
netic field fluctuations may have an influence on particle accel-
eration by fronts. Moreover, a strong gradient of the magnetic
field in the vicinity of the front is responsible for the develop-
ment of various plasma instabilities, which create a broad spec-
trum of electromagnetic fluctuations observed by spacecraft in
the Earth magnetotail (e.g., Zimbardo et al. 2010; Khotyaintsev
et al. 2011; Panov et al. 2013). Thus, we should consider the
influence of these fluctuations on ion acceleration (see, for in-
stance, Perri et al. 2011). For the classical drift acceleration in
the shock fronts, the eﬀect of magnetic field fluctuations pro-
vided by Alfvén waves was studied by Decker et al. (1984);
Decker & Vlahos (1985). It was shown that the strong wave ac-
tivity helps particles to cross the shock-front several times and
increase the final energy gain. For the resonant surfatron acceler-
ation, magnetic field fluctuations play another role. The presence
of small-scale fast fluctuations results in destruction of the res-
onance, and the final energy gain can be decreased. The time,
which is necessary for resonance destruction, is proportional to
∼1/√Pw, where Pw is the spectral density of magnetic field fluc-
tuations measured in nT2/Hz (Artemyev et al. 2011). Thus, par-
ticles can gain substantially energy for weak enough wave ac-
tivity. On the other hand, if particles spend a long enough time
in resonance (as for surfatron acceleration in the vicinity of the
magnetic field reversal), magnetic field fluctuations really limit
the maximum gained energy. Artemyev et al. (2011) showed
that the maximum possible energy of particles accelerated in
the vicinity of the magnetic field reversal in presence of fluctua-
tions is ∼mb0vφL(B2z/Pw). This estimate is valid for systems with
ΔxΩ/vφ >
√
(b0L/vφ)(B2z/Pw). For magnetic field fluctuations
observed in the Earth magnetotail (see Zimbardo et al. 2010),
we can rewrite this condition as Δx > 104 km. Thus, the accel-
eration of particles in the vicinity of the magnetic field rever-
sal for realistic magnetic field configuration should be bounded
by magnetic field fluctuations. In this case, we have the gain
∼mb0vφL(B2z/Pw) = m(Ω0Δxw)2 with Δxw =
√
b0vφL(B2z/Ω20Pw)
instead of the gain∼m(Ω0Δx)2. To have more accurate estimates,
one needs to know precise information about the spectrum of
magnetic field fluctuations in the reconnected current sheet of
the solar corona.
In this paper, we have used a simplified 1D model of
the dipolarization front. However, the eﬃciency of particle ac-
celeration depends on a full 3D magnetic field configuration.
Particulary, the curvature of the front surface determines the
stability of particle acceleration in 2D systems (Bulanov &
Sakharov 1986, 2000). The positive curvature provides the stable
motion of captured particles. Indeed, spacecraft observations in
the Earth magnetotail show that dipolarization fronts have pos-
itive curvature of the surface in the (x, z) plane (Runov et al.
2009). The configuration of the front magnetic field in the (x, z)
plane is generally similar with the configuration of the magnetic
field of a reconnected current sheet. As a result, trapped parti-
cles can move along the curved magnetic field lines. However,
this motion does not result in escape from the resonance (see
Vainchtein et al. 2005; Artemyev et al. 2013b). According to nu-
merical modeling (e.g. Birn et al. 2013), the front curvature in
the plane (x, y) is almost zero in the central region of the front,
while the general front curvature in this plane is negative. This
can decrease the eﬃciency of acceleration. Due to such front
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configuration, the eﬀective width is about half the size of the
total front width Δy.
We use a simplified model of the background magnetic field
– only Bz component is taken into account. The 2D configura-
tion of the reconnected current sheet includes Bx(z) components
as well. Moreover, 3D reconnection often contains the guiding
field component By (see reviews Yamada et al. 2010; Frank
2010, and references therein). The eﬀect of these components
on particle acceleration by dipolarization fronts can be impor-
tant. The main current sheet component, Bx(z), reverses at the
plane z = 0, and |Bx| grows with |z|. Thus, the particle motion is
only slightly aﬀected by Bx in the vicinity of this plane. There
is a population of particles trapped in the vicinity of the z = 0
plane (e.g., Büchner & Zelenyi 1986). These particles spend a
long time crossing z = 0 (so-called trapped and quasi-trapped
orbits, see review Zelenyi et al. 2013, and references therein).
Thus, trapped particles can be captured by the front and accel-
erated as described above. Moreover, it can be shown that the
presence of Bx(z) does not stop the acceleration of these particles
but can limit the maximum possible gain of energy (Artemyev
et al. 2013b). The guiding component By is more ’dangerous’ for
resonant acceleration. The presence of a finite By  0 substan-
tially changes the charged particle motion in the current sheet
and makes trajectories more complex (Artemyev et al. 2013c,
and references therein). Gyration of particles in By component
should destroy the resonant acceleration after a certain time in-
terval (as when it happens for shock waves, see Lee et al. 1996).
Thus, By can limit the possible energy gained by particles. Both
these eﬀects (Bx(z) and By) require a separated study.
The surfatron mechanism of acceleration is based on com-
pensation of the Lorentz force corresponding to the background
magnetic field ∼vyBz by some force that corresponds to the front
electromagnetic field. In the case of relativistic energies of par-
ticles, the Lorentz force is limited due to limitation of particle
velocities (vyBz < cBz) and, as a result, surfatron acceleration
is more stable and eﬀective (Ucer & Shapiro 2001; Amano &
Hoshino 2009). A force, which could compensate the Lorentz
force, can be provided either by the electric field ∼Ex, by the
magnetic field of the front ∼vyB0 f (φ) as in case of f (φ) < 0, or
by inhomogeneity of the front velocity. In the first case, we deal
with the classical surfatron acceleration (Sagdeev & Shapiro
1973; Katsouleas & Dawson 1983), which is traditionally con-
sidered for electrostatic waves. However, as was shown by Cole
(1976), the same eﬀect of particle demagnetization due to com-
pensation of the background Lorentz force can be obtained for
any inhomogeneous electric field. This field can be provided by
small-scale instabilities in the vicinity of the front (see examples
of such systems in papers by Galeev et al. 1988; Balikhin et al.
1993) by separation of electron and ion motions (e.g., Gedalin
1996; Lee et al. 1996), or by interaction of two fronts (Roth
& Bale 2006). Moreover, strongly inhomogeneous electrostatic
fields in the vicinity of the reconnection region can also sup-
port surfatron acceleration of particles (Hoshino 2005; Artemyev
et al. 2013a). Therefore, the obtained estimates of dependence of
eﬃciency of acceleration on particle mass can be useful for other
applications (not only for description of heavy ion acceleration
in the solar corona).
It is interesting to note the diﬀerence between surfatron ac-
celeration and direct acceleration in the X-line. Both mecha-
nisms deal with ballistic acceleration of particles that moves
along the constant electric field. However, the Lorentz force that
corresponds to the background magnetic field is compensated
for acceleration along the front. Thus, particle motion is stable.
In contrast, acceleration in the X-line region is unstable, and the
corresponding particles trajectories should escape from the re-
gion of acceleration after a certain time interval Δt (Bulanov &
Sasorov 1976; Galeev 1979; Zelenyi et al. 1990). This interval
strongly depends on particle mass Δt ∼ Ω−2/30 . Thus, the final
energy gain is proportional to ∼m(ΔtΩ0)2 ∼ mΩ2/30 ∼ q2/3m1/3.
As a result, heavy ions are accelerated in the reconnection re-
gion more eﬀectively than protons, but the dependence on mass
is weaker than for surfatron acceleration.
5. Conclusions
In this paper, we considered ion acceleration by dipolarization
fronts in the outflow region of the magnetic reconnection. We
have shown that the particle interaction with the front can be
described as a succession of particle reflections from the front,
when each reflection corresponds to energy gain proportionally
to the particle mass. However, fronts create only a localized per-
turbation of the magnetic field and, as a result, the total varia-
tion in energy for particles passing through the front is close to
zero. Thus, the most eﬀective energy gain corresponds to the
case when particles escape from the front before front cross-
ing, due to the actual three dimensional structure of the front.
The maximum possible gained energy in this system is equal to
∼qEyΔy = qvφB0Δy/c, where Δy is the front width.
Peculiarities of the front formation (decoupling of ion and
electron motion in the vicinity of the front), front propagation
(braking of the front near the region with increased background
magnetic field), and front configuration (local region with re-
versed magnetic field in the vicinity of the front) lead to various
resonant mechanisms of ion acceleration. All these mechanisms
are more eﬀective for heavy ions with large charge q (see com-
parison in Table 1). In addition, the considered gain of energy
is restricted to motion in the plane perpendicular to the mag-
netic field, eventually leading to a temperature anisotropy with
T⊥/T‖  1, as observed by the SoHO spacecraft. Therefore, we
can conclude that the transient magnetic reconnection associated
with coronal jets or other reconnection events in the corona can
contribute to the preferential acceleration of heavy ions in the
solar corona.
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