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Summary
Influenza A virus (IAV) is a pleomorphic, enveloped virus known for its yearly epidemics and
occasional, but fatal pandemics. The outer surface glycoprotein hemagglutinin (HA) together with the
matrix protein 1 (M1) are the most abundant protein components of assembled virions. HA, located at
the outside of virions, is involved in cell receptor recognition, membrane fusion and is the most relevant
protein for antibody binding. Therefore the structure of isolated HA has been extensively characterised
by X-ray crystallography. However, it remains unclear to which extent the structure of isolated HA
corresponds to the in situ HA structure on the surface of IAV. M1 determines the morphology of the
virus by forming a matrix layer underneath the viral membrane. A high resolution structure of full
length M1 is missing and the lack of information about the in situ arrangement of the M1 matrix layer
currently limits our understanding of how M1 functions.
Here, I set out to determine the structures of HA and M1 directly from IAV particles using
high resolution cryo-electron tomography (cryoET) and subtomogram averaging. I found that virus
purification can affect the integrity of the virus HA glycoprotein layer and the morphology of virus
particles. I therefore adapted a workflow which allows studying the structure of viral proteins directly
from viruses in the vicinity of virus-producing cells. Biosafety regulations required inactivation of IAV
samples by chemical fixation prior to cryoEM imaging. To assess effects of fixation, I complemented
structural studies of HA from pathogenic, fixed IAV particles with studies of HA from non-infectious,
unfixed virus-like particles (VLPs). These studies revealed that fixation captures HA in an open
conformation while HA structures determined from unfixed samples perfectly match the closed
conformation observed in the trimeric crystal structure. In concordance with recent work by others,
this observation suggests that fixation captures HA in a an open, otherwise transient conformation,
which is part of a constant opening and closing motion known as breathing motion.
To characterise the in situ structure and arrangement of M1, I established a subtomogram averaging
workflow to cope with the challenges presented by the small size of M1. I successfully obtained
two independent structures of M1 directly from viruses and VLPs. Comparisons of my structures to
existing high resolution models of the N-terminal domain (NTD) of M1 revealed that M1 monomers
arrange as parallel strands, with a helical propensity and directly underneath the membrane. For the
first time, my data allow to describe the M1-membrane interface as well as relevant M1-M1 interfaces
within the matrix layer. Finally, I have gained first structural insights into the M1 C-terminal domain
(CTD). I further combined the obtained structural information for M1 with a theoretical model of the
mechanics of M1 polymerization and membrane deformation during virus assembly. The obtained
results suggest that linear polymerization of M1 into multiple parallel strands efficiently provides
energy to drive assembly of new virus particles.
The results presented in this thesis improve our understanding of the arrangement and structure
of the two influenza proteins HA and M1 in situ which has implications for current models of HA-
mediated membrane fusion, virus architecture and virus assembly.

Zusammenfassung
Influenza A Virus (IAV) ist ein pleomorphes, behuelltes Virus, das für das Ausbrechen jährlicher
Epidemien und seltener Pandemien verantwortlich ist. Das Glykoprotein Hemagglutinin (HA) und das
Matrix Protein 1 (M1) machen den groessten Bestandteil des Virusteilchens aus. Das Oberflächen-
protein HA erkennt zelluläre Rezeptoren und ist essenziell für die Membranfusion zwischen der
Endosomenmembran der Wirtszelle und der Virusmembran. Da HA das wichtigste Protein für die
Antikörperbildung ist, wurde die Struktur mehrfach mit Hilfe der Kristallstrukturanalyse bestimmt.
Dennoch bleibt unverstanden, ob die Struktur des isolierten HA Proteins der Struktur des HA Proteins
auf der Virenoberfläche entspricht. M1 formt eine Matrix unter der viralen Membrane und beeinflusst
die Morphologie der Virusteilchen. Die Struktur des M1 Proteins ist noch nicht vollständig aufgeklärt.
Die fehlende Charakterisierung der Struktur sowie der M1 Anordnung innerhalb des Virusteilchens
erschwert es, ein besseres Verständnis der Funktionen des Proteins zu erlangen.
In dieser Arbeit habe ich mit Hilfe der Kryoelektronentomographie in Kombination mit einer
Datenauswertung durch „Subtomogram Averaging“ die in situ Strukturen der Proteine HA und M1
direkt aus den Virusteilchen bestimmt. Ich beobachtete, dass die Aufreinigung der Virusteilchen
zu Artefakten auf der Virusoberfläche und zu einer Veränderung der Virusmorphologie führen kann.
Daher habe ich eine Methode optimiert, die ohne die Aufreinigung der Virusteilchen auskommt. Auf
Grund der geltenden Sicherheitsbestimmungen mussten IAV Proben vor dem Mikroskopieren durch
eine chemische Fixierung mit Formaldehyd deaktiviert werden. Um mögliche Effekte der Fixierung
auf die Probe und die Struktur des HA Proteins zu evaluieren, habe ich zusätzliche Proben mit nicht
infektiösen Virus-ähnlichen Partikeln (VLP) ohne Inaktivierung präpariert. Ein direkter Vergleich
der erhaltenden HA Strukturen hat gezeigt, dass die Fixierung eine offene Konformation des HA
Proteins stabilisiert, während die HA Struktur nicht fixierter VLPs der geschlossenen Konformation
existierender Kristallstrukturen gleicht. Die offenere HA Konformation wurde kürzlich auch von
anderen beobachtet und die gezeigten Ergebnisse unterstützen die Hypothese, dass sich HA auf der
Virenoberflaeche kontinuierlich öffnet und schliesst, was auch als "Atmen" des Proteins bezeichnet
wird.
Für eine strukturelle in situ Charakterisierung des M1 Proteins wurden die Parameter des Subto-
mogram Averaging Ablaufes speziell auf die geringe Proteingröße von M1 angepasst. So habe ich
sowohl eine Struktur des M1 Proteins aus Viren als auch aus VLPs bestimmen können. Ein Vergleich
der in situ M1 Struktur mit höher aufgelösten Proteinkristallstrukturen der M1 N-terminalen Domäne
(NTD) ergab, dass sich im Virus mehrere M1 Monomere in parallelen Strängen mit helikalem Verlauf
an der Innenseite der Membran anordnen. Dank der in situ Struktur kann ich zum ersten Mal die
Schnittstelle zwischen M1 und der viralen Membran sowie die bisher unbekannte Struktur der M1
C-terminalen Domäne charakterisieren. Diese strukturellen Studien wurde mit einem theoretischen
Model kombiniert, das die Bildung neuer Virusteilchen und die Polymerisation des M1 Proteins in
Verbindung setzt. Der Vergleich des Models mit experimentellen Daten ergab, dass die lineare M1
Polymerisation ausreichend Energie zur Bildung neuer Viren freisetzt.
Zusammenfassend tragen die vorgestellten Ergebnisse betreffend der Anordnung und der in situ
Strukturen der Influenzavirenproteine HA und M1 zu einem besseren Verständnis der HA induzierten
Membranfusion, der Virusteilchenarchitektur und der Virenassemblierung bei.
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Chapter 1
Introduction
In this first chapter, I will give a general introduction to different aspects of influenza
virus and the virus life cycle as well as to the technology and methods used for the
work presented in this thesis. Additional shorter introductions, specific to the content
of each chapter, will be given in the introductory part of each chapter.
1.1 Influenza virus
1.1.1 Influenza virus - a dangerous pathogen
Influenza viruses typically infect the respiratory tract of different host organisms
including humans, pigs, birds and other animals. Constant evolution of influenza
virus leads to a continuous emergence of new strain variants which are responsible for
seasonal epidemics (1). Virions from substrains allow for the reoccurrence of seasonal
influenza infections in the same individual due to reduced antigenic recognition of the
evolved virus (2). In addition to continuous small changes, occasional evolutionary
jumps can occur which causes the emergence of a new strain. New strains bear a high
pandemic potential since they lack any antigenic recognition throughout the whole
population. Consequently, viruses of new strains are highly infectious and might show
different, more severe symptoms (3, 4). The most devastating pandemic recorded
was the 1918 Spanish flu, which killed around 50 million people worldwide. Since
then, three more flu pandemic strains have emerged causing the 1957 Asian Pandemic,
the 1968 Hong-Kong pandemic and the 2009 swine-flu pandemic. Around the world,
seasonal epidemics are responsible for 3-5 million potentially fatal infections and 0.3 -
0.6 million deaths per year (5).
On the molecular level, antigenic drift, responsible for constant changes, is caused
2 Introduction
by high error rates during genome replication while antigenic shift to generate a new
strain is related to reassortment mechanisms of the segmented flu genome as well as
host switching events. In addition, both mechanisms can occur together. In this case,
genome reassortment occurs across strains that typically infect different hosts during
the accidental infection of the same host. These cases further facilitate evolutionary
jumps and the generation of new, potentially pandemic, strains. In the case of influenza,
birds and pigs have played infamous roles and potentially contributed to the emergence
of the 1918 influenza strain (6, 7).
A century after the Spanish flu, influenza pandemics still represent a major risk.
While today, flu treatments exist, a pandemic would result in a unique logistic challenge
to produce and distribute enough flu medication. Besides post infection treatment,
vaccinations are available today and are recommended as a protection against seasonal
strains. Vaccinations target a combination of strains that are predicted to occur in the
upcoming season. Due to the continuous antigenic shift, vaccinations need annual
refreshment and bear a risk of strain miss matching. In addition, current vaccines will
not cover the occurrence of an unpredicted pandemic strain. Therefore, vaccination
strategies available do not provide complete protection. The most efficient prevention
of new pandemics would be the development of a broadly effective influenza vaccine
against all strains. Currently, research is on-going to identify more stable vaccine
targets in order to achieve this goal (8–10).
1.1.2 Influenza virus basics
Influenza virus nomenclature
Influenza virus belongs to the virus family of orthomyxoviridae. By now four types
of influenza viruses have been reported: Influenza A, B, C and D virus. Influenza A
and B are responsible for human epidemics. Influenza A represents the most widely
abundant species (11). Influenza A Virus (IAV) are further subdivided according to the
antigenic variants of the two glycoproteins HA and NA. Currently 18 HA antigenic
variants H1-H18 and 9 NA NA1-NA9 variants exist. Combination of those lead to the
typical subtype names. 3 variants of these: H1N1 (Spanish Flu 1918, 2009 swine-flu
pandemic), H2N2 (Asian pandemic 1957), H3N2 (Hong-Kong Pandemic 1958), are
endogenous to humans while many of the other influenza A subtypes are endogenous
to birds, the original host of influenza virus (12). Current seasonal strains comprise
H1N1, H3N2 variants as well as influenza B strains (13). Typically after a pandemic,
the pandemic subtype replaces the previously circulating seasonal strains and evolves
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Figure 1.1 Schematic of the architecture and components of influenza A virions. A) Fila-
mentous IAV particles. B) Shorter, bacilli-shaped IAV particles. Components are the same as
in A (15–17). C) Vertical cross-section through a virion shown in A or B at a position where
the vRNPs are present, demonstrating the circular arrangement of 7 vRNPs surrounding the
8th segment in the centre (18). D) Depiction of a single vRNP. The RNA (pink) is covered
by NP (purple). Together they form a helix. Each vRNP carries its own heterotrimeric RNA-
dependent RNA polymerase built from the three subunits PB1, PB2 and PA (19). In legend:
Mb = membrane.
further from there (14). During the pandemic 1968 originating in Hong-Kong, the
H3N2 subtype occurred for the first time and persisted as a seasonal subtype since
then (2). According to the definitions from the world health organization World Health
Organization (WHO), influenza virus strains are typically named by combining the
following information: the type (A,B,C or D), followed by the host of origin (empty for
humans), the geographic origin, the strain number and the year of isolation. For IAV
the subtype is typically indicated in parenthesis. Work presented in this thesis is mostly
based on the pandemic strain from Hong-Kong: influenza A/Hong-Kong/1/1968
(H3N2) (HK68)
Influenza A virus components and architecture
Influenza A virus is a negative-sense, single stranded RNA virus with a 8-fold seg-
mented genome (20). The 10 Mbp-sized genome is split into 8 segments which encode
at least 10 proteins since at least two segments encode for alternative splice variants.
The number of described proteins is currently increasing since more splice variants
are getting discovered (21, 22). Inside an assembled virion, the eight RNA genome
segments are each covered in multiple copies of Nucleoprotein (NP) and together
they appear as elongated, helical structures, the viral ribonucleoproteins (vRNPs)
(Fig. 1.1C) (18). The end of each genome segment is bound by the trimeric polymerase
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Figure 1.2 Variability of IAV particle morphologies. A) Morphology distribution of par-
ticles from the HK68 strain. A large fraction of particles is filamentous. B) Morphology
distribution of particles from the WSN strain. Most particles are thought to be spherical
or egg-shaped. A and B represent situations when virus is produced in mammalian cells.
C) Morphology distribution of particles upon cultivation in chicken eggs, which is known to
lead to the loss of filamentous morphology (24). D) Mutations in the M1 and M2 gene were
shown previously to affect the morphology of IAV (25).
complex consisting of the subunits PA, PB1 and PB2 (23). At the inside of one tip
of the virion, seven vRNPs are arranged in a circular manner surrounding the eighth
vRNP (18) (Fig. 1.1). The viral envelope, encompassing the vRNPs is stabilized
by a matrix layer made from matrix protein 1 (M1) which is located underneath the
membrane bilayer. The membrane is derived from the host cell and is decorated with
the glycoproteins hemagglutinin (HA), neuraminidase (NA) and the transmembrane
ion channel matrix protein 2 (M2). Non-Structural Protein 1 (NS1) and Nuclear Export
Protein (NEP) are not part of the assembled virions, but are expressed and crucial for
infections once the virus enters the host cell.
Influenza A virus morphologies
Unlike the typical depiction of influenza viruses as spiky spheres, the appearance of
influenza virions is heterogeneous and ranges from spherical particles to up to 20
um-long filaments (26). The filamentous form is typically found in patient’s samples
(27) while the spherical morphology is described in the context of lab-adapted strains
and correlates with passaging virus in eggs (17, 25) (Fig. 1.2C). Beside the influence
from external factors, different genetic traits were shown to have an impact on the
morphology of influenza virions (Fig. 1.2D). Different strains show tendencies for
different predominant morphologies. influenza A/WSN/1933 (H1N1) (WSN) and
influenza A/Puerto Rico/8/1934 (H1N1) (PR8) are examples of strains that have been
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reported to be predominantly spherical while strains influenza A/Udorn/307/1972
(H3N2) (Udorn) and HK68 have been reported to be predominantly filamentous.
However in all cases, particle morphologies follow a distribution of different lengths
(Fig. 1.2A,B). While the length of virions vary, the diameter across virions is more
conserved and ranges between 60 nm to 100 nm across different morphologies and
different strains. Investigations about the causes for different morphologies have led
to the identification of multiple factors that influence morphology. On the molecular
level, morphological changes are mostly related to key point mutations in the M1 and
M2 proteins (28, 29). It was further shown that M1 mutations are acquired if virus
particles are transferred from being cultured in eggs into an animal model (25). The
specific effect of the environmental pressure onto M1 remains to be investigated.
Functions of the different morphologies are still under debate. One model for the
role of filamentous virions refers to direct cell-to-cell transmission of the genome to
facilitate the infection of neighbouring cells (30). Others have suggested that filaments
are more motile in the infectious environment of an organism, the respiratory tract
where newly produced virions encounter mucus and ciliated cells. This idea recently
was further supported by showing that filamentous morphology favours an asymmetric
distribution of the receptor binding protein HA and the receptor-degrading protein
NA which allows to increase virus motility in mucus without reducing the binding
stability between HA and the host cell receptors (31). It was further suggested that
the heterogeneity in morphology allows the virus to survive in variable environments
leading to an increase in viral fitness (32).
1.1.3 Life cycle of influenza A virus
Infection of host cells is mediated by the viral glycoprotein HA that recognizes and
binds sialic acid residues of cell surface proteins to induce virus uptake (Fig. 1.3 1).
For virus entry, clathrin-mediated endocytosis as well as macropinocytosis have been
observed (34, 35). In both cases, the virion ends up in an intracellular membrane
compartment which traffics along the endosomal pathway (Fig. 1.3 2). Endosome
acidification exposes the virus to low pH which causes a major conformational change
of HA in preparation for membrane fusion of the viral and endosome membrane
(Fig. 1.3 3). The fusion peptide of HA, which at physiological pH is buried in the
core of the protein, becomes exposed at the top of the molecule to interact with the
opposing endosome membrane. In a sequence of conformational changes, HA assists
in pulling the viral and the endosomal membrane close enough to each other for
membrane fusion to happen (for more details see section 3.1.1). At the same time,
6 Introduction
Figure 1.3 Overview of the IAV life cycle. Different steps of an IAV infection starting
from the cell receptor recognition by HA (1) and the endocytosis of the bound virus particle
by the host cell machinery (2). Upon HA-assisted fusion between the virus envelope and
the endosomal membrane the genetic material (the vRNPs) is released into the cytosol (3).
The vRNPs are further transported into the nucleus for transcription (4) and replication (6).
Transcribed virus RNAs, disguised as endogenous mRNAs, are exported into the cytosol where
viral proteins are translated (5). All components are transported towards the cellular plasma
membrane where newly formed virions form (7). From (33) published under a CCBY4.0
license.
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the proton-selective ion channel M2 inside the viral membrane opens upon exposure
to low pH, leading to a proton influx into the virus core. Low pH inside the virus is
suggested to induce conformational changes of M1 to allow the release of the vRNPs
from the virus core into the cytoplasm.
Interactions of the NP protein, which covers the viral Ribonucleic acid (RNA),
with host cellular proteins of the importin family initiates transmission of vRNPs
through nuclear pores into the nucleus. Inside the nucleus, the RNA-dependent poly-
merase complex associated with each vRNP allows for independent replication and
transcription of each segment (Fig. 1.3 4 and 6). Replication involves initial tran-
scription of the single stranded RNA into the complementary, positive, cRNA strand.
This strand is subsequently used as a template to produce the original negative RNA
strand, that is used for vRNP formation of new virions. Before replication occurs, the
vRNA is already transcribed into high amounts of messenger RNA (mRNA) copies
for subsequent viral protein expression inside the cytosol. The transcription process is
very efficiently initiated by a process termed ’cap-snatching’ (36). Here, the PB2 viral
polymerase subunit interacts with the cellular RNA polymerase II in order to cleave
and ’steal’ newly formed 5’ prime caps of nascent cellular mRNAs with help of the
PA subunit. These caps serve as primers which are then very efficiently elongated by
the viral polymerase PB1 subunit now using the vRNA as a template. To complete
mimicking of cellular mRNAs and ensure translation by the host’s cellular machinery,
the viral transcript also finishes with a polyA tail, added by the viral polymerase
complex. Once, the polymerase encounters a stretch of 5-7 uracils towards the end
of the transcript polyadenylation is achieved through a process that was described
as stuttering of the polymerase. Effectively, the transcript is iteratively back-shifted
relative to the template leading to annealing of more adenosins than encoded in the
short poly-U stretch of the viral RNA. Being now indistinguishable from cellular
mRNA, viral transcripts are exported from the nucleus for subsequent translation (37).
Prior to nuclear export RNA transcripts are spliced by the host cell’s splicing ma-
chinery to form the alternative splice variants that were discussed in section 1.1.2. (19).
Translation of new viral proteins relies on the host cell machinery and happens at
soluble ribosomes or at Endoplasmic Reticulum (ER)-bound ribosomes in the case
of the membrane proteins HA, NA and M2 (Fig. 1.3 5). The newly expressed vRNP
protein components NP, PA, PB1 and PB2 are subsequently imported into the nucleus
where they associate with newly replicated viral RNAs to assemble new vRNPs. Ad-
ditionally, the proteins NEP (also called NS2) as well as M1 are imported into the
nucleus to assist with export of assembled RNPs into the cytosol and towards assembly
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Figure 1.4 A model of influenza assembly. A) Initial formation of membrane protrusions
by HA (red), the vRNPs (yellow) and M1 (purple). B) Growth of membrane protrusion.
C) Scission of particles with the help of M2 (blue) and NA (orange). D) Clustering of the
glycoproteins HA and NA at the plasma membrane to initiate assembly. From (41) with
permission from the publisher.
sites. Here the role of M1 was described as preventing reimport into the nucleus once
exported (38).
During the expression of the membrane proteins, the future extracellular domains
face the ER-lumen. At this stage, where correct folding is surveyed, proteins are
post-translationally modified and multimerise into trimers for HA and tetramers in the
case of NA and M2. HA, NA and M2 than traffic through the Golgi network towards
virus assembly sites as the plasma membrane (Fig. 1.3 7). During the transport through
the Golgi network, HA0 is cleaved into HA1 and HA2. Cleavage efficiencies depend
on the cleavage-site and are strain dependent. Highly pathogenic strains including
HA of avian strains provide cleavage sites that are efficiently cleaved by furin an
widely expressed protease in the trans-Golgi network (39). Less pathogenic strains
are cleaved by more specifically expressed proteases such as TMPRSS2 or the human
airway trypsin-like protease (HAT) which are characteristic for human respiratory
epithelial cells (40). In ex-vivo experiments, cleavage of HA is typically achieved by
trypsin addition into the growth medium.
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1.1.4 Assembly of influenza A virus
Influenza virus spreads by assembling pleomorphic virions at the plasma membrane
of infected cells. Assembly is driven by the interactions of the structural components
HA, NA, M1, M2 and the RNPs at the host cell membrane. To date no specific host
cell proteins are known to be actively contributing to the assembly process (Fig. 1.4).
All components are transported to the assembly site. The membrane proteins HA, NA
and M2 are transported to the plasma membrane by intracellular vesicle transfer just
as cellular membrane receptors (19). For the 8-fold segmented genome it was shown
that the vRNPs, although replicated and assembled individually, are typically found as
a complete set of all 8 segments in a majority of newly assembled virions (42). It was
further shown by deleting individual segments cellular RNA is used in order to replace
the missing segment demonstrating that the presence of eight segments is specifically
controlled for during transport or virus assembly in a process that is not understood in
detail yet (43).
Different models exist about the initiation of assembly at the plasma membrane.
Several studies have identified the clustering of glycoproteins and in particular HA as
the initiating step for assembly. HA clustering is further thought to correlate with the
presence of membrane domains. Lipid-raft dependent clustering of HA at the plasma
membrane was reported previously by super resolution light microscopy studies in
infected cells (44). In a different study, virus-like particles (VLPs) were used to specif-
ically test the contribution of each individual protein to virus assembly and assembly
initiation. VLPs are prepared by transfecting cells with the sequences encoding for
the viral proteins. By transfecting only selective subsets and combinations of the viral
proteins the impact of individual proteins on the assembly can be tested. The successful
formation of VLPs, that closely resemble true virions based on the co-expression of
HA, NA, M1 and M2 indicated that the vRNPs are not essential for IAV assembly (9,
45). By further investigating VLP particle morphology in dependence on the subsets
of proteins used it was shown that the expression of either of the glycoproteins is suffi-
cient to induce the formation of irregularly shaped glycoprotein-covered, membranous
particles. In contrast, all other components need to be paired with at least one glyco-
protein to assure formation of new particles (45, 46). These results have suggested
that both glycoproteins inhere membrane bending and budding activity, while none
of the other components do. Thus the presence of either of the glycoproteins during
the early stages of assembly appeared to be essential to provide initial bending of the
plasma membrane.
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Presence of M1 at the assembly site was thought to lead to the extension of the
initiated membrane protrusion (Fig. 1.4B). The recruitment of M1 was suggested to
be induced by the cytoplasmic tails of the glycoproteins. In co-expression studies of
HA and M1 an increased membrane binding affinity of M1 was found when HA was
present as well (47). Previous EM studies of influenza virions have shown that M1 is
located underneath the membrane in a regular arrangement. It was therefore suggested
that the accumulation of matrix protein underneath the membrane contributes to the
growth of budding virions (15). By comparing the particle morphology of VLPs
formed with and without M1 it became clear, that M1 is essential for the generation
of regularly shaped particles including filaments (45, 46). M1 is further thought to
interact and connect all components contributing to assembly. However, based on the
observed heterogeneity of assembled particles even within the same population it was
proposed that no specific mechanisms are in place to regulate envelope composition
(32).
Assembly is thought to be completed by M2-mediated scission of the formed
particles from the host cell membrane (48). Upon scission, virions are released from
the host cell. At this stage, and presumably during the entire assembly process, the
presence of NA prevents the reabsorption of viral progeny to the host cell. The sialiase
activity of NA is essential to remove sialic acid residues from host cell receptors other-
wise newly formed virus particles tend to reabsorb to cell surface receptors via HA (19).
Overall many aspects about the organization and succession of the different steps
of assembly of influenza virus remain unclear to date. One reason for the lack of
insights into the process is that studying assembly in situ and at the molecular level
is challenging and limited to high resolution microscopy methods such as super
resolution light microscopy, atomic force microscopy (AFM) or electron microscopy
(EM). Consequently, most of the experimental insights of current assembly models
result from studying the individual roles of the proteins involved which has provided
an important foundation to further study assembly in situ .
1.1.5 Flu antivirals and vaccines
Four different influenza antivirals have been developed for influenza post-infection
treatments: M2 channel blocker (adamantanes), NA inhibitors, HA fusion inhibitors
and more recently polymerase inhibitors. NA inhibitors are the most effective and
recommended treatment since resistance mechanisms remain rare in currently cir-
culating strains (1, 49). NA inhibitors, interfere with the sialidase activity of NA,
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and thereby prevent the release of newly formed virus particles from the host cell
surface. The most widely used NA inhibitor, and flu antiviral in general, is oseltamivir,
commercially available as ’Tamiflu’ (Roche). In contrast many current strains are
resistant to adamantanes due to mutations acquired in the M2 gene.
The most popular vaccine target is the glycoprotein HA. The widely exposed head
domain of HA represents the primary target of endogenous and exogenous antibodies.
However, the continuous evolution of the HA antigen, in particular in the head region
currently limits the efficacy of available vaccines and impedes the development of a
broadly effective vaccine (10). More details about HA-targeting ABs are provided in
section 3.1.2.
1.2 CryoET and subtomogram averaging
1.2.1 Transmission electron microscopy
Electron microscopy (EM) allows imaging of various materials across multiple scales
and at molecular resolution. For all types of EM the image is formed upon the interac-
tion of a beam of accelerated electrons with the sample. When electrons interact with
matter a broad range of possible interactions can take place including elastic scattering,
inelastic scattering and X-rays (Fig. 1.5). In Transmission electron microscopy (TEM),
elastic scattering is the most relevant interaction type for image formation (50). The
amount and type of scattering that occurs upon sample interaction depends on the ma-
terial and on the length of the path the electron is travelling through the sample. A long
path favours multiple scattering events and increases the chance for inelastic scattering
and higher scattering angles. In order to retain electrons with small scattering angles,
ideally from a single scattering event, samples for TEM have to be extremely thin,
typically below 100 nm to 200 nm and have to be prepared accordingly by sectioning
or alternative thinning methods (50).
Besides elastic scattering, interactions between electrons and the sample cause
inelastic scattering (Fig. 1.5). In contrast to elastic scattering, where the energy of
the exciting electron is maintained, an inelastically scattered electron has lost energy
during sample interaction. Inelastically scattered electrons inherit variable amounts of
energy and therefore unpredictable properties. Therefore, signals from inelastically
scattered electrons contribute to the generation of image noise and are undesired
for standard transmission electron microscopy imaging applications. The chances
of inelastic scattering increases with sample thickness (50). The energy that is lost
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Figure 1.5 Schematic of the different interactions between electrons and matter. Black
arrows illustrate the variability in the directions of the emitted signal relative to the incident
beam (yellow). Different types of signals contain different information about the sample and
multiple of them are used in common techniques to characterise biological and inorganic
materials as indicated in grey. EELS, electron energy loss spectroscopy; SEM, scanning
electron microscopy, EDX, energy dispersive X-ray spectroscopy.
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during inelastic sample interaction is transferred to the sample where its effects often
causes various types of radiation damage. Damage is experienced either in the form
of direct molecular bond breakages or through the generation of heat and can lead
to the destruction of sample features. The material-dependent tolerance to electron
radiation is in particular low for biological materials. Higher acceleration voltages and
thinner samples reduce the amount of inelastic interactions and therefore the amount
of damage to be experienced by the sample. A combination of these precautions and
the usage of very low electron doses are therefore essential for imaging of biological
samples in transmission electron microscopes (51).
Due to the large depth of focus in TEM, a TEM image represents the sum of all
interactions across the sample thickness. Information across the imaged 3D volume
are projected into a single 2D image plane. Consequently, sample features which
are located on top of each other will be displayed in the same pixel of the generated
projection image (50). Confusion of the content of a projection image can be prevented
by using tomographic methods, where several images from different directions are
acquired which allows to relate each signal back to a specific plane of the sample.
1.2.2 The transmission electron microscope
Most TEMs are build as tall cylinders of 1 m to 4 m in height with an electron source
at the top and finishing with the image detector at the bottom. The space in between
is referred to as the microscope column. The electron source at the top generates the
high energy electron beam (Fig. 1.6). Electrons are accelerated into the column of the
microscope by an applied voltage, typically between 100 kV to 300 kV in biological
research. The extraction voltage determines the velocity and therefore the energy
of the electrons. To ensure that the electron beam reaches the sample it is essential
to prevent collisions with any material including gas molecules along the electron’s
path. Therefore, high vacuum inside the microscope’s column is required. To deliver
the sample into the vacuum-holding column, transmission electron microscopes are
equipped with gated chambers where the sample within a matching sample holder gets
inserted into the microscope.
The path of the accelerated electrons along the column and towards the sample
and subsequently the detector is shaped by electron lenses, apertures and deflection
coils (Fig. 1.6B). In a transmission electron microscope, the optical elements can
be distributed into three regions according to their location in the column and their
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Figure 1.6 Principles and components of a high resolution TEM. A) Simplified schematic
of the path of an electron beam through different optical elements in a TEM. The objective
aperture is located in the back focal plane (b-f p) of the objective lens. B) Layout of a high
resolution 3 condensor lens TEM. Lenses are represented as grey crossed boxes, deflection
coils as black ellipsoids, stigmators as brown ellipsoids and apertures as black lines. The TEM
visualized here is equipped with a post-column energy filter and a DDD. The colours of the
post-column beam indicate the different energies or wavelength of the electrons. Based on (50,
52–54).
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functions: The condensor system at the top collects the electrons coming from the
source to generate a parallel beam in preparation for interaction with the sample.
The objective lenses in the middle collects emitted signals after sample interaction to
generate the initial magnified image. The projection system below the objective lenses
further magnifies the image and projects the image onto a detector at the bottom of the
column (Fig. 1.6) (50).
Electron lenses are electromagnetic coils with an electric current applied. The
generated electromagnetic field deflects electrons when passing through the lens. In an
electron microscope, lenses are placed at fixed distances and the focal length of a lens
changes depending on the amount of current applied. In comparison to glass lenses,
the quality of electron lenses is very poor which manifests itself in multiple types of
lens aberrations of which the most prominent ones are spherical aberration, chromatic
aberration and astigmatism. (55). Lenses in a transmission electron microscope are
complemented by apertures. Apertures are metal pieces with holes of desired width
that are inserted into and aligned to the optical path to select a central, homogenous
fraction of the beam (Fig. 1.6). The objective aperture is located at the back focal plane
of the objective lens and specifically removes electrons with higher scattering angles
to improve image contrast (Fig. 1.6A). Deflection coils in different positions along
the electron’s path through the microscope introduce and correct beam tilt and beam
shift. Energy filters can be inserted into or after the column to remove electrons of
different energies, typically from inelastic scattering, and to reduce unspecific noise in
the generated image (Fig. 1.6B). In a functioning high resolution transmission electron
microscope all of the described optical elements, have to be perfectly aligned with
respect to each other to ensure that a straight, coherent, homogeneous, beam of the
desired intensity passes along the microscope’s column (Fig. 1.6B).
At the bottom, transmission electron microscopes are typically equipped with
a fluorescent screen to convert electrons into light intensities for visual inspection
of the sample. In addition, electronic detectors or traditionally a piece of film, can
record an image of the inserted sample. For imaging of biological samples, elec-
tronic detectors are either based on charged coupled devices (CCDs) or since more
recently, direct electron detecting devices (DDDs) which rely on complementary-
metal-oxide-semiconductor (CMOS)-technology. In CCD-based detectors, electrons
hit a scintillator which leads to the emission of photon. The photon is detected by the
CCD, where a current is generated. This multi step process creates spatial inaccuracies
between the electron entry point and the point where the final pixel signal is generated
(55). In DDDs, electrons directly generate a current when they interact with a pixel.
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In addition, DDDs are very sensitive and a provide better detector quantum efficieny
(DQE) than CCD-based detectors (56). The combination of a highly sensitive detector
with a low electron dose allows to accurately determine the position of each detected
electron which increases the final resolution of the image. DDDs additionally provide
high temporal imaging frequencies which allows splitting the exposure time onto
10-20 individual frames (57). The collection of multiple short exposure images allows
to computationally correct for drift that builds up during sample exposure by aligning
all frames to each other before combining them to generate the final image (58).
1.2.3 Preparation of biological samples for TEM
One of the critical requirements for successful TEM applications are thin samples. In
addition, biological samples have to prepared in a way to withstand vacuum conditions.
Biological samples on their own provide very low contrast since biological material
scatters weakly. In order to improve contrast, contrast-enhancing materials such as
heavy metal salts can be added during sample preparation (Fig. 1.7a) (59). During
so-called negative staining, the sample, typically a purified protein or virus in solution,
is deposited onto a sample support represented by a metal grid with a thin amorphous
carbon film. In a next step, heavy metal salt is spread onto the sample. Upon adsorp-
tion the salt forms a cage around the deposited sample particles. Excessive liquid is
removed by blotting after each step of the sample preparation process. Once inside the
microscope, the heavy metal salt cage around the protein provides strong contrast and
a ’negative’ of the original object (Fig. 1.7a) (55). While negative staining allows for
a quick assessment of a prepared sample it also bears the risk of generating artefacts
through collapsing of the sample during staining and dehydration which limits the
amount of sample detail which is maintained for subsequent imaging.
An alternative sample preparation method captures biological samples directly
inside their native aqueous environment (60). Through a rapid drop in temperature,
a thin film water or buffer containing the sample is turned into electron-transparent,
vitreous ice and prevents the formation of electron dense, crystalline ice. The transition
into vitreous ice maintains all structural features of the sample up to submolecular
details. The introduction of vitrification of samples has started a new field of high res-
olution electron microscopy of biological material at cryogenic temperatures referred
to as cryo-electron microscopy (cryoEM) (61).
A standard cryoEM sample preparation workflow is summarized in figure 1.7b.
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Figure 1.7 Sample preparation for transmission electron microscopy. a) Sample prepara-
tion for negative staining relies on the use of heavy metals to generate contrast. Steps include
the application of the sample, blotting of excess liquid and addition of the heavy metal solution.
An exemplary TEM image of a negatively stained sample of the groel protein is shown on the
right. b) Sample preparation for croyEM. On the right a representative cryoEM image of groel
is shown illustrating the difference in contrast relative to the image shown in a. Adapted from
(55) with permission from the publisher.
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Purified biological particles in solution are spread on a EM grid. The name refers to
a small, circular metal grid with a diameter of around 2 mm. The grid is covered by
a thin film of amorphous carbon with empty areas in between, e.g. holy carbon film
which has a regular pattern of holes with diameters of 1-3 µm. The sample in solution
is spread onto the grid and thereby covered the carbon film as well as the empty areas .
Excess liquid is removed to a minimum by blotting, before the grid is immediately
plunged into liquid ethane, which is typically cooled by liquid nitrogen to around
−180 ◦C (Fig. 1.7). Ethane provides a high thermal conductivity and therefore allows
for rapid enough cooling of the immersed sample to transition water into vitreous
ice. To prevent dehydration of the remaining sample volume after blotting, the grid is
typically kept in a humidified chamber until plunging (62, 63). Upon plunge freezing
samples are kept at liquid nitrogen temperatures until cryoEM imaging to prevent
devitrification.
1.2.4 Contrast and CTF
Unlike samples prepared by negative staining, cryoEM samples typically exhibit low
contrast due to weak scattering of the biological material (Fig. 1.7b). Scattering
described using the wave formulation of electrons, relates to the introduction of an
phase shift relative to the incoming wave. The phase-shifted wave interferes with the
non-affected wave. For biological samples, the signal in the final images mostly relies
on contrast emerging from the phase differences of the phase-shifted and non-shifted
waves, which is referred to as phase-contrast. The interference signal is further mod-
ulated by imperfections of the optical system, in particular the spherical aberration
of the objective lens. Therefore a TEM image is never an exact representation of the
original object. One commonly used adjustable effect to manipulate the phases of
the signal is the use of defocus in TEM imaging. Defocusing of the objective lens
further increases the phase shift which generates an image with higher contrast (64).
Therefore imaging using a deliberately defocused setting rather than imaging in-focus
is a commonly used method to obtain extra contrast in TEM. Phase plates in cryoEM
are used to increase contrast even when imaging the sample in focus by introducing an
extra phase-shift (65).
The sum of all modulations to the signal introduced by the optical system of the
microscope is described by the Contrast Transfer Function (CTF). The contrast transfer
is typically described in relation to the spatial frequency range of the input signal.
The CTF oscillates in a sinusoidal fashion between positive and negative signal. For
frequencies where the curve passess zero, no information are transferred. Defocus and
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spherical aberration directly affect the contrast transfer. Inversely, the CTF directly
depends on both of these parameters. Additional imperfections in the microscope that
effect the signal transfer such as reduced spatial coherence of the electron beam, sample
drift, variation of lens current and sample charging among others are summarized in
the envelope of the CTF, which described an extra dampening of the signal towards
higher spatial frequencies (66). According to (66) and (67) the CTF can be expressed
as follows:
CT F( f ) = Asin(πλ f 2(z−0.5λ 2 f 2Cs)+Bcos(πλ f 2(z−0.5λ 2 f 2Cs)) (1.1)
In the equation f represents the spatial frequency, A the envelope function λ rep-
resents the electron wavelengths, Cs represents the spherical aberration constant of
the objective lens, B represents the fraction of amplitude contrast and z corresponds
to the defocus value. For larger defocus values, the first peak of the CTF is shifted
towards lower resolutions. This means, that for larger defocus values the first zero
crossing is also shifted towards lower frequencies and that more zeros crossings will
occur in the same range of frequencies. Therefore, images are preferentially acquired
as close to focus as possible to minimize the number of zero transfer frequencies.
Today, computational methods exist which allow to estimate the CTF directly from the
power spectrum of each image and to correct for the effects of the contrast inversions
resulting from alternation of the CTF between positive and negative contrast (68,
69). In addition, images that were obtained at a range of different defocus values are
typically combined to compensate for the information loss at the defocus dependent
zero crossing of the CTF curve.
1.2.5 CryoEM - a tool for protein structure determination
The combination of low contrast obtained from biological material in a TEM and the
required use of low electron doses to prevent sample damage results in images with low
signal-to-noise ratio (SNR) rendering image interpretation challenging (71). Instead,
to make use of the high resolution information present, images of the same object
can be combined and averaged to increase the SNR and to recover high resolution
information of the imaged object. When a purified sample in solution is vitrified,
individual particles are (ideally) randomly oriented in the frozen sample and a single
image contains many particles at different orientations (Fig. 1.8). Identifying the
respective orientations and recombining the different projection images, allows to
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Figure 1.8 Overview of a cryoEM single particle workflow. A low resolution structure
obtained from high contrast, negative strain images is used to generate an initial model. The
model is used to identify different projection directions which are then compared to images
obtained from cryoEM. The cryoEM workflow includes motion correction of DDD collected
frame data, particle identification on the raw images, CTF determination and correction and
the classification and alignment of all single particle images previously identified. 2D Class
averages are compared to the projections of the initial negative stain model to refine final
orientations for the reconstruction of the final structure. From (70) published under a CCBY4.0
license.
reconstruct a 3D volume of the original object as stated by the Fourier slice theorem
(72). Therefore imaging a vitrified sample such as a protein in solution by cryoEM
allows to reconstruct the 3D structure of protein from 2D cryoEM images. Upon
acquisition of the data at high magnification conditions, obtaining the 3D structure
of the sample requires the identification of single particles from each image, the
alignment and averaging of particles of the same orientation to increase the SNR, the
identification of each orientation and the reconstruction of the 3D volume from the
different projection averages (Fig. 1.8) (73). In order to overcome structural hetero-
geneity in the sample, multiple, slightly different 3D volumes are reconstructed and
further refined during 3D classification. The obtained 3D structures are evaluated by
determining their resolution by calculating the Fourier Shell Correlation (FSC) from
two independent structures of the same protein, typically obtained by processing two
half sets of the data independently. The number of single particles that contributed
to a structure is linked to the increase in SNR and therefore directly influences the
achievable resolution (74). The completeness and isotropy of orientational sampling
typically as a result of bias towards preferred orientations within the vitreous ice layer
further affects the quality and resolution of the final structure (75, 76).
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In the last ten years several improvements of hardware in particular the introduction
of DDDs (57) and better microscopes as well as software technology such as CTF
correction (68, 69), computational drift correction (58) (see section 1.2.2) and more
accurate theoretical descriptions of the imaging process (77) were made and have
led to a constant increase in the achievable resolution of protein structures obtained
by cryoEM. Today, resolutions acquired by cryoEM and single particle processing
frequently range below 3 Å which allows for de-novo protein structure determination.
This has made cryoEM a popular structural biological tool applicable to proteins which
are hard or impossible to crystallize such as large multi-subunit complexes, for which
high resolution structural models could not be determined previously (78).
However, determining the structure of small proteins <100 kDA remains challeng-
ing. In addition, single particle cryoEM relies on the presence of isolated, homoge-
neous particles and is therefore not applicable to study proteins in a larger context
such as within cells or pleomorphic particles. Targeting the structure of proteins in
their native context is however achievable by combining cryoET with data processing
strategies of subvolume averaging which rely on similar principles than single particle
cryoEM and will be explained in more detail in the next section.
1.2.6 Cryo-electron tomography
In contrast to a 2D projection image, a tomogram allows to directly assess the 3D
relationship of different features of the sample. An electron tomogram is based on
acquiring multiple images of the same sample area by tilting the sample inside the
microscope to a range of specified tilt angles. The acquired images are referred to as a
tilt series. Based on the Fourier Slice Theorem, information from different projection
directions, which correspond to different tilt images, can be combined to reconstruct a
volume representation of the imaged object termed a tomogram (Fig. 1.9) (72).
The Fourier Slice Theorem further states that a 2D projection image represents one
slice through the 3D Fourier transform of the imaged 3D object. The slice is orthogo-
nal to the projection direction. The thickness of the slice is inversely proportional to
the sample thickness. The limit of complete information transfer kC in a tomogram
according to the Crowther criteria is therefore proportional to the sample thickness
and the sampling of different projections as illustrated in figure 1.9 (79). Frequencies
beyond kC can provide additional information but typically provide a lower SNR. Due
to the design of current sample holders and the slap geometry of the sample, tilting is
limited to a maximum of 70°. The missing projections at higher tilt angles represent
missing slices in the 3D Fourier volume and together appear as a missing wedge in
Fourier space (Fig 1.9). The missing wedge causes distortions of the reconstructed
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Figure 1.9 Illustration of the information transfer in tomography. Representation of a
tilt series in Fourier space in 2D. According to the projection theorem, each slice or line
shown here corresponds to a projection image for a different projection direction. Projection
directions are sampled by tilt angles with 10° spacing. kC indicates the limit of information
transfer according to the Crowther criteria (79). The absolute limit of information transfer kI is
determined by the microscope and the imaging conditions. Adapted from (80).
volume including elongations in the direction of the missing information (81). The
reconstruction of the tomogram from the acquired tilt series can be performed using
different approaches such as back projections, direct Fourier inversion (74) and itera-
tive algorithms such as the Simultaneous Iterative Reconstruction Technique (SIRT)
(82). All tomograms reconstructed in this thesis have been reconstructed using the
weighted back-projection (WBP) method. During WBP the pixel information of one
region of the sample from all 2D tilt images are projected along the projection direction
back into a 3D volume.
Two different types of ET can be distinguished which will be referred to as room
temperature ET and cryoET. In room temperature ET, samples such as mammalian
cells are high-pressure frozen and subsequently embedded into a plastic resin by freeze-
substitution. The presence of the resin conserves cellular and subcellular structures.
To enhance contrast for subsequent EM imaging, heavy metal salts just as used in
negative staining are added. Subsequently the resin block is sectioned in thin slices for
TEM imaging. While this method has been successfully used in the past to elucidate
membrane structures, organelle architecture and general morphological features inside
cells it fails to provide details on the molecular level (83, 84).
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In contrast and due to the excellent sample conservation in vitreous ice, cryoET
allows studying molecular details in 3D of the chosen sample. Sample preparation for
cryoET is similar to sample preparation for single particle cryoEM. Thin specimens,
are typically vitrified by plunge freezing (Fig. 1.7). Small targets for thin samples
include pleomorphic assemblies of proteins or membranes and proteins, such as hetero-
geneous, large protein complexes, enveloped viruses, cellular vesicles, small bacteria
or bacterial mini cells among others (81, 85–87). Medium thick sample, up so size of
a single mammalian cell, can be vitrified by plunge freezing while thicker samples can
get vitrified through high pressure frozen. Any type of thicker sample requires further
thinning prior to imaging which can be performed either by cryo focused-ion beam
(FIB) milling or cryo-sectioning (81).
In comparison to images acquired for subsequent single particle processing, the
electron dose per tilt image has to be further reduced since multiple images of the same
sample area have to be acquired. The total electron dose that is typically spent on a
single image acquire for the purpose of single particle data processing (80 e Å
−2
) has
to be distributed across the complete tilt series to prevent degradation of the sample
before the complete tilt series is acquired. CyoET tilt series acquired in the context of
the work for this thesis, consisted of 41 2D images with a tilt angle spacing of 3° which
leads to an 41-fold reduction in signal per image in comparison to a single particle
image if the same total dose was used. The low contrast in the individual images
of a tilt series represents significant challenges in subsequent processing steps such
as image alignment. To facilitate accurate tilt series alignment despite low contrast,
spherical gold particles can be added to the sample if possible to serve as high contrasty
alignment markers which can be traced across the tilt series. The use of so called ’low
dose methods’ assures that images which are needed for autofocusing and tracking
during the acquisition of a tilt series are acquired on positions next to the actual
imaging position rather that exactly at the imaging positions. This procedure saves
valuable electrons for increasing the contrast in each tilt series image. The acquisition
of images at higher tilt angles leads to decreased image quality due to an effectively
increased sample thickness in the direction of the beam. Consequently, the amount
of inelastic scattering is increased for images with high tilt angles which leads to a
further reduction in SNR for these images. Therefore, cryoET in particular benefits
from high electron voltages and the use of an energy filter to reduce background signal
from inelastic scattering (81, 85).
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1.2.7 Subtomogram averaging
CryoET can be combined with subvolume or subtomogram averaging to retrieve higher
resolution information of a repetitive feature in the tomogram. Just like single particle
processing, the benefit of subtomogram averaging relies on a significant increase in the
SNR based on computationally aligning and averaging subvolumes with the same in-
formation content. The computational procedures involved in subtomogram averaging
are very similar to the procedures involved and explained for single particle cryoEM
data processing (see section 1.2.5). Starting from a reconstructed tomogram, the
subtomograms at the position of the feature of interest are extracted and subsequently
aligned to each other in 3D, before subvolumes are combined into one average. The
increased SNR of the average allows to gain insights into higher resolution details rela-
tive to what is already visible in the tomogram. The subtomogram averaging workflow
used for the work presented in this thesis relies on scripts which have been derived
from the AV3/TOM subtomogram averaging packages (80, 88). In the following I
will briefly introduce the principles of subtomogram averaging pipeline using the
conventions and names as described in these packages (Fig. 1.10): During alignment,
all subtomograms are individually compared to the average generated from the aligned
particles of the previous iteration. In the first iteration, a low pass filtered model, the
non-aligned average or an artificially generated volume can be used as reference. To
compare the subtomograms to the reference, the reference is tilted and rotated along
the three main axes in a range which is set by the user. Rotations are described by
the three Euler angles ψ , θ and φ . For each orientation the reference is compared to
all subtomograms using a constrained cross correlation function (CCF). Constrained
describes the masking step to remove the information affected by the missing wedge
prior to calculating the cross correlation map. In addition low pass and high pass
filters are set, to prevent noise alignment. Finally, the user defines a mask to define
the region of the reference and the subtomogram to be considered during alignment.
Positions and orientations with the highest cross correlation score are stored for the
next iteration and used to calculate the final average. While the description of the
alignment workflow follows the AV3 package, many other software packages for
subtomogram averaging rely on similar principles (89–91). An overview of different
subtomogram packages can be found in (85).
Concomitantly with the methodological improvements in single particle cryoEM,
obtainable resolutions for structures studied by subtomogram averaging have increased
in the past years. Recently, resolutions around 5 Å which allowed building a high
resolution model into the obtained density maps were reported for the first time (92–
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Figure 1.10 Diagram of the subtomogram averaging pipeline used in this study. Summary
and order of computational steps used during subtomogram averaging starting from the
extracted subvolumes. Nomenclature used in this scheme corresponds to the AV3 software
package. More details for each step are provided in the text. Adapted from (80) with permission
from the publisher.
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94).
Multiple efforts have contributed to this improvement. Progress in hardware tech-
nology including the development of DDDs to improve the cryoEM image quality
concomitantly has led to an improvement of tomography and subtomogram averaging
methods. The development of a dose-symmetric tilt scheme has proven to increase
tomogram quality in particular for subsequent subtomogram averaging (95). A dose-
symmetric tilt scheme requires large and frequent stage movements between images
which causes drift and shifts which have to be constantly checked for during tilt series
acquisition in order to ensure high quality data. Therefore software to control and
automate microscopes such as serialEM (96), Leginon (97) among others have been
crucial to improve the quality and the automation of tilt series acquisition. On the com-
putational side, methods which were already successfully employed in single particle
data processing were transferred and adjusted for the challenges of tomography and
subtomogram averaging including more accurate CTF determination and correction,
including 3D-CTF correction, (93) as well as exposure based dose filtering (92, 98).
Despite the discussed improvements, resolving amino acid side chains by subto-
mogram averaging for a wide variety of samples remains rare till today. Instead, most
subtomogram averaging structures, give important and unique insights into the 3D
distribution of proteins and the in situ arrangement of domains, subunits and secondary
structural elements. Here, the structural interpretation still relies on high resolution
models provided by complementary methods such as X-ray crystallography, theoretical
modelling or mass spectrometry. (87, 99, 100)
1.3 Scope of this study
Protein structure provides critical information to understand protein function. Struc-
tural insights in the past were only available for samples which can be targeted by
X-ray crystallography or Nuclear Magnetic Resonance (NMR) spectroscopy such as
smaller proteins and non-enveloped viruses. Recently, the development of cryoEM
and single particle data processing methods has broadened the spectrum of targets
for structure determination. Nevertheless, the structure of enveloped, pleomorphic
particles, such as influenza virus is not accessible to single particle data processing
since particle shape and size are not homogeneous. Influenza virus is a dangerous
pathogen which evolves rapidly and thereby can create new strains which can be
infectious enough to start a pandemic such as the 1918 Spanish flu. Current strategies
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to prevent infections and ultimately the emergence of new pandemics, rely on vaccina-
tions with limited efficiency and the need for annual refreshment to maintain partial
immunity. Understanding the molecular structure of the virus is therefore essential in
order to overcome our current limitations in prevention and treatment of the pathogen.
Describing critical processes such as the infection of a host cell as well as the formation
of new virus particles are impossible without the knowledge of the structure of the
virus. Using TEM and later cryoEM to visualize enveloped viruses including influenza
virus has therefore revolutionized our understanding of the virus. The obtained EM
images in combination with the structural models of virus proteins allowed for the first
time to generate a model of influenza virions represented as a spherical, membraneous
particle with a dense surface layer of glycoproteins. In addition, only from EM images
the variability of size and shape of influenza virus particles became accessible.
However, the projection image characteristics of 2D EM images have limited the
correct identification of all virus components in 3D. Therefore the use of tomography
for studying influenza virus helped to further increase the knowledge of the 3D
arrangement of the different components within influenza virus particles. Important
insights from tomography include the asymmetric distribution of the two proteins HA
and NA, the arrangement of the eight genome segments at virus tips as well as the
confirmation of the presence of a regular protein matrix underneath the virus envelope
formed by M1. However, further details about the arrangement and details about
the M1 orientation and M1-M1 interaction interfaces remain elusive. In particular
the small size of M1, 28 kDA, and the respective diameter of a M1 subunit, 4 nm
for the crystallized M1 NTD, is at the limit of what can be directly assessed in a
tomogram. The combination of cryoET data with the data processing technique of
subtomogram averaging helps to overcome the limits of tomogram interpretation by
averaging repetitive features in the tomogram.
Despite the continuous improvement of the understanding of influenza virus struc-
ture, multiple questions in particular about the structure and arrangement of M1 within
the virus remain open. In addition, accurate and quantitative insights of the arrange-
ment and structural variability of the glycoproteins on the virus surface remain missing
to date. Due to their high abundance within virus particles M1 and HA are both
possible targets for subtomogram averaging. To approach the outlined open questions
about influenza virus structure I set out to make use of the unique characteristics of
cryoET in combination with subtomogram averaging to obtain structural insights of
HA and M1 directly from influenza virus A particles.

Chapter 2
Material and Methods
2.1 Mammalian cell culture
MDCK cells
Madin-Darby Canine Kidney (MDCK) cells (ATCC: CCL34) were cultured in Dul-
becco’s Modified Eagle Medium (DMEM) Glutamax (Gibco, ThermoFisher) sup-
plemented with 10 % Fetal Bovine Serum (FBS) (Gibco, ThermoFisher), 1 % Peni-
cillin/Streptomycin (PS) at 37 ◦C, 5% CO2 and 100 % humidity. MDCK cells were
always maintained at less than 80 % confluence. To split cells, MDCK cells were
washed with pre-warmed Phosphate Buffered Saline (PBS) before pre-warmed 0.05 %
trypsin (Gibco, ThermoFisher) was added. Cells were incubated in the presence of
trypsin for 20 min at 37 ◦C. When cells were detached, prewarmed media was added.
Cells were subsequently washed once by centrifugation for 3 min at a maximum of
500 x g followed by replacement of supernatant with fresh media.
HEK293T cells
Human Embryonic Kidney (HEK)293T cells (ATCC: CRL-3216) were cultured as
described for the MDCK cells in 2.1. In order to detach cells, incubation for 3 min at
37 ◦C was sufficient to achieve cell detachment. All other procedures and materials
were the same.
Cell counting using an automatic cell counter
10 µL of diluted cells was mixed with 10 µL of 0.4 % tryphan blue stain (Invitro-
gen,ThermoFisher) and 10 µL of the mixture was added to a specific cell counting
slide. The slide was inserted into the counting chamber of a CountessII Automated Cell
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Counter (Invitrogen,ThermoFisher). Contrast was readjusted manually if necessary
and the cell concentration was automatically determined from the counter.
2.2 Virus stocks and virus purification
2.2.1 Virus stocks
Virus stocks of A/Hong-Kong/1968/1/ (H3N2,HK68) and A/WSN/1933 (H1N1,WSN)
influenza A virus (IAV) initially generated by reverse genetics were kindly provided
by the lab of Hans-Georg Kraeusslich. For amplification of virus stocks, T75 flasks
with 80 % confluent MDCK cells were washed twice with DMEM to remove residual
serum. The virus to be amplified was diluted in 5 mL 0.3 % Bovine Serum Albumin
(BSA) (fraction V, for cell culture, Gibco, ThermoFisher)/DMEM and cells were
inoculated at a multiplicity of infection (MOI) < 1. After 1 h of infection, the inoculum
was replaced with 5 mL 0.3 % BSA/DMEM containing 0.5 µg mL−1 to 5 µg mL−1
N-tosyl-L-phenylalanine chloromethyl ketone (TPCK)-treated trypsin (Sigma-Aldrich,
Merck). 48 h post infection and when signs of cytopathic effect (CPE) were visible,
the supernatant was collected and pre-cleared at 500 x g to remove cell debris. The
pre-cleared supernatant was stored in small aliquots at −80° until usage.
2.2.2 Quantification of virus titers
Quantification of virus titers of newly prepared virus stocks was achieved by plaque
assays. The plaque assay at EMBL was performed by O. Avinoam and S. Nakatsu
using the agar method and performed by L. Metskas and me at the LMB using the
Avicel media as overlay (101). The main difference between these two protocols is
the choice of the viscous substrate, while the remaining steps are the same. For the
Avicel method MDCK cells were densely seeded into several 6-well plates. Cells
were washed twice using 0.3 % BSA/DMEM and virus was serially diluted in 0.3 %
BSA/DMEM to obtain different final dilutions and MDCK cells were subsequently
inoculated with different viral dilutions in duplicates. During the first hour of infection
the 6 well plates were moved every 15 min to assure a homogeneous distribution
of virus particles. To prepare the Avicel overlay solution, the Avicel stock solution
containing 2 mg Avicel in 100 mL water (kindly provided by R. Ulferts from the Beale
lab at the Cambridge pathology department for a test experiment) was diluted 1:200 in
DMEM containing 2 µg mL−1 TPCK-treated trypsin. Upon removal of the inoculum,
2 mL Avicel solution was added to each well and incubated for for 48 - 72 h without
moving the plate. Following the incubation time, the Avicel overlay was removed
2.3 VLP plasmids 31
and the cell layer was fixed with 4 % Paraformaldehyde (PFA)/PBS for 30 min. After
removal of the fixative, the cell layer was stained with 1 mL 0.1 % toluidine blue per
well which was incubated for at least 20 min prior to rinsing the wells with water.
Upon drying, the staining allows for the visualization of plaques which can be counted
for the different virus dilutions to determine the original virus concentration. Titers
of produced virus stocks used for the work described in this thesis were measured to
correspond to 107 −108 plaque forming units (PFU) mL−1.
2.2.3 Virus purification
Steps of infection and harvesting are the same as described for the amplification of
virus stocks (section 2.2.1). Starting from the harvested supernatant, the supernatant
was precleared by centrifuging for 5 min at 4° at 500 g to remove cell debris. During
optimization of the purification protocol we tried adding an additional pre-clearing
step of 10 min at 4° and 800 g. A sucrose cushion solution was prepared as 32.5%
sucrose in TNE buffer (20 mM Tris-HCl (pH 7), 100 mM NaCl, 2 mM EDTA). 2 ml of
4° pre-cooled sucrose solution was carefully pipetted into a SW40i ultra centrifuge
tube and subsequently overlaid with 10 ml pre-cleared supernatant and centrifuged
for 90 min to 120 min at 25.000 - 30.000 rounds pre minute (RPM) at 4°. Tubes were
carefully removed from the centrifuge and stored on ice. The supernatant as well as
the sucrose solution were carefully removed and tubes were subsequently inverted and
wiped dry. The pellets at the bottom of the tube were redissolved in 20 µL to 50 µL of
TNE buffer, by gently shaking overnight at 4°. Dissolved virus particles from different
centrifuge tubes were subsequently recombined. The dissolved virus particles were
then mixed with the same volume of 2X fixative solution containing 8 % (PFA, EM
solutions), 0.2 % glutaraldehye (GA, EM solutions) in PHEM buffer (600 mM PIPES,
250 mM HEPES, 100 mM EGTA and 20 mM MgCl), pH=7 and incubated on ice for
30 min. After 30 min glycine solution was added to a final glycine concentration of
2 mM to quench the fixative.
2.3 VLP plasmids
2.3.1 VLP plasmids
Plasmids used for VLP formation, encoding for the sequences of HK68 HA, HK68 NA
embedded into pCAGGS vectors were previously described in (45). These two plas-
mids plus two additional plasmids encoding for HK68 M1 and HK68 M2 also cloned
into pCAGGS vectors were kindly provided by the lab of Hans-Georg Kraeusslich.
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2.3.2 VLP plasmid amplification
DH5α E.coli cells were thawed on ice and transformed with the respective plasmid by
heat shock using 1 µL plasmid stock, which were kept at concentrations of 1 µg µL−1.
For heat shock transformation bacteria and plasmid were incubated on ice for 20 min
and subsequently placed at 40 ◦C for 30 s and subsequently cooled on ice for 2 min.
Subsequently 500 µL warm SOC media (super optimal broth (SOB) plus extra glu-
cose) was added, mixed and immediately centrifuged for 3 min at 600 x g. Upon
centrifugation 250 µL of the supernatant were removed from the tube and 50 µL to
100 µL of the remaining bacteria solution were plated on pre-warmed lysogeny broth
(LB)/Ampicillin (AMP) (100 µg mL−1) plates (prepared by LMB media kitchen) and
incubated overnight at 37 ◦C. From plates with good colony density, single colonies
were picked and pre-grown in 5 mL LB with 100 µg mL−1 AMP at 37 ◦C for 12 h. If
the culture showed visible growth, it was added to 200 mL LB-Amp to grow overnight
at 37 ◦C. The next morning, bacteria were harvested and plasmid Deoxyribonucleic
acid (DNA) was extracted using a commercially available kit for DNA preparation,
(Maxi prep kit, Quiagen). The obtained plasmids were diluted to obtain a final stock
solution of 1 µg mL−1, aliquoted and new aliquots were kept at −20°. All newly
prepared plasmids were checked by sequencing and initial expression tests by dot blot
of western blot.
2.4 Sample preparation for cryoET
2.4.1 Preparation of grids for cell seeding
QF AU-200 mesh R2/2 grids (Quantifoil), stored in a closed box to minimize exposure
to potential mammalian cell contaminants were glow-discharged (easy glow, Pelco) for
30 s at 20 mA to increase hydrophily and to sterilize grids. 10 nm gold fiducials in PBS
were diluted 1:50 with PBS. Grids were incubated with 10 µL of diluted gold fiducials
for at least 30 s before excessive liquid was removed using a piece of Whatman No. 1
(Whatman) blotting paper. A 6-well plate was prepared with 2 mL of 10 % FBS/1 %
PS/DMEM Glutamax (Gibco). 4-8 grids were slid into a media-containing well while
making sure, that they attach to the bottom of the plate. Grids were pre-incubated in
media for at least 1 h before cells were seeded on grids.
2.4.2 Preparation of virus samples on grids
MDCK cells were trypsinized as described in section 2.1. Detached cells were counted
as described in section 2.1. Prepared grids distributed in 6-well plates as described
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in section 2.4.1 were used and the remaining media was removed carefully from
each well to prevent dislodging of grids. 2 mL of diluted cells was added per well to
seed a total number of 1.5X105 cells/well and cells were incubated in the presence
of EM grids at 37 ◦C 5% CO2, 100% humidity for 12 h to 24 h until cells were well
attached. In a biosafety level 2 cell culture room, cells on grids were washed with
0.3% BSA/10 mM HEPES in DMEM before inoculation with diluted virus. Virus
was diluted to infect at an MOI<1. Virus stocks HK68 or WSN stored at −80 ◦C
were freshly thawed and diluted in 1 mL infection media before inoculating the cells
attached to EM grids. Virus and cells were incubated together for 1 h and mixed every
15 min. After 1 h, the inoculum was removed and replaced with 0.3 % BSA/DMEM
containing 0.5 µg mL−1 to 5 µg mL−1 TPCK-treated trypsin, depending on trypsin
activity, to ensure HA cleavage of newly formed virions. Incubation was stopped when
CPE was visible, typically 24 h to 48 h post infection. If the sample was subsequently
transferred into biosafety level 1 areas the virus was inactivated using 4 % PFA 0.1 %
GA in 1X PHEM buffer for at least 30 min and subsequently washed 2 X with PBS
prior to plunge freezing of grids.
2.4.3 Plunge freezing of grids with mammalian cells
Grids were plunge frozen using a LeicaGP cryo plunger (Leica). Upon pre-cooling
with liqiud nitrogen, liquid ethane was kept at −182 ◦C. Humidity of the sample
chamber was set to 95 % and temperature was set to 20 ◦C for inactivated samples
and to 37 ◦C for living cells. 5 µL of 1:3 diluted 10 nm nm PAG-gold solution in
PBS was added to the grids inside the sample chamber and prior to blotting. Blotting
times varied between 1.5 s to 3 s. Upon moving to the LMB, grids were initially
plunge-frozen using a Vitrobot Mark 4 (ThermoFischer) with the blotting number and
blotting time set to 0 in order to disable automatic blotting. Instead, a small piece of
Whatman No. 1 filter paper hold by a pair of forceps was manually inserted into the
sample chamber to achieve single sided blotting. Manual blotting was performed for
10 s to 15 s while all other parameters remained the same as described above.
2.4.4 Preparation of VLP samples on grids
HEK293-T cells were trypsinized as described in 2.1. Cells were counted as described
in 2.1. 400.000 cells were seeded on prepared grids (see 2.4.1) per well of a cell
culture 6-well plate and incubated 15 h to 20 h before transfection. Shortly before
transfection, media was replaced by 1 mL Optimem (Gibco,ThermoFisher) per well.
The Transfection was performed using the lipofection agent Fugene (Promega) ac-
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cording to the manufacturer’s protocol. A total amount of 3.3 µg plasmid DNA was
diluted in 150 µL Optimem (Gibco), before 9.9 µL FUGENE was added. DNA and
FUGENE were mixed and incubated for 15 min before the mixture was added to
each well drop-wise. For HA, NA, M1 and M2 VLPs, plasmids were added using
the following ratio: 1:1:2:0.5 for HA, NA, M1, M2 respectively. The recommended
removal of the transfection mixture after 5 h did not lead to an improvement of trans-
fection yields or cell health and the step was omitted to reduce handling of the dishes
containing EM grids to minimize the risk for grid movement inside the well. 48 hours
post-transfection, grids with cells and VLPs were removed from the 6-well plates and
directly plunge frozen as described in 2.4.3.
2.5 CryoET
2.5.1 CryoET data collection
All tomograms were collected on a Titan Krios cryo-electron microscope (Ther-
moFisher, former FEI) equipped with an in-column energy filter (Gatan) and using
an K2 direct electron detector (Gatan) either at the EM facility at EMBL Heidelberg
or at the facility at the MRC LMB in Cambridge. Grids of pre-screened samples
were, clipped into cartridges and subsequently transferred into the loading cassette
using the corresponding loading station. The cassette was loaded into the microscope
and grids were transferred into by the microscope’s auto loading system. All loaded
grids were initially mapped automatically at a low magnification of 135x using the
gridmap function in serialEM (96). The best grid was selected for subsequent imaging
by medium magnification mapping. Montages of manually selected grid squares
were automatically acquired in serialEM at a magnification of 2250x, a defocus of
−100 µm and with an objective aperture of 50 µm inserted and centred. As part of
the grid square mapping routine, eucentric focus was adjusted for each grid position.
At the magnification used for grid square mapping, virus and VLP filaments can
be identified. From the acquired montages, positions for tilt series acquisition were
selected manually. Sample thickness, the absence of cells and ice contaminations in
the surroundings and relative to the tilt axis were taken into account when selecting
positions. Prior to data acquisition, the microscope was fine-tuned for the final imaging
parameters. Coma and astigmatism was determined and corrected by taking images ac-
cording to a Zemlin table (102) using a routine implemented in the program AutoCTF
(ThermoFisher, formerly FEI). Subsequently, a 70 µm sized objective aperture was
inserted. The exact magnification used was variable for different microscopes and data
sets and was ranging between 81.000 and 103.000. The resulting pixel sizes for all
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Table 2.1 Summary of data collection conditions of all datasets described in this thesis
’puri’ indicates that the virus was purified for this sample, * indicates that the sample was inac-
tivated by chemical fixation. Df=Defocus, Super Res=Super Resolution mode, Tilt incr=Tilt
increment, TS=Tiltseries
HK68puri WSNpuri HK68-I* VLP-I Udorn-I* VLP-II* HK68-II
Pixel Size (Å) 1.78 1.78 1.78 1.78 1.01 1.54 1.7
Total Dose (eÅ
−2
) 145 140 150 120 100 140 140
Tilt Range (°) -66/66 -66/66 -66/66 -60/60 -64/64 -60/60 -60/60
Tilt incr (°) 3 3 3 3 2 3 3
Super Res yes yes yes yes no no no
Counting yes yes yes yes yes yes yes
Df Range (µm) -4/-6.5 -4/-6.5 -4/-6.5 -2/-6.5 -1/-2.5 -2/-5 -2/-4
Df Step (µm) 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Frames 10 10 10 10 10 20 20
TS number 60 60 40 60 30 20 100
datasets are summarized in table 2.1. All tilt series were acquired in nano probe and
Energy-filtered transmission electron microscopy (EFTEM) mode with an energy filter
slit set to 20 keV. The energy filter was tuned and the zeros-loss peak centred prior
to data acquisition using tools provided by the Digital Micrograph program (Gatan)
which controls the energy filter and the detector. Based on the desired total dose per
tomogram, the dose per tilt and the total exposure time per tilt and per frame were
calculated based on the dose measured in an empty area of the sample. The total
dose and number of frames are summarized in table 2.1. After the manual selection
of positions, tilt series were automatically acquired following a dose-symmetric tilt
scheme (95) using serialEM (96) scripts provided by Wim Hagen. During tilt series
acquisition autofocus and tracking was automatically executed as part of the script on
manually selected areas in the surrounding of the imaging area and positions along the
tilt axis.
2.5.2 Data preprocessing and tomogram reconstruction
Frame alignment and motion correction for all tilt series were performed by using the
Alignframes tool in IMOD (103), either implemented as the serialEMCCD plug-in
(96) for on-the-fly frame alignment during data collection or after data collection. If
data were collected in super resolution mode the frame size was reduced by Fourier
cropping. Aligned frame stacks were sorted by tilt angle using scripts written in
Matlab (MathWorks) or usign IMOD’s sort by tilt functionality (103). Tilts without
signal were removed manually and one image stack per tomogram was generated
using IMOD’s newstack tool (103). Tilt images were exposure filtered according to
the accumulated dose applied to the sample for each tilt using Matlab (MathWorks)
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or more recently using the Alignframes filtering per dose function in IMOD. In both
cases, exposure filtering was implemented as described in (104). The CTF for each
tilt image was determined on non-exposure filtered tilt stacks using CTFFIND4 (69)
and evaluated for each image. If data were 2D CTF corrected, CTF correction was
performed in IMOD by phase flipping (103). If data were 3D CTF corrected, data
were corrected using NovaCTF by CTF multiplication (93). Tilt series were aligned
using IMOD (103). X-rays and high intensity pixels were removed, tilts series were
aligned by cross correlation and gold fiducials were either automatically seeded and
corrected manually on the zero tilt image. Beads were automatically tracked. Tilt seris
were aligned based on the tracked gold fiducals, which were manually refined until
the reported residual from the alignment model through all selected beads was lower
or equal to the pixel size or until the residual did not improve further. All tomograms
were reconstructed in IMOD by weighted back projection.
2.6 Subtomogram Averaging
Subtomogram averaging and subtomogram averaging related tasks were performed
using Matlab (MathWorks) scripts based on the TOM and AV3 subtomogram averaging
packages (88) and adapted and modified by me and other current and previous group
members, in particular William Wan and Dustin Morado.
2.6.1 Subtomogram Averaging of HA
Initial positions and orientations of subtomograms
The central spline of each virus or VLP filament found in tomograms was manually
traced either using the Volume Tracer function in UCSF Chimera (105) or in AMIRA
(ThermoFisher, formerly FEI). Based on the manually determined positions a spline
function was generated in Matlab (MathWorks). Using Matlab, the central spline for
each filament was used to generate a tube based on the HA-HA diameter manually
determined for each filament. Positions along the surface of the tube with spacings of
5 nm were used as the initial positions for subtomogram extraction. The orientation
of the normal vectors at these positions along the tube surface were used to generate
initial Euler angles for the generation of the first average.
Subtomogram alignment
All alignments were preformed without an external reference. An initial reference
was generated from a subset of the data for each dataset individually. This generated
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Table 2.2 Summary of dataset sizes processed by subtomogram averaging for HA Num-
bers of subtomograms and asymmetric units are final numbers per half set
’
HK68-I* VLP-I Udorn-I* VLP-II* HK68-II
Pixelsize (Å) 1.78 1.78 1.01 1.54 1.7
Tomograms 33 60 28 12 24
Viruses 34 69 28 20 30
Subtomograms 15,000 45,000 6200 12,000 19,000
Symmetry 3 3 3 3 3
Asymmetric units 45,000 135,000 18,600 36,000 48,000
Resolution FSC(0.143) (Å) 9 8 9 9 9
reference was subsequently used for the alignment of the full dataset. Alignment masks
during all stages of alignment were shaped as cylinders of different dimensions. The
diameter of the cylinder was reduced over the number of iterations. Starting from wide
cylinders which include a central HA protein and density of its neighbours down to
cylinders which match the dimensions of a single HA protein. Masks were generated
using the dynamo mask tool (89) and mask edges were smoothed by a Gaussian signal
drop off. Initial and final number of subtomograms for each dataset processed by
subtomogram averaging for HA are indicated in the corresponding results sections
(see section 3.2) and summarized in table 2.2.
FSC calculations and sharpening
All datasets were split into two half sets based on odd and even subtomogram positions.
The and two half sets were processed independently after initial Bin4 alignment for
which reference and subtomograms had been low pass filtered to 35 Å. The FSC
was calculated in Matlab (MathWorks) between the two masked EM maps using the
method described in (106). Masks were created to be slightly smaller than the final
alignment mask and mask edges were smoothed. The reported resolution was obtained
from the 0.143 or the 0.5 threshold of the FSC curve. B-factors were empirically
determined as indicated for each presented structure and maps were sharpened using
the indicated B-factors and filtered to the determined resolution as described in (107).
2.6.2 Subtomogram Averaging of M1
Initial positions and orientations of subtomograms were calculated just as described
for HA in section 2.6.1. Radii which were used to calculate the cylinder for M1
subtomogram extraction were adjusted to match the M1-M1 rather than the HA-HA
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Table 2.3 Summary of data processed by subtomogram averaging for M1. Numbers of
subtomograms and asymmetric units is per half set. geo.cl.=geometric cleaning.
HK68-I* VLP-I
Pixelsize (Å) 1.78 1.78
Tomograms helix parameters 21 20
Tomograms combined for final structure 4 4
Subtomograms of combined tomograms before geo. cl. 13,200 15,900
Subtomograms of combined tomograms after geo. cl. 6000 3800
Symmetry 1 1
Resolution FSC(0.143) (Å) 8 8
diameter for each filament. Initially subtomograms were extracted at oversampled
positions from Bin4 tomograms. Initial postions were generated with a spacing
of 20 Å, 2 Bin4 pixels, corresponding to half the width of a M1 NTD monomer,
approximately 40 Å. Depending on the orientation of the VLP or virus filament, this
led to a generation of 28,000 -35,000 initial subtomogram positions were filament.
Subtomograms were extracted and averaged separately for each filament. Subsequent
alignments were equally performed individually for each filament in parallel due to
the heterogeneity of the references obtained per filament. Alignment masks were
generated as cylindrical volumes in dynamo (89) with varying diameters and smoothed
edges. Throughout Bin4 processing, masks were almost as wide as the extracted box to
include as much signal as possible. During Bin2 processing, masks were generated as
volumes in Matlab to match the curvature of the filament. The width of the mask was
continuously decreased to attempt to focus the alignment on individual M1 monomers.
However, the signal from an individual M1 monomer was to low, so that until the
end the mask included six M1 monomers. However, masks used during later stages
of alignment were generated to mask only the emerging inner and outer lobe of the
structure and alignment was run in parallel for a mask that includes both lobes, a mask
for the outer lobe and a mask focusing on the innner lobe, with the same alignment
parameters otherwise. For more details see also section 4.2.1.
FSC calculations and sharpening
For each final dataset combined from four tomograms two equal sized half sets were
generated by splitting all subtomograms positions into top and bottom for each virus
or VLP filament. The two half sets were processed independently after initial Bin2
alignment. FSCs between the two masked EM maps were calculated in Matlab
(MathWorks) as described in (106). Masks were created to be slightly smaller than the
final alignment mask and mask edges were smoothed. The reported resolution was
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obtained from the 0.143 or the 0.5 threshold of the Fourier shell correlation (FSC)
curve. B-factors were empirically determined as indicated for each presented structure
and maps were sharpened using the indicated B-factors and filtered to the determined
resolution as described in (107).
2.7 Downstream data analysis
All additional data analysis and if not indicated differently was performed in Matlab
(MathWorks). All fitting of structural models into density maps was performed in
UCSF Chimera (105) using the fit in map routine.

Chapter 3
Structural studies of IAV
hemagglutinin in situ
3.1 Introduction
3.1.1 HA in the virus life cycle
The viral envelope of influenza viruses is decorated with the viral glycoproteins HA
and NA of which HA is the most abundant one. The transmembrane protein HA
forms a homotrimer. The 12 nm long extracellular domain points away from the virion
surface (Fig. 3.1A). The ectodomain can be divided into a membrane proximal stem
and a membrane-distal head region. The stem region connects to the transmembrane
domain (TMD) of HA via a flexible linker. The TMD comprises a single alpha helix
(108) and TMD extends into a short cytoplasmic tail to mediate interactions with
proteins at the inner side of the membrane. Based on the high mutation rates of
influenza 18 different types of HA have been identified until today. While there are
significant differences on the sequence level, all types still provide a relative high
level of structural homology. HA variants have been categorized into two groups
based on their structural similarity. Group 1 comprises H3, H4, H7, H10, H14, H15
while H1, H2, H5, H6, H9, H8, H11-13, H16-18 are summarized as group 2 (109).
HA is initially expressed as the HA0 precursor polypeptide which is subsequently
cleaved by host-cell proteases into two chains, HA1 (58 kDa) and HA2 (26 kDa),
that remain connected via disulfide bonds (110). HA cleavage is essential to allow
the protein to undergo a drastic conformational change under the condition of low
pH and in preparation for membrane fusion. Structurally, HA2 comprises the large
central helix C, and a shorter helix A. Both are connected by the connective loop B
(Fig. 3.1B). HA1 consists mostly of parallel beta sheets connected by loops and small
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Figure 3.1 Crystal structure of HA. A) HA trimer of the H3 subtype in side view on the top
and top view on the bottom. The three protomers are coloured in red, blue and white. B) Single
HA monomer in side view with the different regions and domains coloured as indicated. HA2
(red) plus fusion peptide (yellow). HA1 contains the receptor binding site subdomain (green),
the vestigial esterase subdomain (blue) and the F’ Fusion subdomain (purple). The structure
shown corresponds to HA from the H3N2 HK68 virus. PDB: 4WE4.
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helices. A large part of HA1 forms the head region of HA. The top of the head region
forms the receptor binding subdomain (RBS), in form of a shallow ligand binding
pocket. Adjacent to the RBS and as lower part of the head region sits the so-called
vestigial esterase subdomain and which is named based on the structural similarity to
the esterase domain of the hemagglutinin-esterase-fusion glycoprotein of influenza
C and D virus (Fig. 3.1B). The fusion subdomain of HA1 represents the only part of
HA1 located in the stem region.
During the virus life cycle (see section 1.1.3) HA has multiple functions. Firstly,
HA initiates interactions with host cells. The HA RBS binds to sialic acid molecules
at the end of glycan chains decorating host cell surface receptors. HA variants differ
in their preference for different sialic acid - galactose linkages. Predominant types
of linkages depends on tissue type and species. While H5 favours α(2,3)-sialic acid
linkages, which occur widely in cells originating from birds, H3 preferentially binds
to α(2,6) linked sialic acid, which is widely present in human lung epithelia (111).
The difference in sialic acid linkages contributes to host specificity. The interaction
between HA and sialic acid induces endocytosis of the bound virus. Upon endocytosis,
the virus is exposed to the acidic interior of the endosome. Cleaved into HA1 and
HA2, HA is sensitive to pH and exposure to low pH induces a major conformational
change into the fusiogenic form. It was proposed that the HA1 head region dissociates
from HA2 and becomes mostly unstructured. The B-loop connecting helix A and
helix C transitions into a helix, and the complete HA2 chain turns into one long helix
(extended intermediate, Fig.
3.1.2 HA as a vaccine target
During an influenza infection the dense glcyoprotein layer formed predominantly by
HA is exposed to the host’s immune system. Epitopes located on the HA surface
induce the formation of neutralizing antibodies (ABs) by B-cells (115). Therefore, HA
is also the most commonly used antigen for vaccine development and consequently all
vaccines in use today rely on the recognition of HA. Currently, three different types of
vaccines exist: inactivated virus, live-attenuated virus and recombinant HA vaccines.
Inactivated virus is the most widely used variant which is produced be growing high
titres of virus in eggs followed by harvesting, inactivation though the addition of
formaldehyde or β -propiolactone and subsequent purification (10).
Many epitopes are found in the head region of HA and provide AB interaction
interfaces with and around the RBS. While the RBS itself is rather conserved across
44 Structural studies of IAV hemagglutinin in situ
Figure 3.2 Schematic of a HA-mediated membrane fusion model. On the left: crystal
structure of HA at neutral pH. HA2 is coloured in rainbow. PDB:4WE4. The black line
represents the viral and the endosomal membrane. In the middle: A model of conforma-
tional changes of HA2 during membrane fusion (112, 113). In the schematic, HA2 regions
are coloured according to the colours in crystal structure. On the right: Schematic of the
post-fusion conformation based on the low pH crystal structure of HA acquired at low pH
(PDB:1htm) (114).
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strains, regions around the RBS are hypervariable and in many cases crucial for effi-
cient AB binding. Individual point mutations can be sufficient to prevent successful
recognition by ABs. Consequently, the high antigenic variability of the head domain
generated over time is one major reason for the lack of persistent immunity and the
resulting re-occurrence of influenza infections in the same individual. Given the fact
that current vaccines mimic an infection with one or several strains they come with the
same limitations as our endogenous immune response. Essentially, vaccine-induced
ABs are equally incapable of recognizing viruses that have been circulating and mu-
tating over time. Therefore, current vaccination strategies rely on annual re-priming
of the immune system. To overcome this limitation, current research is focusing on
identifying broadly neutralizing antibodies that inhere the capacity to recognize HA
across a broader range of, or ideally all, HA variants. In this context, ABs were identi-
fied that specifically interact with conserved residues of the RBS and thereby mimic
the presence of SA in the binding pocket and which provide broader neutralizing
efficiencies (116–118). Alternatively, possible AB interactions with the less accessible
but more conserved HA stem region have been investigated (119).
For the characterisation of AB binding, high resolution structures as determined by
crystallography or nowadays by single particle cryoEM are vital. On the other hand,
AB binding in situ and in particular in vivo is more complex than interactions of two or
three proteins. Stoichiometry as well as accessibility of antigens affect the interaction
likelihood and thereby the neutralizing efficiency. Consequently, complementary
insights from in situ methods are important in order to link structural models of AB
binding to the more complex, native environment of AB binding on the virus surface.
3.1.3 Motivation
HA has several essential roles during the virus life cycle and is the most relevant
protein of influenza virus for vaccine development. In the past, the structure of iso-
lated HA proteins from different strains has been solved multiple times by X-ray
crystallography. Insights into the structure of the protein were crucial to characterise
antibody binding sites and to gain a better understanding of the function of the protein.
While structures determined by crystallography give important insights, crystallization
and protein isolation may alter the structure of a protein. For this reason, structures
determined from protein crystals do not always represent the true structure on the
virus surface. Further, different protein conformations of HA which might occur on
the virus surface might not be captured by crystallization. While for a long time
it was technically impossible to characterise structures in situ, the development of
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high resolution tomography in combination with subtomogram averaging, nowadays
enables structural characterisation of proteins in their native environment. This tech-
nical progress allows revisiting previously determined structures in their biological
context. In addition, subtomogram averaging provides accurate information about
the distribution and orientation of proteins on viruses. Understanding the glycopro-
tein arrangement on the virus surface is important to understand virus assembly and
virus-host cell interactions. Further, insights into protein arrangement can link in vitro
characterisation of AB-binding to the native context of an infection.
3.1.4 Aims of this study
To obtain a more complete understanding of the structural landscape and arrangement
of HA on the virus surface we proposed to study the structure and arrangement of HA
in situ on pathologically relevant influenza virus particles by high resolution cryoET
and subtomogram averaging.
Specific aims of this project were to optimize and prepare samples for high resolu-
tion tomography of the human influenza strain HK68. Further, I aimed at establishing a
robust data processing workflow which allows obtaining in situ structures by subtomo-
gram averaging, ideally at sub-nm resolution. At this resolution, secondary structural
elements become visible which allows detailed comparisons to existing structures
determined previously. Due to biosafety regulations, virus samples require inactivation
which is performed by chemical fixation, a method which potentially can effect protein
structure. Virus-like particles (VLPs) represent a powerful, non-infectious system
to control for potential effects of fixation. A well-characterised VLP system with
sequences from the same strain relies on transfecting plasmids which encode for HK68
HA, NA, M1 and M2 (45). Therefore, I aimed at complementing structural studies
of HA from infectious HK68 viruses, by structural studies of HA from samples of
HK68 VLPs. This includes establishing a sample preparation workflow for HK68
VLPs which is suited for a subsequent characterisation by high resolution cryoET in
combination with subtomogram average. By comparing in situ HA structures from
infectious, inactivated viruses particles, non-infectious unfixed VLPs and previously
determined crystal structure, I can assess effects of the virus and VLP sample prepara-
tion on protein structure. In addition to structural information, subtomogram averaging
provides insights into protein arrangement. A direct comparison between the HA
arrangement on the virus and VLP surface might further clarify if differences in the
production of the two particles, such as the absence of the genome in VLPs, have any
effects on the molecular arrangement and concomitantly, particle assembly.
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3.2 Results
3.2.1 Sample purification affects virus particle quality
In the first part of the project I tested different approaches for preparing influenza
virus particles to obtain samples suited for high resolution cryoET and subtomogram
averaging.
I chose to work on the pathologically relevant strain A/Hong-Kong/1968/1/ (H3N2,
HK68), which caused the 1968 Hong-Kong pandemic. As described in the sec-
tion 1.1.2, influenza viruses found in patients have a predominantly filamentous
morphology. The HK68 strain used here was previously shown to form long filaments
in cell culture models (45). The filamentous morphology provides additional technical
advantages for subtomogram averaging since a high number of protein copies is found
per virus particle.
Typically, cryoET workflows to study virus architecture require purification of the
target virus. Purification protocols involve chemical and mechanical forces to help
concentrate and separate virus particles from cell debris and non-viral compartments.
Any of these steps can potentially damage virus particles, particularly in the case of
more fragile enveloped viruses such as influenza virus. Initially in this project, samples
of HK68 were prepared for EM analysis according to standard protocols which include
purification of the virus. Purification was performed by sucrose-cushioned ultra cen-
trifugation as described (see section 2.2.3). Purified virus particles were plunge frozen
and imaged by cryoET. Visual evaluation of tomogram slices however revealed that
the glycoprotein layer appeared disrupted (Fig. 3.3A). I varied different parameters
of the purification protocol such as centrifugation speed, length of the centrifugation
step and number and intensity of pre-clearing steps. However, none of these variations
resulted in significantly improved virus particle appearance.
To investigate if the observed disruption of the glycoprotein layer resulted from our
purification method, I tested and optimized an alternative sample preparation method
which does not require purification. Here, viruses are produced directly on EM-support
grids by their host cells, which are cultured and infected with EM grids present in
the culture dish (16). Briefly, EM-support gold grids were placed in standard tissue
culture 6-well plates and MDCK cells were subsequently seeded into the dish. Initially,
I optimized the cell concentration and evaluated different grid pretreatments in order
to improve cell adhesion on grids. In my hands, best results were achieved when the
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Figure 3.3 Comparison of virus particle quality and morphology for two different sam-
ple preparation approaches. A) Schematic of virus sample preparation using purification. B)
Slices through representative tomograms of purified HK68 and WSN viruses. C) Schematic
illustrating the workflow of sample preparation without purification, where virus particles are
directly prepared on grids. D) A representative slice through a HK68 virus tomogram and
2D images of a non-purified WSN virus sample. The lower image illustrates that filamentous
particles were also present in non-purified WSN samples. Scale bars are 50 nm.
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grids were simply pre-incubated in serum-containing media for at least an hour prior
to cell seeding. Once cells adhered well to the bottom of the plate as well as to the
grids, cells were infected according to standard virus infection protocols. When clear
signs of infection were visible grids containing cells and virus were removed from
the plate and plunge-frozen. All virus samples prepared before the end of 2018 were
required by biosafety regulations to be inactivated by virus fixation prior to plunge
freezing and cryoEM imaging. For sample inactivation the grids covered with cells
and viruses were incubated in 4 % paraformaldehyde (PFA) 0.1 % glutaraldehyde
(GA) in PHEM buffer with pH adjusted to seven for 30 min (see section 2.4 for more
details).
Samples of MDCK cells infected with HK68 virus were prepared accordingly without
purification and imaged by cryoEM and cryoET. As demonstrated by tomogram slices
of representative tomograms shown in figure 3.3B I observed that the glycoprotein
layer appeared much more regular than in samples prepared by purification. In ad-
dition, I found that a larger fraction of virions was filamentous and that filaments
appeared much longer and more straight in comparison to virus particles found in
purified samples. While in purified samples HK68 filaments with a maximum length
of 2 µm were observed, the majority of filaments found in non-purified samples was
longer than 2 µm and filaments measuring up to 15 µm were observed.
Due to the observation that purification affected the apparent morphology of HK68
viruses, I tested the influence on the appearance of particles from another strain,
A/WSN/1933 (H1N1, WSN), which is known for its small, bacilli-shaped morphology.
Samples of the WSN strain were prepared with and without purification as described
above for the HK68 strain and imaged by cryoET. Tomograms were acquired of
purified WSN virus particles and imaged virions were exclusively spherical or bacilli-
shaped as previously described in the literature (28, 120). From high magnification
images of purified WSN particles, the glycoprotein layer appeared irregular and dis-
rupted, just as observed in tomograms of purified HK68 virus samples (Fig. 3.3A).
Non-purified samples were only imaged by 2D cryoEM. Here we found that at least
50 % of particles found in the native WSN sample were filamentous, resembling the
filamentous morphology found for native HK68 viruses (Fig. 3.3B). A comparison
between the glycoprotein layers also revealed that the glycoprotein layer was much
more regular in the sample prepared without purification.
In a next step I tested if subtomogram averaging was feasible from selected to-
mograms of data acquired for the purified and non-purified samples of the HK68
strain. Subtomograms were extracted around the surface of filaments from purified
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and non-purified HK68 virus particles and averaged to obtain an initial reference. Four
iterations, including one iteration of z-alignment and three iterations to refine the xy
positions on twice binned data were performed for both data sets. While the obtained
average from tomograms of non-purified HK68 virus particles resembled the HA
ectodomain, the average obtained from tomograms of purified HK68 filaments did not
show any interpretable structural features. The negative result from the subtomogram
averaging test further supports the observation that the glycoprotein layer is structurally
effected by the performed purification. In summary the performed tests demonstrate
that the purification method used here affects the glycoprotein layer quality and the
distribution of apparent virus morphologies. In particular long filaments seem to be
disrupted or selected against during purification. Since the aims of this project required
an optimal sample for subtomogram averaging and since a more native setting typically
better reflects the in vivo situation, all further data for this project were obtained from
samples of non-purified viruses for which initial subtomogram averaging tests had
been successful.
3.2.2 High resolution cryoET of non-purified HK68 virus
Following the optimized sample preparation workflow described in the previous sec-
tion non-purified HK68 virus particles were imaged directly in the vicinity of their
host cells by cryoEM upon inactivation by fixation. In overview images, long filaments
protruding from cells as well as isolated filaments were observed (Fig. 3.4A,B). For
high resolution cryoET, tilt series from -66 to 66 degree with 3 degree increment and
following a dose-symmetric tilt scheme (’Hagen scheme’) (95) and with a pixel size of
1.78 Å were acquired (see section 2.5.1). Prior to tomogram reconstruction, acquired
tilt images were processed by motion correction, dose-filtering and CTF-correction
according to protocols employed to obtain sub-nm structural information by subto-
mogram averaging previously (86). Tomograms were then reconstructed from the
preprocessed tilt-series in IMOD (103), after manual refinement of tilt series alignment
(see section 2.5.2 for details).
In high magnification tomograms, a dense layer of glycoproteins can be observed
on the surface of virus filaments. As described previously for HK68 virus particles as
well as other IAV strains (15, 45, 113, 121), we identified HA as the most abundant
glycoprotein on the virus surface. In addition, individual NA molecules are identifiable
along filament sides (Fig.:3.4C). According to previous description of IAV filaments,
the eight genome segments are typically only found in the front tip, that assembles
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Figure 3.4 Non-purified, inactivated HK68 virus imaged by cryoEM and cryoET.
A) Schematic of HK68 virions budding from an infected cell and a schematic of a HK68
virus filament with all components. B) Overview image of a virus-producing cell with virus
filaments extending from the cell surface. Scale bar: 1 µm C-E) Slices through tomograms
acquired on virus filaments. Scale bars: 50 nm C) Middle part of a filament, mostly HA is
present on the virus surface (marked in orange). M1 is visible at the inner side of the membrane
(marked in cyan). Two NA proteins are visible on the virus surface (marked by dark blue arrow
heads). An actin filament is visible in the inside of the virus. D) A virus tip containing vRNPs
(marked in purple). E) A virus tip without vRNPs but with a NA cluster (marked in dark blue).
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first (15, 16). In the data described here, four out of the eight imaged filament tips
contained vRNPs. Genome-containing tips appeared to be wider than the rest of the
filament. The glycoprotein layer composition on the genome tips resembles the one
found along filament sides, consisting mostly of HA (Fig. 3.4C). For tips without
genomes, typically the rear end of the virus, I observed NA clusters (Fig.3.4C) which
matches previous descriptions of IAV filaments (31, 41). Except for the space occupied
by the vRNPs, most filaments appeared to be void of additional particles. However,
some virus particles contained thin, long protein filaments. The general appearance
and the width of these protein filaments matches the description and EM images of
actin filaments (Fig.3.4C).
3.2.3 HA in situ structure from non-purified, inactivated HK68
virus
For in situ structure determination, tomographic data were processed by subtomo-
gram averaging focusing on the glycoprotein layer. Subtomograms with a box size of
46x46x46 nm were extracted in a dense meshwork along a cylindrical surface modelled
around the manually determined spline of each filament from four times binned data
(4 x 4 x 4 voxel binned into one voxel, Bin4) tomograms. Initial positions were at
least oversampled twice and the distance between initial subtomogram positions was
set to half the spacing of neighbouring HA proteins on the virus surface, which was
determined to be on average 10 nm in 3DMOD (103)). Alignment was performed
reference-free and a single tomogram with higher defocus was chosen to generate a
starting reference. 6,000 subtomograms were extracted from this single tomogram,
averaged and aligned to each other (Fig. 3.5A). Using binned data for initial alignments
reduces computation time for the initial search-extensive iterations. During the initial
two iterations, positions were aligned along the Z-axis, the direction orthogonal to the
tube surface. Subsequently, the final in-plane angle (phi angle in AV3/TOM notation)
was randomized to prevent any alignment bias from the tube’s curvature (Fig. 3.5A).
Alignment was subsequently focused on adjusting the positions in the xy-plane for
two more iterations. Within these two iterations, oversampled positions converged
to positions where HA was clearly visible in the tomogram. At this stage, the HA
ectodomain and its three fold symmetry became recognizable in the obtained average
(Fig. 3.5A). Therefore two more iterations with 3-fold symmetry applied were run.
After a total of seven iterations of alignment, duplicates were removed and positions
with low cross correlation values were removed. The obtained final average was then
used as the initial reference during the alignment of the complete dataset.
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Figure 3.5 Subtomogram averaging of HA from non-purified, inactivated HK68 virus.
A) Intermediate results at different stages of HA subtomogram alignment for a single tomogram.
’Phi rand’ refers to the randomization of the in-plane phi angle, which generates a rotational
average and thereby eliminates the contribution from the tube’s curvature. B) Different stages
of alignment for averages obtained from the complete dataset. Refine angles refers to the
refinement of the protein’s orientation by focusing the alignment on the refinement of the three
euler angles. The average shown on the right corresponds to the final structure, which was
sharpened using an empirically determined B-factor of -1200 C) Two orthoslices through the
final, sharpened average shown in B D) FSC curve calculated based on the two half sets for the
sharpened structure shown in C, indicating a final resolution of 9 Å determined at the 0.143
level of the FSC curve.
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The complete dataset contained 167,002 subtomograms extracted from a total of
34 filaments from 33 CTF-corrected bin4 tomograms with an effective pixel size of
7.12 Å. The phi angle of each position was randomized from the beginning. The first
two Euler angles are pre-determined based on the orientation of each subtomogram
normal to the tube surface. The previously determined average from a single tomogram
was used as the first reference to increase the efficiency of the initial alignment steps
for the large number of subtomograms used and to reduce computational costs. One
iteration using the average from the single tube as a reference and a low pass filter
of 35 Å was sufficient to align positions in all three directions. The alignment was
evaluated visually and showed that oversampled positions had converged to positions
where protein density was clearly visible in tomogram slices. Duplicates which had
converged were removed based on distance between subtomogram positions, which
reduced the number of subtomograms to 36,000. After another iteration of alignment
with 3-fold symmetry applied, subtomogram positions were cleaned once more based
on cross correlation which reduced the total number to 32.000 subtomograms, which
were re-extracted from 2x2x2 binned tomograms (Bin2) with an effective pixel size of
3.56 Å. At this stage, subtomograms were split into two half sets based on odd and
even subtomogram numbers, resulting in 16,000 subtomograms each. These two half
sets were subsequently processed independently with identical alignment parameters.
Two iterations of alignment were performed to refine positions and orientations using
a low pass filter set to 35 Å. Subsequently the low pass filter was gradually lowered to
21 Å and angular search accuracy was further refined at the same time over additional
six iterations (Fig. 3.5B). The final resolution at Bin2 was calculated to be 10 Å.
Additional cleaning resulted in final subtomogram numbers of 15,000 subtomograms
per half set. Based on the three-fold symmetry this yields a total of 45,000 asymmetric
units per half set. For the final iterations of alignments, subtomograms at updated
positions were re-extracted from un-binned tomograms (Bin1) using a final box size
with side lengths of 28 nm corresponding to 160 un-binned pixels. Two iterations were
run using the same low pass filter of 21 Å used at Bin2. During these two iterations the
resolution increased to 9 Å as determined by calculating the FSC between the two half
sets (Fig. 3.5B). During subsequent alignment the resolution did not improve further.
The resolution of the final reconstruction was determined by calculating the FSC
of the masked volumes from each half set. The final EM density map was then
sharpened with an empirically determined B-factor of -1200 and low pass filtered
based on the resolution determined at the 0.143 cut-off of the FSC curve (Fig. 3.5C)
(see section 2.6.1).
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3.2.4 Comparison of the HA reconstruction from subtomogram
averaging to existing HA crystal structures
Consistent with the obtained resolution of the subtomogram averaging structure, α-
helices were visible in the final reconstruction of HA. To understand if there are any
structural differences between the HA structure obtained from subtomogram averaging
and previously determined structures of HA I compared the in situ HA structure to
existing crystal structures of HA from the HK68 strain, crystallized at pH=7 (PDB:
4WE4, (122)). The model of a single HA protomer was fit as a rigid body into the EM
density map using the ’fit in map’ routine in UCSF Chimera (105). In most regions
a good overlap between the crystal structure and the HA subtomogram averaging
reconstruction was observed (Fig. 3.6A). The reported cross correlation between our
structure and a 9 Å map rendered from the crystal structure model was determined to
be 0.92 in Chimera. However, the region around the B-loop, which connects helix A
and helix C of HA2, differed between the two structures. I found that in the HA map
from subtomogram averaging the density corresponding to helix A of HA2 appears to
further extended than the corresponding region in the crystal structure, where helix A
transitions into a loop earlier (Fig. 3.6B).
In a next step I fitted the three protomers of the HA trimer as three individual
rigid bodies into the HA map obtained from subtomogram averaging (Fig. 3.6C and
D). I then compared the arrangement of the three individually fitted protomers to
the relative monomer arrangement in the trimeric crystal structure. I found that the
three protomers when fit into the HK68 HA in situ structure were further apart from
each other relative to the corresponding protomers in the crystal trimer (Fig. 3.6E, F).
However, the observed difference appeared to be most prominent in the head region
of HA. This observation suggests that the three subunits in the in situ HA structure
obtained from subtomogram averaging are tilted outwards, away from the central
three-fold axis. Our comparison further suggests, that the tilting centre is located in
the stem region, so that the dislocation of the head region during tilting is stronger for
the head region than for the stem region (Fig. 3.6E).
3.2.5 In situ structure of HA from non-purified, inactivated Udorn
virus
Based on the observed differences between the protomer arrangement in the crystal
structure and in the in situ structure of HA from HK68 virus, I tested if similar obser-
vations could be reproduced for a different virus strain in an independently prepared
sample. I therefore repeated the described experiment and prepared samples containing
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Figure 3.6 Comparison of the HA in situ structure from non-purified, inactivated HK68
virus to existing HA crystal structures. A) Single protomer of a HK68 HA crystal structure
fit as a rigid body into the HK68 HA subtomogram averaging structure. HA1 is depicted
in blue and HA2 is depicted in red. B) Enlarged view of the boxed area in A showing the
extended density of helix A in the EM density map (yellow marker). C) Three protomers of HA
fitted as 3 rigid bodies into the HA subtomogram averaging structure D) Top view of overlay
shown in C. The pink triangle follows the inner edges of the fitted protomers. E and F) Overlay
of the HA crystal structure protomers fitted into the HA reconstruction from subtomogram
averaging (as shown in C and D) and the crystal trimer. In the crystal trimer HA1 is shown in
light blue and HA2 in rose. E) Side view of two protomers only relative to the three fold axis.
Axes through the protomer are shown in pink for a protomer fit in the subtomogram averaging
structure and shown as a dashed yellow line for a protomer from the crystal trimer. F) Top view
of all three protomers for both structures. The pink triangle is the same as in D. The yellow
dashed triangle follows the inner edges of the crystal trimer and shows that the crystal trimer
inner edges are closer together. PDB of crystal structure: 4we4.
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Figure 3.7 Comparison of tomograms and HA reconstructions from non-purified, inac-
tivated Udorn and HK68 virus. A) Representative tomogram slices of HK68 virus. B) XZ
orthoslice through the final reconstruction of HA from HK68 virus. C) XY orthoslice through
the final HA reconstruction of HA from HK68 virus. D) FSC curve of the reconstruction
shown in B and C. E) Same as A but for Udorn virus. Data were collected at lower defocus
which explains the difference in contrast relative to A. F-H) Same as B-D but for Udorn virus.
Scale bars:50 nm.
viruses from the A/Udorn/307/1972 (Udorn, H3N2) strain so the same subtype as
HK68 (H3N2). Udorn is a commonly used lab strain with a predominantly filamen-
tous morphology which effectively propagates in mammalian cell culture systems.
Samples of Udorn virus were prepared without purification and including a step of
chemical fixation for inactivation just as described for the HK68 virus (for details see
section 2.4). In low magnification cryoEM images a high concentration of filaments
in the surroundings of infected cells were found just as observed for the HK68 virus
sample. Tilt series were acquired and preprocessed as described in section 2.5.1 and
section 2.5.2. Slices through reconstructed tomograms of Udorn virus confirmed that
the appearance of Udorn virus is very similar to HK68 virus (Fig. 3.7A,E). Data were
further processed by subtomogram averaging just as described for the HK68 virus
sample (see section 3.2.3). An reconstruction of HA from Udorn virus tomograms
was obtained from a final number of 6,200 subtomograms per half set resulting in
18,600 asymmetric units. The resolution of the reference from the last alignment
step was determined to be 9 Å and the FSC curve appeared similar to the FSC curve
obtained for the HA reconstruction from HK68 virus data (Fig. 3.7D,H). The final
reconstruction was sharpened using a B-factor of -1200 and filtered according to the
determined resolution (Fig. 3.7F,G) (see section 2.6.1) and closely resembled the final
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reconstruction of HA obtained from HK68 virus data (Fig. 3.7B,C).
The same crystal structure that was fitted into the HK68 HA structure was fitted
into the obtained in situ HA structure from Udorn virus. Just as described for HK68
virus, a single HA protomer was fitted as a rigid body into the obtained EM density map
(Fig. 3.8A). The reported cross correlation value from a comparison to a map generated
at 9 Å from the crystal structure protomer was 0.9 which confirms a good overlap
between the in situ structure and the model (Fig. 3.8A, B). I found extended density for
the HA map from Udorn in the region of HA2 helix A just as observed for the HK68
in situ structure (Fig. 3.8B). I fitted three protomers and compared the arrangement
from this fit to the arrangement when fitted into the HK68 HA structure and to the
protomer arrangement found in the HA crystal trimer (Fig. 3.8). The arrangement
of the three protomers fitted into the HA structure from HK68 in comparison to the
three protomers fitted into the HA structure from Udorn showed that the the three
protomers are arranged in a very similar manner. This comparison confirms the high
similarity of the two in situ structures (Fig. 3.8D). In contrast, when the arrangement
of the three fitted protomers was compared to the arrangement of the protomers in
the crystal trimer, I found that the protomers fitted into the Udorn in situ structure
were tilted outwards relative to the crystal trimer (Fig. 3.8C and E). In summary the
observed differences in the HA protomer arrangement of the in situ HA structure from
non-purified, inactivated HK68 virus relative to existing HA crystal structure trimers
were reproducible in two independently prepared samples from different virus strains.
3.2.6 In-situ structure of HA from fixed and unfixed HK68 VLPs
Here I tested if the observed differences in the protomer arrangement between the two
solved in situ structures on the one hand and the crystal structure trimer on the other
hand are related to specific aspects of sample preparation. In standard influenza virus
production protocols there are two critical steps which potentially could effect protein
structure: Firstly, trypsin-induced cleavage of HA0 and secondly virus inactivation by
chemical fixation. As part of a standard protocol for IAV experiments, trypsin is added
during the infection to assure that cleavage of HA0 into HA1 and HA2 occurs on the
surface of newly produced virions. The loop connecting HA1 and HA2 is proteolyti-
cally cleaved which allows HA to undergo a conformational change upon exposure to
low pH. This process ensures that fusion proceeds between the virus particle and the
endosomal membrane, a critical part of the virus life cycle (see section 3.1.1). Going
through several rounds of the full virus life cycle is desired during virus production
to increase the fraction of infected cells and the number of produced virus particles.
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Figure 3.8 Comparison of the HA structures obtained from Udorn and from HK68 virus.
A) Single protomer of a HA crystal structure fit as a rigid body into the Udorn subtomogram
averaging structure. Top view. B) Side view of overlay shown in A. The box focuses on the
extended density found for HA2 helix A relative to the crystal structure (yellow marker). C)
Top view of three HA crystal structure protomers fit as three rigid bodies into the HA structure
from Udorn. The inset shows an overlay of a single protomer fit into the Udorn structure and a
single protomer from the crystal trimer. The helices on top of the head region are marked by
respectively coloured ellipses to serve as a marker for the relative position of the protomer. The
protomer fitted into the Udorn structure (dark blue) is moved outwards relative to the protomer
in the crystal trimer (light blue). D) Overlay of two single protomers after fitting into the Udorn
and the HK68 (grey model) HA in situ structures. Coloured axis indicate that the protomer
arrangement in the HA structure from HK68 (rose axis) and the HA structure from Udorn (pink
axis) are very similar. E) A protomer of the crystal trimer with HA1 in light blue and HA2 in
rose is compared to the protomer when fit into the Udorn structure. Axes through protomers
are drawn as dashed, yellow line for the crystal structure and pink for Udorn. PDB:4WE4.
60 Structural studies of IAV hemagglutinin in situ
Previous studies, which employed crystallography to compare cleaved and uncleaved
HA structure, suggest that the cleaved and the uncleaved structure are identical in
all regions except for the cleavage site itself (123); however previously undescribed
effects could still occur in situ . Since H3N2 influenza is categorized as a biosafety
level 2 (BSL2) pathogen in the UK (and S2 in Germany) specific sample inactivation
was required prior to imaging prepared virus samples by cryoEM at the electron
microscopy facilities at EMBL (Germany) as well at the LMB (UK). The regulation
at EMBL has changed since mid 2018 which allowed me to prepare an additional
virus sample without inactivation as will be described in section 3.2.7. According
to safety regulations and based on infectivity tests, inactivation of H3N2 influenza
virus is achieved by incubating virus samples in 4 % paraformaldehy (PFA) and 0.1 %
glutaraldehyde (GA) for at least 30 min.
To assess the impact of fixation and cleavage on the obtained in situ protein
structure I made use of a IAV VLP system. VLPs are non infectious, do not go
through a virus life cycle and therefore require neither inactivation nor cleavage. Here
I used VLPs that correspond to the HK68 strain to maintain comparability to the
data obtained from HK68 virus. HK68 VLPs have been previously introduced and
characterised by Chlanda et al. (45). Briefly, VLPs are generated by transfecting
HEK293T cells with combinations of four individual plasmids, which encode for HA,
NA, M1 and M2 respectively. Expression of these four plasmids is sufficient for the
production of particles that closely resemble the architecture of HK68 virions (45).
Due to the absence of the genome in this type of VLPs, particles are not infectious.
Secondly, cleavage of HA (by trypsin) is not required since transfected cells are not
undergoing an infection and consequently HA0 cleavage as a prerequisite for fusion
is not necessary. Instead, the application of trypsin has negative effects on sample
quality due to the unspecific trypsin cleavage activity which ultimately can cause cell
detachment. I therefore prepared fixed and unfixed VLP samples in parallel, while
both samples remained un-cleaved and thus without trypsin-treatment.
CryoET of unfixed and fixed VLPs
As for virus samples, fixed as well as unfixed VLPs were prepared without prior purifi-
cation by transfecting cells that were cultured directly on EM support grids analogous
to the workflow established for preparing virus samples. Low cell concentrations
were required for the on-grid sample preparation to ensure cell-free areas for imaging.
Therefore, VLP sample preparation conditions were optimized to allow for efficient
transfection at relatively low cell concentrations (see section 2.4.4). For the control
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Figure 3.9 Tomogram slices and subtomogram averaging structures of HA obtained
from fixed and unfixed HK68 VLPs. A-C) Representative slices through different regions of
tomograms from unfixed VLPs. A) Filament tip covered in HA. B) Filament tip with a larger
NA cluster. C) Middle part of a filament mostly covered in HA. M1 is visible underneath the
membrane. D) XZ orthoslice through the final, sharpened HA reconstruction from non-purified,
unfixed VLPs E) XY orthoslice the same HA reconstruction shown in D. F) FSC curve of the
HA reconstruction presented in D and E. G-I) Same as D-F for non-purified, fixed VLPs. Scale
bars: 50 nm.
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sample of chemically fixed VLPs, the samples were fixed the same way samples of
HK68 and Udorn virus had been treated. Samples of fixed VLPs were incubated for
30 min in 4% PFA, 0.1 % GA in PHEM buffer, directly prior to plunge freezing. After
plunge-freezing, samples were imaged by cryoEM and high magnification cryoET.
Low magnification images of VLPs produced directly on grids were indistinguishable
from low magnification images of native HK68 or Udorn virus. No differences were
found between the fixed VLP and the unfixed VLP sample from overview images. In
both samples, I observed up to 20 µm long filaments surrounding the transfected cells.
High resolution tomograms of fixed and unfixed VLPs were collected as described for
the HK68 virus sample (see section 2.5.1). In acquired tomograms I found straight,
filamentous VLPs covered in a dense glycoprotein layer. In central slices through
filaments, the matrix layer was clearly visible underneath the membrane (Fig. 3.9C).
Some imaged tips were covered in NA clusters resembling the rear ends of viruses
(Fig. 3.9A,B).
Subtomogram averaging of HA from unfixed VLPs
Data from unfixed HK68 VLPs were processed by subtomogram averaging for HA
in the same way as described for the HK68 virus sample (section 3.2.3). Alignment
of subtomograms was performed reference-free and subtomograms extracted from a
single tomogram were used to generate a starting reference. The starting reference was
subsequently used for the alignment of the complete dataset. The initial dataset size for
HA from the unfixed VLP dataset corresponded to 650,000 subtomograms extracted
from 60 tomograms and 69 VLP filaments. Upon XZY alignment in Bin4 tomograms,
convergence of oversampled positions was evaluated by eye and the positions were
cleaned by euclidean distance to assure that only a single subtomogram remained
per protein position resulting in 110,000 subtomograms which were subsequently
distributed onto two half sets. Upon additional final cleaning steps, the final structure
was generated from 46,000 subtomograms per half set, and a number of 138,000
asymmetric units due to the three fold symmetry applied. By calculating the FSC of
the masked, two half sets, the resolution at the 0.143 FSC level was determined to be
7.5 Å (Fig. 3.9 B). The final structure was sharpened with an empirically determined
B-factor of -1200 and low pass filtered to the determined resolution (Fig. 3.9 B).
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Subtomogram averaging of HA from fixed VLPs
Tomograms of fixed VLPs, served as a subtomogram averaging training dataset for
Zunlong Ke (Briggs group). Tomograms were processed by Zunlong and assistance
of me for HA according to protocols for HA subtomogram averaging, previously
established and used by me and as described for subtomogram averaging of HK68
virus, Udorn virus and the unfixed VLP dataset. The initial dataset consisted of
117,000 subtomograms extracted from 12 tomograms containing 20 VLP filaments.
Upon distance cleaning and cross correlation based cleaning steps the final number of
subtomograms for the final reconstruction was reduced to 12,000 subtomograms per
half set corresponding to 36,000 asymmetric units due to the three fold symmetry of
HA. The resolution at the 0.143 criteria from the calculated FSC of the two masked,
half maps was determined to be 9 Å and the structure was sharpened using a B-factor
of -1200 and low pass filtered according to the resolution (Fig. 3.9 C).
Comparison of obtained HA structures from fixed and unfixed VLPs
In a direct comparison between the density maps of HA from fixed and unfixed VLPs,
differences in the amount of the opening of the trimer can be noticed in top view
visualizations shown in figure 3.10A and C. The trimeric HA structure of fixed VLPs
appears to be more open relative to the trimeric HA structure from unfixed VLPs.
Consistent with the difference in resolution, we find that more features are resolved in
the structure obtained from unfixed VLPs relative to the fixed VLP structure. The short
helix comprising residues 187-196 in the receptor binding domain is well resolved
in the unfixed VLP HA structure and not well resolved in the HA structure obtained
from fixed VLPs (Fig. 3.10A and C, red ellipsoids). In HA from fixed VLPs, extended
density relative to the crystal structure in the helix A HA2 region can be observed
just as described for the in situ HA structure from fixed HK68 and fixed Udorn virus
(Fig. 3.10C). In contrast, in the unfixed VLP structure the density for HA2 helix A
extends into the HA1 head domain and the density of the helix does not appear to be
extended.
In a next step I compared both structures to existing HA crystal structures, follow-
ing the same procedures explained for the comparison of HK68 virus and Udorn virus
HA to HA crystal structures (see section 3.2.4). Three crystal structure protomers were
fit as three individual rigid bodies into the EM density maps obtained for HA from
unfixed and fixed VLPs (Fig. 3.10A and C). I compared the arrangement of the fitted
protomers to the protomer arrangement as it is found in the crystal structure trimer. I
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Figure 3.10 HA structures from fixed and unfixed VLPs in comparison to HA crystal
structures. A) Side view of a single protomer of the HA crystal structure and top view of
three protomers upon fitting into the HA in situ structure for unfixed VLPs. The red ellipse in
the top view points to the small helix of the RBS. B) Overlay of three HA protomers shown in
A and the crystal trimer. HA1 of the crystal structure trimer is shown in light blue and HA2 is
shown in rose. As indicated at the bottom, the inner edges of the crystal trimer are followed by
a triangle drawn as dashed, yellow lines while the inner edge of the protomers corresponding
to the structure of the unfixed VLP are marked by a green triangle. C) Same as A but for
the in situ HA structure from unfixed VLPs. The inset illustrates the extension of the density
corresponding to HA2 helix A. D) Same as B but here three protomers upon fitting into the HA
structure from fixed VLPs are overlaid to the crystal trimer. E) Comparison of the orientation
of a single protomer upon fitting into HA from fixed VLPs relative to the central three fold
axis and a single protomer from the crystal trimer. F) Similar to E but a protomer upon fitting
into HA from unfixed VLPs is shown. PDB: 4WE4.
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found that the protomer arrangement in the HA structure from unfixed VLPs corre-
sponds exactly to the protomer arrangement found in the crystal trimer (Fig. 3.10B
and F). In contrast, the protomer arrangement obtained upon performing the fit into the
EM density map of fixed VLPs differs from the protomer arrangement in the crystal
trimer (Fig. 3.10D and E); the protomers fitted into the HA structure of the fixed VLPs
are further apart from each other (Fig. 3.10D). A comparison in side view shown in
figure 3.10E illustrates that the protomers are tilted away from the three fold axis in
comparison to the protomers of the crystal trimer. This effect is most noticeable in the
head region. This effect on the protomer arrangement for the HA structure obtained
from fixed VLPs is similar to what was observed and described in previous sections
for the HA in situ structures from fixed HK68 and fixed Udorn virus.
3.2.7 In situ HA structure from non-purified, unfixed HK68 virus
Since mid 2018, biosafety regulations at EMBL have changed and now allow the
imaging of S2 samples for a selected microscope of the cryoEM facility. In addition, a
S2 cryo preparation room at the centre for infectious diseases at Heidelberg university
was built which allows plunge freezing at S2 conditions and to which I was kindly
granted access to by Hans-Georg Kraeusslich.
To prepare an additional control for the observed impact of the chemical fixation
on the HA structure I prepared samples of unfixed HK68 viruses in the group of
Hans-Georg Krauesslich (Heidelberg university). Samples were prepared without
purification and without fixation. From an inspection of grids from 2D cryoEM images
no difference to previously acquired images of fixed HK68 virus was noticed and I
found long filaments in the surroundings of seeded MDCK cells distributed across the
EM support grid. High resolution tomograms were subsequently acquired at EMBL
under S2 conditions. Representative slices through acquired tomograms resemble
the tomograms of fixed HK68 virus samples and I found genome containing tips
(Fig. 3.11A), NA-covered tips (Fig. 3.11B), a dense glycoprotein layer of mostly HA
interspaced by small NA clusters (Fig. 3.11C).
Data were subsequently processed by subtomogram averaging for HA together
with Zunlong Ke (Briggs group) as part of his subtomogram averaging training and
according to the previously described processing protocols. A initial reference was
generated from a single, two times binned (Bin4) tomogram starting with 12,000 subto-
mograms extracted from two virus filaments, which was subsequently reduced to 2000
subtomograms to generate the average for the alignment of the full dataset. A subset
of 24 tomograms was used for subtomogram averaging. The dataset contained 30
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Figure 3.11 In situ HA structure from non-purified, unfixed HK68 viruses. A-C) Exem-
plary tomogram slices. A) Tip with RNPs B) Tip with NA cluster at the rear virus end. C)
Filament surface with two NA molecules in between a dense HA layer. Scale bars: 50 nm. D)
XZ orthoslice through the final, sharpened reconstruction of HA. E) XY orthoslice through the
final, sharpened reconstruction of HA. F) FSC curve corresponding to the structure shown in
B G) A single HA crystal structure protomer fit as a rigid body into the density map of HA
from unfixed HK68 viruses. Side view. Inset: Focus on the density at the end of HA2 where
no extended density is visible in this structure H) Three protomers fit as three rigid bodies into
the density map. Top view. I) Overlay of three protomers fitted into the HA reconstruction and
the HA crystal trimer. Inner edges of the fitted protomers are marked as green lines and the
inner edges of the HA crystal trimer are marked as dashed, yellow lines. PDB: 4WE4.
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virus filaments which resulted in 200,000 highly oversampled subtomogram positions.
Upon convergence to the actual HA position, the number was reduced to 45,000 and
based on additional cleaning by cross correlation the number was reduced to 38,000
subtomograms. Upon splitting into half sets, this resulted in 19,000 subtomograms
per half set and 48,000 asymmetric units when taking the three fold symmetry into
account. The resolution of the final average was determined to be 9 Å according to the
0.143 threshold of the FSC calculated between the two, masked half sets (Fig. 3.11F).
The final reconstruction was sharpened with a B-factor of -1200 and filtered according
to the determined resolution (Fig. 3.11B). Shown from the top, the structure resembles
the closed conformation found for unfixed VLPs (Fig. 3.11E). This initial observation
was confirmed by fitting three protomers in the obtained density map (Fig. 3.11H)
and comparing the arrangement of the three fitted protomers to the trimeric crystal
structure. The comparison shown in figure 3.11I demonstrates that the arrangement is
identical. This illustrates that the in situ HA structure from unfixed viruses is captured
in a close confirmation just like the HA structure obtained from unfixed VLPs. When
focusing on the HA2 helix A region, no density extension of the helix density can be
found (Fig. 3.11G).
3.2.8 Structural differences between HA structures from fixed sam-
ples and from unfixed samples
In a direct comparison of all obtained HA structures, it becomes clear that all structures
can be divided into two groups according to structural similarities (Fig. 3.12). HA is
observed in a open conformation for all structure obtained from fixed samples and
its closed conformation for all structure obtained from unfixed samples. Closed HA
structures from unfixed samples correspond exactly to the dimensions of the crystal
trimer.
PFA and GA, which were used here for virus inactivation, are very effective protein
crosslinkers and are widely applied in biological research because of this property.
Typically, treatment by PFA and GA traps naturally occurring conformations and is
therefore also applied to preserve cellular structures for subsequent immunostaining,
resin-embedded EM or to capture transient, flexible conformations in protein com-
plexes for subsequent structural studies (124, 125). The observation of the effect of
fixation on the in situ structures presented here in combination with the properties
of PFA and GA indicates that virus inactivation through PFA/GA fixation affects
the observed average HA protein structure and conserves a more open, potentially
transient, conformation than in non-fixed samples.
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Figure 3.12 Direct comparison of all HA structures obtained from fixed and unfixed
samples. In HA models used for fitting HA1 is shown in dark blue and HA2 is shown in red.
For the HA crystal trimers HA1 is shown in light blue and and HA2 is shown in rose. A) Top
views of three protomers upon fitting into the indicated HA structures from fixed samples
overlaid to the crystal trimer. The protomer edges closest to the three fold axis (black dot) are
marked in different colours as indicated in C. B) Same as A but for unfixed sample. C) Marked
positions along the inner edges for all fitted protomers are overlaid to each other. D) Side views
of single protomers relative to the central three fold axis upon fitting into the respective in situ
HA structures from fixed samples and in comparison to protomers of the trimeric crystal trimer.
The colour scheme is the same as in A. E) Same as D but for unfixed samples. PDB: 4WE4.
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A more careful comparison of the open protomer arrangement as found in HA struc-
tures from fixed samples and the closed protomer arrangement as found in HA struc-
tures from unfixed samples or in the crystal trimer shows that in order to transition from
the closed to the open arrangement, protomers undergo a movement outwards, sightly
downwards and a small rotation of about 10° clockwise, with the rotation axis being
roughly located at the outer loop of the head domain, around residue 220 (fig. 3.12
and 3.13).
3.2.9 Comparison of a HA protomer and a HA domain fit
In situ HA structures obtained from fixed samples were shown to be captured in a
more open conformation. To come to this conclusion single protomers were fit as
rigid bodies into the obtained EM density maps and subsequently compared to the
HA protomer arrangement as it occurs in the crystal structure trimer. I consistently
found that the head region of the fitted protomers seemed to be displaced further
away from the three fold axis relative to the crystal trimer than the stem region.
This observation can result from two types of protomer movement: Either tilting of
the complete protomer around a tilt axis located in the stem region or by separate
movement of the HA1 head region. To test if there is evidence for either of these
models, I fitted the HA1 head and the HA2 regions independently as rigid bodies. The
HA1 stem region is too small and featureless to be able to be fitted correctly on its
own. Fitting of the two rigid bodies was successfully performed into the opened HA
structure from fixed HK68 virus samples and the closed HA structure from unfixed
HK68 virus samples as two representatives of the open and the closed HA structures
(figure 3.14A). I then compared the fits from tow individual rigid bodies to the fits
obtained from a single rigid body (Fig.: 3.14B). The comparison for the closed HA
structure shows that both fits are identical, as expected. The comparison of the fits
for the open structure shows, that the positions of the head and the stem regions after
fitting two individual rigid bodies are very similar to the positions after fitting a single
rigid body. To quantify the differences between the map coordinates, the root mean
square deviation (RMSD) between the coordinates of the HA1 head region and the
HA2 chain after fitting a single rigid body and after fitting two individual rigid bodies
was calculated in Chimera resulting in 2 Å and 1 Å respectively. I then compared the
positions of the individually fitted HA1 head region and the HA2 chain to the positions
of the protomers in the closed crystal trimer. If the opening movement of the structure
was restricted to the HA1 head region, one would expect, that the HA2 chains remain
overlapping while positions of the HA1 head regions would differ. However, in this
comparison I found positional differences in both regions. The relative movement of
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Figure 3.13 Schematic of the proposed movement to transition from the closed to the
open HA conformation. Schematics of the closed HA conformation (left) and the transition
to the open conformation (right). To facilitate the visualization, the rotation and the outward
movement are represented as two steps. The light and dark grey representation of the protomer
indicates the rotational movement, while the outward movement is illustrated by the dark grey
relative to the black protomer. The green triangle marks the inner edge of the head region
in the closed conformation of HA while the pink triangle marks the inner edge of the closed
conformation of HA.
the HA2 chain (RMSD: 2 Å) becomes most obvious from the shift of the upper part
of the central helix C in HA2 (RMSD: 3.4 Å, Fig 3.14F). Additionally, I observed
that the dislocation is stronger in the head region than in the stem region (HA1 head
regions RMSD: 6.1 Å) and also stronger in the upper part of HA2 (RMSD: 3.4 Å)
relative to the lower part of HA2 (RMSD: 1.4 Å).The calculated RMSD values for
the comparison of the multi rigid body fit and the crystal trimer are very similar (a
maximum of 1.5 Å deviation) to the RMSD values calculated between the coordinates
resulting from a single protomer fit and the crystal trimer, which was expected based
on the high similarity between the protomer fit and the multi rigid body fit.
These results demonstrate that fitting two rigid bodies individually for different HA
regions yields results very similar to fitting a complete HA protomer. This test further
revealed that movement of HA2, in particular helix C, is involved in the suspected
opening motion which leads to the HA structure obtained from fixed samples. Further
I can conclude that given the accuracy of the fit provided by the resolution of the EM
density map, fitting a single rigid body is a valid approach to describe the type of
structural differences observed in this study.
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Figure 3.14 Comparison between fitting a complete HA protomer and individual HA
domains into obtained HA reconstructions. A) The HA1 head domain (green) and the HA2
chain (red) were fitted as two individual rigid bodies into an open HA structure (fixed HK68
virus). B) Same as A but for a closed HA structure (unfixed HK68 HA). C) Overlay of the
complete protomer fit (In transparent colours: HA1 (blue), HA2 (red), black arrow: position
of head region) and the fit of two independent rigid bodies for the HA map shown in A (pink
arrow) D) Overlay of the fit shown in B (closed HA) and a single rigid body fit in the closed
HA structure (grey model) E) Comparison of the fit shown in A (pink arrow) and the protomer
arrangement of the crystal trimer (grey, black arrow). F) Same as D but rotated by 120°. Pink
arrow: position of HA2 helix C in multi rigid body fit shown in A. Black arrow: position of
HA2 helix C in crystal trimer.
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Figure 3.15 Correlation between the density of the HA2 helix A extension and opening
of the trimer. A) Single, fitted protomer and the zoned EM-density map around the protomer
in side view for open HA from fixed samples. The three fold symmetry axis is shown in black
as a point of orientation. The head region of HA1 is shown in green and HA2 is shown in red.
The B-loop is shown in orange. A short helix was modelled into the extended density and is
also shown in orange. B) The same as in A for closed HA from unfixed samples.
3.2.10 Characterisation of HA structures with an extended den-
sity in the HA2 Helix A region
For all HA in situ structures solved from fixed samples with an open protomer arrange-
ment, I found clearly extended density in the region where the HA2 helix A transitions
into the B-loop in the corresponding crystal structure. The length of the extended
density was measured to correspond to around 3-4 alpha helix turns. The density
was found to be slightly tilting away from the head domain and from the original
location of the B-loop in the crystal structure (Fig. 3.15A). In contrast, in structures
from unfixed samples with a closed protomer arrangement, the density corresponding
to helix A merges with the head domain where the B-loop region starts just as found
in the crystal structure (Fig. 3.15B).
I subsequently tested if extensions of the HA2 helix A into the B-loop region
also occur in previously published crystal structures. Together with Balaji Santhanam
(Madan Babu group, MRC LMB) we compared a comprehensive set of published
HA structural models with respect to the secondary structure in the B-loop region.
Our initial model library consisted of all influenza HA models available in the PDB.
The selection was further extended based on an additional database search based on
structural homology using the protein structure comparison service at the European
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bioinformatic institute (EMBL-EBI), PDBefold (126). The final library of models
contained 400 entries including a significant amount of redundant structures. We
therefore performed sequence based clustering using BLASTclust (National Center
for Biotechnology Information, NCBI) to identify a set of representative structures.
Representatives of all clusters were subsequently sequence aligned and secondary
structure assignments in the region around the beginning of the B-loop were compared.
The analysis revealed three structures with a significantly extended helix in the
B-loop region. However, across all structures identified, the end of helix A varied by
up to 4 residues (Table 3.1). One class of structures which is helical throughout the
complete B-loop region are low pH/post-fusion structures (see section 3.2). Here we
identified a representative of influenza A (PDB:1HTM) as well as one of influenza B
(PDB:4NKJ). The fact that the B-loop transitions upon low pH into a helix, reflects
the general helical propensity of this region (114). The only other structure identified
which obtains helical elements in the B-loop region found in our structure analysis
corresponds to an AB-bound HA structure from the HA subtype H5 (PDB:5A3I),
which crystallized as a monomer (127).
I compared the identified AB-bound H5 structure to three HA protomers fitted
into the fixed HK68 virus structure as an representative of an open HA structure, for
which we found the extended density. An overlay of the models was generated by
initially minimizing the RMSD between the fitted protomer and the H5 model using
Chimera’s matchmaker functionality, followed by increasing the overlap with the EM
density map by fitting the model into the map in Chimera. From the overlay of the H5
protomer to the arrangement of the three HA protomers, as well as from the attempted
fit into the EM density maps, it becomes obvious why the structure crystallized as
a monomer. Essentially, the extended HA2 helix A clashes with the central HA2
helix C of the neighbouring protomer (Fig. 3.16A). In addition, the head domain is
twisted relative to the position of the head domain of the fitted protomers. The twist
is illustrated based on the positions of the short helix on top of HA which is marked
as respectively coloured ellipsoids in figure 3.16B. A comparison of the positions of
HA2 between the fitted HA protomer and the fitted HA H5 subunit shows that the
positions overlap better and that the coordinates of helix A overlap. I modelled a short
piece of α-helix into the extended density of the EM-density map to allow a direct
comparison between models in the region, where we found extended density in my HA
structure. The orientation and position of the modelled, short helix and the position
and orientation of the helix A extension found in the H5 model overlap (Fig. 3.16C).
The extension in the H5 structure leads to a disruption of the interaction between the
B-loop and the inner part of the head domain since the loop folds into a helix which
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Table 3.1 Comparison of secondary structure elements in the B loop region
For the secondary structure assignment ’H’ refers to alpha helix while ’-’ refers to the absence
of an alpha helix. Structures where the structure information is written in bold letters were
identified to have an significantly extended alpha helix relative to all other structures in the
analysed region.
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Figure 3.16 Comparison between the open HA in situ structure and the H5 structure
with an extended HA2 helix A. A) Overlay of three H3 HA (PDB:4WE4) protomers fitted
into the open, fixed HK68 virus HA structure (HA1: blue and HA2: red) and the H5 structure
with the extended helix (black). The helix extension is coloured in grey. Inset: The helix
extension (grey) clashes with helix C of HA2 (red) of the neighbouring HA subunit. B)
Comparison of the positions of a fitted H3 protomer (HA1 head region shown in green) and
the H5 extended helix protomer (grey) in top view. The short helices on the top of HA is
marked as ellipsoids in the respective colour to demonstrate the orientation and position of
the head region. C) Same as B, rotated by 90°. Fitted H3 HA2 is shown in red and a short
helix modelled into the extension of the EM density map is shown in orange. The black line
represents the three fold symmetry axis.
points away from the head domain (127).
3.2.11 HA arrangement on the surface of virus and VLP filaments
Quantification of protein arrangement
During the course of alignment for subtomogram averaging, positions and orientations
of each subtomogram are iteratively refined. In addition to an averaged structure,
subtomogram averaging yields accurate information about protein arrangement. In
the following section I present analyses of subtomogram position data in order to
quantitatively describe HA arrangement for the data sets described in the previous
sections.
For initial visualization of protein positions identified by subtomogram averaging,
I projected a triangular object back into the tomogram at the respective subtomogram
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Figure 3.17 Summary of HA arrangement from different samples. A) HA subtomogram
positions from representative tomograms are projected as triangles into the corresponding
tomogram. For protein densities visible at the edge of the filament, subtomogram positions
might not be displayed. B) Neighbour plots for all data sets. Colours correspond to the count of
neighbour proteins found in one position. Dashed ring: local minimum C) Rotational average
of the neighbour plot. Grey line: the most likely HA-HA distance. D) Distribution of the
number of neighbours within the first ring per HA protein.
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positions (fig. 3.17A). Glycoprotein densities in the tomogram are clearly matched
by triangles reflecting the final positions resulting from subtomogram alignment. To
estimate the false positive and false negative rates I compared positions from subto-
mogram averaging to positions picked manually for a small set of three filaments. I
found a high degree of overlap between manual and automated HA detection with less
than 1 % of false negative and less than 0.5 % of false positive positions compared to
manual detection.
A closer look at the distribution of HA along filaments demonstrates that HA is
densely packed but not highly ordered (Fig. 3.17A). To better describe and evaluate
the arrangement of all HA proteins throughout the complete dataset, I performed
further quantifications of the arrangement. I identified the positions of all neighbouring
proteins for each HA subtomogram position. All positions were aligned relative to
the orientation of the central HA proteins and subsequently plotted on top of each
other. I term this plot ’neighbour plot’. Such a plot allows to identify regularities and
preferred relative distances or orientations between proteins which are not necessarily
discoverable by eye.
Neighbour plots for all data sets were calculated and are shown in figure 3.17B.
For the sake of simplicity I will first introduce the data using the example of the
unfixed VLPs, which has the strongest signal in the neighbour plot since it is the
largest dataset (Fig. 3.17B, first row): In the unfixed VLP neighbour plot, we can
observe a circular point cloud which contains two concentric rings. The absence of
distinct clusters suggests that there is only a weak degree of order in the arrange-
ment, as suggested by the impression from the subtomogram positions displayed
in the tomogram (Fig. 3.17A). The presence of rings indicates preferred distances
between two HA proteins. The inner ring corresponds to a preferred distance between
direct neighbours. The ring is not very clearly defined, which reflects that distances
between neighbours are not fixed but that there is range of possible distances. The
outer ring is weaker since positions of the outer ring of neighbours are effected by the
variability of the inner ring. Therefore, I will not further interpret the outer ring. In
order to further facilitate the assessment of preferred distances between neighbours
I calculated rotational averages of all neighbour plots, which are presented in fig-
ure 3.17C. As expected from the presence of rings in the neighbour plot, we find
corresponding peaks in the rotational average. The first peak, at 84 Å for unfixed VLPs
corresponds to the most likely HA-HA distance. However as indicated by the width
of the peak, there is a range of up to around 122 Å within which neighbours are located.
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In a final part of the analysis, I counted the number of direct neighbours, defined
as being located within the first ring, for each protein position (Fig. 3.17D). The
distribution of numbers of neighbours in the first ring follows a Gaussian distribution
and peaks at five neighbours for the unfixed VLP dataset. If we compare the numbers
from the described analysis to the raw positional data presented in figure 3.17A we can
identify several positions which reflect the numbers identified: one protein surrounded
by five neighbours with inter-HA distances of around 9 nm.
By comparing the neighbour plots for all data sets (Fig. 3.17B), we consistently
find the occurrence of two rings and correspondingly two peaks in the rotational
averages (Fig. 3.17B). In addition, I observed clustering of points within the ring in
all plots calculated for data obtained from fixed samples. The presence of weakly
clustered positions suggests that besides a preferred distance specific positions of
neighbours relative to the orientation of each HA molecule are preferred.
By further comparing the results from the rotational averages for all data sets
(fig. 3.17C) we find a group of data obtained from VLP samples, where the preferred
HA-HA distance corresponds to 8.4 nm while for all data obtained from virus samples,
independent on the status of fixation, the preferred distance corresponds to 10 nm. We
further can observe differences in the strength of the peaks found in the rotational
averages. For the two fixed virus samples (Udorn fixed, HK68 fixed), the peaks are
less well separated from the baseline of the plot relative to the other data sets, indi-
cating that the inter HA distances are more variable in comparison to the other data sets.
Finally, if we compare the number of neighbours within the first ring, we find
sharp distributions around five neighbours for data obtained from VLPs, while the
distribution is shifted towards slightly lower numbers, around four, for data obtained
from viruses (Fig. 3.17D). This observation agrees with the slightly larger preferred
HA-HA distances observed from the rotational averages. This suggests, that most
HA proteins on the virus surface are further apart from each other and that HA-HA
distances are more variable relative to the HA arrangement found on the surface of
VLPs.
Overall the quantification and comparison of the HA arrangement for all data sets
has resulted in two main observations: I identified preferred orientations of neighbour-
ing HA proteins in fixed samples which are not detectable in unfixed samples. The
preferred HA-HA distance is higher and the number of neighbours lower for virus
samples relative to VLP samples.
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3.2.12 Structure of two HA proteins with a fixed relative orienta-
tion found in fixed sample.
In a proof of principle experiment, that was performed together with Zunlong Ke,
we tested if further evidence for preferred relative positioning of neighbouring HA
proteins can be detected as observed in the neighbour plots for all fixed samples
(see section 3.2.11) (Fig. 3.17). The presence of preferred relative positions of HA
proteins suggests, that fixation, might lead to specific HA-HA crosslinking. To test
this hypothesis we selected all HA positions for which a neighbour was found in
any of the three clusters visible in the neighbour plot calculated from fixed VLPs
(Fig. 3.18A). Selected subtomograms were rotationally aligned to assure that the direct
neighbour is found in the same relative position in all subtomograms (Fig. 3.18A).
Subsequently, subtomogram averaging and alignment to refine the average, without
applying three-fold symmetry, was performed. In the resulting average structure,
two HA proteins, one in the centre and one in the position indicated by the cluster,
were visible. To centre the two aligned HA molecules within the subtomogram, the
average was subsequently shifted and further alignments using a mask around both
protein densities were performed. The density of the second protein improved further
during the alignment and the relative orientations of the two HA proteins can be
clearly identified (Fig. 3.18B). Individual protomers of the HK68 HA crystal structure
were fitted as rigid bodies into the obtained HA densities. By comparing the relative
orientation of the fitted high resolution model, we found that the closest point between
the two structures is marked by a loop (140KRGPG144) at the outside of the head
domain (Fig. 3.18C). The loop contains an arginine as well as an lysine, two side
chains which contain amine functional groups and which represent potential targets
for aldehyde crosslinking (128, 129). The distance between the two opposing loops,
which represents the shortest distance between two HA proteins, corresponds to 16 Å.
3.2.13 HA density and HA tilt angle in different samples
In addition to studying HA arrangement, I calculated the density based on the number
of subtomogram positions per virus or VLP filaments. Since viruses are tube-shaped I
can calculate the surface and consequently the density for each virus or VLP filament.
The average density for each dataset is shown in figure 3.19A. Consistent with the
results from the neighbour plot analyses, HA densities for viruses are lower in com-
parison to the HA density for VLP particles. While densities across virus and VLP
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Figure 3.18 Reconstruction of two HA proteins in a fixed relative orientation. A) Neigh-
bour plot of HA from fixed VLPs. Green arrow heads indicate clusters of neighbouring HA
proteins. Black arrows indicate the rotation applied to align positions rotationally prior to
averaging. B) Final, sharpened average of two neighbouring HA proteins identified from
clusters in the neighbour plot shown in A. HA crystal structures were fitted into the EM density
map. PDB: 4WE4. C) Top view of structure shown in B. The inset focuses on two lysine side
chains in the fitted crystal structure which are pointing towards each other and which mark the
closest distance between the two HA proteins.
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samples show only little variation within the respective group.
From highly magnified sections from tomogram slices it occurs that HA proteins
are not entirely perpendicular with respect to the filament surface but instead are mostly
slightly tilted (Fig. 3.19B). To understand the range and distribution of tilt angles, I
calculated the tilt angle for each HA protein on the surface. Tilt angles were calculated
based on subtomogram position and orientation relative to the filament surfaces. The
distribution of tilt angles for each dataset is shown in figure 3.19C. Distributions are
very similar across the different data sets following a Poisson distribution with a peak
at 13°. Therefore, no correlation between the calculated HA density and the tilt angle
distribution can be identified.
The tilting of HA affects the shortest, possible distance to neighbouring molecules,
which I will refer to as tilt distance. I calculated the tilt distance for all HA positions
(Fig. 3.19B). Calculated tilt distances in correspondence to tilt angles are shown on
the top x-axis in figure 3.19C. For the most abundant tilt angle of 13° the tilt distance
corresponds to 1.7 nm. The calculated values for the tilt distance demonstrate that for
the largest fraction of HA proteins the tilt distance ranges below 4 nm. Even if two HA
proteins tilt towards each other, the total tilt distance from these two proteins (8 nm) is
still shorter than the HA-HA distance identified for most HA proteins (Fig. 3.17C).
3.3 Discussion
At the beginning of the presented study I tested an alternative method for sample
preparation to improve virus particle preservation. Purification negatively affected
the integrity of the glycoprotein layer in comparison to non-purified samples. In
addition, the predominantly occurring virus morphology was shifted towards shorter
filaments or spherical particles for purified in comparison to non-purified samples.
This observation is consistent with previous reports and to my knowledge, the long
filaments observed here and by others in non-purified samples, have not been ob-
served before in purified samples (16, 32). The described impact from purification
on morphology can have several reasons: Either longer filaments are more prone to
damage and breakage through physical stress during purification or long filaments are
selected against during steps of purification or potentially a combination of both effects.
The effects of purification on the structure of the glycoprotein layer observed
here, match reports from previous studies where purification and the chosen host
organism (e.g. cell culture vs egg) was shown to influence appearance and density of
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Figure 3.19 HA average density and HA tilt angles. A) The average HA density was
determined for each individual virion and averaged per dataset. Error bars represent the
standard error of the mean. Significance for differences in average density was tested across all
data shown using an one-way ANOVA. p-values < 0.05 are indicated by *. B) Top: Illustration
of the tilt angle and the tilt distance of HA. Bottom: Magnified section from a tomogram slice
showing the HA layer on top of the membrane and demonstrating that HA is not oriented
perfectly normal to the filament surface. C) HA tilt angle distribution. Curves are the outlines
of the corresponding histograms.
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the glycoprotein layer (130, 131). At the same time, others have presented cryoEM
images of purified influenza virus particles, where the glycoprotein layer appears
more preserved indicating that further optimization of the purification protocol might
improve the quality of purified samples (15). Overall, my data demonstrate that it
remains important to be aware of possible effects resulting from virus purification, in
particular when subsequent data analysis methods are used, where the effects are not
directly recognizable.
Finally, the sample preparation workflow used here for influenza virus particles can
be readily extended to target other enveloped viruses, which are prone to experiencing
damages during purification. In a collaboration with Martin Obr and Maria Anders
(Hans-Georg Kraeusslich lab), I tested the presented sample preparation protocol for
HIV particles. After adapting the workflow to the non-adherent cells used for HIV
particle production, we successfully imaged produced virions by cryoET directly in
the vicinity of their host cells.
In summary, I have shown that an optimized sample preparation protocol without
virus purification can be used to obtain well-preserved virus particles in thin and clean
vitreous ice around infected cells which allows acquiring high quality tomograms by
cryoET for subsequent processing by subtomogram averaging.
Using cryoET data of non-purified virus and VLP particles I have established a
data processing workflow that allows to obtain HA in situ structures at sub-nanometer
resolution. Subtomogram averaging of HA was successfully applied to solve HA from
five independent samples and for all datasets I was able to obtain an HA reconstruction
of at least 9 Å resolution. The unfixed VLP data, the by far largest dataset contain-
ing 135,000 asymmetric units, yielded a structure with a higher resolution of 7.5 Å.
This suggests that a massive increase in the amount of processed data might lead to
moderately improved resolutions for samples where smaller datasets were processed.
However, it remains unclear which aspects are limiting for the resolution obtained
for the current number of particles. The outcome of my project and the observation
of an open and closed conformation in dependence on fixation, suggests, that HA
occurs in multiple conformations on the virus surface. I therefore conclude that struc-
tural heterogeneity is an important limiting factor for the achievable resolution of the
obtained reconstructions of HA. Despite multiple attempts from my side to reduce
heterogeneity by classification none of the tests were successful to distinguish different
HA conformations on the virus surface.
84 Structural studies of IAV hemagglutinin in situ
While subtomogram averaging structures of HA have been obtained before, resolu-
tions previously were limited to around 20 nm, where secondary structural elements
are not yet resolved (132). The in situ structures presented here provide sufficiently
high resolution to resolve alpha helices and to compare the obtained in situ structure
with high resolution crystal structures. Based on the resolution obtained, I was able
to detect differences between the in situ HA structure obtained from fixed samples
relative to the crystal structures which had not been reported before.
3.3.1 Aldehyde fixation captures HA in an open conformation
I performed a number of control experiments to validate that aldehyde fixation is indeed
the cause for the observed structural differences between HA reconstructions directly
from fixed HK68 virus samples and previously determined HA crystal structures. From
a direct comparison of a set of in situ HA structures obtained from fixed and unfixed
viruses and fixed and unfixed VLPs, I consistently found, that HA reconstructions from
unfixed samples match the structure of existing HA crystal structure trimers, while in
HA reconstructions obtained from fixed sample, the HA subunits are arranged in a open
conformation unknown from crystal structures. Based on the obtained results I suggest
that aldehyde fixation with PFA or GA captures HA in a transient conformation, which
is present at much lower frequency and therefore essentially remains undetected in
averages obtained from unfixed samples. I reason that the presence of an open and
closed state relates to a continuous movement between these two states on the virus
surface described previously by fluorescence techniques (133) and which is similar to
the breathing motion known for the trimeric HIV glycoprotein (134).
Based on this hypothesis it might be possible that the open conformation of HA,
albeit as a much lower fraction, is also present in data from unfixed samples. Clas-
sification of subtomograms could therefore be used to obtain structures for both
conformations from a single dataset. I therefore attempted to show co-occurrence
of different HA conformations on the same virus by structure classification. I tested
different classification methods similar to what was described previously in (135),
RELION 3D classification (136), multi-reference alignment as well as principle com-
ponent analysis based clustering. However, so far none of the tested classification
approaches was able to identify subclasses of HA subomograms exhibiting different
conformations. Instead all classification attempts have led to identifying the missing
wedge as the main feature to classify on. The identification of the missing wedge
from classification approaches has shown that classification methods for subtomogram
averaging require further optimization to be applicable in cases where small and po-
tentially non-discrete structural differences are to be discerned as it is the case for HA.
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In general, classification in subtomogram averaging so far has been mostly used to
distinguish major structural differences such as the presence, absence or rearrangement
of an extra domain or a larger structural element (135, 137, 138). However, further
improvement of classification algorithms, signal weighting and wedge masking might
enable identification of co-occurring open and closed conformations of HA on the
same virus in the future.
3.3.2 Functional roles of open and closed HA conformations
In the presented study I have identified an open and closed HA structure, which I relate
to the presence of breathing motion occurring on the virus surface. I compared the open
HA conformation found in fixed samples to the closed conformation found in unfixed
samples by performing multiple rigid body fitting experiments. Thereby I was able
to accurately describe the differences between the open and the closed conformation.
I found that the opening of HA does not only result from the movement of the head
region outwards, but that it is accompanied by an outward movement of the central
HA2 helix C and a partial refolding of the HA2 B-loop into a extension of HA2 helix A.
A very similar type of opening of the HA trimer as described here was recently
suggested in a study by Turner et al., where the authors found a more open H7 struc-
ture upon interaction with a head-binding antibody (AB) (139). The authors came to
the conclusion that the AB stabilizes a less stable, slightly more open conformation
which occurs as part of HA breathing motion on the virus surface. In the context of
the opened structure, the authors further identify a short extension of helix A which
however is less pronounced than what I have observed in my data. The structural
similarities of the HA open conformation found across two different strains described
by Turner et al. for H7 and in this present study for H3 further support the interpreta-
tion, that the open HA conformation found in fixed samples relates to breathing motion.
In the HA structures obtained from fixed samples, I observed the presence of
extended density corresponding the extension of the HA2 helix A. The corresponding
region, which occurs as a loop in HA structures at neutral pH (pH=7), transitions into
one part of an extended helix in low pH post-fusion structures (114) (Fig. 3.2). In
addition, a comparison between HA reconstructions from fixed samples, which show
extended density, and a previously published AB-bound H5 monomeric crystal struc-
ture with an almost completely extended helix A (127) has revealed similarities with
respect to the orientation of the found helix extension. The authors of this previous
study concluded that the monomeric state and the resulting lack of interaction between
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the three subunits, in particular between the three central helices of HA2, is connected
to a refolding of the B-loop into a α-helix. This refolding of the B-loop leads to
reduced interactions between the B-loop region and HA1 (127). The described HA2
helix A extension is part of the final post-fusion HA structure (127). Their structure
further shows, that a significant extension of helix A is possible while HA1 is present
and folded. This suggests that the presence of HA1 seems to prevent the complete
transition into the fusiogenic form, where the fusion peptide is extended at the top
(127). The structure presented by Xiong et al. might represent a maximal extension of
the helix in a situation where HA1 is still present. The amount of helix extension is
however sterically hindered in a trimeric arrangement of HA where the central helices
still interact. In this context, the open HA structure described here could represent
an moderately extended helix within the limits of a trimeric HA arrangement. The
reduced interactions between the three subunits during the opening of the structure
results in partial refolding of the B-loop and consequently to a reduced interaction
between HA1 and HA2 (Fig. 3.20).
To summarize, I propose that the open HA structure found here reflects the HA
breathing motion on the virus surface. The detected breathing motion, reflects the
metastable, fluctuating character of the neutral pH structure (133, 140). My data and
data from others (139) suggest that breathing is generated by the opening and the
closing of the HA1 head region and includes movement of the HA2 central helices.
At the same time, the open conformation induces a partial transition of the B-loop in
an alpha helix. The extension is limited by the interaction between the central helices
(HA2 helix C) as well as by the presence of the HA1 head region (127, 140). The
described open structure precedes the transition towards the extended intermediate
(133) (Fig. 3.20) and further into the irreversible low pH post-fusion structure (Fig. 3.1).
3.3.3 Quantification of HA arrangement
The identification of HA positions in situ from subtomogram averaging enabled de-
tailed analyses of HA arrangement on virus particles. These analyses revealed that
HA is not randomly distributed on individual filaments. Neighbouring HA proteins
are located within a preferred range of distances from each other. HA arrangement on
viruses and VLPs differed with respect to the preferred HA-HA distance and shorter
distances were preferred in VLP samples. This observation was confirmed by calculat-
ing the average HA density per filament which confirmed a higher HA density for VLP
filaments. In comparison to previous approaches data shown here provide the most
automated and extensive characterisation of HA arrangement. In a number of previous
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Figure 3.20 Schematic of the proposed breathing motion of HA in the context of HA-
mediate membrane fusion. The scheme demonstrates how HA might continuously transition
between a more stable closed and a more unstable open conformation. Upon exposure to an
environment with lower pH, HA from the open conformation might irreversibly transition into
the extended, intermediate to interact with the opposing host cell membrane and subsequently
induce fusion of the two membranes. In this model, HA1 and HA2 dissociate to allow the
transition into the extended intermediate.
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studies, the density was estimated by manual counting of proteins either from 2D or 3D
EM images (130, 141). This type of quantification is very time consuming and limits
analyses to a small subset of proteins. Additionally, measuring distances directly from
projection images might underestimate the true protein-to-protein distances. Harris et
al. quantified the HA distribution on the surface of egg-grown, purified X-31 (H3N2)
virus and reported slightly irregular spacings of around 11 nm from manual assess-
ment in 3D (141). They did not find any significant differences between spherical
and slightly elongated virus morphologies. Their average spacing corresponds to
what we found as preferred HA-HA distances from HK68 and Udorn virus samples.
Waselewski et al. performed a more automated assessment of HA positions along the
top and the bottom surface of X-31 and Udorn virus filaments. They report preferred
distances of 9 nm to 10 nm between neighbouring HA molecules which is consistent
with my data on HA arrangement on virus filaments (121).
For future analysis, the presented workflow provides a tool to compare data of HA
arrangement for viruses from different strains, with introduced mutations, different
morphologies or after AB-incubation. Comparing the HA arrangement for different
conditions will allow to assess if and how any of the tested conditions influences the
HA arrangement. This is especially relevant for studying AB binding. It remains to
be shown if HA arrangement is directly affected by AB binding and if HA proteins
are mobile enough to rearrange upon AB interactions. It could be possible that HA
arrangement limits the binding of different ABs such as stem binding ABs.
The accurate descriptions of density and arrangement of HA found by us and also
previously assessed by others (121, 141) for IAV particles suggest that the dense, yet
un-ordered arrangement represents the closest, energetically favourable arrangement
of the trimeric HA protein. In addition, the lack of a specific lateral order in the
HA arrangement makes it unlikely that HA arrangement is dictated by M1, which is
expected to have a more ordered arrangement (15) (see chapter 4). The observation
that order seems to correlate with an increase in density as observed for VLP particles
further suggests that the arrangement is determined by density. The fact that neither
in our data nor in the data from others particles with a significantly lower density
of HA was found further suggests, that a minimal density of HA may be required
during assembly to allow deformation of the host cell membrane during virus assembly.
Potentially this minimum density is slightly higher for VLPs compared to viruses
which would explain the differences in observed density. This difference could be
further related to the absence of the vRNPs in VLPs and the resulting requirement for
a higher HA concentration to allow initiation of filament formation. At the same time,
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the high similarity in morphology between viruses and VLPs despite the differences in
HA-density suggests that the HA arrangement does not influence virus particle shape
including the particle diameter.
3.3.4 Fixation might induce HA-HA crosslinking
The analysis of HA arrangement after aldehyde fixation revealed a preferred relative
orientation of HA proteins. In the data from aldehyde treated VLPs, HA proteins with
neighbours in fixed preferred positions were subsequently processed by subtomogram
averaging. We obtained a structure which contained two specifically oriented HA
proteins. The two molecules are arranged in a two fold symmetric relation to each other
and the edges of the head region are less than 20 Å apart from each other. I identified
the lysine residue K140 from crystal structures fitted into the subtomogram averaging
structure as a potential aldehyde crosslinking target. K140 is located in a loop at the
outer surface of the head region and points into the direction of the opposing HA
protein. The length of a GA molecule is 7.5 Å which corresponds to half the distance
found between the two lysine side chains on the neighbouring proteins. GA, however
may polymerize in an aqueous environment and form elongated species, which then
might provide the length required to bridge the two residues. It remains to be shown
in the future if an open HA structure, potentially resulting from HA-HA crosslinking,
only occurs in the presence of GA, the longer aldehyde, or if pure PFA treatment
would result in the same effect. In summary, we propose that the conservation of the
open HA trimer structure in fixed samples results from inter molecular cross links
between two neighbouring HA molecule, potentially via the residue K140.
Since virus inactivation by PFA/GA fixation is a widely employed method to
inactivate infectious virus samples for subsequent cryoEM studies, it is likely that
similar effects occurred but remained undetected in previous virus studies. It is
likely that flexible and potentially mobile proteins on the outside of the virus, such
as viral glycoproteins, are most prone to show structural effects based on aldehyde
treatment. However, as described in this study, resulting effects are likely to be small
and sufficiently high resolutions below 10 Å in case of in situ structure determination
are required to be able to detect resulting structural differences. In addition, virus
inactivation by aldehyde fixation is commonly used in vaccine production. Given that
the differences found for the HA structure from fixed and unfixed samples are mostly
related to the head domain, which is the dominant antigenic region, the structural
differences could potentially affect AB binding through changes in accessibilities of
the head domain in the open relative to the closed structure.
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3.3.5 Functional roles of the HA tilt angle
As part of the analysis of HA arrangement I have calculated and analysed the tilt
angle of HA molecules. While it is known that HA has a flexible linker between the
transmembrane domain (TMD) and the ectodomain, this flexibility had been mostly
ignored in the past. Only recently, the presence of flexibility in this region has been
taken into account and was critical to solve the TMD of HA in micelles by single
particle cryoEM (108). While one could imagine that there is a correlation between
HA-HA distance and tilt angle, I did not find any correlations. The geometry of HA
would allow tilt angles up to 60° until clashing with the neighbouring protein. However
given that there preferred angle ranges around 13°, it seems likely that the tilting is
limited by the structure of the flexible linker rather than by protein density. Given that
HA is most likely not statically fixed in one tilt angle but is flexible, this flexibility
could increase the chance of the virus to establish interactions with host cell receptors.
At the same time presence of tilted HA proteins could impact AB binding considering
that HAs at different tilt angles provide different steric environments. Finally, HA
tilting together with the variability of HA-HA distances is likely to effect HA stem
accessibility for stem-binding ABs.
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3.4 Conclusions
1. IAV purification biases the distribution of observable particle morphologies
towards smaller particles.
2. The in situ structure of HA is affected by aldehyde crosslinking, a common
method for virus inactivation, which is used in laboratory settings as well as for
vaccine production.
3. Aldehyde crosslinking, potentially between neighbouring HA proteins, captures
HA in a structure where the HA trimer is more open relative to the structure
from unfixed viruses.
4. The presence of an open HA structure on the virus surface upon sample fixation
is another indicator of HA breathing motion. Breathing motion might facilitate
further conformational changes which occur upon exposure to low pH.
5. For all in situ HA structures occurring in a more open conformation, HA2
Helix A is extended, an effect which might be induced by the loosening of the
interaction between the HA1 head and the B-loop.
6. HA is arranged with lose order on the virus surface where a single protein is
preferentially surrounded by four to five neighbours in distance from 8 nm to
10 nm. VLPs appear to have a more ordered arrangement and are more densely
packed relative to viruses.
7. Despite the high HA density, HA is not oriented orthogonal relative to the virus
surface but most proteins are tilted. The presence of tilted HA proteins reflects
the suggested flexibility of the linker that connects the extracellular domain to
the TMD.
8. The established analysis provides a framework for future studies of HA-antibody
binding in situ.

Chapter 4
In situ characterisation of M1
4.1 Introduction
M1 is a 28 kDA-sized protein which is essential for morphology, stability and integrity
of IAV particles (Fig. 4.1). During the virus life cycle, M1 is known to assist in
various different processes including the mediation of the assembly process and the
export and transport of newly formed RNPs from the nucleus to the assembly side
(Fig. 4.2). To date, no full length structure of the protein is available. Only a partial
structure comprising residues 2-165 (out of 252) was solved by X-ray crystallography
(142–146) (Fig. 4.1C). Despite successful expression of the full-length M1 protein,
proteolytic cleavage, presumably of an exposed linker, and resulting fragmentation of
the polypeptide was repeatedly reported in the past (142, 143). Only the N-terminal
fragment crystallized which since then is termed the M1 N-terminal domain (NTD)
(142, 143) (Fig. 4.1C). Since the CTD fragment could not successfully by crystallized
it was hypothesized that the C-terminal domain (CTD) fragment is flexible, unfolded
or unstructured (147). Characterizations of the full-length M1 protein by small angle
X-ray scattering (SAXS) have suggested that M1 appears as an elongated monomer
(147) and characterisation by circular dichroism has shown that the CTD is at least
partially helical (143). The M1 NTD appears as a compact, almost cube-like protein
domain consisting of nine helices which are inter-connected by loops (Fig. 4.1C). The
first structure of the IAV M1 NTD was obtained at pH=4 (142). Later, the structure of
the NTD was solved again for different strains and at different pH (143–146). Differ-
ences in pH during crystallisation lead to differences in crystal packing and orientation
of the M1 NTD monomers within the dimer which represents the asymmetric crystal
unit (144).
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Figure 4.1 Structure and arrangement of M1. M1 forms a layer of unknown arrangement
underneath the virus membrane. B) The absence of M1 leads to a irregular morphology of the
formed particle (45). C) Crystal structure of the M1 NTD (PDB:1EA3). The structure of the
M1 CTD remains unknown. Proteolytic cleavage after the M1 NTD was observed in the past.
In legend: Mb=membrane.
4.1.1 M1 inside the virus
Influenza is a polymorphic, enveloped virus. Therefore, the structure of IAV particles
is not accessible to crystallography but has been studied by EM (15, 141, 149). In EM
images of influenza particles, a continuous protein density is visible underneath the
membrane. The thickness of this density layer matches the molecular weight of M1. It
was therefore reasoned that M1 forms a matrix layer underneath the viral membrane
(149). While the distinct shape of HA is clearly recognizable from EM images, the
small size and the globular shape of M1 precluded an unambiguous identification of
M1 directly from EM images. In 2D projection images, the thin M1 protein layer is
masked by the dense glycoprotein layer which inhibits the recognition of any additional
structural features from these images (149). Therefore, improved visualization of the
matrix protein layer was only achieved after Bromelain treatment of IAV particles,
which cleaves the ectodomain of HA as well as by cryoET studies (15, 113). Using a
combination of these two methods and Fourier analysis of obtained images Calder et
al. described the matrix layer as a regular lattice underneath the membrane (15).
Results from multiple in vitro studies support the hypothesis that the membrane-
proximal protein layer is indeed formed by M1. In vitro flotation assays of full-length
M1, M1 NTD and M1 CTD together with negative charged lipids showed that full-
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Figure 4.2 M1 in the IAV life cycle. 1) An endocytosed IAV particle within an acidified
endosome. M1 form a layer underneath the viral membrane 2) The viral membrane and the
endosome membrane have fused. M1 has dissociated from the membrane and RNPs still
interacting with M1 have been released into the host cell cytoplasm. 3) M1 interactions with
the importin protein TNPO1 result in dissociation of M1 from vRNPs (148). 4) Subsequent to
the release from M1, M1-TNPO1 complexes and vRNP-importin complexes are transported
into nucleus. 5) Replicated RNPs interact with M1 and are exported from the nucleus after
binding to exportins. 6) Transport of RNPs and M1 to virus assembly sites at the host cell
plasma membrane via unknown mechanisms.
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length M1 as well as the M1 NTD but not the M1 CTD were found to interact with
lipids (150). Based on distinct surface charge distribution of the M1 NTD structure, it
was hypothesized that M1 interacts with membranes based on electrostatics (143, 150,
151). Instead, others suggested that M1 interacts with membranes via the insertion
of hydrophobic side chains, which would require inside out folding of the protein (142).
In addition to the interactions with the membrane, M1 is believed to interact with
the cytoplasmic tails of HA, NA and the transmembrane ion channel M2. The type and
impact of interactions between M1 the glycoproteins remains disputed. While no direct
interaction has been shown biochemically, it was reported that the presence of the
glycoproteins increases the fraction of M1 which is being localized to the membrane
during virus assembly (47). In contrast, others have suggested that the cytoplasmic
tails are not relevant for M1 interactions since assembled virions were observed for
glycoprotein mutants lacking their cytoplasmic tails (152). Further it was suggested
that inside virions, M1 interacts with vRNPs (150) and is essential for the cohesion of
genome segments at the tip of virus particles (153).
4.1.2 M1 functions during the virus life cycle
Upon entering a new cell for infection, endocytosed IAV particles undergo HA-
coordinated membrane fusion of the viral and endosome membrane once exposed to
low pH (Fig. 4.2 1). The membrane ion channel M2 opens to allow protons and later
K+ ions to enter the virus core. M1 dissociates from the membrane once the pH is
low enough inside virus particles (154) (Fig. 4.2 2). In accordance with this model,
in EM images of IAV particles acquired at low pH, the protein layer underneath the
membrane was found to be thinner, disrupted or absent (113). Additional insights into
the effects of pH were gained from M1 NTD protein crystals which formed at low pH
conditions. The differences in the occurring dimer interfaces relative to the M1 NTD
interface in neutral pH crystals have suggested that pH influences the arrangement of
M1 (144).
Even after dissociation from the viral membrane and release of vRNPs into the host
cell cytoplasm, M1 was shown to maintain interactions with the vRNPS (Fig. 4.2 2).
Debundling of vRNPs is only achieved, once M1 is bound by TNP01 which releases
the vRNPs. Only upon dissociation from M1, vRNPs are imported into the nucleus
(148, 155, 156) (Fig. 4.2 3). At the same time, M1 itself is equipped with a nuclear
localization sequence (NLS) (101RKLKR105) which allows interaction of M1 with
importins for shuttling into the nucleus (157) (Fig. 4.2 4). Import of M1 into the nucleus
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is required for subsequent M1-NEP mediated nuclear export of vRNPs (Fig. 4.2 5).
Once back in the cytosol, the association of vRNPs and M1 prevents re-import of newly
formed vRNPs into the nucleus. How M1 interacts with RNPs concretely however,
remains unclear. Two alternative models where M1 either interacts with vRNPs via
the NLS (158) or via its CTD (150) have been suggested.
M1 in virus assembly and virus morphology
In current models of influenza assembly, M1 is proposed to be the key mediator, based
on its interactions with all other virus components and membranes. It is clear that M1
is an important factor for the determination of virus morphology and as such also virus
stability. Using VLPs is was confirmed that regularly shaped particles in the typical
size range of IAV particles only form if M1 is present (Fig. 4.2) (45, 46). Others have
identified specific mutations of the M1 protein which induced a switch in morphology
from predominantly spherical particles to filaments as well as the other way around
(28, 29, 120). Additionally it was shown that adaptions of IAV particles towards a
filamenteous morphology when transferred to animal models after culturing viruses
in eggs leads to the enrichment of mutations in M1 (25). All previous results clearly
indicate, the critical role of M1 in assembly and morphology determination.
4.1.3 Motivation and aims of this study
M1 is the most abundant protein inside the IAV particles and important for many
essential functions inside the virus and during the virus life cycle. The lack of a
complete M1 structure, incomplete knowledge about potential structural plasticity
and missing insights into the arrangement and dynamics of M1 in particular during
assembly prevent the understanding of molecular details of the different functions
and forms of M1. Structure determination of M1 in the past has turned out to be
challenging and several attempts of classical structural biology methods have failed to
describe the full-length structure of M1 leading to the assumption that the M1 CTD is
partially unstructured or unfolded.
Within virions, M1 is suggested to form a protein layer underneath the membrane
as observed in cryoEM and cryoET images. Insights into the in situ structural arrange-
ment and relative orientations of M1 monomers underneath the viral envelope remain
unknown. However, understanding the arrangement of M1 inside viruses is crucial to
understand how M1 contributes to virus particle morphology and virus stability. Due
the pleomorphy of IAV particles, studying the structure of IAV and concomitantly the
matrix layer inside virions is not accessible to x-ray crystallography or cryoEM single
particle processing methods. Instead, cryoET combined with subtomogram averaging
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has been shown in the past to successfully provide clarity of protein arrangement inside
viruses of heterogeneous morphology (85, 86). In addition, subtomogram averaging
has proven to be able to provide in situ structural information which is needed for M1
in order to improve our limited knowledge of the structure itself.
Here I aim at studying the structure and arrangement of M1 in filamentous particles
of the pathologically relevant HK68 strain and the corresponding HK68 VLPs. Due to
the small size of the protein and potential flexibility of the protein, optimization and
adjustments of the subtomogram averaging workflow are needed. In addition, high
resolution and good quality tomographic data are required. Based on limited structural
characterizations of M1 and the absence of a full-length model, achieving medium
to high resolution will be advantageous to allow interpretations of the structure even
in regions which have not been structurally described before. I therefore aimed at
establishing an optimized subtomogram averaging workflow to provide medium reso-
lution in situ information of M1. Based on information about position and orientation
produced during subtomogram averaging, I further aimed at describing in detail the
arrangement of M1 within viruses and VLPs. These information were then to be used
to further develop current models of M1 driven virus assembly.
4.2 Results
4.2.1 In situ structure of M1 from non-purified HK68 VLP fila-
ments
To study M1 by subtomogram averaging I initially assessed cryoET data of HK68
virus and VLP particles described in chapter 3 (see table 2.1) for the presence of the
matrix layer underneath the membrane. In tomograms of non-purified, unfixed HK68
VLPs I found particular strong and clearly visible protein density underneath the viral
membrane for all tomograms with a defocus value closer to focus than −4.5 µm, which
resulted in a subset of 21 out of 60 tomograms (Fig. 4.3B).
To assess if the protein signal underneath the viral membrane was strong enough
to allow obtaining in situ structural information for the small IAV M1 protein, HK68
VLP tomograms were processed by subtomogram averaging focusing on the matrix
density underneath the membrane. Starting positions and orientations of M1 subtomo-
grams were initialized by sampling positions along the surface of a cylinder which was
calculated based on a manually determined spline and manually determined M1-M1
diameter for each VLP filament.
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Figure 4.3 Tomograms of non-purified IAV VLP particles show a strong matrix layer
density underneath the membrane. A) Representative medium magnification image. Cell
edge in black in the lower and left corner. VLP filaments extending from the ell edge (outlined
in rose). B) Slice through a VLP tomogram. To enhance the M1 protein signal for visualization
10 slices were summed. Regions where the matrix layer is visible are shaded in blue.
Initially, subtomograms from a subset of 20 tomograms with a box size of 46x46x46
nm were extracted at oversample positions from two times binned (Bin4) tomograms.
Subtomograms were averaged and subsequently aligned to the average of each tube
individually. Each tube dataset contained between 28,000 and 35,000 oversampled M1
subtomograms. The first round of alignment was focused on adjusting the Z-positions
of each subtomogram utilizing the strong signal from the double layer membrane. The
resulting average showed three smooth layers corresponding to the membrane bilayer
plus the matrix layer (Fig. 4.4A). After another iteration of alignment focusing specifi-
cally on the matrix layer, the smooth protein density underneath the membrane evolved
into several parallel strands, almost orthogonal to the tube direction with a regular spac-
ing of 38 Å (Fig. 4.4B). Another five iterations with the same alignment parameters
improved the specific signal of the strands further (Fig. 4.4C). When comparing the
averages from different filaments we found that the orientation of the protein strands
relative to the tube orientation was different (Fig. 4.4G). Consequently, I continued to
align subtomograms from each tube separately after re-extracting subtomograms from
Bin2 data. To resolve features along the strands, careful optimization of subsequent
alignment parameters in particular the alignment mask and filter boundaries were
required. Using a alignment mask which adopts the curvature of the tube and a band
pass filter at 15 Å to 35 Å to suppress the dominating signal from the inter-strand
distance was essential to improve the structure further. After three iterations using the
optimized alignment parameters individual subunits along the strands with a spacing
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Figure 4.4 M1 subtomogram averaging reference over multiple iterations of alignment.
A-D) Averaged subtomograms of the matrix layer from a single VLP filament (VLP A) at
different stages of alignment. Iteration of alignment as indicated on top. Averages are shown
from the center of the filament facing the inner tube layer. The orientation corresponds to the
view onto the XY plane. E) Reference after iteration 15 with polarity of the M1 polymer from -
to + as indicated. E,F) Averages generated after combining subtomograms from four different
VLP filaments with similar M1 structures. F) The structure was sharpened using a B-factor of
-800 (see section 2.6.2). G) M1 averages from different VLP filaments.
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of 28 Å were resolved (Fig. 4.4D). Different settings for all employed filtering and
masking steps, such as incorporation of a high pass filter were tested to identify optimal
settings for alignment.
After two additional iterations, subtomograms from tubes with averages where
the filament orientation relative to the tube direction were sufficiently similar and
where subunits had become clearly visible (a subset of 4 out of 20 tomograms) were
combined for subsequent steps of alignment (Fig. 4.4E). By now sufficient features to
recognize that resolved protein strands were polarized became apparent which was not
visible from previous low er resolution averages (Fig. 4.4F). Whenever necessary, the
polarity was adjusted, prior to combining subtomograms. To removed oversamples
positions, subtomograms which were closer together than a threshold distance of
14 Å, half the subunit-subunit distance, were removed. This cleaning step reduced the
number of subtomograms to 8,000 per filament.
The dataset was split into two half sets, top and bottom of each tube containing
16,000 asymmetric units from four filaments per half set. Alignment was continued in-
dependently for both half sets. During the final stages of alignment utilizing unbinned
data, the low pass filter was reduced to 8 Å. An additional cleaning step after one
iteration reduced the number of positions to 13,000 subtomograms per half set. The
resolution of the resulting average was determined by calculating the FSC between the
two half sets as 8 Å at this alignment stage (Fig. 4.4F).
In most subtomogram averaging packages including the workflow used here, the
similarity between subtomograms and the reference is evaluated by calculating the con-
straint cross correlation (CCC) function between the two volumes (see section 1.2.7).
Prior to calculating the cross correlation function as well as during the calculation of the
final average, the range of spatial frequencies which is affected by the missing wedge
is masked out, typically by multiplying the Fourier transform of each subtomogram
and the reference volume with a binary wedge mask (Fig. 4.5B). Here we replaced the
binary wedge mask with the amplitude spectrum of each tomogram (implemented by
Dustin Morado, Briggs group). Besides information about the orientation and width
of the missing wedge, the amplitude spectra provides information about the ’weight’
of each frequency in the tomogram (Fig. 4.5D). Amplitude spectra were calculated
from 100 randomly selected noise positions in each tomogram. When using a binary
wedge mask, the M1 reconstruction appeared to be distorted into the Z direction. This
effect was reduced in the M1 reconstruction calculated using amplitude spectra. This
improvement of the structure facilitated subsequent interpretations (Fig. 4.5A,C).
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Figure 4.5 Comparison of two different wedge weighting strategies employed during
subtomogram averaging of M1. A) Orthoslice through the M1 reference obtained when
using a binary wedge mask during subtomogram averaging and alignment. B) Orthoslice
through a binary wedge volume displayed in Fourier space used for wedge masking. C) Same
as A but after using amplitude spectra during alignment and averaging. D) Orthoslice through
amplitude spectrum (Fourier space) calculated form a representative tomogram of the dataset.
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Figure 4.6 Geometric cleaning of subtomogram positions reduces the resolution
anisotropic of M1 A-C) Neighbour plot and results from directional FSC calculations (75)
before geometric cleaning. B) Calculated FSC in the three main directions and the global FSC
for the structure before geometric cleaning. C) Histogram of the resolution values determined
at the 0.143 level for 100 different directions. D-F) Same as in A-C but for data after geometric
cleaning.
Despite optimized computation of the final average by the means described above,
we found that features were still not well separated along the direction of the polymer
(roughly corresponding to the Y direction indicated in figure 4.4). I suspected that this
effect results from difficulties to align individual subunits correctly, due the small size,
or from flexibility in the arrangement of the protein layer. I assessed the anisotropic
resolution of the final structure using the 3DFSC program developed by Tan et al. (75).
The 3DFSC tool performs directional resolution measurements by determining the FSC
for individual cones rather than for the complete sphere. By comparing the resolutions
for the three different main directions I found that the resolution was indeed worse in
the Y-direction relative to all other directions as expected from the visualization of
the reconstruction (Fig. 4.6B). The distribution of 0.143 FSC measurements for 100
different directions further indicated that the resolution varied between 7 Å to 10 Å for
the different directions (Fig. 4.6C).
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To improve the resolution in the direction along the strands (Y-direction) I removed
positions which diverged from the average arrangement by geometric cleaning. As part
of the geometric cleaning procedure I first assessed the positions of all neighbouring
subtomograms for each M1 position and plotted the neighbour positions on top of
each other in a neighbour plot (see section 3.2.11). By evaluating the neighbour plot
for M1 I found a regular pattern of positions. However, rather than being defined,
circular spots, neighbour position appeared as elliptically clustered spots (Fig. 4.6A).
Clusters were more extended in the Y-direction than in the X-direction which correlates
with the anisotropy determined directly from the structure. This observed range of
relative distances between neighbouring M1 subunits reflects either flexibility in the
arrangement or inaccuracy in the performed alignment with respect to the Y-direction.
Independent of the source of this variability, specifically removing these positions in a
geometric cleaning step could potentially increase the anisotropy of resolution.
To perform geometric cleaning, subsets of positions were selected for which at
least three neighbour positions were located within the range of a defined sphere
around the cluster centre. Initially, different variants of this cleaning step were tested
with regards to the number and position of fixed neighbour positions. Best results were
obtained when requiring three neighbours with no fixed position resulting in reduced
resolution anisotropy while retaining 50 % of subtomograms. When calculating the
neighbour plot for the cleaned set of positions a reduction in the width of the point
cloud became clearly visible (Fig. 4.6D). In correspondence to the observations from
the neighbour plot, the average calculated from the cleaned subset of subtomograms
showed an improved resolution in the Y-direction and better separation of distinct den-
sity elements along the direction of the M1 polymer strands was observed (Fig. 4.6E,F).
Further improvement of the structure was obtained from specifically masking
selected areas of the reference during alignment. If displayed as a XZ orthoslice, the
obtained structure appears as a bi-lobe density underneath the membrane, where one
lobe of density is located directly underneath the membrane and one lobe of density is
located further towards the centre of the tube (Fig. 4.7A). The two lobes were masked
individually during the last rounds of alignment and each region improved. The reso-
lution of the final average combined from the inner and outer focused alignment and
after geometric cleaning ranged between 9 Å to 7 Å for different directions (Fig. 4.7B).
The final map was sharpened using an empirically determined B-factor of -800 and
filtered according to the global resolution (see section 2.6.2).
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Figure 4.7 Final subtomogram averaging reconstruction of M1 obtained from HK68
VLPs. A) XZ orthoslice through the M1 subtomogram averaging reconstruction obtained from
HK68 VLPs. The inner and the outer lobe visible in the orthoslice are marked in light blue
and dark blue respectively B) FSC curve for the structure shown in A. The mean FSC and the
standard deviation around the mean based on resolution measurements in different directions
are shown.
4.2.2 Existing M1 NTD models fit the obtained M1 density map
As expected for the obtained final resolution, alpha helices were resolved in our struc-
ture which allows to fit high resolution structural models into the density. While no
models exist that describe the complete influenza M1 structure, the structure of the M1
NTD [residue 1-165] has been determined before by X-ray crystallography from differ-
ent strains and at different pH values (pH=4,PR8,PDB:1AA7; pH=7, PR8,PDB:1EA4;
pH=4,WSN,PDB:2Z16) (142–144) (see section 4.1). While the relative arrangement
of monomers in the asymmetric unit is different for structures determined at different
pH all models share a highly similar model of the NTD monomer (see section 4.1).
Here I initially selected the only M1 NTD crystal structure that was obtained at neutral
pH (pH=7, PR8, PDB:1EA4 (143)) for fitting into the obtained M1 in situ structure.
The M1 NTD monomer was fitted as a rigid-body into the membrane proximal part
of the M1 density map using the fit in map tool in UCSF Chimera (105). All nine alpha
helices of the M1 NTD monomer matched nine densities in the membrane proximal
lobe of the M1 in situ structure obtained from HK68 VLPs (Fig. 4.8A). When I further
evaluated the performed fit of the model into the EM density map, I found that the two
cylindrical densities corresponding to alpha helix 6 and helix 5, which are located at
the surface facing the membrane, appeared to be moved closer towards the membrane
relative to the positions of the helices in the crystal structure (Fig. 4.8C).
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Figure 4.8 Comparison between the final M1 reconstruction from subtomogram averag-
ing and the crystal structure of the M1 NTD. A) Subsection of the final, sharpened M1
reconstruction from HK68 VLPs overlaid to a single M1 NTD monomer fitted as a rigid
body into the outer lobe of the structure, M1out. Cylindrical densities in the inner lobe of the
structure (M1in) were marked by displaying red cylinders inside the density. B) A subsection
of the final M1 structure overlaid to six NTD monomers fitted as rigid bodies. The membrane
interface points to the front C) A subset of the average with three NTD monomers fitted and
the CTD densities filled with red cylinders. The inset focuses on the density which located
directly underneath the membrane and which corresponds to helix six of the crystal structure.
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Figure 4.9 In situ structure of IAV M1 obtained by subtomogram averaging of M1 from
HK68 tomograms. A) Representative cryoEM images at medium magnification showing the
edge of a cell surrounded by HK68 virus filaments. B) Sum of ten slices through a tomogram
to further enhance the M1 protein density underneath the membrane for visualization purposes.
C) Final sharpened in situ structure of M1. D) Mean FSC curve with standard deviation from
directional FSC measurements.
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4.2.3 In situ structure of M1 from non-purified HK68 virus
To confirm that the M1 structure obtained from VLP filaments corresponds to the
M1 structure found inside HK68 virus particles I repeated the processing workflow
described for VLPs using tomographic data of HK68 virus presented in chapter 3 (see
also table 2.1). In 16 out of 40 acquired HK68 virus tomograms a protein density
underneath the membrane was clearly visible (Fig. 4.9B). Subtomogram averaging of
M1 from this subset of tomograms was performed just as described for the data from
HK68 VLPs. Subtomograms were initially aligned and averaged independently for
each virus filament. Reconstructions of M1 from early stages of alignment appeared
very similar to initial averages obtained from VLP tomograms. Parallel strands of
protein density lining the inside of the membrane bilayer were visible. The direction
of strands relative to the virus tube orientation was variable across the dataset and
alignment was continued to be performed for each filament independently. However,
during further steps of alignment the distinction into subunits along the filaments
(Y-direction) was much weaker in M1 from HK68 virus data than M1 from HK68 VLP
data and did remain very weak throughout all following steps. Subtomograms from
four filaments were combined at a later stage of alignment, based on the similarity of
the references from these four virus filaments. During subsequent steps of alignment
the structure evolved further. In the XY orthoslice through the final, sharpened
reconstruction (B-factor of -800, see section 2.6.2) an inner and on outer lobe were
clearly visible just as observed in the VLP M1 structure (Fig. 4.9C compare to Fig. 4.7).
However, the inner lobe region of the M1 average structure obtained from HK68 virus
particles remained less defined than the corresponding region in the M1 average from
HK68 VLP particles (Fig. 4.10). I tested if the inferior appearance of the structure was
related to an anisotropic resolution by determining the directional FSC (75). From
directional FSC measurements I found a larger standard deviation around the mean FSC
curve across different directions for the M1 reconstruction obtained from HK68 virus
relative to the M1 structure obtained from HK68 VLPs (Fig. 4.9D). From directional
FSC measurements I identified that the obtained resolution in the Y-direction was
much lower than in the X and the Z-direction (Fig. 4.10D). In the coordinate system of
the reconstruction, the Y-direction corresponds to the direction along protein strands.
As for the VLP data I attempted to reduce resolution anisotropy through geometric
cleaning of subtomogram positions based on the results from calculated neighbour
plots (see section 4.2.1). However, geometric cleaning of M1 subtomograms from
HK68 virus resulted only in minor improvements not sufficient to recover structural
details at the level previously achieved for VLP particles.
Except the lower resolution in the Y-direction all other directions were resolved
4.2 Results 109
Figure 4.10 Evaluation of the M1 reconstructions from HK68 virus and HK68 VLPs.
A) Single subunit of the M1 reconstruction from HK68 virus displayed together with a M1
NTD crystal structure monomer fitted into the volume. B) Six M1 NTD monomers fitted into a
subsection of the final M1 reconstruction from HK68 virus. The side facing the membrane
is turned towards the front. C) Subsection of the final M1 reconstruction from HK68 virus
overlaid to three M1 NTD monomers fitted into the volume. D)‘Directional FSC curve of the
structure shown in A-C. E) Final M1 reconstruction from HK68 VLPs and crystal structure of
the M1 NTD fitted into the volume. F) Directional FSC curves for the structure shown in E.
PDB:1EA3.
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to 8 Å. Despite the measured anisotropy, the obtained resolution was sufficient to
be able to fit NTD crystal structure monomers as rigid bodies into the outer lobe
of the structure just as described for the M1 structure obtained from HK68 VLPs
(Fig. 4.10A-D). Helices H1-H6 and H9 fit well into the obtained density. The respec-
tive densities matching H7 and H8 are however weaker and appear to be less well
resolved in the virus structure in comparison to the VLP structure (Fig. 4.10A). Despite
the presence of weaker densities in comparison to the VLP M1 structure, the fit of
the NTD crystal structure into the outer lobe of the M1 reconstruction from HK68
virus clearly resembles the fit of the NTD crystal structure into the outer lobe of the
M1 reconstruction from HK68 VLPs. The comparison the inner lobe regions from
both reconstruction is impeded by the lack of a high resolution crystal structure of the
CTD to which each reconstruction could be compared to individually. Overall, the
comparison of the two M1 structures obtained from HK68 VLPs and HK68 viruses
to existing crystal structures suggests that the NTD regions of both in situ structures
are identical. The lower overall resolution as well as the higher resolution anisotropy
of the virus structure is likely to explain the observable differences in the inner lobe
region of the structure.
Influence of imaging conditions on reconstruction quality
To identify reasons for the difference in quality between the reconstruction of M1
from HK68 viruses and HK68 VLPs, I visualized the contrast transfer function (CTF)
to characterise the signal transfer for the defocus range of the subsets of tomograms
used for the respective M1 reconstructions. The subset of tomograms of HK68 VLPs
that were processed for M1 had been collected using a defocus range of −2 µm to
−4 µm, while the subset of tomograms of HK68 virus which were processed for M1
were collected at a defocus range from −4 µm to −6 µm. The CTF for four different
defocus values ranging from −2 µm to −6 µm was therefore calculated in Matlab
(MathWorks) as described in equation 1.1 without using an envelope function (see
section 1.2.4).
The simulated CTFs demonstrate that for defocus values <−4 µm, as used for
recording the HK68 virus dataset, the first zero crossing of the CTF occurs at spatial
frequencies corresponding to distances of 28 Å or larger (Fig. 4.11). The main features
for initial alignment of M1 are the distance between M1 strands, 38 Å, and the distance
between M1 subunits along strands, 28 Å, which however requires additional high pass
filtering to suppress the strong signal from the M1 inter-strand distance. Consequently,
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Figure 4.11 Simulation of the CTF for a range of defocus values from tomograms used
for M1 subtomogram averaging. The CTF was calculated according to the properties of the
employed microscope (Titan Krios) and specific imaging conditions (see section 1.2.4). The
fraction of amplitude contrast was set to 0.07, the spherical abberation constant of the objective
lens of the microscope is 2.7 mm and the electron wavelength at 300 keV was determined as
1.97 pm. The legend indicates the defocus value for each curve in µm. The dashed black line
indicates the limit of the high pass filter used during subtomogram averaging alignment of M1.
alignment features with features smaller than the 35 Å threshold of the high pass filter,
are crucial to drive any further alignments and ultimately to resolve individual M1
subunits. Therefore, in data collected with a defocus <−4 µm the signal corresponding
to the first peak of the CTF is mostly cut out by the employed high pass filter. Instead,
at a defocus of −2 µm a larger fraction of the first CTF peak signal extends beyond the
limit of the employed high pass filter (Fig. 4.11. Additionally, for data collected with a
defocus at −2 µm the first peak of the CTF occurs at 28 Å which corresponds to the
distances between two M1 subunits (Fig. 4.11. Consequently, it appears that the range
of defocus values <−4 µm in the data of HK68 viruses (which were initially collected
for processing of the data for HA described in chapter 3) is not ideal for subtomogram
averaging alignment of M1 and might therefore explain the differences in quality of
the M1 reconstruction. In the future, these information can be taken into account when
choosing parameters for acquiring new datasets for M1 subtomogram averaging.
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Figure 4.12 Description of the inner lobe of the M1 reconstruction from HK68 VLPs.
A) Subsection of final HK68 VLP M1 structure which fits a single M1 NTD crystal structure.
B) Subsection of the final HK68 VLP M1 structure which fits three M1 NTD monomers. Red
cylinders are displayed into cylindrical densities of the inner lobe of the M1 structure which
remains unoccupied from the fit. The densities were named D0-D4.
4.2.4 Structure of the IAV M1 CTD
Due to the better quality of the M1 reconstruction from HK68 VLP samples in com-
parison to the M1 reconstruction from HK68 viruses, further interpretation regarding
the inner lobe of the structure were performed using the data from HK68 VLPs (see
section 4.2.1).
In the the inner lobe of the M1 structure obtained for HK68 VLPs defined, cylindri-
cal densities were visible, which remained unoccupied after fitting the M1 NTD crystal
structure into the M1 in situ structure. I therefore attempted to further interpret the
obtained in situ structure in this region. We identified four tightly packed cylindrical
densities which I expect to correspond to the M1 CTD. For better visualization I placed
red cylinders into each density and numbered the four densities D0-D4 (Fig. 4.12). D2
and D3 were measured to be about 15 and 8 residues in lengths, respectively. Densities
D1 and D3 appeared less regular in diameter. The length of these densities were
therefore estimated to be between 18-24 (D1) and 12-18 (D3) residues. In addition to
the four central cylindrical densities, I observed un-occupied density extending from
the last helix (H9) of the M1 NTD and connecting to D1 in the CTD region which
I termed D0 (Fig. 4.12). Two out of the five densities (D3 to D4) are connected by
visible density. The connectivities between densities D0-D2 and the connectivity to
the M1 NTD regions are less defined and different options are in agreement with the
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constraints of the obtained structure. I identified three different scenarios describing
the connectivity of the density elements to each other and to the NTD. In one scenario
one NTD is connected to the CTD located under the neighbouring M1 NTD monomer
and I will therefore term this scenario the ’trans’ connectivity (Fig. 4.13A). In the
other two scenarios, the NTD is connected to the CTD located directly underneath and
consequently we term these two connectivities ’CisA’ and ’CisB’.
In the trans connectivity model, one NTD from the outer layer of the structure is
connected to the CTD (inner layer of the structure) that is stacked under the adjacent
NTD. In this scenario D1 would be connected by D0 to H9 of the NTD (Fig. 4.13A).
In the Cis A connectivity model one NTD is connected to the CTD located directly
underneath itself. The connectivity of the other elements is the same as described for
the trans connectivity model. Here D1 would connect via a short loop to H9 of the
NTD crossing D0. D0 therefore would be mostly empty (Fig. 4.13B). In the Cis B
connectivity model just like in the Cis A model, the NTD is connected to a CTD which
is located directly underneath. In contrast to the Cis A model, the NTD connects to
D2. Consequently the connectivity for the other elements is different than in the first
two cases. Essentially, orientation and connectivity of D1 and D2 would be inverted,
while connections between D3 and D4 are the same. In this scenario, D0 would be
only partially filled by turning loop connecting D1 and D3 (Fig. 4.13C).
4.2.5 Secondary structure predictions of the IAV M1 CTD
To test if any of the above described models could be supported by properties of the
known sequence of the HK68 M1 CTD, I performed secondary structure prediction
(SSP) of the HK68 M1 CTD sequence. I first compared the results from three different
SSP tools PsiPred (159), Porter5 (160) and Lomets (161) and generated a consen-
sus prediction based on the predictions and the confidence values for each residue
(Fig. 4.14). The consensus prediction indicates evidence for four helical stretches,
H1-H4 along the sequence. Overall, the majority of the sequence was predicted to be
helical. The first helical stretch (H1) in the prediction is very short and only comprises
less than ten residues. The subsequent three helical stretches (H2-H4) are longer
measuring about 20 residues each. To compare results from secondary structure pre-
dictions more carefully to the identified densities, I listed the measured lengths of all
density elements according to the three different connectivity scenarios (Fig. 4.14). If
no connecting density was present between densities I measured the distance between
subsequent density elements and estimated the number of residues. I then overlaid the
identified structural elements along the sequence for a subsequent comparison to the
structure prediction.
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Figure 4.13 Three models of possible connectivities for the densities found in the inner
lobe of the M1 structure from HK68 VLPs. A) The NTD and CTD connect in a ’trans’
configuration via the unoccupied densities D0, D1, D2, D3, D4 in this order. B) The NTD and
CTD connect in a cis configuration. The connectivity within the densities otherwise are the
same as shown in A. The NTD connects to density D1 followed by D2, D3 and D4 C) The
NTD and CTD connect in a cis configuration as shown in B. In contrast to B the NTD connects
to the density D2 which connects to D1,D3 and D4.
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Figure 4.14 Comparison between secondary structure prediction of the M1 CTD and
densities from the inner lobe of the subtomogram averaging reconstruction of M1. Pre-
dicted secondary structure and corresponding confidence for helix and coil assignments based
on predictions from three different tools (see text) are outlined in comparison to density el-
ements in the in situ M1 structure for different possible connectivity models at estimated
positions along the sequence.
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The prediction as well as the characterisation of density elements directly from
the subtomogram reconstruction suggests that the M1 CTD is predominantly helical
and void of beta sheets. Further, the predictions suggest an arrangement of four alpha
helices connected by short loops. This matches the observed four to five tightly packed
cylindrical densities in the inner lobe of the M1 reconstruction from cryoET data.
However, upon comparing the exact positions and lengths of the predicted secondary
structure elements to the interpretation of structure from the subtomogram reconstruc-
tion of M1, several differences can be observed. Starting from the beginning of the
sequence, I found low confidence prediction for a short helical element within the first
ten residues. This prediction would match the identification of a short helix matching
D0 involved in the connection between the NTD and CTD as observed for the trans
connectivity model (Fig. 4.14). In the region between residue 10 and 60, all employed
algorithms predicted two long helical elements, H2 and H3. However, in particular
predicted helix 2 provides mostly low confidence, while predicted helix 3 is assigned
with high confidence. In between the two predicted helices 2 and 3, a short coil region
is predicted. In all connectivity models based on the density elements in the M1
reconstruction from subtomogram averaging, I found two density elements located
between residue 10 and 60, D1 and D2. In addition, in all connectivity scenarios
these two densities have to be connected by a 180° degree turn. Although the order
of D1 and D2 is reversed in the scenario CisB relative to the other two scenarios, the
prediction in this region cannot distinguish between any of the three connectivity mod-
els. Based on the M1 reconstruction from subtomogram averaging, I suggested two
connected cylindrical density elements termed D3 and D4 to be located at the end of
the sequence for all connectivity scenarios. In particular the last density D4 is shorter
than the others. D3 and D4 are connected by density representing a connecting turn.
Comparing densities D3 and D4 to the sequence based prediction at the C-terminus
of the sequence, there is weak theoretical evidence for one longer predicted helical
element H4. H3 and H4 in the prediction are connected by a longer stretch of coil
with lower confidence. This coil region could correspond to the beginning of the
density element D3, for which only thinner density was found and which therefore
could represent either a fixed loop or a helix. In all connectivity models, D3 has to be
connected by a turning loop to the previous density element (either D2 and D1) which
is roughly located in the region where a coil region is predicted between H3 and H4.
In summary, a detailed comparison between the prediction and the identified
density elements appears to be challenging due to the inaccuracies of the density
measurements and low confidence regions from SSP. Nevertheless, the SSP results
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support the interpretation of finding mostly alpha helical elements which roughly match
the overall length of the M1 CTD sequence. Thereby the SSP results provide a first
link between the HK68 M1 CTD sequence and the inner lobe of the M1 subtomogram
reconstruction.
4.2.6 Comparison of M1 to homologue structures
Due to the absence of IAV M1 CTD high resolution models I compared the obtained
M1 in situ structure to an available homologue matrix structure from infectious salmon
anemia virus (ISAV). The M1 structure from this distant relative of influenza virus
is the only full-length structural model of a related M1 protein which includes the
CTD (Fig. 4.15A) (162). However, the protein sequence identity between ISAV M1
and IAV M1 is only 10 % and no degree of homology can be detected from pure
sequence alignment (Fig. 4.15B). In addition, the ISAV protein sequence is overall
25% shorter than the IAV M1 sequence. From structure and sequence comparisons it
occurs that the missing 25% of the protein sequence are not located in one particular
region of the structure but are distributed along the complete length. Despite this high
divergence on the sequence level, the ISAV M1 NTD and the IAV M1 NTD share
structural similarities (Fig. 4.15C). Relative positions of alpha helices are conserved in
most parts between the two structures, however some of the corresponding helices and
loops are slightly twisted relative to each other. Consistent with the ISAV sequence
being 25% shorter than the IAV sequence, several of the ISAV NTD helices are shorter,
as well (Fig. 4.15C) (162). Even for more closely related virus strains such as in-
fluenza C virus, no clear sequence homology can be detected from performed sequence
alignments while the structures show a remarkably high degree of similarity (Fig. 4.15).
To gain further support for any of the connectivity models suggested for the IAV
M1 CTD and based on the structural similarities in the NTD regions between ISAV
M1 and IAV M1 I attempted to compare the CTD of ISAV M1 to the four densities
identified in the inner lobe of the M1 in situ structure from HK68 VLPs. The ISAV
M1 CTD consists of four alpha helices measuring H1=11, H2=19, H3=16 and H4=11
residues. The CTD is connected by a loop to its NTD, which however is located on top
of the neighbouring CTD similar to the trans connectivity scenario proposed for M1
reconstruction from subtomogram averaging (Fig. 4.16A). Side-by-side visualization
of the ISAV and my density map shows that the relative packing of the four cylindrical
densities D1-D4 appears to be similar to the arrangement of the four helices of the
ISAV CTD (Fig. 4.16A,B). I consequently tried to fit the ISAV M1 CTD model as a
rigid body directly into the CTD region of my structure. The three best fits for which
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Figure 4.15 Homology of M1 across different orthomyxovirus strains. A) Phylogenetic
tree of a small subset of orthomyxovirus strains based on multiple sequence alignment using
ClustalW. B) Sequence alignment for the NTD regions of a subset of the strains shown in A.
Coloured strain names indicate that a structure of the M1 NTD is available. Confidence of
sequence alignment decreases significantly for any strain more distantly related than influenza
B virus. C) Overlay of structural models of the M1 NTD from different strains performed
in Chimera. The influenza A virus M1 NTD monomer is shown in red and compared to
influenza C virus (PBD:5M1M) in blue, ISAV (PDB:5WCO) in beige and Thogoto virus
(PBD:5I5D) in green. Despite the failed sequence alignments, structures for these three strains
show similarities between each other.
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Figure 4.16 Comparison between the ISAV M1 crystal structure and the M1 reconstruc-
tion obtained by subtomogram averaging. A) Crystal structure of three subunits of the ISAV
M1 (PDB:5WCO). The M1 CTD is coloured in rainbow colours. From NTD to CTD H1 blue,
H2 cyan, H3 light green, H4 red. B) Three subunits of M1 reconstruction from IAV with three
NTD subunits (PDB:1EA3) fitted into the density. The densities in the inner lobe are marked
by red cylinders. C) The three best reasonable fits of the ISAV M1 CTD model into the inner
lobe of the IAV M1 reconstruction. The four densities are marked by four red cylinders.
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Figure 4.17 Expression and purification of the M1 CTD fragment. A) Schematic of the
used expression construct. B) SDS PAGE of the elute from a Ni-column, the first step of
purification after expression of the construct shown in A C) SDS PAGE showing the the
pre-purified protein before and after 1 h incubation with the His-tag cleavage enzyme factorXa
(fXa). D) SDS PAGE of the peak fraction obtained by size exclusion chromatography (SEC)
after tag cleavage.
the beginning of the CTD was found to be in a realistic position relative to the NTD are
displayed in figure 4.16C. A comparison of the three fitting results demonstrates that
all three fits are very similar and that the overall orientation of the ISAV model relative
to the densities of my M1 structure is the same in all three fitting results (Fig. 4.16C).
In all cases, ISAV H4 matches density D4, ISAV H3 is placed into density D3, ISAV
H2 is placed into density D2 and ISAV H1 is placed into density D1. Mainly the
orientation of each ISAV helix within the density elements varies slightly for each
fit. However, in none of the three fits, the four helices from the ISAV model match
the maps perfectly since relative orientations of the four helices are not identical.
These dissimilarities in the helix orientation corresponds to the degree of structural
divergence expected from the comparison of the NTD (Fig. 4.15).
4.2.7 Attempts to crystallise the M1-CTD
In previous attempts to crystallise full-length M1, the CTD was reported to be cleaved
during the purification and crystallisation process (see section 4.1). The sequence
between amino acid 158 and 164 was reported to be especially vulnerable to cleavage
by proteases (142, 143). Based on the obtained subtomogram averaging structure
and comparison to results from SSP as well as to the homologue M1 CTD structure
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from ISAV, I proposed that the IAV M1 CTD is formed from four helices that form
a bundle and the core of the M1 CTD. This proposed fold suggested that the protein
fragment could be stable if expressed as an isolated fragment. A high resolution model
of the CTD would dramatically improve the interpretation of the M1 reconstruction
from subtomogram averaging. I therefore attempted to prepare the CTD fragment
for crystallisation. I generated two different plasmid variants of the M1 CTD region.
One construct was designed to include the full CTD while the second construct was
designed to exclude the first part of the sequence, M1(172-252)CTDdH0. According to
the trans connectivity model, the missing region from this construct would correspond
to a short helix connecting the M1 NTD and the CTD and therefore would not be part
of the core fold of the structure. Constructs were further modified by the addition of a
N-terminal His-tag via a factorXa protease cleavage side synthesized and cloned into
pET-28a(+) vectors. The designed constructs were purchased from GenScript Biotech.
With the help from Simon Erlendsson and Xiaoli Xiong, I established a protocol to
express and purify the CTD from the obtained plasmids in E.coli. Expression worked
efficiently and the expressed protein fragment was purified from lysed cells via its
His-tag via a Nickel (Ni) column which resulted in effective isolation of the protein
fragment from the cell lysate (Fig. 4.17B). Subsequently, we optimized removal of the
His-tag via factorXa cleavage. A maximum incubation time of 1 h at room temperature
was critical to prevent complete degradation of the protein (Fig. 4.17C). The cleaved
tag as well as remaining impurities of the protein preparation were subsequently
removed by size-exclusion chromatography (SEC) (Fig. 4.17D). Pooled fractions
were analysed by circular dichroism to assess the distribution of secondary structure
elements. CD spectra suggested a large fraction of the protein to be helical, which
confirms our previous interpretation from the M1 reconstruction from subtomogram
averaging as well as previous results from others (143). Upon concentrating the
protein to 20 mg mL−1 the protein solution up was prepared for crystallization under
multiple different conditions. Crystals were observed for two different conditions, 24
h after setting up crystal plates (pH 4, 0.8 M Ammonium sulfate, 0.1 M citric acid
and condition E7 in the Morpheus HT-96 MD1-47 screen) and were send to the na-
tional structural biology facility Diamond (UK). Using standard settings for acquiring
diffraction pattern with help from the X-ray facility at the MRC-LMB, crystals were
exposed to X-rays but no diffraction pattern was detected.
In parallel to crystallisation tests, the construct was expressed for subsequent
analysis by NMR by Simon Erlendsson. Obtained spectra confirmed the presence of
secondary structure but no tertiary structure was visible, suggesting that the monomeric
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Figure 4.18 Characterisation of M1-membrane and M1 NTD-CTD interfaces. A) Single
M1 NTD crystal structure in side view after fitting into the M1 subtomogram reconstruction
of which only the inner lobe corresponding to the CTD is shown. All charged residues of the
NTD model are displayed. The interfaces between the M1 NTD and the membrane and the
NTD and the CTD are indicated in blue and red respectively. B) Charge distribution along
the membrane-facing surface of three neighbouring M1 NTDs displayed after fitting the NTD
models into the M1 subtomogram averaging reconstruction. C) Same as B but displayed from
the opposite side of the NTD, which according to the fit into the subtomogram averaging
reconstruction faces the M1 CTD. EM density which I expect to correspond to the CTD of
a single M1 subunit is displayed in the middle to demonstrate the relative positioning of the
NTD and CTD but to prevent visual distraction from the displayed surface charge. PBD:1EA3,
Mb=membrane.
M1 CTD fragment appears as a ribbon of alpha helical elements. In summary, the
attempts for high resolution structure determination of the M1 CTD by X-ray crystal-
lography and NMR were not successful to date and no structure was obtained by these
means.
4.2.8 The membrane interface of the M1 NTD
An important aspect regarding the structure-function relationship of M1 is how M1
interacts with membranes and to date mechanistic understanding of this process is
missing. By fitting high resolution models of the M1 NTD into the M1 reconstruction
from subtomogram averaging, I can describe the M1-membrane interface as it occurs
inside IAV viruses. From the fit of the NTD crystal structure, I found that the M1
surface facing the membrane comprises helices 5,6 and 8 and the loop between helix 4
and 5 of the M1 NTD (Fig. 4.18A,B). The CTD on the other hand is not located in
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membrane proximity and Membrane-CTD interactions inside the virus can be excluded.
A high proportion of residues in the membrane interface contain positively charged
side chains. Presented data confirm that residues that are part of the NLS (101-105,H6)
and other positively charged side chains that have been previously suggested to be
relevant for interactions with the membrane such as R76, R78 (H5), R101, K104 (H6)
and R134 (H8) are found on the surface facing the membrane (163). These residues
create a wide, positively charged surface suited to bind negatively charged heads of
phospholipids through electrostatic interactions (Fig. 4.18). In previous mutation
studies, several of these positively charged side chains at the membrane interface had
been identified to reduce or inhibit virus budding when replaced with non-charged
residues such as K95A, K98A, K101A, K102A (reduced budding) and K104A (no
budding) (all H6) (120).
4.2.9 M1-M1 interfaces
To describe the interfaces relevant for the M1 arrangement in viruses, I fitted multiple
models of M1 NTD monomers as rigid bodies into the outer lobe of the obtained
subtomogram reconstruction of M1. M1 subunits were found to arrange in paral-
lel strands underneath the membrane and I identified three different M1-M1 inter-
faces along and across strands: Interfaces between the M1 NTD and the M1 CTD
(fig. 4.18A,C), intra-strand M1-M1 interfaces (fig. 4.19A,B) and inter-strand M1-M1
interfaces (fig. 4.19A,D).
NTD-CTD interface
From the fit of the M1 NTD model into the M1 subtomogram reconstruction, I observed
that the surface of the NTD opposing the membrane faces the inner lobe of the M1
in situ reconstruction which I expect to correspond to the M1 CTD. The interface
comprises H1 and H2 of the M1 NTD and the cylindrical densities, D1 and D2 of the
expected CTD region in the M1 subtomogram averaging reconstruction (Fig. 4.18A). I
found that in contrast to the membrane interface, the NTD surface directed towards the
CTD is widely negatively charged (Fig. 4.18C). Due to the absence of a high resolution
model of the CTD I cannot analyse the charge distribution along the corresponding
site of the CTD. From sequence characterisation of the M1 CTD I found that the IAV
M1 CTD also contains a large fraction ( 18%) of charged residues. It is therefpre likely
that the NTD and the CTD interact based on electrostatic interactions.
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Figure 4.19 Characterisation of M1-M1 interfaces. A) Six M1 NTD monomers arranged
according to the fit into the final M1 reconstruction. Intra-strand and inter-strand interfaces
are marked in rose and light blue respectively. The membrane interface is displayed towards
the front. B) Two neighbouring monomers from the same strand. The rose coloured field
describes the M1-M1 intra-strand interface. The grey line in B-E represents the membrane.
C) Electrostatic surface potential for the same two monomers shown in B with the interface for
each monomer turned towards the front. D) Two opposing monomers from two neighbouring
strands. The blue field highlights the inter-strand interface. Only two monomers are shown for
clarity while a second monomer on strand B is thought to provide an additional interface as
indicated in A. E) Electrostatic surface potential for three monomers from two neighbouring
strands. The interface between the strands is turned towards the front. F) Same as E rotated by
180°.
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M1 intra-strand interfaces
The M1-M1 intra-strand interface can be further divided into contributions from the
NTD-NTD interaction and contributions from the CTD-CTD interaction. The intra-
strand NTD-NTD interface comprises almost all of the turning loops that connect
the nine alpha helices of the NTD. In detail, the beginning of H1 as well as loops
connecting H2 to H3 (L2), H4 to H5 (L4), H6 to H7 (L6) and H8 to H9 (L8) on
the interface of monomer 1 and H1 to H2 (L1), H3 to H4 (L3), the end of H9 and
H3 to H4 (L3) on the interface of monomer 2 (Fig. 4.19B). The visualization of the
charge distribution along the intra-strand interface indicates that no particularly strong
charge differences are located on the two opposing surfaces (Fig. 4.19C). Instead an
analysis of the potentially involved residues at the positions listed above suggests
that the interface mostly involves hydrophobic interactions and hydrogen bonds. The
interface between neighbouring CTDs include the cylindrical densities D2 and D3 on
one side and the cylindrical densities D1 and D4 on the next monomer which form
tilted, parallel planes in close proximity to each other (Fig. 4.19B). In the case of a
trans-connectivity between the NTD and the CTD, the above-described NTD-CTD
interactions, would additionally contribute to intra-strand M1-M1 interactions, while
in the case of cis connectivities, the NTD-CTD interactions would be contributing to
intra-molecular interactions.
M1 inter-strand interfaces
Based on the fit of multiple M1 NTD subunits into the described subtomogram
averaging reconstruction of M1, the interfaces between M1 strands can be described
in more detail. The inter-strand interface includes the surface of one NTD monomer
on one strand (monomer 3, strand A) which is in proximity to two monomers on the
adjacent strand (monomer 2 and monomer 3, strand B, Fig. 4.19A). We find that H6
and H7 of monomer 3 on strand A form a potential interface with the loop connecting
H4 and H5 (L4) and the loop H2-H3 (L2) of monomer 2 on strand B (Fig. 4.19A)
and H3 and H4 of monomer 3, strand B (Fig. 4.19D). I visualized the electrostatic
potential of the inter-strand interface of the NTDs and found charged surfaces on
the opposing sides between strands. The contribution of Helix 6 to this interface
provides a patch of positive charge at the backside of one strand (strand A) while helix
7 provides a region of negative charge on the same side (Fig. 4.19E). On the front side
of the subsequent strand (strand B) helix 3 contains three negatively charged residues
which are responsible for the spot of concentrated negative charge on the front side
(Fig. 4.19F). This distribution of opposing charges along the inter-strand interfaces
suggests that the inter-strand interaction is driven by electrostatics.
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4.2.10 Comparison of identified M1-M1 interfaces to crystal con-
tacts in M1 NTD crystals
I compared the identified and described M1-M1 interfaces to the crystal contacts
from previously published crystal structures. To facilitate the comparison, I first have
summarized crystal contacts from low and neutral pH crystal structures, that have
been previously suggested to be relevant for M1-M1 interactions (Fig. 4.20). M1
at neutral pH was shown to crystallize in the P1 space group. The corresponding
asymmetric unit is represented by a dimer without symmetry as shown in figure 4.20C
(143, 146). Within the crystal, M1 monomers arrange in sheets and a cross section
is shown in figure 4.20A. In contrast, in structures solved at low pH, the asymmetric
unit is represented by a dimer, where monomers are related to each other by two
fold symmetry (Fig. 4.20D). It was reported, that M1 at low pH appears as a dimer
during purification. Based on this observation, M1 is assumed to also physiologically
occur as a dimer at low pH (142). The low pH dimer arrangement is also referred
to as the face-to-face arrangement (144). The low pH fact-to-face dimer interface
comprises the surface, which I identified to be facing the membrane in the in situ M1
structure and is therefore very different to any M1-M1 interfaces I identified to be
relevant in the virus (Fig. 4.20D,E and Fig. 4.21D). The face-to-face arrangement of
M1 at low pH is typically compared to what is referred to as the face-to-back interface
(Fig. 4.20B), a subset of the neutral pH M1 crystal contacts, which was previously
discussed to be relevant for M1-M1 interactions within the virus as demonstrated in
figure 4.20A (145). From my data, I did not find the face-to-back interface to be a
relevant M1-M1 interface in situ. In other studies the interface between two low pH
dimers was suggested as relevant for M1 polymerization (Fig. 4.20E,F), while the
respective interface does not resemble any of the interfaces identified by us (145).
Instead I found, that the dimer interface of the asymmetric unit in the neutral pH
M1 NTD crystal structure matches the M1-M1 intra-strand interface found in the
virus. However, inside the virus, M1 strands are curved and therefore M1 monomers
along strands interact at a slight angle whereas the arrangement in the crystal is planar
(Fig. 4.21A). The observation that a very similar arrangement between two monomers
occurs inside the virus with an angle but without an angle in the crystal suggests that
the corresponding interface is flexible to adjust to different curvatures of the virus
filament. I further identified a set of lateral interfaces between multiple asymmetric
units within the neutral pH M1 crystal (Fig. 4.20A) which are similar but not identical
to the inter-strand interfaces identified in our structure (Fig. 4.21A). In the crystal
lattice, the lateral interaction between monomers appears to be restricted to the directly
opposing monomer. In contrast, in the inter-strand interface described based on the
4.2 Results 127
Figure 4.20 Summary of crystal contacts in M1-NTD crystals at neutral and low pH. A-
C) Subsets of M1 monomers from a pH 7 M1 NTD crystal, PDB:1EA3, (143). Asymmetric
units of crystals are shaded in grey. A) Cross section through crystal sheets of the M1 NTD
crystal at neutral pH. The interface which is referred to as face-to-back interface is framed in
black. The crystal sheet which includes the interfaces with the highest similarity to interfaces
that I have identified in the virus is marked by a dashed frame. B) Four M1 NTD monomers
from the crystal in A. Two asymmetric units are shown which share the face-to-back interface.
C) Two neighbouring monomers, the asymmetric unit in the crystal represented in A. D-
F) Subsets of the M1 NTD as found in a crystal of the M1 NTD at pH 4 (PDB:1AA7).
D) Dimer with a two fold symmetry axis representing the asymmetric unit of the low pH M1
NTD crystal termed the face-to-face arrangement (142). E) Interface between two dimers in
the low pH M1 NTD crystal. F) Rotated view of the two monomers framed in black shown in
C.
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M1 reconstruction presented in this study, one monomer interacts with two opposing
monomers (Fig. 4.21B). Essentially, the two arrangements differ by a small shift
(about a third of a monomer) of the three shown strands relative to each other. This
observation suggests that the M1 inter-strand interface might be flexible and allows for
relative shifts between M1 strands in the virus.
To summarize, two types of crystal contacts within the neutral pH M1 NTD crystal
have been identified to be similar to M1-M1 interface in the virus and can therefore be
interpreted in the context of M1 arrangement inside the virus.
4.2.11 M1 arrangement in IAV filaments
During subtomogram averaging the orientation and position of each M1 subtomogram
are iteratively refined. I used this information from each subtomogram to display
the obtained M1 reconstruction back into the tomogram to analyse the larger scale
arrangement of M1 in VLPs and viruses.
M1 arrangement in HK68 VLPs
I found that in the context of IAV VLP filaments, M1 monomers are arranged in
parallel strands with a helical propensity, densely lining the inner surface of the
membrane (Fig. 4.22A). To understand how conserved this arrangement is between
VLP filaments, I compared the arrangement of M1 across individual VLPs in the
dataset. Most strikingly, I observed that the larger scale arrangement of M1 was
conserved. The spacing of M1 subunits along strands was identified to be 28 Å and the
spacing between strands was found to be 38 Å across all tubes analysed. However, in
the majority of VLP filaments, more than one single strand was present. For different
VLP tubes I counted between one and seven strands that wind in parallel along the
inside of the membrane (Fig. 4.22). To confirm this finding I processed a second
dataset collected on the same VLP sample by subtomogram averaging in the same
way the first VLP dataset had been processed. For 22 filaments from this dataset, the
number of helix strands could be assessed from the evaluation of the subtomogram
positions after subtomogram alignment. By combining the numbers from these two
data sets of the HK68 VLP sample, the total number of VLP filaments analysed
with respective to their larger scale arrangement of M1 increased to 44. In 41 out
of 44 filaments, the number of strands was found to not change along the 800 nm
of the filament, captured in a single tomogram. Interestingly, in three filaments I
observed changes in the number of helix strands within the imaged filament section.
If I extrapolate this observation to the complete length of VLP filaments imaged in
this dataset, this would correspond to a change rate of M1 strand numbers per 5.6 µm
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Figure 4.21 Comparison between M1-M1 interfaces identified from the subtomogram
averaging reconstruction of M1 and M1 NTD crystal contacts. A) Crystal contacts within
one crystal sheet of the neutral pH M1 NTD crystal. The two monomers representing the
asymmetric unit are coloured in red and blue, PDB:1EA3. B) Twelve NTD monomers arranged
according to the fit of each monomer as a rigid body into three parallel strands of the M1 in
situ structure. To facilitate visual comparisons, neighbouring monomers are also coloured
in red and blue. In exemplary positions the lateral interface between strands is marked
in light blue and the interfaces between neighbouring monomers in rose. Corresponding
interfaces in the crystal in A are coloured accordingly. C) Two M1 NTD monomers fitted
as two rigid bodies into the M1 subtomogram averaging reconstruction (white) are overlaid
to the dimer representing the asymmetric unit in the neutral pH M1 NTD crystal (green).
The dimer interface corresponding to the M1-M1 intra-strand interface in the subtomogram
reconstruction is coloured in rose. D) Three M1 NTD monomers fit into the outer lobe of the
M1 reconstruction from subtomogram averaging (light grey). Three different crystal dimers
obtained under different conditions are overlaid to the fitted NTD monomers. PDBs: 1EA3
(green) 1AA7 (light blue) and 5WCO (purple). Crystallization conditions and virus strains as
in the corresponding colour.
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filament length. Since filaments can be up to 10 µm to 20 µm long it appears that these
events occur at a considerable frequency. In two other filaments, I found regions where
the VLP filaments were not straight but instead bended or kinked. I detected that
in these cases a set of parallel strands would finish and new strands would start and
initiate a slight change in direction. In 41 out of the 44 VLP filaments, I found M1 to
be arranged in strands with a right-handed helical propensity while for three filaments,
I found M1 to be arranged with a left-handed helical propensity (Fig. 4.22B,C).
The arrangement of M1 in viruses was consistent with how M1 arranges in VLPs.
Essentially, M1 occurs as multiple, parallel strands with a helical propensity following
the inside of the virus membrane. The center-to-center distance between neighbouring
M1 strands is identical to the distance of 38 Å determined for M1 polymers in VLPs.
Comparing individual virus filaments I found that the number of strands varies between
one and seven and shows a similar distribution as observed in VLPs. In all but one
filaments, strands were found to have a right-handed helical propensity, while a single
virus filaments M1 strands exhibited a left-handed helical propensity. Based on
the described similarities between virus and VLP M1 data I conclude, that the M1
arrangement is indistinguishable between viruses and VLPs.
4.2.12 Polarity of M1 strands
Virus and VLP tubes have an orientation (Fig. 4.23A). All filaments have a tip that
assembles first and is typically dome shaped. In virus filaments the tip is where the
genome is located. It appears that the radius in the region around the genome can be
slightly wider than in the rest of the filament (Fig. 3.4, Fig. 3.11). The rear end of the
tube is also dome shaped and forms during scission of virus and VLP tubes from the
host cell. Tube rear ends were previously suggested to display a high concentration of
NA molecules which was also found in several cases in my data (Fig. 3.4, Fig. 3.11,
Fig. 3.9) (32).
M1 strands are polar and have a directionality. Here, I demonstrate the polarity of
M1 by using the above-described scenario of a trans connectivity between the NTD
and the CTD. If several M1 monomers polymerize into one strand a free NTD will be
located at one of the ends of the polymer and a free CTD will be located and the other
end of the polymer (Fig. 4.23B). By displaying the M1 reconstruction back into the
tomogram at the subtomogram positions, the M1 polarity relative to the orientation of
the tomogram can be assessed (Fig. 4.23B,C).
In a next step I tried to assess if the M1 strand polarity is fixed relative to the
orientation of the corresponding virus or VLP by comparing the virus orientation
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Figure 4.22 M1 arrangement in virus and VLP filaments. A) Visualization of the arrange-
ment of M1 in a VLP filament with three parallel M1 strands (yellow, cyan, purple) generated
by projecting the final M1 reconstruction back into the tomogram at the M1 subtomogram
positions from the final alignment step. The inset shows a zoomed in tube section where the
inside of the tube is oriented towards the viewer. B) The arrangement of different numbers
of parallel M1 strands for two exemplary VLP and two exemplary virus filaments. In the
second VLP example, strands exhibit a left-handed propensity. C) Distribution of the number
of parallel M1 strands (number of helixstarts) found in viruses and VLPs. Negative numbers
of helixstarts correspond to a left handed propensity.
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Figure 4.23 Polarity of M1 strands within virus filaments. A) Orientation of virus filaments.
Left panel: medium magnification image of virus filaments before scission. The tip of the
budding filament is highlighted in purple. Right panel: Image of a virus front end with vRNPs
(purple frame) and image of a virus rear end with a NA cluster (cyan frame). B) Upper panel:
Projection of the M1 structure at subtomogram positions into the respective tomogram allows to
determine the M1 polarity in the corresponding tomogram. Lower panel: Three M1 monomers
visualized according to the trans connectivity model. The polarity of M1 is clearly visible,
since one end of the strand is represented by the free CTD and the other end of the strand
is indicated by the free NTD. C) Three M1 strands as arranged underneath the membrane
displayed for a subsection of a virus tube. The relative orientation of the virus and the polarity
of the M1 strands is indicated. D) A model to visualize the connection between polarity and
handedness demonstrating the potential M1 arrangement in cases where M1 strands exhibit a
left handed helical propensity.
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and the M1 polarity in my data. Across the virus and VLP data sets, I found three
virus and two VLP tubes, for which I was able to clearly identify the orientation of
the corresponding virus or VLP filament. The virus orientation can be determined
either through the presence of the genome (in the virus case only) or through a visible
host-cell connection identifiable from lower magnification maps of the corresponding
tomogram positions (Fig. 4.23A,B). I compared the polarity of the VLP M1 strand
in these tomograms to the orientation of the corresponding virus and VLP filament. I
consistently found that the unbound CTD points in the direction of the filament’s tip,
while the free NTD faces the base of the filament (Fig. 4.23C).
Assuming that M1 polymerizes from one end of the strand only, my observation
that the free NTD faces the rear end of the filament which is closer to the cytosol,
suggests that M1 strands polymerize from the NTD end. It also appears unlikely that
the polymerization occurs at the front end of the virus, since this would require large
amounts of M1 monomers to passively diffuse or be actively transported through a
narrow tube to reach the polymerization site. In such a scenario one would further
expect the virus tube to be filled with M1 monomers, a situation which is not reflected
in my data.
The identified relation between virus orientation and M1 polarity refers to cases
where M1 strands exhibit a right handed propensity. Handedness and polarity are
connected. Due to the small number of filaments (4 out of 60) where M1 strands
exhibit a left handed propensity all cases for which the polarity of M1 was examined
relative to the orientation of the virus or VLP filaments refers to M1 strands with a
right handed helical propensity. Based on the polarity analysis for M1 strands with a
right handed helical propensity I deduced two different scenarios for M1 strands with
a left handed helical propensity (Fig. 4.23D).
To convert the handedness of a strand with a right handed helical propensity into
a strand with a left handed helical propensity, the free NTD that was facing the base
of the filament in the right handed helical case would now face the tip of the filament
(Fig. 4.23D). If we assume that polymerization happens at the free NTD only, this
would mean, that strands with a left handed propensity polymerize from at the tip
of the assembling virus. Alternatively, one can imagine that in the left handed case
monomers are rotated by 180° around the z-axis, orthogonal to the membrane tube
surface (Fig. 4.23D). Polymerization from the free NTD side could then lead to the
formation of strands with a left handed helical propensity.
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4.2.13 M1 in virus assembly - conclusions from a theoretical model
The presented results about the arrangement of M1 provide important, new insights
to extend our understanding of IAV virus assembly. The organization of M1 into a
single or several parallel strands suggests a model in which parallel polymerization of
M1 at multiple strands provides the energy to drive protrusions of new virus particles
from the host cell. I therefore collaborated with Serge Dmitrieff (Nedelec group
EMBL, now institut Jacques Monod) who developed a theoretical model to describe
M1 polymerization and the virus assembly process. Based on this theoretical model,
we can make several predictions which we can then compared experimentally obtained
data about M1 arrangement and the appearance of assembled viruses.
Description of the model
The model describes a simplified two-component system consisting of membrane plus
glycoproteins as one component and the M1 polymer as another component.
In the model, M1 generates force through polymerization, similar to force generated
when actin polymerizes. Mathematically this can be expressed as the polymerization
force f 1 = d f/dL which depends on L the length of the added monomer and an energy
gain d f < 0 for addition of a monomer to the polymer (Fig. 4.24A). The M1 polymer
is described as a 3D curve that has freedom to bend around all three axis described
by the two curvatures Cv, Cu and the torsion T (Fig. 4.24B). There are three different
rigidities one associated to each bending direction.
Deformation of the glycoprotein-covered membrane into tube-like virus filaments
requires energy. The energy required to deform a patch of membrane depends on the
mechanical properties of the membrane determined by the membrane tension σ , the
bending rigidity κ and the spontaneous membrane curvature C0 (Fig. 4.24A) (164).
The theoretical description for deforming a piece of membrane and the energy gain
from polymerizing M1 are combined to calculate the total energy of the system. Based
on the evaluation of the total energy, the model makes several predictions that I tested
using my data. The model predicts, that within a cylindrical IAV membrane tube,
the M1 polymer adopts the shape of a regular helix with flexibility in the direction
of torsion (Fig 4.24). Indeed, the obtained data on M1 arrangement show that inside
virus filaments, M1 has the shape of a regular helix. The experimental data further
show that for M1 the curvature Cu = 0 which suggests a high rigidity in this direction
(Fig. 4.24A). Since Cu = 0, the relevant curvature of M1 in the context of the virus
relates to Cv to which I will refer to as ’the curvature of M1’ in the following.The
experimental data further show that M1 arranges in multiple parallel strands with
a helical propensity where the number of strands effectively affects the incline and
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Figure 4.24 A theoretical model of virus assembly. A) Components of the theoretical model:
Tube-shaped glycoprotein covered membrane and the M1 polymer. The force required to
deform membrane into a tube Fmb depends on the membrane tension σmb, the spontaneous
curvature of the membrane C0 and the bending rigidity of the membrane κmb. The M1 polymer
extends through the addition of monomers with length L. B) The polymer M1 is described as
a 3D curve defined by two curvatures Cv and Cu and the torsion T with associated rigidities.
Torsion is affected by the helical incline of the strand. C) Scatterplot of filament radius and
number of parallel M1 strands for each virus and VLP filament analysed. Negative helix
start numbers correspond to left handed helices. D) M1 polymerization generates force in
the direction of polymerization. The amount of usable force for membrane extension is anti-
correlated to the polymerization angle θ . E) Theoretically expected relationship between the
growth velocity Vgrowth and the concentration of M1 CM1. A critical concentration CM1∗ has to
be reached to initiate polymerization. F) Theoretically expected relationship between Vgrowth
and the membrane tension σmb. If the tension exceeds σmb no filaments are formed.
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therefore the torsion of each strand (Fig. 4.23B). This observation means that M1 is
flexible in the direction of torsion to accommodate different number of parallel M1
strands just as predicted by the model.
Any pushing or pulling force exerted by M1 onto a piece of membrane will
lead to the deformation of membrane into a tube. The tube dimensions depend on
the mechanical properties of the membrane and the applied force. Based on this
relationship, we estimated the energy required to form a membrane tube based on the
tube dimensions observed in the experimental data and assuming typical values for the
mechanical properties of membranes such as the membrane tension (σ = 10−5−10−3
N m−1), the bending rigidity (κ > 20kBT ) and the spontaneous membrane curvature
(C0 <1/100 nm−1). If we consider a IAV filament radius of 30 nm we find that 20 pN
to 200 pN force are required for tube formation. According to polymerization energies
of other small proteins such as actin, we assume a low gain of energy, around 1 pN for
the addition of one monomer to the polymer. If M1 polymerized into the direction of
the growing tube, this energy would not be sufficient to generate enough force to induce
formation of tubes with dimensions observed in the experimental data. However, we
found that M1 arranges as strands with a helical propensity and therefore with an
angle θ relative to the central tube axis. The force generated into the direction of the
growing tube scales by the polymerization angle θ and is largest if M1 polymerizes
orthogonal to the tube axis: Fθ = f 1/sin(θ) (Fig. 4.23D).
This prediction can be compared to the experimental data and we find that heli-
cal strands in all cases are very tightly packed and thus that the helix incline angle
corresponding to θ is always small. The incline angle θ however varies slightly for
different virus particles, since we find different numbers of parallel protein strands.
According to the model, a single protein strand would be the most efficient and as such
the situation expected to be found. However, overall the incline angle θ might remain
small enough for scenarios of one and up to seven M1 strands found in my data to
still exert enough force to induce tube formation. This suggests, that mechanics in the
end is not determining the number of M1 strands but instead that the number of M1
strands as well as the handedness is determined by the kinetics of the assembly process.
According to the theoretical model, the radius of the virus filament is controlled
by the contributions of the curvature of M1 and the curvature of the membrane. The
curvature of M1 is determined by the bending rigidity and the spontaneous curvature
of the M1 polymer while the membrane curvature is determined by the bending
rigidity κmb of the membrane, the spontaneous curvature C0 of the membrane but not
membrane tension σmb as long as the membrane is covered with glycoproteins. To
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evaluate the predictions from the model, I have measured the radius of all virus and
VLP filaments, for which the arrangement of M1 was determined. The results show
that the radius varies for different filaments independent on other parameters such
as the number of M1 strands or particle type (Fig. 4.23C). Based on the results from
experimental data in combination with the prediction from the theoretical model, we
expect that the observed distribution in the IAV particle radii results from variability in
the membrane curvature due to local changes in membrane composition. We further
suggest that flexibility of the M1 polymer allows M1 to adapt to these variations in
curvature within certain thresholds.
Finally, the model makes additional predictions about the assembly process which
we cannot yet test with the type of experimental data at hand. The theoretical model
predicts, that membrane tension and M1 concentration do not affect the geometry
of virus filaments but rather that critical thresholds have to be reached for filament
growth to occur. Thus, too low M1 monomer concentration as well as too high mem-
brane tension can slow down filament growth and eventually stop filament extension
(Fig. 4.23D).
In summary, predictions from a theoretical model which describe the mechanics of
M1 in the context of a growing membrane protrusion are consistent with the presented
experimental data on in situ arrangement of M1. Based on our results, we propose that
efficient polymerization of M1 into a densely packed arrangement like the one found
here, generates sufficient energy to drive the growth of a budding virus filament and
represents the driving force for IAV assembly.
4.3 Discussion
I have described and evaluated two M1 reconstructions obtained directly from IAV
virus and VLP filaments which provide first insights into a full-length structure of
M1. Despite the small size of 28 kDa and the resulting low signal in EM images I
demonstrated that a reconstruction of M1 by subtomogram averaging from cryoET
data at a resolution below 1 nm can be obtained. CryoET and subtomogram averaging
typically result in lower resolution structures in comparison to single particle methods.
However, subtomogram averaging provides the advantage to not exclusively rely on
the signal from a single protein, randomly distributed within an ice layer, but instead
can make use of a priori information from the context of the protein. This can be a
strong advantage for studying small proteins. In the case of M1, I made use of this
advantage by deliberately placing initial subtomogram positions beneath the virus
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membrane which significantly reduced the parameters search space during alignment.
Further, the signal for initial alignment of M1 subtomograms is not exclusively defined
by the features of an individual protein but rather includes larger scale features such
the arrangement of M1. The regular spacing of M1 strands in my case was a strong fea-
ture for initial subtomogram alignment. Nevertheless, the small size still represented
substantial challenges and needed extensive fine-tuning and specific improvements
of the established subtomogram averaging workflow. In particular the separation of
individual subunits along the M1 strands was challenging and success varied between
tomograms which resulted in M1 reconstructions with reduced quality and which were
hard to interpret. However, employing amplitude spectra weighting instead of binary
wedge masking for subtomogram averaging and geometric cleaning helped to improve
quality of the final M1 reconstruction and I expect both tools to be suitable for other
cases where subtomogram averaging with conventional approaches will turn out to be
challenging.
Despite considerable efforts to optimize M1 subtomogram averaging processing
in the case of the HK68 virus sample, the final M1 reconstruction obtained did not
reach the same quality as the structure obtained for M1 from HK68 VLPs. While
the global reported resolution of both reconstructions was comparable, I found that
the resolution of M1 from HK68 virus was more anisotropic, which resulted in lower
quality and reduced interpretability of the final M1 reconstruction. To understand these
differences I determined the optimal defocus value range of data for M1 subtomogram
averaging and found that the chosen settings in the dataset of HK68 virus were not
ideal for subtomogram averaging of M1. However, when the data were initially col-
lected the arrangement and structure of M1 and therefore the criteria which need to be
considered to design the data collection parameters were not known yet. Therefore,
the obtained insights into arrangement and consequently the spatial frequencies which
are important for subtomogram alignment can be used in the future to improve data
collection settings specifically for subtomogram averaging of M1.
Based on these requirements, I have recently collected a large dataset of unfixed
HK68 virus filaments using a defocus range from −1.5 µm to −4 µm which I expect
to give an improved M1 structure from HK68 virus data (see section 3.2.7). I therefore
plan to use the established subtomogram averaging workflow for M1 to process the
recently acquired tomograms. Due to the heterogeneous arrangement of M1 for
different filaments, only a small subset of filaments is typically homogeneous enough
to be combined and to calculate a final M1 reconstruction. Consequently, the relatively
large size of the new unfixed HK68 virus dataset (110 tomograms) might increase the
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number of filaments with a homogeneous M1 arrangement and therefore the quality
and resolution of the obtainable M1 reconstruction. Finally, processing a dataset of
unfixed HK68 viruses for M1 might help to understand if the fixation, for which an
effect was discovered for the in situ structure of HA (see chapter 3) has any effects on
the in situ structure of M1
.
4.3.1 Structure of the M1 CTD
The obtained M1 reconstruction from HK68 VLPs has provided a direct structural
representation of the full-length structure of the IAV M1 including the IAV M1 CTD
inside HK68 VLPs. While previous reports have suggested the M1 CTD to be unstruc-
tured or highly flexible (147) my data clearly show that the CTD of membrane-bound
M1 inside the virus has a defined structure which I expect to correspond to a core of
four alpha helices, similar to the M1 CTD structure of ISAV (162). This interpretation
of the M1 CTD is further supported by performed SSP of the M1 CTD which also
suggests the presence of 4 alpha helices connected by short loops.
From the M1 structure obtained by subtomogram averaging, I was not able to
unambiguously determine the connectivity of the identified density elements in the M1
CTD region of the M1 reconstruction. I therefore presented three possible connectivity
models for the connection of M1 CTD helices and the connection between the M1
CTD and the M1 NTD. In the M1 reconstruction from HK68 VLPs I identified the
density, D0, which could be connecting density between the M1 NTD and density
elements of the M1 CTD. Only the trans connectivity model would include a structure
which fits this density D0. In the other two models, this density would remain mostly
empty. In addition, a connection of the M1 NTD and the CTD in trans resembles
how the two domains are connected in the ISAV M1 structure. However, due to
the low sequence homology of IAV and ISAV no clear assignment between densi-
ties from the IAV M1 structure presented here and the ISAV M1 structure was possible.
Based on the obtained results the trans connectivity model is best supported by my
data, but none of the models could definitely be excluded. To confirm the suggested
connectivity model and ultimately the structure of the M1 CTD, clarification through
additional experiments and ideally a higher resolution structure of the M1 CTD are
required. While I tried to approach the lack of a high resolution structural model
by attempting to crystallize the M1 CTD, these attempts have not been successful.
Nevertheless, I established an efficient expression and purification workflow for the
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IAV M1 CTD fragment. Consequently, more variants of the construct as well as
more crystallization conditions could be tested in the future. Alternatively, further im-
provements of the subtomogram averaging workflow and optimization of tomography
parameters specifically for M1 might allow to increase the obtainable resolution and
quality of an in situ M1 structure (see also section 4.3). Finally, it could be tested if
and how M1 polymerizes in vitro and if in vitro assemblies are homogeneous enough
to be targeted by single particle cryoEM or helical reconstruction to obtain a higher
resolution structure of M1 including the M1 CTD.
4.3.2 M1-membrane interactions
The obtained subtomogram averaging reconstruction of M1 in combination with exist-
ing high resolution models of the M1 NTD allowed me to characterise the interface
between the M1-NTD and the membrane inside viruses. I observed that one side of the
NTD faces the membrane which is lined by a number of positive side chains, including
the nuclear localization signal (NLS) located on H6 of the NTD. In previous studies,
interactions between M1 and membrane were observed for lipid mixtures containing
high concentrations of posphatidylserine in vitro as well as inside cells (150, 151, 165).
Additional mutation studies have identified that removing charged residues which
I found to be located at the membrane interface reduces virus fitness and for most
of them, completely inhibits virus formation (120). Therefore, in concordance with
previous M1-membrane interaction studies, my data confirm the hypothesis that the
membrane M1 interaction is of electrostatic nature and is essential for virus budding.
Until now it remained unclear if the NTD or the CTD or both domains are involved
in membrane interactions. In recent interaction studies M1-membrane interactions
were only observed in full-length M1 while truncated versions, of either the NTD or
the CTD lower the membrane affinity (166). From the presented data I can exclude
a direct contribution of the M1 CTD to M1-membrane interactions inside assembled
viruses. However, it seems possible, that M1 polymerization relies on interactions
which include the CTD. It was further shown that M1 preferentially oligomerises
when membranes are present (165) which further supports the idea of a link between
M1 oligomerisation and membrane binding. Electrostatic M1 membrane interactions
could be easily susceptible to pH changes and could explain the observed pH-induced
membrane detachment and reorganization of M1 once the pH inside the virus is low-
ered upon entering the endosomal system of host cells (167, 168).
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4.3.3 M1-M1 interfaces and M1 arrangement inside viruses and
VLPs
Here I have shown, that M1 is arranged in parallel strands of M1 polymers underneath
the membrane. I identified three M1-M1 interfaces from fitted M1 NTD models in
the M1 reconstruction from subtomogram averaging. Since the in situ M1 structure
includes the CTD, I can estimate the contribution from the CTD to any of the interfaces.
I found indications that in particular the intra-strand M1-M1 interface seems to include
interactions of neighbouring CTDs based on their close proximity. In addition, the
NTD-NTD intra-strand interface on its own, does not appear to possess any features
to mediate a strong interaction but consists mostly of residues which interact via hy-
drophobic interactions. A comparison to the corresponding interface in the neutral pH
crystal has revealed that it is likely that the M1 intra-strand interface is flexible enough
to adapt to different virus filament radii observed in the data without compromising
the M1-M1 interaction along M1 strands. Unlike the M1 intra-stand interface, the
M1 inter-strand interface includes residues of opposing charge. I therefore concluded
that the inter-strand interactions of M1 are based on electrostatics. The comparison
to crystal contacts from the neutral pH M1 NTD crystal has revealed a similar M1
NTD-NTD interface, where the corresponding ’strands’ of subunits are slightly shifted
against each other. This shows that the subunits can interact at multiple positions along
the strands which supports the hypothesis that the inter-strand interface is flexible
enough to allow sliding of the strands relative to each other. Flexibility between the
strands would allow to adapt to irregularities in the arrangement, such as the identified
changes of the the M1 strand number.
Interestingly, I found that helix 6, which contains a set of positively charged side
chains including the NLS, is located at the M1 inter-strand interface. Helix 6 is also
located at the M1-membrane interface. Therefore it seems likely that some residues
along helix 6 are involved in M1-membrane interactions while others are involved
in M1-M1 interactions along the inter-strand interface. Due to previously suggested
contributions of helix 6 to membrane binding, RNA binding and virus assembly helix
6 targeted in several previous mutagenesis studies (120, 169, 170). Several positions
in the sequence of helix 6 have been found to potentially affect virus morphology
such as 95K/R and 41V/A which are two morphology determining sites in the M1
sequence (28, 29). The occurrence of morphology determining mutations in this inter-
face suggests that modulations of the inter-strand interface can affect M1 arrangement
in a way that affects virus morphology. In filaments, as described here, parallel M1
strands are arranged straight next to each other. In spherical particles and dome-shaped
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filament tips, one can imagine that the parallel strands have to be arranged with a tilt
or a shift relative to each other in order to generate additional curvature. Therefore, it
seems imaginable that such an effect could be induced by mutations located within the
inter-strand interface.
4.3.4 M1 in assembly
The combination of the presented data on M1 arrangement with a theoretical model
suggests that assembly can be driven by M1 polymerization. We further suggest that
the arrangement of polymerized M1 in combination with the mechanical properties
of the protein-covered membrane determines the dimension of the budding virion.
My data on HK68 VLPs, in accordance with data by others (45) show that HK68
VLPs, which do not contain vRNPs, are highly similar in architecture and in their
M1 arrangement to HK68 virus particles. This high level of similarity supports a
model where the presence of the vRNPs is not essential for assembly initiation. We
instead propose that M1 polymerization underneath the glycoprotein-covered plasma
membrane might initiate formation and elongation of a membrane protrusion. It was
previously shown that dense coverage of the membrane with glycoproteins affects
membrane properties such as membrane curvature (171). In this context, we suggest,
that the presence of glycoproteins at the membrane generates an environment with a
lowered energy barrier at the assembly site and M1 polymerization can initiate the
formation of membrane protrusions.
The presented data have provided insights into the flexibility of the M1 arrangement
to adjust to variations in curvature and to allow rearrangement of parallel M1 strands.
The obtained insights into the M1 arrangement along filament sides from experimental
data as well as from the theoretical model allows us to make further suggestions about
the M1 arrangement in filament tips. In all virus and VLP tips found in tomograms,
M1 is clearly present and looks very similar to the M1 layer at filament sides (Fig. 3.9,
Fig. 3.11). To arrange tightly and in a similar fashion within dome-shaped tips, M1 has
to be able to firstly further increase the curvature along the direction of the radius and
secondly M1 has to be able to accommodate to a second direction of curvature along
the inter strand interface, as described above. It is possible that the arrangement of M1
within dome-shaped filament tips results from additional geometrical restrictions of
the membrane layer at the initiation of tube formation. At the rear end of filaments, it
is possible that clusters of NA induce extra curvature which contributes to generating
the dome-shaped base.
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4.3.5 Conclusions
1. Using an optimized subtomogram averaging workflow has resulted in in situ
structures of IAV M1 at 8 Å resolution from HK68 virus tomogram data and
HK68 VLP tomogram data.
2. By fitting existing crystal structures of the M1 NTD in the outer lobe of the
obtained M1 subtomogram averaging reconstruction I confirmed that the M1
NTD interacts with the virus membrane via a positively charged interface while
the M1 CTD does not interact with the membrane.
3. Density in the obtained M1 reconstruction in combination with results from SSP
and a comparison to a distantly homologue M1 structure gave first insights into
the structure of the M1 CTD.
4. M1 arranges in one or multiple parallel strands mostly exhibiting a right handed
helical propensity underneath the membrane.
5. M1 Intra-strand interfaces via the M1 NTD are dominated by hydrophobic
interactions and allow M1 to adapt to different radii of virus filaments, which
might result from variation in membrane properties.
6. M1 Inter-strand interfaces involve electrostatic interactions and I suspect that
flexibility in this interface allows M1 strands to slide relative to each other to
increases the flexibility of the virus filament and react to spontaneous changes
in M1 strand number.
7. In conclusion with a theoretical model we propose that linear polymerization of
M1 into tightly packed strands at the glycoprotein covered plasma membrane
drives IAV assembly.

Chapter 5
Discussion and future perspectives
Understanding the structure of influenza virus is crucial to understand many aspects of
the virus life cycle and in particular host cell infection and virus assembly. CryoET in
combination with subtomogram averaging is the only approach to gain direct structural
information on pleomorphic particles such as influenza virus. Here I used cryoET
and subtomogram averaging to investigate the structure and arrangement of the two
proteins HA and M1 directly from tomograms of the human HK68 influenza virus
strain and corresponding HK68 VLPs.
In the first part of this study the sample preparation workflow was adapted. I have
demonstrated that influenza virus purification can be detrimental to virus morphology
and particle integrity. Therefore an alternative sample preparation approach where the
virus is directly produced on the EM grid, in the vicinity of the host cell, was shown
to be suitable to prepare influenza virus samples for cryoET and subsequent subto-
mogram averaging. I ,as well as others before, observed up to 20 µm long filaments
in non-purified samples which are absent in purified samples. The observed shift
in the detectable virus morphology suggests that many experimental set-ups, which
include purification and potentially the use of chicken eggs for virus amplification,
rely on virus particles with a strong bias towards spherical morphology (130, 131,
172). This systematic experimental bias might be one explanation why the filamentous
morphology despite its association with human infection remains less widely known
and studied than spherical influenza virus particles (17).
Virus samples prepared without purification exhibit additional advantages since
the native context of produced viruses including the connection to the host cell is
maintained. This allowed me to determine the virus orientation relative to the M1
polarity. In the future, the presence of the native environment of the virus may allow to
address additional questions regarding aspects of host cell infection and virus assembly
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such as the organization of proteins at the inner membrane where virions assemble and
how scission of virus particles occurs. In addition, influenza A virus samples prepared
on EM grids can be combined with cryo focused-ion-beam milling to target various
aspects of the virus life cycle within the host cell such as vRNP transport or the effects
on membrane alteration reported to be induced by viral proteins inside the host cell.
Overall, the approach used here appears to be a better alternative to study the structure
of other enveloped, pleomorphic viruses by cryoET and provides various opportunities
to study additional aspects of the virus life cycle.
CryoET in combination with subtomogram averaging tailored to the two IAV
proteins HA and M1 has allowed me to obtain in situ structures of both proteins at
resolutions which resolve secondary structure elements. Thanks to the achieved reso-
lution I was able to compare in situ reconstructions of both proteins to existing high
resolution crystal structures. Thereby I deduced information about structural variability
of HA on the virus surface and the structure of the influenza matrix layer formed by
M1. The in situ structure of M1 allowed me to describe the M1-membrane and M1-M1
interfaces for the first time. In addition, protein positions could be determined for
both proteins for the same virus particles in the same data. The quantification of the
distribution of HA on the virus surface and the arrangement of M1 underneath the
membrane has elucidated several aspects of virus architecture which have not been
shown before.
A comparison of non-infectious VLPs with infectious virus allowed me to assess
the effects of virus inactivation on protein structure. Virus inactivation through chem-
ical fixation is a common technique to treat viruses for subsequent work outside of
high biosafety levels. Additionally, virus inactivation through chemical fixation is a
commonly used method to prepare influenza virus vaccines. While chemical fixation
through aldehyde crosslinking has long been implicated in altering protein structure,
the exact effects in many cases and in particular directly on the virus surface remained
unknown. I provided data which describe the molecular details of surface exposed
HA on viruses upon addition of an aldehyde-based fixative. I have proposed that
aldehyde fixation induces specific inter-molecular cross links in the head region of the
protein. Thereby crosslinking seems to stabilize an open HA conformation resembling
conformations which have been recently described to occur upon antibody binding
and in the context of HA breathing motion. Understanding the structural details of
breathing motion might help to uncover overlooked, and potentially more conserved
antibody binding sites on the HA surface. Together with data from others, the insights
into the conformational changes on HA shown here provide a first structural foundation
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for subsequent and higher resolution structures describing breathing motion. While in
this study, fixation was initially employed for biosafety reasons, it remains possible
that fixation under specifically tuned conditions might potentially be useful to capture
additional structural intermediates along the conformational path towards and during
membrane fusion on the virus surface.
From the accurate and precise descriptions of protein localization within the virus,
I found that HA arranges with a low degree of order and an average protein-protein
distance of around 8 nm to 12 nm. In the same virus particles, I found that M1 arranges
in parallel strands with helical propensities of variable helix number and variable strand
number. Distances in the M1 arrangement where highly conserved to 3.8 nm distance
between strands and 2.8 nm between subunits along strands. From a comparison of the
arrangement of HA and M1 I did not find any evidence that M1 and HA arrange in an
orderly fashion with respect to each other. Nevertheless, these insights do not exclude
transient interactions of the two proteins. These observations are in concordance with
studies describing that neither the cytoplasmic tails nor specifically HA, but either
of the glycoproteins, are required at the assembly site for particles to form (45, 152).
This leads to the hypothesis that unspecific contributions from the presence of the
glycoproteins rather than specific interactions between HA and M1 are relevant for
virus and VLP assembly.
In conclusion with the previous section and work from others I propose a model of
virus assembly, where the presence of glycoprotein in high concentrations at the assem-
bly site is mainly required to modulate the mechanical properties of the membrane to
lower the energy barrier for membrane deformation. I propose that M1 polymerization
within such an environment is sufficient to deform the membrane and induce the for-
mation of a membrane protrusion. Based on the data presented in this study it appears
very likely that M1 in competition with membrane determines particle shape rather
than HA or the vRNPs as proposed previously. It remains possible that the presence
of the vRNPs increases the efficiency of the initiation process for example by further
decreasing the energy barrier. Thereby, the presence of the vRNPs could compensate
lower glycoprotein concentrations. Interestingly, the observation that filaments are
wider in regions where the vRNPs are located, could suggest that the width of the
vRNPs is larger than the preferred radius of M1 and the membrane. Therefore, the
radius of the filament decreases at the end of the vRNPs where M1 relaxes back to its
favourite curvature.
Based on presented results on M1-M1 interfaces together with previous mutation
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studies of M1 I speculated that effects from single point mutations within the M1
inter-strand interface induce alterations in the relative orientations of two neighbouring
strands which support a spherical virus particle structure. Suspected similarities in the
M1 arrangement between filament tips and spherical virus particles suggest that extra
mechanical forces induced by the membrane during assembly initiation introduce an
effect on M1 arrangement which resembles the effect from mutations within the M1
inter-strand interface. In the future, it would be exciting to study the arrangement
in spherical particles as well as in filament tips to validate this hypothesis. While
this study has contributed to increase our understanding of influenza virus architec-
ture focusing on HA and M1, the distribution and in situ structure of NA is to be
investigated further in the future. Due to the lower concentration of NA on the virus
surface, NA appears to be more challenging but not impossible to target by an adapted
subtomogram averaging analysis similar to the subtomogram averaging workflow
described for HA.
I believe that more quantitative studies describing the in situ structure of influenza
virus in combination with further progress in obtaining high resolution structures for
all components will allow us to obtain an accurate 3D model of influenza virus in
the future. Besides EM data, quantitative mass spectrometry has already contributed
to quantifying virus and host cell proteins in virus particles, while methods such as
subtomogram averaging will continue to exploit the arrangement and in situ structures
of influenza virus proteins. Additional dynamic data such as recently obtained on
influenza virus assembly via super resolution fluorescence microscopy (31, 32) can
further contribute to increase our understanding of the kinetics of the assembly process.
Finally all quantitative data can be integrated and combined with additional models
and dynamic simulation of influenza virus assembly to obtain not only a accurate
structural but also a time-resolved model of IAV assembly.
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