In this paper we study various right ideals associated with two projections (self-adjoint idempotents) in a ring with involution. Results of O.M. Baksalary, G. Trenkler, R. Piziak, P.L. Odell, and R. Hahn about orthogonal projectors (complex matrices which are Hermitian and idempotent) are considered in the setting of rings with involution. New proofs based on algebraic arguments; rather than finite-dimensional and rank theory; are given.
Introduction
Throughout this paper, the symbol R will denote a unital ring (1 will be its unit) with an involution and the term ring will mean unital ring. Let us recall that an involution in a ring R is a map a → a * in R such that (a + b) * = a * + b * , (ab) * = b * a * and (a * ) * = a for any a, b ∈ R. The word 'projection' will be reserved for an element q of R which is self-adjoint and R composed of all Moore-Penrose invertible elements will be denote by R † .
We write R −1 for the set of all invertible elements in R.
We say that a ∈ R is relatively regular if there exists b ∈ R such that aba = a. In this case b is called an inner generalized inverse of a. A known result (see Theorem 1.4.11 of [3] ) is the following: let R be a ring with involution obeying the Gelfand-Naimark property. Then a ∈ R is MoorePenrose invertible if and only if a is relatively regular. Let us recall that a ring R with involution has the Gelfand-Naimark property if 1 + x * x ∈ R −1 for all x ∈ R. It is known that any C * -algebra has the Gelfand-Naimark property. See also [6] and [11] .
An element a ∈ R is left * -cancellable if a * ax = a * ay implies ax = ay.
Analogously, a ∈ R is right * -cancellable if xaa * = yaa * implies xa = ya.
Finally, a ∈ R is * -cancellable if it is both left and right * -cancellable. A ring R is called * -reducing if every element of R is * -cancellable. Let us remark that any C * -algebra is a * -reducing ring.
We use the following notation: If X, Y ⊂ R, then
Observe that if R is * -reducing and if X ̸ = ∅ ̸ = Y , then X ⊥ Y implies
Let x ∈ R and let p ∈ R be an idempotent (p = p 2 ). Then we can write
and use the notations Every projection p ∈ R induces a matrix representation which preserves the involution in R, namely x ∈ R can be represented by means of the following matrix:
Proof. The proof of (i) is a consequence of direct computations. We will prove only the first implication of (ii) since to prove the other one, it is sufficient to make the same argument for a * instead of a. Assume that a * a ∈ R † , and let x = (a * a) † a * . Observe that the Moore-Penrose inverse of a selfadjoint Moore-Penrose invertible element is again self-adjoint, and
Finally, a * axa = a * a(a * a) † a * a = a * a, and since R is * -reducing, we get axa = a.
A simple consequence of Lemma 2.1 is the following: Let x ∈ R † be self-adjoint. Then xx † = x † x and x is the commuting (or group) inverse of x (see for instance [6] ). In fact,
For a better insight on the the formulas of Lemma 2.1, commutation and cancellation properties, see [5] . For the class of elements x in a C*-algebra such that xx † = x † x, the reader is reffered to [2, 10] . More generally, elements admitting both a group inverse and a Moore-Penrose inverse are discussed in [15] in the case of a ring.
Let p and q be two projections in a ring R with involution. Then
where
Lemma 2.2. Let p, q ∈ R be projections given by (2.2) . Then
Proof. All the equalities follow from the condition q = q 2 .
The following result is a generalization of 
To prove (ii), it is sufficient to use former item (i) for projections p and 1−q. 
Multiplying the last equality from the left side by (1 − d) † and using (iv),
follows by using item (v) for projections p and 1 − q.
Lemma 2.4. Let R be a * -reducing ring. If p, q ∈ R are projections and q is partitioned as in (2.2) , then
Proof. (i): As we pointed out in the proof of item (v), Lemma 2.3, we have that a is self-adjoint, hence 1 − a is again self-adjoint, and thus,
By Lemma 2.3 (vi), Lemma 2.2 (i), and the previous computation, we get
The proofs of (ii)-(iv) are similar.
Projections in rings with involution
Theorem 3.1. Let R be a ring with involution and p, q ∈ R be projections.
Proof. It is evident that pqR ⊥ pqR. Now, we will prove that (p − q)R = pqR+pqR. Take any z ∈ (p−q)R. We have that z = (p−q)x for some x ∈ R.
If we take y = (1−2q)x, we get (p−q)x = pqy+pqy, so (p−q)R ⊆ pqR+pqR.
For arbitrary a ∈ pqR + pqR, we have that a = pqy 1 + pqy 1 , for some
The proof is completed.
In [9, Th. 4.2] it was characterized when the difference of two projections is invertible. Former Theorem 3.1 permits give another characterization.
Corollary 3.1. Let R be a ring with involution and p, q ∈ R be projections.
Then p − q is invertible if and only if pqR
⊕ ⊥ pqR = R.
Theorem 3.2. Let R be a ring with involution and p, q ∈ R be projections.
The following statements are equivalent:
The element h in conditions (ii) and (iii) is unique and it satisfies h
Since p + q and
Thus ph = h, and substituting
Theorem 3.3. Let R be a ring with involution and p, q ∈ R be projections.
(ii) ⇒ (i): Let x, y ∈ R be such that 1 = px+qy and let us denote h = px. The following statements are equivalent:
Projections in * -reducing rings
We shall need the following simple lemma: Proof. The proofs of 1) and 2) are trivial.
3) Let e, f ∈ R be two idempotents such that eR = f R. Since e ∈ eR = f R, then exists t ∈ R such that e = f t, so f e = e. By reversing the roles of e and f we have ef = f .
4) It follows by 3).
The following result which will be of major importance in the sequel, give sufficient conditions for the Moore-Penrose invertibility of several elements in a * -reducing ring of the form f (p, q), where p and q are two projections and f is a polynomial in two non-commuting variables. and p − a, p ∈ R † (observe that since p is a projection, obviously p ∈ R † and
We shall prove that x = (p + q) † by verifying the four conditions of the 
Let us remark that p − a is self-adjoint. Then
and thus, by utilizing Lemma 2.4 (i) we get
Thus,
Observe that Lemma 2.3 (ii) in conjunction with Lemma 2.3 (vi) can be
Hence by Lemma 2.3 (iii), we get (ii): Since (pq)(pq) * = pqp ∈ R † , by Lemma 2.1 we have pq ∈ R † and
By computation we get that pq(pq)
and thus, by Lemma 2.1, 
By a direct computation and Lemma 2.2 (iii), Lemma 2.3 (ii), (iii), (vi), and Lemma 2.4 (i) we get
(ii): First of all, we must prove that the definition of y is meaningful, in other words, we must prove that pq ∈ R † ; but this follows easily from Thus yR ⊆ pR ∩ qR.
To prove pR ∩ qR ⊆ yR, take arbitrary z ∈ pR ∩ qR. Observe that
Since z = pz = qz, it follows that yz = (p−(qp) † qp)z = z. Hence, pR∩qR ⊆
yR.
Next four results continue the study of the sum p + q and the ideals 
(ii) (p + q)R = pqR ⊕ ⊥ pR.
Proof. (i):
It is evident that pqpR⊥pR. By Lemma 2.1 (i), we have that
which implies that (p + q)R ⊆ pqpR + pR. To prove the opposite inclusion, take arbitrary z ∈ pqpR + pR. We have z = pqpx + py for some x, y ∈ R.
By Theorem 4.1 (i), we get (p +
(ii): Since for any Moore-Penrose invertible a ∈ R, one has aR = aa † R, by Theorem 4.1 (ii), we have pqR = pqpR. Now, the assertation follows by item (i). 
(iv): By Theorem 4.1 (i) and (iii) and (2.3), it follows that (p+q)(p+q
follows that y = p − p(pq) † is a projection and yR = pR ∩ qR. If in Theorem 4.1 (ii), we replace p with p and q with q, we get that (pq) † = q(pqp) † , so
are commuting projections which product is equal to zero, we have 
which by premultiplying by p and p we get 0 = px and 0 = dd † x, respectively. 
Proof. (i): By Theorem 4.1 (i), using the notations given by (2.3), we get
by Lemma 2.3 it is easy to check that 
Proof. (i): By Theorem 4.1 (i), we have that (p +
Now, by Lemma 2.3 (iii) using the notations from (2.3), we have that is equivalent to p = aa † and ( 
Proof. (i) ⇒ (ii): Assume (pq − qp)R = R. By Theorem 2.1 (iv) we have
(ii) ⇒ (i) is evident in view of Theorem 4.6.
(ii) is equivalent to the following 
furthermore that this sum is orthogonal. 
