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Abstract
In this paper we develop Kaplan–Yorke’s method and consider the existence of periodic
solutions for some delay differential equations. We especially study Hopf and saddle-node
bifurcations of periodic solutions with certain periods for these equations with parameters,
and give conditions under which the bifurcations occur. We also give application examples
and ﬁnd that Hopf and saddle-node bifurcations often occur inﬁnitely many times.
r 2002 Elsevier Science (USA). All rights reserved.
Keywords: Delay differential equation; Periodic solution; Bifurcation
1. Introduction
Kaplan and Yorke [9] originated a qualitative method for studying the existence of
4-periodic solutions of the equation
’xðtÞ ¼ f ðxðtÞÞ ð1:1Þ
and 6-periodic solutions of the equation
’xðtÞ ¼ ½ f ðxðt  1ÞÞ þ f ðxðt  2ÞÞ; ð1:2Þ
where f is odd with f ðxÞ ¼ 0 for x ¼ 0: Then Wen [13] gave conditions for the
existence of 4
4kþ1-periodic solutions of (1.1), where k is a nonnegative integer. Ge [3]
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ﬁrst found a condition under which the following equation:
’xðtÞ ¼ f ðxðt  1ÞÞ ð1:3Þ
has a number of 4
4kþ3 –periodic solutions. Chen [1], Gopalsamy et al. [4], Han [7],
Kaplan and Yorke [10] and Wang [12] considered a general delay differential
equation of the form
’xðtÞ ¼ f ðxðtÞ; xðt  rÞÞ; r > 0; ð1:4Þ
and obtained various conditions for the existence of periodic solutions with period
4
4kþ1 or
4
4kþ3: A common requirement for the function f in (1.4) is the following:
f ðx; yÞ ¼ f ðx; yÞ; f ðx;yÞ ¼ f ðx; yÞ; ð1:5Þ
which ensures that the orbits of the related planar system
’xðtÞ ¼ f ðx; yÞ; ’yðtÞ ¼ f ðy; xÞ ð1:6Þ
are symmetric with respect to both x- and y-axis. One can ﬁnd more results on the
existence of periodic solutions to some delay differential equations in Ref. [2,8,11].
In this paper we consider a delay differential equation of more general form, and
obtain conditions for the existence of periodic solutions of period 4r
4kþ1 or
4r
4kþ3
without requiring (1.5). What is more, we study Hopf and saddle-node bifurcations
of these kinds of periodic solutions for delay differential equations with parameters.
2.2. Existence of periodic solutions
Consider a scalar delay differential equation of the form
’xðtÞ ¼ FðxðtÞ; xðt  rÞ; xðt  2rÞÞ; ð2:1Þ
where r > 0; F is a C1 function and satisﬁes
Fðx; y;xÞ ¼ Fðx;y; xÞ: ð2:2Þ
Obviously, the form of (2.1) is more general than (1.4). We introduce an ordinary
differential equation of the form
’x ¼ Fðx; y;xÞ; ’y ¼ Fðy;x;yÞ: ð2:3Þ
The following lemma is evident.
Lemma 2.1. Let (2.2) hold. Then system (2.3) is invariant under the change of variables
ðx; yÞ-ðy; xÞ or ðx; yÞ-ðy;xÞ: In other words, (2.3) is invariant under a rotation
by an angle 7p
2
:
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Using the above lemma we can prove
Lemma 2.2. Let (2.2) hold. Suppose (2.3) has a T-periodic orbit L : ðx; yÞ ¼
ðxðtÞ; yðtÞÞ; 0ptpT ; which surrounds the origin. If L is oriented counterclockwise
(resp., clockwise) then the following formula (2.4) (resp., (2.5)) holds:
yðtÞ ¼ x t  T
4
 
; xðtÞ ¼ x t  T
2
 
; ð2:4Þ
yðtÞ ¼ x t  T
4
 
; xðtÞ ¼ x t  T
2
 
; ð2:5Þ
Proof. Let
z ¼ xðtÞ
yðtÞ
 !
; z1ðtÞ ¼ AzðtÞ; A ¼
0 1
1 0
 !
:
By Lemma 2.1 z1ðtÞ is also periodic solution of (2.3). Let L1 denote the
corresponding orbit. Then it can be obtained by rotating L by an angle p
2
: Thus,
these two closed curves must have points in common, and hence L1 ¼ L: Thus
z1ð0ÞAL; and there exists a unique t1A½0;TÞ such that z1ð0Þ ¼ zðt1Þ: Note that both
z1ðtÞ and z1ðt þ t1Þ are solutions of (2.3). The uniqueness of solutions implies that
they are the same one. Hence
AzðtÞ ¼ zðt þ t1Þ for all t: ð2:6Þ
Using this equality we obtain
 zðtÞ ¼ A2zðtÞ ¼ Azðt þ t1Þ ¼ zðt þ 2t1Þ;
zðtÞ ¼ A4zðtÞ ¼ A2zðt þ 2t1Þ ¼ zðt þ 4t1Þ: ð2:7Þ
From the second equality in (2.7) we have 4t1 ¼ kT for an integer KX0: Then we
have ka0; 2 from the ﬁrst and ko4 by t1oT : Therefore there are only two possible
cases: k ¼ 1 or 3. That is t1 ¼ T4 or 3T4 : Note that zðt1Þ is obtained by rotating zð0Þ
with an angle p
2
: It is clear that if it is oriented counterclockwise (clockwise) then
t1 ¼ T4ðt1 ¼ 3T4 Þ; and equalities in (2.4) ((2.5)) can be obtained by (2.6). The proof is
completed. &
Following [7], a periodic solution xðtÞ of (2.1) satisfying (2.4) or (2.5) is said to be
symmetric. Then by Lemma 2.2, we have the following fundamental theorem.
Theorem 2.1. Let (2.2) hold. (i) Suppose (2.3) has a periodic orbit L with period T and
surrounding the origin. If L is oriented counterclockwise and T ¼ 4r
4kþ1 (resp., oriented
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clockwise and T ¼ 4r4kþ3) for an integer kX0; then (2.1) has a symmetric periodic
solution with period 4r
4kþ1 (resp.
4r
4kþ3). (ii) Suppose (2.1) has a non-zero symmetric
periodic solution with period T : Then (2.3) has a periodic orbit having period T and
surrounding the origin, and T ¼ 4r4kþ1 or T ¼ 4r4kþ3 for some nonnegative integer k:
Proof. We consider the case that L is oriented counterclockwise. The other case can
be proved in the same way. Let ðxðtÞ; yðtÞÞ be a representation of L with T ¼ 4r
4kþ1: By
Lemma 2.2,
yðtÞ ¼ x t  T
4
 
; xðtÞ ¼ x t  T
2
 
:
It follows that
yðtÞ ¼ x t  kT  T
4
 
¼ xðt  rÞ;
xðtÞ ¼ x t  2kT  T
2
 
¼ xðt  2rÞ:
Hence, xðtÞ satisﬁes (2.1) and the ﬁrst conclusion follows. The proof of the second
one is just similar to Theorem 1 in [7]. This ﬁnishes the proof. &
From Theorem 2.1 we have immediately
Corollary 2.1. Let F satisfy (2.2). Suppose (2.3) has a family of periodic orbits Lh for
hAJCR; which surround the origin. Set a ¼ infJ Th b ¼ supJ Th; where denotes the
period of Lh: If the orbits are oriented counterclockwise (resp., clockwise) and there
exists an integer kX0 such that 4r
4kþ1Aða; bÞ (resp., 4r4kþ3Aða; bÞ), then (2.1) has a
periodic solution with period 4r
4kþ1(resp.,
4r
4kþ3).
We remark that if Fðx; y; zÞ ¼ f ðx; yÞ is a function with two variables then all
existence results on periodic solutions of (2.1) obtained in [1,3,4,7,10,12,13] are
contained in Corollary 2.1.
Example 2.1. Consider the delay differential equation
’xðtÞ ¼ 2xðt  1Þ þ x3ðtÞ  3xðtÞx2ðt  1Þ: ð2:8Þ
The corresponding planar system (2.3) for (2.8) is
’xðtÞ ¼ 2y  x3 þ 3xy2 ¼ Hy;
’yðtÞ ¼ 2x þ 3x2y  y3 ¼ Hx; ð2:9Þ
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where H ¼ x2 þ y2 þ x3y  xy3: Hence, (2.9) has a family of periodic orbits
Lh : Hðx; yÞ ¼ h; 0ohoh0:
Since Hðx; 0Þ is unbounded, the equation Hðx; yÞ ¼ h deﬁnes a nontrivial curve for
any h > 0: On the other hand, it is easy to see that for h > 25
24
the line y ¼ 2x does not
intersect with the set deﬁned by Hðx; yÞ ¼ h: This means that the equation Hðx; yÞ ¼
h no longer deﬁnes a closed curve for h > 25
24
: Hence we can choose h0Að0; 2524Þ such
that the limit limh-h0 Lh ¼ Lh0 exists and it is a heteroclinic cycle of (2.9) consisting
of saddles and orbits connecting them. Thus the period Th of Lh satisﬁes
a ¼ inf
0ohoh0
TðhÞp lim
h-0
TðhÞ ¼ p; b ¼ sup
0ohoh0
TðhÞ ¼ lim
h-0
TðhÞ ¼N:
Then by Theorem 2.1, (2.8) has a periodic solution with period 4. However, Eq. (2.8)
does not satisfy condition (1.5).
The above example shows that in the case of Fðx; y; zÞ ¼ f ðx; yÞ; condition (2.2)
is really weaker than (1.5) even if (2.3) (or (1.6)) is Hamiltonian.
Remark 2.1. Similar to Theorem 2 in [7], we can discuss the uniqueness of symmetric
periodic solutions. More precisely, if (2.2) holds and Eq. (2.3) has a family of
periodic orbits in an open annulus S not containing the origin, then (2.1) has at most
one symmetric periodic solution with period 4r
4kþ1 or
4r
4kþ3 and ðxðtÞ; xðt  rÞÞAS
provided Rðx; yÞR1ðx; yÞa0 for all ðx; yÞAS; where
Rðx; yÞ ¼ xF2ðx; yÞ  yF1ðx; yÞ;
F1ðx; yÞ ¼ Fðx; y;xÞ; F2ðx; yÞ ¼ Fðy;x;y; Þ;
R1ðx; yÞ ¼ x2 @F2
@x
þ xy @F2
@x
 @F1
@x
 
 y2 @F1
@y
 Rðx; yÞ:
Now we consider the following equation with a vector parameter:
’xðtÞ ¼ FðxðtÞ; xðt  rÞ; xðt  2rÞ; aÞ; ð2:10Þ
where aAInCRn; nX1: Suppose FAC1 and satisﬁes
Fðx; y;x; aÞ ¼ Fðx;y; x; aÞ ð2:11Þ
for all aAIn: Then (2.3) becomes
’x ¼ Fðx; y;x; aÞ; ’y ¼ Fðy;x;y; aÞ: ð2:12Þ
The following two theorems are immediate from Theorem 2.1.
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Theorem 2.2. Let (2.11) hold. Suppose there exists a subset ICIn such that for each aAI
(2.12) has a periodic orbit LðaÞ which surrounds the origin and has the period TðaÞ:
Define V ¼ fTðaÞjaAIg: If LðaÞ is oriented counterclockwise (resp., clockwise) for aAI
and there exists an integer kX0 such that 4r4kþ1AV (resp.,
4r
4kþ3AV ), then there exists aAI
such that (2.10) has a symmetric periodic solution with period 4r
4kþ1 (resp.,
4r
4kþ3).
Theorem 2.3. Let (2.11) holds. Suppose that there exists a subset I of In; an interval
JðaÞ with aAI and an integer kX0 such that
(i) For each aAI ; (2.12) has a family of periodic orbits Lða; hÞ for hAJðaÞ with period
Tða; hÞ and having counterclockwise (resp., clockwise) orientation.
(ii) For aAI it holds that
4r
4k þ 1AðaðaÞ; bðaÞÞÞ resp:;
4r
4k þ 3AðaðaÞ; bðaÞÞ
 
;
where
aðaÞ ¼ inf
hAJðaÞ
Tða; hÞ; bðaÞ ¼ sup
hAJðaÞ
Tða; hÞ:
Then for all aAI (2.10) has a periodic solution xkðt; aÞ with period Tk ¼ 4r4kþ1 (resp.,
Tk ¼ 4r4kþ3).
In the rest of this section we give an application to Theorem 2.2. Further results
and more applications are given in Section 3.
Example 2.2. Consider
’xðtÞ ¼ axðt  1Þ þ xðtÞð1 x2ðtÞ  x2ðt  1ÞÞ; ð2:13Þ
where aa0: The corresponding system (2.12) becomes now
’xðtÞ ¼ ay þ xð1 x2  y2Þ;
’yðtÞ ¼ ax þ yð1 x2  y2Þ: ð2:14Þ
Obviously, the circle x2 þ y2 ¼ 1 is an only limit cycle of (2.14) with period TðaÞ ¼
2p
jaj: Thus we have V ¼ ð0;NÞ for (2.13). Let
ak ¼ p
2
ð4k þ 1Þ; %ak ¼  p
2
ð4k þ 3Þ; kX0:
Then by Theorems 2.1 and 2.2 it follows that (2.13) has a unique symmetric periodic
solution for aAfa1; %a0; a1; %a1;yg: The period of the solution is Tk ¼ 44kþ1 or 44kþ3 if
a ¼ ak or %ak: In fact, we can ﬁnd that these solutions are the functions xk ¼ sinðaktÞ
or sinð %aktÞ:
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3. Hopf and saddle-node bifurcations
Consider Eq. (2.10) again. First, we suppose FAC3 and
Fðx; y;x; aÞ ¼ A10ðaÞx þ A01ðaÞy þ
X
iþj¼3
AijðaÞxiyj þ oðjx; yj3Þ ð3:1Þ
for ðx; yÞ near (0,0) and aAInCRn:
Theorem 3.1. Let (2.11) and (3.1) hold. Assume there exists a0AIn such that
A10ða0Þ ¼ 0; A01ða0Þa0; g  A12ða0Þ þ 3A30ða0Þa0:
Then there is a constant e > 0 and a function
TðaÞ ¼ 2pjA01ðaÞj ð1þ OðA10ÞÞ
such that for given integer kX0 and 0oja  a0joe satisfying gA10ðaÞo0; Eq. (2.10)
has a unique symmetric periodic solution xkðt; aÞ ¼ OðA10Þ of period TðaÞ if (i)
A01ða0Þo0 and TðaÞ ¼ 4r4kþ1; or (ii) A01ða0Þ > 0 and TðaÞ ¼ 4r4kþ3:
Proof. By (3.1), Eq. (2.12) has the form near the origin
’x ¼ A10x þ A01y þ A30x3 þ A21x2y þ A12xy2 þ A03y3 þ?;
’y ¼ A01x þ A10y  A03x3 þ A12x2y  A21xy2 þ A30y3 þ?: ð3:2Þ
For a ¼ a0 the origin is a weak focus. By a formula of [5, p. 152] the ﬁrst focus value
of the origin for (3.2) with a ¼ a0 is given by Hopf bifurcation.
C1 ¼ 116½12A30ða0Þ þ 4A12ða0Þ ¼ 14 ga0:
The Hopf bifurcation theorem for planar systems implies that (3.2) has a unique
limit cycle LðaÞ near the origin for ja  a0j small if gA10ðaÞo0: Note that the linear
terms in (3.2) are in normal form and quadratic terms do not exist. It follows that the
limit cycle LðaÞ can be represented as r ¼ rðy; aÞ with r2ðy; aÞ ¼ OðA10Þ in polar
coordinates, and hence TðaÞ ¼ 2pjA01jð1þ OðA10ÞÞ: Now the conclusion is clear by
Theorem 2.1. The proof is completed. &
Remark 3.1. If aAR2 then in general the equation TðaÞ ¼ 4r
4kþ1 or TðaÞ ¼ 4r4kþ3 deﬁnes
a curve passing through a0: As gA10ðaÞo0 and a-a0 on this curve the periodic
solution xkðt; aÞ in Theorem 3.1 goes to zero. Hence a0 is a Hopf bifurcation value.
As we will see in the following example, there exists an inﬁnitely many number of
bifurcation values in general.
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Example 3.1. Consider
’xðtÞ ¼ bxðt  1Þ þ xðtÞða  x2ðtÞÞ: ð3:3Þ
Take a and b as parameters. Then by Theorem 3.1 it is easy to see that for any given
integer kX0; (3.3) has symmetric periodic solution xkðt; aÞ ¼ OðaÞ if b ¼ p2ð4k þ
1Þð1þ OðaÞÞ and 0oa51 or b ¼ p
2
ð4k þ 3Þð1þ OðaÞÞ and 0oa51:
Thus, for (3.3) the set of Hopf bifurcation values on the ða; bÞ plane is fð0; p
2
ð4k þ
1ÞÞ; ð0;p
2
ð4k þ 3ÞÞjk ¼ 0; 1; 2;yg:
We have seen that at least two parameters are needed in order to make a Hopf
bifurcation occur under the conditions of Theorem 3.1. In the following, we assume
a is a scalar parameter and give a second set of conditions for Hopf bifurcation.
More precisely, we prove
Theorem 3.2. Let (2.11) and (3.1) hold with aAInCR: Suppose
(i) There exists an interval ICIn such that (2.12) has a first integral of the form
Hðx; y; aÞ ¼ x2 þ y2 þ Oðjx; yj3Þ for aAI :
(ii) There exists an endpoint ak of I such that
A01ðakÞa0; A21ðakÞ þ 3A03ðakÞa0; 2pjA01ðakÞj ¼ Tk;
where kX0 is an integer, and
Tk ¼
4r
4kþ1 if A01ðakÞo0;
4r
4kþ3 if A01ðakÞ > 0:
(
(iii) For aAI ; A01ðA21 þ 3A03ÞðjA01ðakÞj  jA01jÞ > 0:
Then Eq. (2.10) has a Hopf bifurcation at a ¼ ak and has a unique symmetric
periodic solution with (the least) period Tk for aAI close to ak:
Proof. By condition (i), (2.12) has a family of periodic orbits Lða; hÞ given by
Hðx; y; aÞ ¼ h for aAI and 0oh51: Let ðxðt; a; hÞ; yðt; a; hÞÞ be a representation of
Lða; hÞ with period Tða; hÞ: It is obvious that xðt; a; hÞ; yðt; a; hÞ ¼ Oð ﬃﬃﬃhp Þ-0 as h-0
uniformly for aAI near ak: We claim that
Tða; hÞ ¼ 2pjA01j 1
A21 þ 3A03
j4A01j h þ oðhÞ
 
for aAI : ð3:4Þ
We use polar coordinates to prove (3.4). Let x ¼ r cos y; y ¼ r cos y: Then by (3.2)
we have
dy
dt
¼ A01  Dðcos y; sin yÞr2 þ oðr2Þ;
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where
Dðx; yÞ ¼ A03ðx4 þ y4Þ þ 2A21x2y2 þ ðA30  A12Þðx3y  xy3Þ:
Note that Lða; hÞ can be represented as r ¼ ﬃﬃﬃhp þ OðhÞ  rðy; hÞ for 0pyp2p: Thus,
along the periodic orbit we have
dy
dt
¼ A01  Dðcos y; sin yÞh þ oðhÞ:
Hence,
Tða; hÞ ¼
Z 2p
0
dy
A01 þ Dðcos yþ sin yÞdyþ oðhÞ
				
				
¼ 1jA01j 2p
h
A01
Z 2p
0
Dðcos yþ sin yÞdyþ oðhÞ

 
:
It is direct that
Dðcos yþ sin yÞ ¼ A03 þ 12ðA21  A03Þsin2 2yþ ðA30  A12Þðcos3 y sin y cos y sin3yÞ:
Thus, Z 2p
0
Dðcos y; sin yÞdy ¼ p
2
ðA21 þ 3A03Þ:
Then (3.4) follows. Consider the equation Tða; hÞ ¼ Tk: By (3.4) and condition (ii),
this equation is equivalent to
A21 þ 3A03
4A01
h þ oðhÞ ¼ 1jA01ðakÞj ðjA01ðakÞj  jA01jÞ:
The implicit function theorem implies that the above equation has a unique solution
h ¼ hkðaÞ ¼ 4A01ðjA01ðakÞj  jA01jÞjA01ðakÞjðA21 þ 3A01Þ ð1þ Oðja  akjÞÞ:
Condition (iii) follows that hkðaÞ > 0 for aAI near ak: Therefore we have
Tða; hkðaÞÞ ¼ Tk for aAI near ak: Let
xkðt; aÞ ¼ xðt; a; hkðaÞÞ; ykðt; aÞ ¼ yðt; a; hkðaÞÞ:
Then the following hold:
(i) ðxkðt; aÞ; ykðt; aÞÞ ¼ Oð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hkðaÞ
p Þ ¼ Oð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃja  akjp Þ-0 as a-ak; aAI :
(ii) ðxkðt; aÞ; ykðt; aÞÞ is a periodic solution of (2.12) with period Tk for aAI near ak:
Hence by Theorem 2.1 xkðt; aÞ ¼ Oð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃja  akjp Þ is a unique symmetric periodic
solution of (2.10) for aAI near ak: The proof is completed. &
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Remark 3.2. In practice, the equality 2pjA10ðakÞj ¼ Tk is used to ﬁnd ak: Condition (iii) is
used to determine ak to be an right- or left-hand side endpoint of I :
Example 3.2. Consider the equation
’xðtÞ ¼ axðt  1Þ½1 x2ðtÞ: ð3:5Þ
It was proved in [6, pp. 260–261] that (3.5) has a Hopf bifurcation at a ¼ p
2
and has a
nonconstant periodic solution for a > p
2
: Using Theorems 3.2 and 2.3 we can get the
following conclusions:
(1) Let B ¼ fak; %akjk ¼ 0; 1; 2;yg; where ak ¼ p2ð4k þ 1Þ; %ak ¼ p2ð4k þ 3Þ: Then
Eq. (3.5) has a Hopf bifurcation at each point of B:
(2) (i) For each integer kX0; Eq. (3.5) has a periodic solution xkðt; aÞ with period
4
4kþ1 for a > ak; (ii) xkðt; aÞ-0 as a-ak from right.
(3) (i) For each integer kX0; Eq. (3.5) has a periodic solution %xkðt; aÞ with period
4
4kþ3 for ao %ak; (ii) %xkðt; aÞ-0 as a- %ak from left.
(4) If ao %aK or a > aK for some KX0 integer then (3.5) has K þ 1 different
nonconstant periodic solutions.
Proof. For (3.5) the system corresponding to (2.12) is
’xðtÞ ¼ ayð1 x2Þ; ’yðtÞ ¼ axð1 y2Þ: ð3:6Þ
Let Hðx; yÞ ¼ x2 þ y2  x2y2: This is a ﬁrst integral of (3.6). It is evident that (3.6)
has a center at the origin and has integral lines x ¼71 and y ¼71: The equation
Hðx; yÞ ¼ h deﬁnes a periodic orbit Lða; hÞ of (3.6) for 0oho1 and aa0: Its period
Tða; hÞ satisﬁes
lim
h-0
Tða; hÞ ¼ 2pjaj; limh-1 Tða; hÞ ¼N:
Note that Lða; hÞ is oriented counterclockwise (resp., clockwise) for a > 0 (resp.,
ao0). Also, it is easy to see that
4
4k þ 1A
2p
jaj;N
 
4
4k þ 3A
2p
jaj;N
  
for k ¼ 0; 1; 2;y;K
if and only if
a >
p
2
ð4K þ 1Þ ¼ aK a > p
2
ð4K þ 3Þ ¼ %aK
 
:
Hence, conclusions (2)(i), (3)(i) and (4) follow from Theorem 2.3 directly.
Finally, noting that condition (iii) of Theorem 3.2 becomes jaj > jakj now,
conclusions (1), (2)(ii) and (3)(iii) follow from Theorem 3.2. &
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In the rest of this section we study saddle-node bifurcations of periodic solutions.
As before, suppose there exists an open interval ð0; h0ðaÞÞ such that (2.12) has a ﬁrst
integral Hðx; y; aÞ which gives a family of periodic orbits Lða; hÞ : Hðx; y; aÞ ¼
h; 0ohoh0ðaÞ; aAIn; with period Tða; hÞ: We will consider two cases: h0ðaÞoN
and h0ðaÞ ¼N: We begin with the case h0ðaÞ ¼N:
Theorem 3.3. Suppose
(i) Eq. (2.12) is an analytic system, and (2.11) and (3.1) hold.
(ii) For ðx; yÞ near ð0; 0Þ; Hðx; y; aÞ ¼ x2 þ y2 þ Oðjx; yj3Þ:
(iii) There exists an open interval ICIn such that Eq. (2.12) has a global center with
being periodic Lða; hÞ for all h > 0; aAI ; and limh-N Tða; hÞ ¼ 0; aAI :
(iv) There exists an endpoint ank of I with kX0 an integer such that
A10ðankÞa0; Tk ¼ bðankÞ and bðaÞ > Tk for aAI ;
where
bðaÞ ¼ sup
h>0
Tða; hÞ; aAI ;
and
Tk ¼
4
4kþ1 if A01ðankÞo0;
4
4kþ3 if A01ðankÞ > 0:
(
(v) 2pjA01ðaÞjoTk; A10ðaÞðA21ðaÞ þ 3A03ðaÞÞo0 for aAI or a ¼ ank:
Then Eq. (2.12) has two different Tk-periodic solutions x
j
kðt; aÞ; j ¼ 1; 2 for aAI and
x
j
kðt; aÞ-xnkðtÞ as a-ank; aAI ; where xnkðtÞ is a periodic solution of saddle-node type
for a ¼ ank:
Proof. First, by (3.4) and condition (v) we have
Tk > Tða; 0Þ; Tða; hÞ > Tða; 0Þ for 0oh51 and aAI or a ¼ ank:
Also, noting that limh-NTða; hÞ ¼ 0 and by condition (iv) we know that the graph
of the function T ¼ Tða; hÞ on the ðh;TÞ plane is as shown in Fig. 1 for aAI :
h
hk
T
Tk
T=T(ak,h)
T=T( a, h)
Fig. 1. Graph of Tða; hÞ for aAI :
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Hence, by the deﬁnition of bðaÞ there exists hðaÞ > 0 for aAI such that
bðaÞ ¼ Tða; hðaÞÞ for aAI :
Let hk ¼ hðankÞ: Then, by condition (iv),
bðankÞ ¼ Tðank; hkÞ ¼ Tk and bðaÞ > Tk for aAI :
Since (2.12) is analytic, the function is also analytic.
Hence,
Tða; hÞobðaÞ for aAI and 0ojh  hðaÞ51j: ð3:7Þ
It follows that the equation Tða; hÞ ¼ Tk has at least two solutions h ¼ hjðaÞ with
h1ðaÞohðaÞoh2ðaÞ for aAI and hjðaÞ-hk as a-ank:
If, as before, ðxðt; a; hÞ; yðt; a; hÞÞ is a representation of Lða; hÞ; then the functions
x
ðjÞ
k ðt; aÞ  xðt; a; hjðaÞÞ satisfy our requirement. Then the proof is completed.
Remark 3.3. Condition (3.7) ensures that hjðaÞ-hk as a-ank: Note that by Taylor’s
theorem
Tða; hÞ ¼ bðaÞ þ 1
2
T 00h ða; hðaÞÞðh  hðaÞÞ2 þ Oðjh  hðaÞj3Þ:
It follows that (3.7) holds if
T 00h ðank; hkÞo0:
In this case, the analyticity of (2.12) is not necessary.
For the case h0ðaÞoN; we have
Theorem 3.4. Let conditions (i) and (ii) of Theorem 3.3 hold. Suppose the following
conditions are also satisfied:
(i) There exists an open interval ICIn such that for aAI the limit of Lða; hÞ as
h-h0ðaÞ is a heteroclinic cycle of (2.12).
(ii) There exists an endpoint ank of I with kX0 an integer such that
A01ðankÞa0; Tk ¼ aðankÞ and aðaÞoTk for aAI ;
where Tk is the same as in Theorem 3.3 and aðaÞ ¼ inf0ohoh0 Tða; hÞ; aAI :
(iii) 2pjA01ðaÞj > Tk; A01ðaÞðA21ðaÞ þ 3A03ðaÞÞ for aAI or a ¼ ank:
Then the conclusion of Theorem 3.3 holds.
Note that Tða; hÞ-N as h-h0ðaÞ by (i). The proof of Theorem 3.4 is just similar
to Theorem 3.3. In this case, the graph of Tða; hÞ is as shown in Fig. 2 for aAI :
Below we give two examples to show an application of Theorems 3.3 and 3.4.
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Example 3.3. Consider
’xðtÞ ¼ axðt  1Þð1 x2ðt  1Þ þ Ax4ðt  1ÞÞ; ð3:8Þ
where A > 4 is a constant. We claim that there exists Tn > 2p such that (3.8) has
Hopf bifurcation values ak ¼ p2ð4k þ 1Þ; %ak ¼ p2ð4k þ 3Þ; and saddle-node bifurca-
tion values ank ¼ 4kþ14 Tn; %ank ¼ 4kþ34 Tn where k ¼ 0; 1;y: Moreover, if akoaoank
(resp., %ankoao %ak) then (3.8) has two periodic solutions with period 44kþ1 (resp., 44kþ3);
if aoak (resp., a > %ank) then (3.8) has a periodic solution with period 44kþ1 (resp., 44kþ3).
In fact, the corresponding planar system is
’xðtÞ ¼ ayð1 y2 þ Ay4Þ; ’yðtÞ ¼ axð1 x2 þ Ax4Þ ð3:9Þ
which has a ﬁrst integral Hðx; yÞ ¼ x2 þ y2  1
2
ðx4 þ y4Þ þ A
3
ðx6 þ y6Þ: Since A > 1
4
;
the origin is the only singular point of (3.9). Using polar coordinates we have from
(3.9)
dy
dt
¼ a½1 r4S1ðyÞ þ Ar6S2ðyÞ; ð3:10Þ
where S1 ¼ cos4 yþ sin4 y; S2 ¼ cos6 yþ sin6 y: Hence, the periodic orbit Lða; hÞ of
(3.9) deﬁned by Hðx; yÞ ¼ h can be represented as r ¼ rðy; hÞ and rðy; hÞ-N as
h-N: Note that rðy; hÞ is independent of a: It follows from (3.10) that Tða; hÞ ¼
T1ðhÞ
jaj with
T1ðhÞ ¼
Z 2p
0
1
Ar6ðy; hÞS2ðyÞ  r4ðy; hÞS1ðyÞ þ 1 dy-0 as h-N:
We ﬁrst consider the case a > 0: Then for (3.8) we have
A01 ¼ ao0; A01ðA21 þ 3A03Þ ¼ að0þ 3aÞ ¼ 3a2o0;
hh0
T
Tk
Fig. 2. Graph of Tða; hÞ for aAI :
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and
2p
a
Th ¼ 4
4k þ 13a
 
p
2
ð4k þ 1Þ ¼ ak:
Let hn satisfy T1ðhnÞ ¼ maxhX0 T1ðhÞ  Tn > 2p: Then noting that bðaÞ ¼ Tna ; we
have
bðaÞ > Tk 3 aoT
n
Tk
 ank:
Thus, it follows from Theorem 3.3 that Eq. (3.8) has two Tk-periodic solutions for
akoaoank; and ank is a saddle-node bifurcation value. By Theorem 3.2, we know that
ak is a Hopf bifurcation value. Also, for aoak we have 2pa > Tk;Tða; hÞ-0 as h-N
and hence Tða; hÞ ¼ Tk has a solution on aoak: Thus, by Theorem 2.3 (3.8) has a
periodic solution for aoak: Hence, the claim follows for a > 0: The case for ao0 is
similar.
Example 3.4. Consider
’xðtÞ ¼ axðt  1Þ½1 x2ðt  1Þ: ð3:11Þ
Let Hðx; yÞ ¼ x2 þ y2  ðx4þy4Þ
2
: Then (3.11) has two families of periodic orbits which
surround the origin. They are
L1ða; hÞ : Hðx; yÞ ¼ h; jxjo1; jyjo1; 0oho12;
and
L2ða; hÞ : Hðx; yÞ ¼ h; x2 þ y2 > 1; 12ohoN:
Denote by Tiða; hÞ the period of Li; and let
Tða; hÞ ¼ T1ða; hÞ; 0oho
1
2
;
T2ða; hÞ; 12ohoN:
(
Then the graph of Tða; hÞ for aa0 is given in Fig. 3.
Using Theorems 3.4, 3.2 and 2.3 and similar to Example 3.3 we can prove
the following conclusion: There exists Tno2p such that (3.11) has Hopf bi-
furcation values ak ¼ p2ð4k þ 1Þ; %ak ¼ p2ð4k þ 3Þ; and saddle-node bifurcation
values ank ¼ 4kþ14 Tn; %ank ¼ 4kþ34 Tn: Moreover, if ankoaoak (or %akoaoank)
then (3.11) has three periodic solutions; If a > ak or ao %ak then (3.11) has two
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periodic solutions. Any two of these periodic solutions for all integer kX0 are
different in amplitude.
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