Wavelets are used extensively in image processing due to the localized frequency information that can be conveyed by the wavelet transform. This and other characteristics of wavelet transforms can be exploited very effectively for the compression of images. We apply the wavelet transform to digital holograms of three-dimensional objects. Our digital holograms are complex-valued signals captured using phase-shift interferometry. Speckle gives them a white noise-like appearance with little correlation between neighboring pixels. In our analyses we concentrate on the discrete wavelet transform and Haar dyadic bases. We achieve compression through quantization of the wavelet transform coefficients. We quantize the discrete wavelet coefficients in each of the subbands depending on the dynamic range of the coefficients in that subband. Finally, we losslessly encode these subbands to quantify the high compression ratios achieved. We outline the three issues that need to be dealt with in order to improve the compression ratio of wavelet based techniques for particular applications as (i) determining a good criterion for ascertaining the coefficients that have to be retained, (ii) determining a quantization strategy and quantization error appropriate to one's particular application, and (iii) compression of the bookkeeping data.
INTRODUCTION
Holography is an established technique for recording and reconstructing three-dimensional (3D) objects. Digital holography [1] [2] [3] [4] [5] [6] has recently become feasible due to continuous progress in megapixel CCD sensors with high spatial resolution and dynamic range. A technique known as phase-shift interferometry 3, 5 (PSI) was used to create our in-line digital holograms. 6, 7 The resulting digital holograms are in an appropriate form for data transmission and object recognition. It has also been proposed to stream digital holograms over a network to generate a form of 3D video. 8 The initial stages of such a proposal has involved the compression of individual holographic frames followed by object reconstruction. 8 A real-time 3D object reconstruction method using the complex field of a digital hologram has been shown to work successfully.
9, 10 A digital hologram comprises several views of the object from a small range of angles. In order to reconstruct the 3D object each perspective of the object must be constructed. This involves the extraction of the appropriate region 11, 12 of pixels from the hologram and the application of a numerical propagation technique. 5, 6, 13 Given that each hologram is 65 Mbytes in size in its native format, a transmission rate of 2 frames/s over a 1 Gbit/s network connection results. Therefore, realtime holographic video streaming has proven to be impractical over a wide-area network. In order to facilitate more successful transmission and storage, we have investigated quantization compression of wavelet coefficients for compressing digital holograms.
The dimensions of our digital holograms are 2028 × 2044 pixels with each pixel storing 8 bytes of amplitude information and 8 bytes of phase information. Due to hardware and time restrictions, we carried out experiments on 1024 × 1024 pixel windows of these holograms. Our intention is to compress 14 these holograms for more efficient storage and transmission. Lossless image compression techniques, such as Lempel-Ziv, Huffman, and Further author information: A. Shortt: ashortt@cs.may.ie, T. Naughton: tom.naughton@may.ie, B. Javidi: bahram@engr.uconn.edu Burrows-Wheeler, perform poorly when applied to holograms due to the inherent speckle content that gives the holograms a white-noise appearance.
8 Holographic speckle is difficult to remove since it actually carries 3D information. Therefore, the use of lossy compression techniques 8, 15 to initially quantize the holograms, followed by the application of lossless techniques to the quantized holograms, seems essential.
In this paper, we apply the discrete wavelet transform to the complex-valued holographic pixels. We quantize the resulting wavelet coefficients and apply lossless compression to the quantized values. Quantization and phase quantization have been applied successfully to Fourier and holographic data in the past. 8, 15, 16 We extend our previous results 8, 10, 17 by transforming our data into the wavelet domain and quantizing the results. We extract one representative wavelet function from each discrete wavelet family in Matlab's wavelet toolbox and use these functions to transform our data. We experiment with a range of resolution levels and find the number of resolution levels that best suits our data. We uniformly quantize the coefficients in each subband and finally apply lossless compression to the results. We compare our results with those obtained previously using uniform quantization on our digital hologram data. Compression noise or artifacts that emerge in the decompressed hologram are not as big a concern for us as the affect of compression losses on our reconstructed object, range of viewing angles, and so on. We therefore use a reconstructed-object-plane root-mean-squared (rms) metric to quantify the quality of our decompressed holograms. We use compression ratio to measure the amount of compression achieved by each mother wavelet.
In Sect. 2, we discuss the concept of quantization and then describe digital hologram compression in Sect. 3. We give a brief description of wavelets, with an illustrated example of wavelets applied to an image in Sect. 4. In Sect. 5, we describe how we transformed our hologram data using wavelets and explain how we compressed the results. We conclude in Sect. 6.
QUANTIZATION
Let X * be the set of all finite-length words (sequences of symbols) over an alphabet of symbols X. Let X k = {w : w ∈ X * , |w| = k} be the set of all words over X of length k. 
)) and can be said to quantize w to B. When p = 1 the quantization is referred to as scalar quantization, and when p > 1 it is referred to as vector quantization.
Quantization is used in data compression schemes because in general an encoding of f (w) exists that is more efficient than any encoding of w due to the fact that the underlying set, B, is smaller. The effectiveness of a compression scheme based on quantization is quantified using a pair of metrics. Firstly, given a specific encoding mechanism e, we measure how much more space efficient is an encoding of f (w) compared to an encoding of w. Secondly, we measure how small is Uniform quantization is a data-independent technique that defines B using a fixed-period sampling of A. In terms of our hologram data, A = C (is the set of complex numbers) and B ⊂ C is a set of samples positioned regularly in the complex plane. Uniform quantization is the optimal choice when the data values are uniformly distributed. Since our hologram data consists of unevenly distributed complex values, the set B must be selected carefully in order to account for these biases. Where B is a nonuniform sampling of A the quantization is referred to as nonuniform quantization. Since uniform quantizers are simpler and more efficient that nonuniform quantizers, one effective nonuniform quantization technique involves nonlinearly transforming the data so that a uniform quantizer works well (the so-called companding quantization technique). Where the nonuniformity in the data cannot be described analytically, iterative and non-iterative techniques can be used to cluster the data.
DIGITAL HOLOGRAM COMPRESSION
Five 3D objects were used in our experiments. All had approximate dimensions of 5 mm × 5 mm × 5 mm, and were positioned 323 mm (for the die), 390 mm (for the bolt), 862.4 mm (for the car), 420 mm (for the crest and metal object) from the camera respectively. Reconstructions of all holograms are shown in Fig. 1 . The digital holograms are stored in real-imaginary format, with each holographic pixel requiring two floatingpoint values. The uniform quantization operation is defined for individual pixels as
and applied to each
Here, N x and N y are the number of samples in the x and y directions, respectively, b represents the number of bits per real and imaginary value, max(·) returns the maximum scalar in its argument(s), and round(α) is defined as α + 0.5 . All real and imaginary values will then be integers in the range [−2
. After decompression and prior to hologram reconstruction, each value is rescaled, by dividing by 2
Digital holograms have been shown to be particularly sensitive to any defects resulting from lossy compression. 8 Speckle is partly responsible for this; small changes to the digital hologram give rise to the reconstruction of a totally different speckle pattern and so reconstructions differ significantly. Therefore, as a means of reducing the speckle effect, the phase information in the reconstructed object wavefront is discarded and a median or mean filtering operation is applied. Preserving the object plane amplitude information alone is justified since this information has an inherent dependency on both the amplitude and phase of the hologram plane. It follows that if enough amplitude and phase information is preserved in the hologram plane during compression, then the amplitude information in the object plane will be reconstructed properly. The level of acceptable filtering will be application dependent.
In our compression experiments, a digital hologram H 0 is compressed and then decompressed as H 0 , and an object U 0 reconstructed by numerical propagation. The quality of the compressed reconstruction is measured by comparing U 0 with a reconstruction U 0 from an uncompressed hologram (whose real and imaginary values were also rescaled to be in the [−1, 1] range). The quality of the reconstructions from compressed holograms were evaluated in terms of normalized rms (NRMS) difference, calculated from
where (m, n) are discrete spatial coordinates in the reconstruction plane. In order to reduce the effects of speckle noise only intensity in the reconstruction plane is considered and a 5 × 5 pixel mean filtering operation is applied.
Uniform quantization is the optimal choice when the data values are uniformly distributed. Otherwise, iterative and non-iterative techniques can be used to cluster the data. Methods for clustering data include discriminant analysis, 18 the k-means algorithm, 19-21 competitive neural networks (also known as vector quantization networks), 22 self-organizing maps (SOMs), 22 and support vector machines. 23 We have successfully applied uniform quantization and a number of nonuniform techniques to our digital hologram data. We now move away from the hologram domain and investigate the wavelet domain, with the aim of improving on previous results.
WAVELETS
Wavelets have grown in popularity in recent years and have been successfully applied to many areas such as signal processing, 24 approximation theory, 25 FBI fingerprint compression 26 and image compression.
27
JPEG2000 uses the discrete wavelet transform instead of the discrete cosine transform used in JPEG. Wavelets are less sensitive to small errors in computation compared to Fourier transforms. 28 Wavelet methods also differ from Fourier methods in that they make no assumptions about periodicity of the data, which makes these methods suitable for data exhibiting sharp changes or even discontinuities.
29
In previous experiments, we found that there appears to be no correlation between neighboring pixels in our holograms. We need to use a technique that does not expect patterns in the data and the wavelet transform is one such technique. The wavelet transform decomposes the input data into a coarse approximation and details that range from broad to narrow.
An analyzing or mother wavelet is first chosen. This is a function that is non-zero in some small interval. It is used to explore the properties of the input data in that interval. 30 Wavelets can be manipulated in two ways: translated along the input data, and they can be stretched and squeezed. 31 The wavelet transform uses the mother wavelet and the scaling function or father wavelet 32 to generate translated and dilated versions of the mother wavelet. The basic process involves applying averaging and differencing operations to the input data and retaining the detail coefficients at each resolution level. The term resolution level is used to describe a step in the wavelet transform. 33 As the wavelet transform moves to the next finer resolution level, no information is lost, 32 i.e. the detail coefficients from all previous resolution levels are preserved. Therefore the wavelet transform is completely reversible, which makes it useful in applications such as image compression. 33 The low resolution coefficients of the discrete wavelet transform generally contain insignificant information. Quantizing or thresholding these coefficients can result in lossy compression that is both efficient and high quality.
30
The simplest wavelet function is Haar. The function is often normalized to achieve better approximations. The normalized Haar transform is based on
where a and b would be two complex-valued digital hologram pixels when we apply the transform to our data. Equation 4 calculates the approximation coefficients, while equation 5 calculates the detail coefficients. Haar wavelets are simple but they are discontinuous and do not approximate continuous functions very well. 32 This limits their usefulness. However, in the 1980's many far reaching generalizations of Haar wavelets were discovered, 34 making wavelets applicable to a broader range of areas.
We used Matlab's wavelet toolbox to apply the wavelet transform to our data. We modified the code to enable it to work with complex-valued data. To ensure confidence in our modifications, we created a vector of eight complex values and manually performed the Haar transform on the data. This example is illustrated in Fig. 2 . The first row of the table shows the input vector. The second row represents the wavelet coefficients at resolution level 1, where there are four approximation values and four detail values. Row three contains the level 2 wavelet coefficients with two approximation values, two level 2 details and the level 1 details. Finally, the fourth row shows the third level of wavelet coefficients in which there is just one approximation, one level 3 detail, and the details from the previous two levels. We used this data as input to the modified Matlab code and compared the results with those in Fig. 2 . The results were identical.
For image compression, the pixels of the image could be rearranged into a 1D vector and then transformed using the 1D wavelet transform. However, this would not be representative of the arrangement of the original data. Therefore, it is more natural to use the 2D wavelet transform for image compression. Using the 2D wavelet transform, results in the generation of four types of coefficients at each resolution levels, i.e. approximation coefficients, horizontal detail coefficients, vertical detail coefficients, and diagonal detail coefficients. Figure 3 shows the approximation and detail images resulting from applying the normalized Haar transform to an image of a tire. If there is correlation between the pixels in the image, the approximation will resemble the original image and the details will be small. 30 This is evident in Fig. 3 . Since the neighboring pixels in our holograms exhibit no correlation, we felt that the 1D wavelet transform would be more suitable and efficient to use with our data. If the size of the input data stream to the 1D wavelet transform is for example 2 k in length, this data can be decomposed into any number of resolution levels in the range [1,k] . The string can be padded with zeros at the end so that its length is a power of two. 29 The number of resolution levels chosen depends on the amount of detail required, i.e. using more levels will result in finer detail.
WAVELETS APPLIED TO DIGITAL HOLOGRAMS
Liebling et al 35 have developed a wavelet-based reconstruction technique for digital holograms. A course-scale reconstruction or some wavelet-domain quantization in their scheme could also form the basis for a noise removal and/or compression technique. The tree-structured wavelet transform has been successfully used for the compression of SAR image data, 36 which has very similar properties to our hologram data. We use the wavelet (a) (b) Figure 6 . NRMS difference of the reconstructed object plotted against number of bits of quantization for (a) die, and (b) bolt, for uniform quantization applied directly to the hologram data and seven mother wavelets all with 3 resolution levels.
transform to compress our digital holograms. We initially applied 53 different discrete mother wavelets to our hologram data. Each hologram was transformed at 1, 3, 10 and 20 resolution levels. Figures 4 and 5 show the range of values in the approximation and detail coefficients for 1 − 20 resolution levels with the Haar wavelet in each hologram. The values change quite dramatically from level to level, indicating a need for quantization to be applied to each level independently. The wavelet coefficients were uniformly quantized and the inverse wavelet transform was applied to the quantized data. We reconstructed our holograms and evaluated the quality of our reconstructions using the NRMS difference metric. The results were analyzed by plotting the NRMS error against the number of bits of quantization. The figures also include the results of applying uniform quantization directly to the hologram data. Figure 6 shows examples of seven mother wavelets applied to the die and bolt object for 3 resolution levels and for [2] [3] [4] [5] [6] bits quantization. We compared the quantized wavelet coefficient results with those of uniform quantization. A number of wavelets gave lower NRMS error compared to uniform quantization for corresponding number of bits of quantization. However, no wavelet function produced a lower NRMS over all holograms for all resolution levels and all numbers of bits. The performance of each mother wavelet appeared to be highly dependent on the number of resolution levels, the number of quantization bits and the hologram.
The next stage of our experiment involved lossless encoding of the wavelet coefficients. Due to time constraints, we were required to reduce the number of wavelet functions used in our experiments. One member from each wavelet family was chosen, resulting in the following group of seven wavelets functions: bior3.7, coif5, db4, dmey, Haar, rbio3.7 and sym5. The quantized wavelet coefficients were written to file by first writing the real stream followed by the imaginary stream. The file was then compressed using the Burrows-Wheeler 37 lossless technique and the compression ratio was measured. The resulting reconstruction errors for the chosen set of wavelets plotted against the compression ratio are shown in Fig. 7 for the die hologram. Similar plots were created for the remaining four holograms. For each hologram and for each wavelet function, we examined these plots and selected the level of resolution that gave the best performance. Best performance is defined as the lowest NRMS error with the highest compression ratio for a particular number of bits of quantization. We chose the best performer by judging visually which curve best satisfied the constraints of both NRMS error growing slowly against compression ratio and compression ratio growing quickly against NRMS error. The results of this analysis are presented in Fig. 8 . The first row of the table represents the best resolution levels for the die hologram. These values were chosen from the plots in Fig. 7 . The final row of the table represents the best resolution level(s) for each wavelet function over all holograms. Resolution level 3 performed best over all five holograms. Having determined the best resolution level, our next task was to find the best mother wavelet for each hologram. We examined our plots of NRMS error versus numbers of bits of quantization, an example of which are shown in Fig 6. We also looked at the compression ratios that we obtained. Tables 1 and 2 show the compressed size of the die and bolt holograms, and the compression ratios obtained, when the Burrows-Wheeler technique was applied to the quantized Haar wavelet coefficients for different numbers of quantization bits and for different wavelet resolution levels. The tables show that as the level of quantization becomes more severe, i.e. as the hologram data is represented by fewer and fewer symbols, the performance of the lossless techniques significantly improves. Comparing uniform quantization and wavelet quantization based on compression ratio, we see that they are comparable.
We found that we could perform a better analysis of our results by looking at the combined compression ratio and NRMS error. Figure 10 shows NRMS difference plotted against compression ratio for all holograms for all seven wavelets with 3 levels of resolution. As a benchmark for our results, we include the plot for uniform quantization applied directly to the holographic data. It is difficult to choose the best wavelet from these plots, since all performed in a very similar fashion with each hologram. However, a significant result shown in these plots is the improved performance of the wavelet functions over uniform quantization when employed in the hologram domain.
Reconstructions of a 1024 × 1024 window of the die and the bolt hologram with 2 bits, 3 bits, and 4 bits uniform quantization applied to the wavelet coefficients, resulting from the Haar wavelet with 3 resolution levels, are shown in Fig. 11 . The quality of the reconstructions can be compared with the original uncompressed reconstructions in Fig. 1 . The level of quantization is user dependent; specifically it depends on how much reconstruction loss the user is willing to tolerate. Figure 10 . NRMS difference of the reconstructed object plotted against compression ratio for (a) die, (b) bolt, (c) car, (d) uconn, and (e) metal holograms, for uniform quantization applied directly to the hologram data and seven mother wavelets all with 3 resolution levels. Figure 11 . Reconstructions of die object with (a) 2 bits, (b) 3 bits and (c) 4 bits uniform quantization of the Haar wavelet coefficients and bolt object with (d) 2 bits, (e) 3 bits and (f) 4 bits uniform quantization of the wavelet coefficients.
CONCLUSION
We have investigated the use of the wavelet transform for the compression of digital holograms of 3D objects. We chose seven discrete wavelet functions from Matlab's built-in set of functions and used these to transform our hologram data into the wavelet domain. A range of resolution levels were tested and it was found that resolution level 3 performed best with our digital holograms. We applied uniform quantization to the resulting wavelet coefficients. The coefficients at each level of detail as well as the approximation coefficients were rescaled independently rather than all together, due to the diverse range of values in each level. We finally applied lossless compression to the quantized data. The Burrows-Wheeler technique was used since it was previously found to perform best with our hologram data. There were a number of factors found to have an impact on the quality of our results, i.e. the choice of mother wavelet, the choice of hologram, the number of resolution levels and the number of bits of quantization. Although in terms of compression ratio alone, wavelet quantization and uniform quantization are comparable, an analysis of the combined compression ratio and NRMS error shows wavelet quantization to be superior.
