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SOME CURVE SHORTENING EQUATION WITH TIME-DEPENDENT MOBILITY
RELATED TO GRAIN BOUNDARY MOTIONS
MASASHI MIZUNO AND KEISUKE TAKASAO
Abstract. In this article, some curve shortening equation related to the evolution of grain
boundaries is presented. The curve shortening equation with time-dependent mobility is derived
from the grain boundary energy applying the maximum dissipation principle. Gradient estimates
and large time asymptotic behavior of solutions are considered. A key ingredient is weighted
monotonicity formula with time dependent mobility.
1. Introduction
In this article, we study some curve shortening equation related to the evolution of grain
boundaries. Most materials have polycrystalline microstructure composed of a myriad of tiny
single crystalline grains separated by grain boundaries. Many experimental results tell us that
the microscale structure of grain boundaries is strongly related to macroscale properties of the
material composed of these grain boundaries.
Mathematical modeling of the grain boundaries was firstly studied byMullins and Herring [7,
13, 14]. Especially when the grain boundary energy is depending only on the length and shape
of these grain boundaries, the motion by mean curvature, such as a curve shortening equation
or a mean curvature flow equation, is obtained. The curve shortening equation and the mean
curvature flow equation are highly nonlinear equations and important problems on geometric
analysis so there are many kinds of research on these problems.
However, from the point of view on the research of grain boundaries, it is also important to
treat other state variables. For instance, the grain boundaries are regarded as some singularity
for lattice orientations of each grain. Kinderlehrer-Liu [9] introduced the misorientation, which
is the difference between lattice orientations of two grains separated by the grain boundary, as
a parameter of the grain boundary energy. They derived some evolution equations based on
the maximal dissipation principle. Epshteyn-Liu-Mizuno [3, 4] considered the case that the
misorientation is depending on the time variable and showed the local existence of network
solutions provided the grain boundaries are straight line segments. Still, it is not well-known
that the interaction between the curvature effects and the misorientation effects.
In this article, we consider the single grain surrounding by the single grain boundary and study
the grain boundary energy including in the misorientation as the state variable. We assume that
the misorientation is depending on the time variable and independent of the point vector of
the grain boundary. Then we derive the system of evolution equations from the maximum
dissipation principle. Our system consists of two equations; One is a curve shortening equation
with time-variable mobility, and the other is an evolution of the misorientation. Next, we
represent the grain boundary as the graph on a torus and rewrite the curve shortening equations
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as a partial differential equation. After that, we study the existence of time global solutions of
our system.
To obtain the solvability of the system, a priori gradient estimates for solutions of our system
play an important role. For the curve shortening equation with constant mobility, Huisken [8]
derived so-called monotonicity formula (cf [6]) and Ecker-Huisken[5] showed the gradient
estimates for the entire graph using Huisken’s monotonicity formula (See also [12, 16]. Sharp
gradient estimates can be seen in [1]). A key ingredient of Huisken’s monotonicity formula
is the properties of the standard backward heat kernel. We derive the weighted monotonicity
formula similar to Huisken’s one(cf. Ecker [2, Theorem 4.13]) for the curve shortening equation
with the time-dependent mobility and show the gradient estimates for the problem. Our new
argument is to replace standard backward heat kernel with one with time-dependent thermal
conductivity.
The paper is organized as follows. In Section 2, we set up the model and derive evolution
equations using the maximum dissipation principle. Assuming that the single grain boundary
is a graph of an unknown function, we introduce some partial differential equations from the
model. In Section 3, we briefly review backward heat kernels with time-dependent thermal
conductivity. Next, we show the weighted monotonicity identity for our problem. In section
4, using weighted monotonicity identity, we derive gradient estimates and global existence for
solutions to our problem. In Section 5, we explain large time asymptotic behavior of the global
solution.
2. Derivation of the system
In this section, we derive our problem from energy dissipation principle for the system. We
start our derivation by considering a single grain surrounding a grain boundary Γt represented
by the point vector ξ(s, t) ∈ R2 for 0 ≤ s ≤ 1 and t > 0. Note that s is not necessarily the
arclength parameter. Since the grain boundary Γt is a closed curve, we assume ξ(0, t) = ξ(1, t)
and ξs(0, t) = ξs(1, t) for t > 0 (See Figure 1). We denote a tangent vector b = ξs and a normal
vector n = Rb where R is the anti-clockwised rotation matrix through pi/2. Again we remark
that the tangent vector b and the normal vector n are not necessarily the unit vectors since s is
not the arclength parameter in general.
Now we let α = α(t) be the lattice misorinetation on the grain boundary Γt . We assume that
the lattice misorientation α is depending on the time t, but independent of the parameter s. We
consider the normal vector n and the lattice misorientation α as state variables so we define the
interfacial grain boundary energy density of Γt as
σ = σ(n, α) ≥ 0.
Thus the total grain boundary energy of the system Γt can be written as
(2.1) E(t) =
∫
Γt
σ(n, α) dH 1 =
∫ 1
0
σ(n(s, t), α(t))|b(s, t)| ds,
whereH 1 is the 1-dimensional Hausdorff measure and | · | is the standard euclidean vector norm
on R2. Next, we assume that σ is a non-negative smooth function and positively homogeneous
of degree 0 in n.
Let us now derive the grain boundary motion from the dissipation principle of the total grain
boundary energy (2.1). Let ˆ be the normalization operator of vectors, e.g bˆ = b|b | . Then we
2
α = α
(2) − α(1)
α
(1)
α
(2)
Γt := {(x, u(x, t)) : x ∈ T = R/[0, 1)}
Figure 1. The above figure is the model of single grain surrounding by a grain
boundary Γt := {(x, u(x, t)) : x ∈ T = R/Z}. State variables α(1) and α(2)
represent lattice orientations of grains. A state variable α = α(2) −α(1) stands for
the misorientation on the grain boundary Γt .
compute the dissipation rate of the total grain boundary energy E(t) at time t as follows:
d
dt
E(t) =
∫ 1
0
σn · dndt |b | ds +
∫ 1
0
σ
b
|b | ·
db
dt
ds +
∫ 1
0
σα
dα
dt
|b | ds
=
∫ 1
0
(
|b |tRσn + σ bˆ
)
· db
dt
ds +
∫ 1
0
σα
dα
dt
|b | ds.
(2.2)
Now, consider a polar angle θ for n and set n = |n |(cos θ, sin θ). Since σ is positively
homogeneous of degree 0 in n, we have
(2.3)
0 =
d
dλ
σ(λn, α)

λ=1
= σn(n, α) · n, tRσn = (tRσn · nˆ)nˆ,
σθ :=
d
dθ
σ(n, α) = |n |tRσn · nˆ, σθ nˆ = |b |tRσn
and thus, we define the vector T known as the line tension vector,
T := σθ nˆ + σ bˆ = |b |tRσn + σ bˆ.
Next, using the change of variable
(2.4)
db
dt
=
d
ds
dξ
dt
,
we can proceed, and rewrite (2.2) as
(2.5)
d
dt
E(t) =
∫ 1
0
T · d
ds
dξ
dt
ds +
∫ 1
0
σα
dα
dt
|b | ds = −
∫ 1
0
Ts · dξdt ds +
∫ 1
0
σα
dα
dt
|b | ds
from the periodic condition b(0, t) = b(1, t).
For the reader’s convenience, we recall below the following property for the derivative of the
line tension vector T .
Lemma 2.1 (cf. [9]). Let κ be the curvature of Γt . Then
(2.6) Ts = |b |(σθθ + σ)κ nˆ.
3
Proof. Denote ∂Γt = 1|b |∂s, which is the arc length derivative along with Γt . From the Frenet-
Serret formula we obtain
(2.7) bˆs = |b |∂Γt bˆ = |b |κ nˆ, nˆs = |b |∂Γt nˆ = −|b |κ bˆ.
Thus we obtain,
Ts = (σnθ · ns) nˆ + σθ nˆs + (σn · ns) bˆ + σ bˆs
=
(tRσnθ · bs + |b |σκ) nˆ + (−|b |σθκ + tRσn · bs) bˆ.(2.8)
Since σ and σθ are positively homogeneous of degree 0 in n, as the similar calculation on (2.3),
we have
(2.9) σθ nˆ = |b |tRσn, σθθ nˆ = |b |tRσnθ .
Using the orthogonal relation b · nˆ = 0 and the Frenet-Serret formula (2.7), we obtain bs · nˆ =
−b · nˆs = |b |2κ. Thus, from (2.9)
tRσnθ · bs + |b |σκ = 1|b |σθθ nˆ · bs + |b |σκ = |b | (σθθ + σ) κ,
−|b |σθκ + tRσn · bs = −|b |σθκ + 1|b |σθ nˆ · bs = 0
and we derive (2.6). 
To ensure the whole system is dissipative, i.e.
d
dt
E(t) ≤ 0,
we impose so called the Mullins equation or the curve shortening equation on evolution of the
grain boundary Γt . From Lemma 2.1,Ts is proportional to the normal vector on Γt so we impose
(2.10) vn = µ∂ΓtT · nˆ = µ(σθθ + σ)κ on Γt,
where vn is a normal velocity vector of Γt and µ > 0 is a positive mobility constant. Note that
equation (2.10) can be derived from the variation of the energy E with respect to the curve ξ .
In fact, for any test function φ ∈ C∞0 (0, 1),
δE
δξ
[φ] =
∫ 1
0
(
(σn(n, α) · Rφs)|b | + σ(n, α)bˆ · φs
)
ds
=
∫ 1
0
(
|b |tRσn(n, α) + σ(n, α)bˆ
)
· φs ds
= −
∫
Γt
∂Γt
(
|b |tRσn(n, α) + σ(n, α)bˆ
)
· φ dH 1,
(2.11)
thus (2.10) is turned into
dξ
dt
= −µδE
δξ
.
Since vn = ξt · nˆ, we obtain
(2.12) Ts · dξdt =
1
µ
|vn |2 |b | ≥ 0.
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Next we consider the evolution law of lattice misorientation. Since α is independent of the
parameter s, ∫ 1
0
σα
dα
dt
|b | ds = dα
dt
∫ 1
0
σα |b | ds = dαdt
∫
Γt
σα dH 1
hence for a constant γ > 0, we impose the following relation for the rate of change of the lattice
misorientation;
(2.13)
dα
dt
= −γ
∫
Γt
σα dH 1,
to ensure the whole system is dissipative, namely ddtE(t) ≤ 0. Note that our proposed eqaution
(2.13) can be derive the variation of the energy E with respect to lattice misorientation α. In
fact for any number ξ ∈ R,
δE
δα
[ξ] = d
dε

ε=0
∫ 1
0
σ(n, α + εξ)|b | ds = ξ
∫ 1
0
σα(n, α)|b | ds
thus (2.13) is turned into
(2.14)
dα
dt
= −γ δE
δα
.
Now substituting the equations (2.10) and (2.13) in the rate of change of the whole energy (2.5),
we arrive that the whole system is dissipative, namely
(2.15)
d
dt
E(t) = −1
µ
∫
Γt
|vn |2 dH 1 − 1
γ
dαdt 2 ≤ 0.
Now we consider the grain boundary motion with isotropic case. The grain boundary energy
density σ is independet of the normal vector n. Then the equation (2.10) and (2.13) are turned
into
(2.16)
{
vn = µσ(α)κ, on Γt, t > 0
αt = −γσα(α)|Γt |, t > 0,
Next, let T := R/Z be a torus and we write Γt as a graph of an unknown function u = u(x, t) on
T × [0,∞), namely
(2.17) ξ(x, t) = (x, u(x, t)), x ∈ T, t > 0.
With the initial data ξ(x, 0) = (x, u0(x)), α(0) = α0 ∈ R, and periodic boundary condition
ξ(0, t) = ξ(1, t), ξs(0, t) = ξs(1, t), the equations (2.16) are turned into
(2.18)

ut√
1 + |ux |2
= µσ(α)
(
ux√
1 + |ux |2
)
x
, x ∈ T, t > 0
αt = −γσα(α)|Γt |, t > 0,
u(0, t) = u(1, t), ux(0, t) = ux(1, t), t > 0,
u(x, 0) = u0(x), x ∈ T
α(0) = α0.
from (2.1), associated total grain boundary energy E(t) is given by
(2.19) E(t) =
∫
Γt
σ(α) = σ(α)
∫ 1
0
√
1 + |ux |2 dx
5
Proposition 2.2 (Free energy dissipation). Let u be a solution of (2.18). Then
(2.20)
dE
dt
= −1
γ
|αt |2 − 1
µ
∫ 1
0
(
ut√
1 + |ux |2
)2 √
1 + |ux |2 dx.
Proof. By direct calculation, we obtain
dE
dt
= σααt |Γt | + σ
∫ 1
0
uxuxt√
1 + |ux |2
dx
= σααt |Γt | − σ
∫ 1
0
(
ux√
1 + |ux |2
)
x
ut dx
= −1
γ
|αt |2 − 1
µ
∫ 1
0
(
ut√
1 + |ux |2
)2 √
1 + |ux |2 dx.
(2.21)

Here after, we often use the following assumption. First we assume that the energy density is
strictly positive, namely there exists a positive constant C1 > 0 such that
(A1) σ(α) ≥ C1
for all α ∈ R. Second we assume that for α ∈ R
(A2) ασα(α) ≥ 0.
Example 2.3. When we consider σ(α) = 1 + 12α2, then C1 = 1 and we obtain the following
equations: 
ut√
1 + |ux |2
= µ
(
1 +
1
2
α2(t)
) (
ux√
1 + |ux |2
)
x
, x ∈ (0, 1), t > 0
αt = −γα(t)|Γt |, t > 0.
3. Weighted monotonicity formula
In this section, we derive some weighted monotoniity formula for (2.18). First we give a
backward heat kernel with time dependent thermal conductivities and its properties. Next, in
order to show gradient estimates, we derive the weighted monotonicity identity for (2.18).
3.1. Backward heat kernels with time-dependent thermal conductivities. From (2.16), we
have to consider the fundamental solution of the heat equation with the time-dependent thermal
conductivity. Let us study
(3.1)
∂u
∂t
(x, t) = k′(t)∆u(x, t) x ∈ Rd, t > 0,
where k(t) is given thermal conductivity depending on t > 0. Taking the change of variable
s = k(t), we obtain
∂u
∂s
(x, s) = ∆u(x, s) x ∈ Rd, s > 0.
Thus, the fundamental solution of (3.1) is given by
(3.2)
1
(4pis)d exp
(
− |x |
2
4s
)
=
1
(4pik(t))d exp
(
− |x |
2
4k(t)
)
.
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Let k′(t) = µσ(α(t)) and note that k′ > µC1 by (A1). For X0 ∈ R2 and t0 > 0, let us define
backward heat kernel ρ = ρ(X0,t0) by
(3.3) ρ(X, t) = 1
(4pi(k(t0) − k(t))) 12
exp
(
− |X − X0 |
2
4(k(t0) − k(t))
)
, 0 < t < t0, X ∈ R2.
Then, by direct calculation we get
ρt =
k′(t)
2(k(t0) − k(t)) ρ −
k′(t)|X − X0 |2
4(k(t0) − k(t))2 ρ,
Dρ = − ρ
2(k(t0) − k(t)) (X − X0),
D2ρ = − ρ
2(k(t0) − k(t)) I +
ρ
4(k(t0) − k(t))2 (X − X0) ⊗ (X − X0),
(3.4)
Where X ⊗ Y = (xiy j)1≤i, j≤2 for X = (x1, x2), Y = (y1, y2) ∈ R2. Therefore we obtain
ρt + µσ(α(t)) (Dρ · a)
2
ρ
+ µσ(α(t))((I − a ⊗ a) : D2ρ)
=
(
k′(t)
2(k(t0) − k(t)) ρ −
k′(t)|X − X0 |2
4(k(t0) − k(t))2 ρ
)
+
k′(t)ρ
4(k(t0) − k(t))2 ((X − X0) · a)
2
+ k′(t)
(
− ρ
2(k(t0) − k(t)) +
ρ
4(k(t0) − k(t))2 |X − X0 |
2 − ρ
4(k(t0) − k(t))2 ((X − X0) · a)
2
)
= 0.
(3.5)
for a ∈ S1. We now use the backward heat kernel with k′(t) = µσ(α(t)) and k(0) = 0, namely
(3.6) ρ(X, t) := 1
(4pi(Σ(t0) − Σ(t))) 12
exp
(
− |X − X0 |
2
4(Σ(t0) − Σ(t))
)
, 0 < t < t0, X ∈ R2
where
(3.7) Σ(t) := µ
∫ t
0
σ(α(τ)) dτ.
3.2. The weighted monotonicity identity. The monotonicity formula for the mean curvature
flowwas derived by Huisken [8] to study asymptotics of blow-up profiles. Ecker and Huisken [5]
used the formula to show the existence for the entire graph solutions. To the best of our
knowledge, the monotonicity formula for the curve shortening flow with variable mobilities is
not known. We derive the weighted monotonicity identity similar to [2, Theorem 4.13]. Key
observation to derive the identity is the benefit of the energy dissipation of (2.18).
A continuously differentiable function f := f (x, y, t) : [0, 1] × R × [0,∞) → R is called
admissible if f (0, y, t) = f (1, y, t) and fx(0, y, t) = fx(1, y, t) for y ∈ R and t ≥ 0. For a solution
u of (2.18), let n = 1√
1+|ux |2
(−ux, 1) be an upward unit normal vector of Γt , h = −( ux√
1+|ux |2
)x be
a curvature of Γt and H = −hn be a curvature vector of Γt .
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Theorem 3.1. Let (u, α) be a solution of (2.18). Then for any X0 ∈ R2, t0 > 0, and for any
admissible f : [0, 1] × R × [0,∞) → R,
(3.8)
d
dt
∫
Γt
f ρσ(α(t)) =
∫
Γt
( ft − µσ(α(t))∆Γt f + µσ(α(t))(D f · H))ρσ(α(t))
− µσ(α(t))
∫
Γt
(
f ρ
(
h +
Dρ · n
ρ
)2
σ(α(t))
)
− 1
γ |Γt |
∫
Γt
f ρα2t
where ρ = ρ(X0,t0) is given by (3.6).
Proof. We first calculate
d
dt
∫
Γt
f ρσ =
∫
Γt
∂
∂t
f ρσ +
∫
Γt
f
∂
∂t
ρσ +
∫
Γt
f ρσααt +
∫ 1
0
f ρσ
uxuxt√
1 + |ux |2
dx
=: I1 + I2 + I3 + I4.
(3.9)
By integration by parts, I4 is transformed into
I4 = −
∫ 1
0
(
f (x, u, t)ρ(x, u, t)σ(α(t)) ux√
1 + |ux |2
)
x
ut dx
= −
∫
Γt
∂
∂x
f ρσ
ux√
1 + |ux |2
ut√
1 + |ux |2
−
∫
Γt
f
∂
∂x
ρσ
ux√
1 + |ux |2
ut√
1 + |ux |2
−
∫
Γt
f ρσ
(
ux√
1 + |ux |2
)
x
ut√
1 + |ux |2
.
(3.10)
By direct calculation to the backward heat kernel ρ, we have
∂
∂t
ρ − ∂
∂x
ρ
ux√
1 + |ux |2
ut√
1 + |ux |2
= ρt + ρyut − (ρx + ρyux) ux√
1 + |ux |2
ut√
1 + |ux |2
= ρt +
(
−ρx ux√
1 + |ux |2
+ ρy
1√
1 + |ux |2
)
ut√
1 + |ux |2
= ρt + (Dρ · n) ut√
1 + |ux |2
(3.11)
where n = 1√
1+|ux |2
(−ux, 1). Similarly
(3.12)
∂
∂t
f − ∂
∂x
f
ux√
1 + |ux |2
ut√
1 + |ux |2
= ft + (D f · n) ut√
1 + |ux |2
.
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Therefore
I1 + I2 + I3 + I4 =
∫
Γt
(
ft + (D f · n) ut√
1 + |ux |2
)
ρσ
+
∫
Γt
f
(
ρt +
(
(Dρ · n) − ρ
(
ux√
1 + |ux |2
)
x
)
ut√
1 + |ux |2
)
σ
+
∫
Γt
f ρσααt .
(3.13)
Next by the equation (2.18),(
(Dρ · n) − ρ
(
ux√
1 + |ux |2
)
x
)
ut√
1 + |ux |2
= ((Dρ · n) + ρh) (−µσh)
= −µσρ
(
h2 +
(Dρ · n)
ρ
h
)
= −µσ
(
ρ
(
h +
(Dρ · n)
ρ
)2
− (Dρ · n)
2
ρ
− (Dρ · n)h
)
= −µσ
(
ρ
(
h +
(Dρ · n)
ρ
)2
− (Dρ · n)
2
ρ
+ (Dρ · H)
)
,
(3.14)
and
(3.15) (D f · n) ut√
1 + |ux |2
= µσ(D f · H).
Thus again we use the equation (2.18) and
I1 + I2 + I3 + I4 =
∫
Γt
( ft + µσ(D f · H))ρσ +
∫
Γt
f
(
ρt + µσ
(Dρ · n)2
ρ
− µσ(Dρ · H)
)
σ
− µσ
∫
Γt
f ρ
(
h +
(Dρ · n)
ρ
)2
σ − 1
γ |Γt |
∫
Γt
f ρα2t .
(3.16)
By Gauss’ divergence formula and assumption f (0, y, t) = f (1, y, t) = 0, we have∫
Γt
divΓt ( f Dρ) = −
∫
Γt
f (Dρ · H).
9
Here,
divΓt ( f Dρ) =
1√
1 + |ux |2
∂
∂x
( f (x, u, t)(ρx(x, u, t), ρy(x, u, t))) · (1, ux)√
1 + |ux |2
=
f
1 + |ux |2
((
1 ux
ux |ux |2
)
: D2ρ
)
+
1√
1 + |ux |2
(ρx + ρyux)
(
1√
1 + |ux |2
∂
∂x
)
f
= f (I − n ⊗ n) : D2ρ +
(
1√
1 + |ux |2
∂
∂x
)
ρ
(
1√
1 + |ux |2
∂
∂x
)
f .
(3.17)
Since f is admissible, we obtain by integration by parts∫
Γt
(
1√
1 + |ux |2
∂
∂x
ρ
) (
1√
1 + |ux |2
∂
∂x
f
)
=
∫ 1
0
∂
∂x
ρ
(
1√
1 + |ux |2
∂
∂x
f
)
dx
= −
∫ 1
0
ρ
(
1√
1 + |ux |2
∂
∂x
f
)
x
dx
= −
∫
Γt
ρ∆Γt f .
(3.18)
Therefore, by (3.5) we obtain
d
dt
∫
Γt
f ρσ =
∫
Γt
( ft − µσ∆Γt f + µσ(D f · H))ρσ
− µσ
∫
Γt
f ρ
(
h +
(Dρ · n)
ρ
)2
σ − 1
γ |Γt |
∫
Γt
f ρα2t .
(3.19)

On the proof of Theorem 3.1, we only use the smoothness of the energy density σ. If we
assume the positivity (A1) and the non-negativity of the admissible function f , we obtain the
weighted monotonicity formula.
Corollary 3.2. Let (u, α) be a solution of (2.18) and let f : [0, 1] × R × [0,∞) → [0,∞) be a
non-negative admissible function. Then, under the assumption (A1), we obtain
(3.20)
d
dt
∫
Γt
f ρσ(α(t)) ≤
∫
Γt
( ft − µσ(α(t))∆Γt f + µσ(α(t))(D f · H))ρσ(α(t)).
where ρ = ρ(X0,t0) is given by (3.6).
4. Gradient estimates and existence of solutions
In this section, first we obtain the a priori gradient estimates by applying the area element√
1 + |ux |2 to the admissible function in the weighted monotonicity formula obtained in previous
section. Note that the area element is the non-negative admissible function and the integrand
of the right hand side of (3.20) is non-positive. Next we show the existence of the classical
solutions for (2.18) due to the a priori gradient estimates.
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Lemma 4.1. Let (u, α) be a solution of (2.18) and let v :=
√
1 + |ux |2. Then
(4.1) vt − µσ∆Γt v + µσ(Dv · H) = −µσvh2 − 2µσ
v2x
v3
Proof. Taking a derivative of (2.18) with respect to x, we obtain
ut x = −µσ(α) (vxh + vhx) .
Multiplying ux/v and using the relation vvt = uxuxt , we have
(4.2) vt = −µσ(α)
(uxvx
v
h + uxhx
)
Next we manipulate the curvature h as
h = −
(ux
v
)
x
= −
(
uxx
v
− u
2
xuxx
v3
)
= −uxx
v3
(v2 − u2x) = −
uxx
v3
.
Let ∂Γt = 1v ∂x be the derivative along Γt . Then ∆Γt = ∂
2
Γt
and
∂Γt v =
1
v
vx =
1
v2
uxuxx = −v2ux
v
h.
Therefore
∆Γt v =
1
v
(∂Γt v)x = −
2vxuxh
v
+ vh2 − uxhx
=
2v2x
v3
+ vh2 − uxhx
(4.3)
Since
(4.4) Dv · H = vx
(
h
ux
v
)
,
we obtain (4.1) by directly plugging (4.2), (4.3), and (4.4). 
Theorem 4.2. Let (u, α) be a solution of (2.18) and let v :=
√
1 + u2x . Assume the assumption
(A1). Then for all 0 < x0 < 1 and t0 > 0,
(4.5) v(x0, t0) ≤ σ(α(0))C1 sup0<x<1
v2(x, 0).
Proof. Put X0 = (x0, u(x0, t0)) and consider the backward heat kernel ρ = ρ(X0,t0). Then Theorem
3.1 with f = v and Lemma 4.1 imply
(4.6)
d
dt
∫
Γt
vρσ(α(t)) ≤ −
∫
Γt
(
µσvh2 + 2µσ
v2x
v3
)
ρσ(α(t)) ≤ 0
for 0 < t < t0. Here we use the non-negativity of σ. Thus∫
Γt
v(x, t)ρ(X, t)σ(α(t)) ≤
∫
Γ0
v(x, 0)ρ(X, 0)σ(α(0))
≤ σ(α(0)) sup
0<x<1
v(x, 0)
∫ 1
0
ρ((x, u(x, 0)), 0)v(x, 0) dx
≤ σ(α(0)) sup
0<x<1
v2(x, 0).
(4.7)
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Taking a limit t ↑ t0 on (4.7) and the assumption (A1), we have
(4.8) C1v(x0, t0) ≤ σ(α(t0))v(x0, t0) ≤ σ(α(0)) sup
0<x<1
v2(x, 0).

Lemma 4.3. Let (u, α) be a solution of (2.18). Assume the assumption (A2). Then for all t0 > 0
(4.9) |α(t0)| ≤ |α(0)|.
Proof. Multiplying α to the equation (2.18) and using the assumption (A2) imply
(4.10)
1
2
(α2)t = −γασα(α)|Γt | ≤ 0.
Integrating the above ineqality on 0 ≤ t ≤ t0, we have (4.9). 
Lemma 4.4. Let (u, α) be a solution of (2.18). Assume the assumption (A1). Then for all
0 < x0 < 1 and t0 > 0,
(4.11) |u(x, t)| ≤ sup
0<x<1
|u(x, 0)|.
Proof. Let M := sup0<x<1 u(x, 0) and assume that there is a point (x0, t0) ∈ (0, 1) × (0,∞) such
that u takes maximum M1, which is greater than M , at the point (x0, t0). At that point, we have
(4.12) u(x0, t0) = M1 > M, ux(x0, t0) = 0, uxx(x0, t0) ≤ 0, and ut(x0, t0) ≥ 0.
Let us define
(4.13) w(x, t) := u(x, t) + M1 − M
2
(x − x0)2.
Then
(4.14) w(x, 0) = u(x, 0) + M1 − M
2
(x − x0)2 ≤ M + M1 − M2 < M1, w(x0, t0) = M1
thus the maximum point (x1, t1) of w is in the interior of (0, 1) × (0,∞). By the equation (2.18),
we obtain some differential inequality
(4.15) wt = ut = µσ(α(t))uxx
v2
< µσ(α(t))wxx
v2
.
At the point (x1, t1), the left hand side of (4.15) is non-negative but the right hand side of (4.15)
is non-positive. This is a contradiction so there is no interior point (x0, t0) ∈ (0, 1) × (0,∞) such
that u takes maximum at (x0, t0). Similarly u does not take minimum at any interior point of
(0, 1) × (0,∞) thus we obtain (4.11). 
We recall T = R/Z. Let QT := T × (0,T), and QεT := T × (ε,T) be parabolic cylinders for
0 < ε < T < ∞. By using the L∞-estimates and the gradient estimates, we obtain the following
time global existence theorem:
Theorem 4.5. Assume that u0 is a Lipschitz function on T with a Lipschitz constant M > 0,
β ∈ (0, 1), α0 ∈ R and σ ∈ C1(R) satisfies (A1) and (A2). Moreover there exists L > 0
such that |σα(a) − σα(b)| ≤ L |a − b| for any a, b ∈ R. Then, for any 0 < ε < T < ∞, there
exists a unique solution (u, α) ∈ C(QT ) ∩ C2,β(QεT ) × C([0,T)) ∩ C1,1((ε,T)) of (2.18) with(u(·, 0), α(0)) = (u0, α0). Moreover we have
(4.16) ‖u‖C2,β(QεT ) ≤ C2,
where C2 > 0 depends only on γ, µ, ε, L, M , C1, and σ(α(0)).
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Proof. Set T > 0 and 0 < β < 1 and X := C1,β(QT ). First we assume u0 ∈ C2,β(Ω). Let w ∈ X .
Then, fw(t) :=
∫ 1
0
√
1 + |wx(x, t)|2 dx is continuous and bounded in [0,T]. In addition, the
function gw(α, t) := −γσα(α) fw(t) is continuous and |gw(α, t)−gw(β, t)| ≤ γL(1+ ‖w‖X)|α− β|
for any α, β ∈ R and t ∈ [0,T]. Therefore there exists a unique solution αw(t) of
(4.17)
{ (αw)t(t) = gw(αw(t), t), t ∈ (0,T),
αw(0) = α0.
As the same argument of Lemma 4.3, we have |αw(t)| ≤ |α0 | for t > 0 from the assumption
(A2). Thus  ddtαw(t) ≤ γL(1 + ‖w‖X)|αw(t)| ≤ γL(1 + ‖w‖X)|α0 |, t ∈ (0,T),
and
(4.18)
 ddtσ(αw(t)) ≤ γL2(1 + ‖w‖X)|α0 |2, t ∈ (0,T),
where (A2) is used. Next we consider the following linearized equation:
(4.19)

ut = µσ(αw) uxx1 + |wx |2 , x ∈ T, t > 0,
u(x, 0) = u0(x), x ∈ T.
Note that
 µσ(αw)1+|wx |2 ∞ is bounded in QT and (4.19) is uniformly parabolic in QT . In addition, wecompute 11 + |wx(x, t)|2 − 11 + |wx(y, s)|2
 ≤ |wx(x, t)| + |wx(y, t)|(1 + |wx(x, t)|2)(1 + |wx(y, t)|2) |wx(x, t) − wx(y, s)|
≤ |wx(x, t) − wx(y, s)|
(4.20)
for any (x, t), (y, s) ∈ T × [0,T]. Therefore, (4.18) and (4.20) imply
(4.21)
 µσ(αw)1 + |wx |2

Cβ(QT )
≤ µ( sup
|α |≤|α0 |
|σ(α)|(1 + ‖w‖X) + γL2(1 + ‖w‖X)|α0 |2),
for any w ∈ X . Thus there exists a unique solution uw ∈ C2,β(QT ) of (4.19) with
(4.22) ‖uw ‖C2,β(QT ) ≤ C3,
where C3 > 0 depends only on γ, µ, ‖w‖X , L, |α0 |, and ‖u0‖C2,β(T). Next we define A : X → X
by Aw = uw . We remark that A is a continuous and compact operator. Set
S := {u ∈ X | u = ηAu in X, for some η ∈ [0, 1]}.
Next we show that S is bounded in X . For any u ∈ S, we have
(4.23)

ut√
1 + |ux |2
= µσ(α)
(
ux√
1 + |ux |2
)
x
, x ∈ T, t > 0
αt = −γσα(α)|Γt |, t > 0,
u(x, 0) = ηu0(x), x ∈ T
α(0) = α0,
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for some η ∈ [0, 1]. Here |Γt | =
∫ 1
0
√
1 + |ux(x, t)|2 dx. The gradient estimate (4.5) implies
(4.24) sup
QT
|ux | ≤ σ(α(0))C1 sup0<x<1
(1 + η2 |(u0)x |2).
By (4.11), (4.24) and the interior Schauder estimates (cf. [10, Theorem 6.2.1]) we have
(4.25) ‖ux ‖Cβ(QT ) ≤ C4,
whereC4 > 0 depends only onC1,σ(α(0)), sup0<x<1 |u0(x)|, and sup0<x<1 |(u0)x(x)|. Therefore,
by an argument similar to (4.22), we obtain
(4.26) ‖u‖X ≤ ‖u‖C2,β(QT ) ≤ C5,
whereC5 > 0 depends only onC1,σ(α(0)), ‖u0‖C2,β(QT ). Hence, S is bounded in X and the Leray-
Schauder fixed point theorem implies that there exists a solution (u, α) ∈ C2,β(QT ) × C1,1(0,T)
of (2.18).
Next we consider the case of that u0 is a Lipschitz function with a Lipschitz constant M > 0.
Set ε ∈ (0,T). Let {ui0}∞i=1 be a family of smooth functions such that ui0 converges uniformly to
u0 on T. Then, (4.5) implies
sup
QT
|uix | ≤
σ(αi(0))
C1
sup
0<x<1
(1 + M2), i ≥ 1,
where (ui, αi) is a solution of (2.18) with (ui(·, 0), αi(0)) = (ui0, α0). By using an argument similar
to (4.25) and (4.26), and the interior Schauder estimates, we have
(4.27) sup
i
‖ui‖C2,β(QεT ) ≤ C6,
where C6 > 0 depends only on γ, µ, ε, L, M , C1, and σ(α(0)). Therefore, by taking the
subsequence, (ui, αi) converges to a solution (u, α) in QεT with (4.16). Thus, by diagonal
arguments, we obtain a solution (u, α) ∈ C(QT )∩C2,β(QεT )×C([0,T))∩C1,1(ε,T) of (2.18) with(u(·, 0), α(0)) = (u0, α0). The uniqueness is obvious by the comparison principle. Therefore we
obtain Theorem 4.5. 
We remark that theAssumption (A1) is not necessary condition to obtain the gradient estimate.
For example, we consider
(4.28) σ(α) = 1
2
α2.
Then assumption (A1) does not hold so we cannot use Theorem 4.2 directly. However, we can
write α(t) explicity as
(4.29) α(t) = α(0) exp
(
−
∫ t
0
|Γτ | dτ
)
so we obtain
v(t0, x0) ≤ exp
(
2
∫ t0
0
|Γτ | dτ
)
sup
0<x<1
v2(x, 0)
≤ exp (2t0 |Γ0 |) sup
0<x<1
v2(x, 0),
(4.30)
provided α(0) , 0.
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From (4.29) and |Γt | ≥ 1 for t > 0, we have
(4.31) |α(t)| ≤ |α(0)| exp (−t)
hence the misorientation α(t) goes to 0 exponentially as t →∞.
5. Asymptotics of solutions
On Theorem 4.5, we can take T = ∞ and show the existence of a unique time global solution
of (2.18). In this section, we study large time asymptotic behavior for the solution. Without
loss of generality, we can assume that the initial data u0 is sufficiently smooth by the Schauder
estimates.
Theorem 5.1. Let u0 : T → R, α0 ∈ R and assume the same assumption of Theorem 4.5. Let
(u, α) be a time global solution of (2.18). Then the curuvature h goes to 0 uniformly on T as
t →∞.
To show Theorem 5.1, we first derive energy dissipation estimates for (2.18). In fact, the
estimates are obvious from the derivation of the equation (2.18).
Proposition 5.2. Let (u, α) be a solution of (2.18). Then
(5.1)
d
dt
|Γt | + µσ(α(t))
∫
Γt
h2 = 0,
where h = −
(
ux√
1+u2x
)
x
.
Proof. Taking a time derivative to |Γt | and integration by parts, we obtain
d
dt
|Γt | =
∫ 1
0
uxuxt√
1 + u2x
dx
= −
∫ 1
0
(
ux√
1 + u2x
)
x
ut dx
= −µσ(α(t))
∫ 1
0
(
ux√
1 + u2x
)2
x
√
1 + u2x dx = −µσ(α(t))
∫
Γt
h2.

Since the second term of left hand side of (5.1) is non-negative, ddt |Γt | has to be non-positive
hence
Corollary 5.3. Let (u, α) be a solution of (2.18). Assume σ ≥ 0. Then |Γt | ≤ |Γ0 | for t > 0.
From Proposition 5.2, h2 is integrable on (0, 1) × (0,∞) hence,
Corollary 5.4. Let (u, α) be a time global solution of (2.18). Assume the assumption (A1). Then
there is a sequence {t j}∞j=1 such that t j →∞ and h(x, t j) → 0 almost all x ∈ (0, 1) as j →∞.
We will show more explicit decay estimates via energy methods. Note that if (u, α) is a
classical solution of (2.18), then
(5.2) ut =
µσ(α)
1 + |ux |2uxx .
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Taking a derivative with respect to x, we get
uxt =
µσ(α)
1 + |ux |2uxxx −
2µσ(α)
(1 + |ux |2)2uxu
2
xx,
uxxt =
µσ(α)
1 + |ux |2uxxxx −
6µσ(α)
(1 + |ux |2)2uxuxxuxxx −
2µσ(α)
(1 + |ux |2)2u
3
xx +
8µσ(α)
(1 + |ux |2)3u
2
xu
3
xx,
uxxxt =
µσ(α)
1 + |ux |2uxxxxx −
8µσ(α)
(1 + |ux |2)2uxuxxuxxxx −
12µσ(α)
(1 + |ux |2)2u
2
xxuxxx −
6µσ(α)
(1 + |ux |2)2uxu
2
xxx
+
48µσ(α)
(1 + |ux |2)3u
2
xu
2
xxuxxx +
24µσ(α)
(1 + |ux |2)3uxu
4
xx −
48µσ(α)
(1 + |ux |2)4u
3
xu
4
xx .
(5.3)
Proposition 5.5. Let (u, α) be a classical solution of (2.18). Then there exists C7 > 0 such that
(5.4)
∫ 1
0
|ux(x, t)|2 dx ≤ e−C7t
∫ 1
0
|u0x(x)|2 dx
for t > 0.
Proof. Taking a derivative to the right hand side of (5.4) and the integration by parts, we have
d
dt
∫ 1
0
|ux(x, t)|2 dx = 2
∫ 1
0
ux(x, t)uxt(x, t) dx
= 2
∫ 1
0
µσ(α)
1 + |ux |2uxuxxx dx − 4
∫ 1
0
µσ(α)
(1 + |ux |2)2u
2
xu
2
xx dx
= −2
∫ 1
0
µσ(α)
1 + |ux |2u
2
xx dx.
(5.5)
Using the assumption (A1), Theorem 4.2 and the Poincare inequality, we obtain
(5.6) − 2
∫ 1
0
µσ(α)
1 + |ux |2u
2
xx dx ≤ −C7
∫ 1
0
|ux(t, x)|2 dx,
where C7 > 0 is a positive constant depending only on µ, C1. σ(α0), supx∈T(1+ u20x(x)). By the
Gronwall inequality, we obtain (5.4). 
Proposition 5.6. Let (u, α) be a classical solution of (2.18). Then there exists C8 > 0 such that
(5.7)
∫ 1
0
|uxx(x, t)|2 dx ≤ e−C8t
∫ 1
0
|u0xx(x)|2 dx
for t > 0.
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Proof. Taking a derivative to the right hand side of (5.7) and the integration by parts, we have
d
dt
∫ 1
0
|uxx(x, t)|2 dx = 2
∫ 1
0
uxx(x, t)uxxt(x, t) dx
= 2
∫ 1
0
µσ(α)
1 + |ux |2uxxuxxxx dx − 12
∫ 1
0
µσ(α)
(1 + |ux |2)2uxu
2
xxuxxx dx
− 4
∫ 1
0
µσ(α)
(1 + |ux |2)2u
4
xx dx + 16
∫ 1
0
µσ(α)
(1 + |ux |2)3u
2
xu
4
xx dx
= −2
∫ 1
0
µσ(α)
1 + |ux |2u
2
xxx dx − 8
∫ 1
0
µσ(α)
(1 + |ux |2)2uxu
2
xxuxxx dx
− 4
∫ 1
0
µσ(α)
(1 + |ux |2)2u
4
xx dx + 16
∫ 1
0
µσ(α)
(1 + |ux |2)3u
2
xu
4
xx dx.
(5.8)
By the Young inequality,
8
∫ 1
0
µσ(α)
(1 + |ux |2)2uxu
2
xxuxxx dx
 ≤ ∫ 1
0
µσ(α)
(1 + |ux |2)u
2
xxx dx + 16
∫ 1
0
µσ(α)
(1 + |ux |2)6
u2xu
4
xx dx,
hence
d
dt
∫ 1
0
|uxx(x, t)|2 dx ≤ −
∫ 1
0
µσ(α)
1 + |ux |2u
2
xxx dx + C9
∫ 1
0
u2x dx
where C9 > 0 is depending only on µ, σ(α(0)) and C2. Using the assumption (A1), Theorem
4.2 and the Poincare inequality, we obtain
(5.9) −
∫ 1
0
µσ(α)
1 + |ux |2u
2
xxx dx ≤ −C10
∫ 1
0
|uxx(t, x)|2 dx,
where C10 > 0 is a positive constant depending only on µ, C1. σ(α0), supx∈T(1 + u20x(x)). By
(5.4), we obtain
d
dt
∫ 1
0
|uxx(x, t)|2 dx ≤ −C10
∫ 1
0
|uxx(t, x)|2 dx + C9e−C7t
∫ 1
0
|u0x(x)|2 dx.
By the Gronwall inequality, we obtain (5.7). 
Next we show exponential decay for ‖uxxx(·, t)‖L2(0,1). We need Schauder estimates for higher
derivatives.
Proposition 5.7. Let (u, α) be a time global solution of (2.18). Assume the same assumption
of Theorem 4.5. Then there is a constant C11 > 0 depending only on γ, µ, ε, L, M , C1, and
σ(α(0)) > 0 such that
(5.10) ‖ux ‖C2,β(QεT ) ≤ C11.
Proof. We let w = ux . Then w safisfies
(5.11) wt = µσ(α(t))
(
1
1 + u2x
wxx − 2uxuxx(1 + u2x)2
wx
)
.
Since u satisfies (4.25), we can apply the Schauder estimates [11, Theorem 4.9] and there is a
constant C11 > 0 such that
(5.12) ‖ux ‖C2,β(QεT ) = ‖w‖C2,β(QεT ) ≤ C11.
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Using the Schauder estimates (5.10) and similar arguments in Proposition 5.6, we obtain
Proposition 5.8. Let (u, α) be a classical solution of (2.18). Then there exists C12 > 0 such that
(5.13)
∫ 1
0
|uxxx(x, t)|2 dx ≤ e−C12t
∫ 1
0
|u0xxx(x)|2 dx
for t > 0.
Using Proposition 5.8 and the Sobolev inequality, we obtain
(5.14) |h(x, t)| ≤ |uxx(x, t)| ≤
∫ 1
0
|uxxx(x, t)| dx ≤
(∫ 1
0
|uxxx(x, t)|2 dx
) 1
2
≤ C13e−
C12
2 t
for some C13 > 0, the mean curvature goes to 0 exponentially uniformly on (0, 1).
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