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Enhancing	 functional	 motor	 recovery	 after	 localized	 brain	 injury	 is	 a	 widely	
recognized	priority	in	healthcare	as	disorders	of	the	nervous	system	that	cause	motor	
impairment,	 such	 as	 stroke,	 are	 among	 the	 most	 common	 causes	 of	 adult-onset	
disability.	Restoring	physiological	function	in	a	dysfunctional	brain	to	improve	quality	
of	life	is	a	primary	challenge	in	scientific	and	clinical	research	and	could	be	driven	by	
innovative	 therapeutic	 approaches.	 Recently,	 techniques	 using	 brain	 stimulation	
methodologies	 have	 been	 employed	 to	 promote	 post-injury	 neuroplasticity	 for	 the	
restitution	 of	 motor	 function.	 One	 type	 of	 closed-loop	 stimulation,	 i.e.,	 activity-
dependent	 stimulation	 (ADS),	 has	 been	 shown	 to	 modify	 existing	 functional	






ADS	 and	 its	 randomized	 open-loop	 version	 (RS),	 to	 potentiate	 cortico-cortical	
connections	between	two	distant	cortical	locations	in	both	anaesthetized	and	awake	
behaving	 rats.	 Thus,	 this	 dissertation	 has	 the	 following	 three	 main	 goals:	 1)	 to	
investigate	 the	 ability	 of	 ADS	 to	 induce	 changes	 in	 intra-cortical	 activity	 in	 healthy	
anesthetized	rats,	2)	to	characterize	the	electrophysiological	signs	of	brain	injury	and	
evaluate	the	capability	of	ADS	to	promote	electrophysiological	changes	in	the	damaged	
network,	 and	3)	 to	 investigate	 the	 long-term	effects	of	stimulation	by	 repeating	 the	
treatment	for	21	consecutive	days	in	healthy	awake	behaving	animals.	
The	results	of	this	study	indicate	that	closed-loop	activity-dependent	stimulation	











the	 most	 important	 causes	 of	 mortality,	 constituting	 12%	 of	 all	 deaths	 globally	
(Organization,	2006).	Among	these	disorders,	stroke	and	traumatic	brain	injury	(TBI)	
are	 two	 of	 the	 top	 ten	 causes	 of	 death	 and	 disability	 in	 children	 and	 young	 adults	




2012).	 During	 a	 stroke,	 oxygen-	 and	 energy-hungry	 neurons	 are	 deprived	 of	 their	






Transcranial	 Direct	 Current	 Stimulation	 (TDCS)	 (Schlaug,	 2008),	 repetitive	
Transcranial	Magnetic	 Stimulation	 (rTMS),	 and	 Epidural	 Cortical	 Stimulation	 (ECS)	
(Kopell,	2011;	Edwardson,	2012),	but	the	results	are	often	controversial	(Hummel	et	
al.,	2008).	These	techniques	apply	electrical	stimulation	to	large	groups	of	cells	without	
focusing	 only	 on	 the	 affected	 area	 and	 primarily	 modulate	 the	 excitability	 of	 focal	








1996;	Bradley	 et	al.,	 2005;	Torab	 et	al.,	 2011;	Davis	 et	al.,	 2012)	or	 somatosensory	
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(Berg	et	al.,	2013;	Tabot	et	al.,	2013;	Thomson	et	al.,	2013)	neuroprosthetic	devices.	
Moreover,	 recent	studies	 (Kleim	 et	al.,	 2003;	 Jackson	 et	al.,	 2006;	Guggenmos	et	al.,	
2013)	 have	 demonstrated	 that	 in	 animal	models,	 ICMS	 can	 be	 successfully	 used	 to	
manipulate	neuronal	functional	connectivity,	representing	a	potentially	powerful	tool	
for	 steering	 neuroplasticity	 occurring	 after	 brain	 injury.	 Specifically,	 the	 adopted	
technique,	 i.e.,	 activity-dependent	 stimulation	 (ADS),	 utilizes	 the	 neural	 activity	
recorded	at	one	site	as	a	trigger	for	electrical	stimulation	at	another	site	and	has	shown	
success	in	promoting	behavioral	recovery	by	re-establishing	an	artificial	connection	
between	 the	 somatosensory	 cortex	 and	 pre-motor	 cortex	 following	 primary	motor	
cortical	 injury	(Guggenmos	et	al.,	2013).	This	 technique	 is	based	on	Hebbian	neural	
conditioning,	 according	 to	 which	 neurons	 firing	 synchronously	 have	 an	 increased	
probability	 of	 enhancing	 connectivity	 through	 the	 long	 term	 potentiation	 (LTP)	 or	
long-term	 depression	 (LTD)	 of	 existing	 synapses	 and	 could	 potentially	 create	 new	
connections	 through	 axodendritic	 sprouting	 (Jackson	 et	 al.,	 2006).	 Although	 the	
efficacy	 of	 this	 technique	 in	 promoting	 behavioral	 recovery	 has	 already	 been	
demonstrated	(Guggenmos	et	al.,	2013),	 the	 impact	of	pairing	neuronal	populations	
using	ADS	on	the	network	firing	properties	remains	unclear.	
The	 purpose	 of	 this	 PhD	 thesis	 is	 to	 investigate	 the	 ability	 of	 ICMS	 to	 alter	 the	
physiological	 cortical	 firing	patterns	 in	both	 injured	and	healthy	 rats.	To	 reach	 this	
ambitious	objective,	this	PhD	thesis	is	divided	into	three	main	parts.		
The	 first	 part	 addresses	 the	 scientific	 and	 technical	 background	 describing	 the	
already	available	 technological	 tools	 that	have	been	 exploited	 in	 the	 context	of	 this	
thesis	project.	




following:	 i)	 healthy	 anesthetized	 procedures	 using	 a	 single	 four-hour	 experiment	
	 13	

















Katyal,	 K.,	 Johannes,	 M.	 &	 Makhlin,	 A.	 (2013)	 Behavioral	 demonstration	 of	 a	
somatosensory	 neuroprosthesis.	 IEEE	 Transactions	 on	 Neural	 Systems	 and	
Rehabilitation	Engineering,	21,	500-507.	
	
Bradley,	 D.C.,	 Troyk,	 P.R.,	 Berg,	 J.A.,	 Bak,	 M.,	 Cogan,	 S.,	 Erickson,	 R.,	 Kufta,	 C.,	














(2012)	 Spatial	 and	 temporal	 characteristics	 of	 V1	microstimulation	 during	 chronic	
implantation	 of	 a	 microelectrode	 array	 in	 a	 behaving	 macaque.	 Journal	 of	 neural	
engineering,	9,	065003.	
	
























































































































the	 distal	 musculature	 consists	 of	 a	 two-neuron	 pathway	 that	 allows	 for	 the	 fine	
control	of	motor	movement.	In	lower	mammals,	such	as	rodents,	the	action	of	cortical	
motoneurons	 is	 similar,	 but	 the	 pathway	 to	 the	 skeletal	muscles	 typically	 includes	
additional	interneurons	within	the	spinal	cord.	This	pathway	reduces	the	ability	of	fine	





indicated	 by	 shaded	 region	 in	 the	 brain.	 In	 the	 rodent,	most	 corticospinal	 axons	 project	 primarily	 within	 the	








largest	 area	of	 responses	within	M1.	 In	 contrast	 to	 the	somatosensory	 cortex,	 great	












planning	 and	 coordinating	 movement.	 There	 is	 a	 pre-motor	 cortex	 (PMA),	 a	
supplementary	motor	cortex	(SMA),	and	a	cingulate	motor	cortex	(CMA).	These	areas	
can	 be	 further	 subdivided	 based	 on	 their	 location,	 anatomical	 projections,	 and	
cytoarchitecture.	 Typically,	 pre-motor	 areas	 are	 involved	 in	 coordinating	 visually	
guided	 movement,	 pattern	 and	 sequence	 generation,	 synchronizing	 bilateral	
movements,	integration	of	body	representation	and	target	and	somatosensory	guided	
movements	(Hoshi	&	Tanji,	2004).	
Rodents	 have	 a	 single	 pre-motor	 cortex	 that	 contains	 only	 forelimb	movement	








Many	 research	 studies	 have	 explored	 how	 the	 primary	 motor	 cortex	 encodes	
motor	movements,	especially	in	primates.	Evarts	(Evarts,	1968)	initially	showed	that	
the	 activity	 detected	 in	 the	 primary	motor	 cortex	 could	 be	 correlated	 to	 both	 EEG	
activity	and	the	force	generated	on	the	wrist	of	a	macaque	monkey.	Using	both	spike-	
and	stimulus-triggered	averaging	EMG	signals,	it	has	been	shown	that	neurons	within	
the	 primary	 motor	 cortex	 can	 activate	 multiple	 motor	 units	 in	 separate	 muscles,	




based	 on	 activity	 within	 M1.	 Humphrey	 (Humphrey	 et	 al.,	 1970a)	 was	 one	 of	 the	
original	 investigators	 to	 predict	 motor	 movement	 based	 on	 cortical	 activity,	 and	
Georgopoulos	et	al.	expanded	on	this	work	by	proving	evidence	that	the	motor	cortex	









The	 somatosensory	 cortex	 receives	 cutaneous,	 proprioceptive,	 and	 tactile	
information	 from	 the	 periphery.	 The	 primary	 somatosensory	 cortex	 (S1)	 includes	
areas	 3a,	 3b,	 1	 and	 2.	 These	 areas	 correspond	 to	 large	 sensory	 field	 cutaneous	
responses,	 small	sensory	 field	 cutaneous	 responses,	 and	deep	cutaneous	 responses.	
Wilder	Penfield	initially	described	the	area	posterior	to	the	central	sulcus	as	generating	
perceived	 peripheral	 sensation	 when	 stimulated	 with	 a	 ball	 electrode	 (Penfield	 &	
Boldrey,	1939).	By	systematically	stimulating	the	post-central	gyrus,	he	was	able	 to	
map	a	full	body	representation	from	the	foot	to	the	head	onto	this	strip	of	cortex.	The	
sensory	 cortex	 showed	 a	 highly	 ordered	 response,	 directly	mapping	 the	 cutaneous	
responses	from	the	periphery	to	the	cortex.	
In	rodents,	the	areas	of	S1	are	typically	divided	based	on	the	cytoarchitecture	into	
the	granular	 zone,	peri-granular	 zone	and	dysgranular	 (or	agranular)	 zone,	roughly	




varying	degrees.	 In	practice,	nearly	 the	entirety	of	 the	hindlimb	motor	and	sensory	
areas	 overlap,	 and	 a	 small	 portion	 of	 the	M1	 forelimb	 representation	 overlaps	 the	
sensory	forelimb	representation.	
The	primary	sensory	 inputs	 into	S1	project	 from	the	ventral	posterior	 thalamus	






the	 rat	 S1,	 especially	 between	 the	hindlimb	and	 forelimb	motor	and	sensory	areas.	
Therefore,	 some	 S1	 projections	 may	 coincide	 or	 overlap	 with	 M1	 projections,	
especially	in	these	overlapping	zones.	
In	 general,	 S1	 is	 primarily	 considered	 the	 endpoint	of	 sensory	 information,	 but	
there	are	many	projections	from	S1	to	other	areas	of	the	CNS.	Similar	to	M1,	S1	has	
descending	 corticospinal	 projections.	 While	 these	 projections	 do	 not	 terminate	 on	




areas,	 including	 some	 sparse	 connections	 from	 premotor	 areas.	 S2	 integrates	 this	
additional	sensory	information	and	projects	strongly	back	to	S1.	
2.1.3. Cortico-Cortical	Connections	
Cortical	 areas	 are	 usually	 described	 by	 their	 individual	 properties,	 but	 any	
function,	such	as	movement,	involves	multiple	motor	areas,	sensory	feedback,	visual	











studies	 and	 advanced	 fluorescent	 staining	 and	 imaging	 techniques,	 such	 as	 the	
Brainbow	 (Livet	 et	 al.,	 2007)	 in	 which	 various	 fluorescent	 genes	 are	 spliced	 into	
developing	neurons,	it	is	readily	apparent	that	the	brain	has	an	extraordinary	complex	





cortical	 areas	 by	 performing	 recordings	 in	 multiple	 areas	 in	 search	 of	 correlated	
activity	or	stimulating	one	area	and	searching	for	the	evoked	output	(Stevenson	et	al.,	
2008;	 Stevenson	 et	 al.,	 2009;	 Stevenson	 &	 Kording,	 2011).	 Recently,	 functional	
magnetic	 resonance	 imaging	 (fMRI)	 studies	 have	 explored	 the	 interaction	 among	
different	 regions	 in	 the	 cortex	 (Deco	 &	 Corbetta,	 2011).	 The	 authors	 termed	 this	





Stroke	 related	 disorders	 are	 among	 the	most	 frequent	 causes	 of	 disability	 and	
represent	 the	 second	 leading	 cause	 of	 death	worldwide	 (Organization,	 2006).	 Each	
year,	approximately	795,000	people	experience	a	new	or	recurrent	stroke	(ischemic	or	
hemorrhagic).	 In	 2010,	 stroke	 caused	 approximately	 1	 of	 19	 deaths	 in	 the	 United	
States.	On	average,	every	40	seconds,	someone	in	the	United	States	has	a	stroke,	and	
someone	dies	of	stroke	approximately	every	4	minutes	(Go	et	al.,	2014).	
Although	 the	 incidence	of	 stroke	 is	decreasing,	 its	prevalence	 in	 the	population	
appears	to	be	increasing	because	of	increased	stroke	survival	and	the	growing	elderly	
population	(Silvoni,	2011;	Nichols,	2012).	More	than	60%	of	stroke	survivors	suffer	






Willis	 (Figure	 2.2.1).	 This	 formation	 of	 arteries	 allows	 the	 distribution	 of	 blood	
















• Cardiovascular	 risk	 factors,	 e.g.,	 hypertension	 and	 diabetes,	 impair	 the	
cerebrovascular	control	mechanisms.	











Severe	 ischemia	 can	 result	 in	necrosis	 in	neurons	and	supporting	 cellular	elements	
(glial	cells)	within	the	severely	ischemic	area.	Brain	cells	within	the	penumbra,	which	
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is	a	rim	of	mild	to	moderately	 ischemic	tissue	 lying	between	tissue	that	 is	normally	
perfused	and	the	area	in	which	the	infarction	is	evolving,	may	remain	viable	for	several	
hours	 because	 the	 penumbral	 zone	 is	 supplied	 with	 blood	 by	 collateral	 arteries	
anastomosing	with	branches	of	the	occluded	vascular	tree.	However,	even	cells	in	this	









collateral	 flow	mitigates	 the	 CBF	 reduction	 in	 regions	 peripheral	 to	 the	 ischemic	 territory,	which,	 if	 adequate,	
prevents	 the	recruitment	of	penumbral	tissue	 into	 the	 ischemic	core.	ACA,	anterior	communicating	artery;	 ICA,	
internal	carotid	artery;	MCA,	middle	cerebral	artery	(Jackman	&	Iadecola,	2015).	
Recent	 findings	have	 revealed	 that	 synapses	and	 their	networks	express	a	high	
degree	of	functional	and	structural	plasticity	in	the	penumbra	around	a	focal	infarction	
(Lüscher	 et	 al.,	 2000),	 thus	 suggesting	 the	 existence	 of	 a	 therapeutic	 window	 for	
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manipulation	 to	 determine	 the	 mechanisms	 of	 cell	 death	 and	 test	 neuroprotective	
therapies.		
Animal	 ischemic	 stroke	 models	 can	 be	 characterized	 by	 the	 type	 of	 ischemic	




brain.	 In	 complete	 global	 ischemic	models,	 global	 flow	 ceases	 completely	 for	 a	
period.	 In	 incomplete	 models,	 CBF	 is	 sufficiently	 reduced,	 preventing	 normal	
metabolism	and	function	from	being	adequately	maintained.	Animal	species	other	










Tsuji,	 2013;	 Zhang,	 2013).	 In	 this	 case,	 a	 blood	 clot	 is	 introduced	 through	 the	





of	 a	 stereotaxic	 injection	of	 a	vasoconstrictive	peptide,	 i.e.,	 endothelin-1	 (ET-1),	
into	the	cortex	to	create	a	very	focal	ischemic	infarct	(Frost	et	al.,	2006;	Fang	et	al.,	
2010).		
3) 	A	 patchy	 pattern	 of	 reduced	 CBF	 is	 observed	 in	 multifocal	 cerebral	 ischemic	
models	(McAuley,	1995).	 In	 these	models,	multiple	sites	of	 ischemia	result	 from	
the	 use	 of	 embolization	 of	 autologous	 or	 heterologous	 blood	 clots	 (Traystman,	





ET-1	 can	 be	 applied	 directly	 to	 the	 exposed	 MCA	 (Robinson	 et	 al.,	 1990)	 as	 an	
intracerebral	(stereotactic)	injection	(Hughes	et	al.,	2003)	or	the	cortical	surface	(Fuxe	









less	 invasive	 technique,	 low	 mortality,	 and	 the	 possibility	 of	 inducing	 direct	 focal	
ischemia	in	deep	and	superficial	brain	regions.	
2.2.2. Limitations	of	in	vivo	models	of	stroke	
Importantly,	 all	 models	 presented	 above	 differ	 from	 human	 stroke,	 which	









a	 free	 interval	 of	 up	 to	 12	 hours.	 There	 is	 a	 long	 therapeutic	 window	 that	 is	 not	
observed	in	human	stroke.	In	contrast,	permanent	MCAO	is	characterized	by	primary	
core	 damage	 that	 expands	 to	 peripheral	 brain	 regions	 and	 reaches	 its	 maximum	
approximately	3	hours	after	MCAO	(Hossmann,	2012).	
The	 disadvantages	 of	 the	 photothrombosis	 model	 are	 due	 to	 its	 end-arterial	
occlusive	 nature.	 The	 rapidly	 evolving	 ischemic	 damage	 and	 endothelial	 injury	 are	
associated	 with	 early	 cytotoxic	 (intracellular)	 and	 simultaneous	 vasogenic	
(extracellular)	edema	formation	(Lee	et	al.,	1996).	
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The	ET-1	model	 is	 limited	 by	 the	 fact	 that	 ET-1	 receptors	 and	ET-1-converting	
enzyme	are	also	expressed	by	neurons	and	astrocytes	(Nakagomi	et	al.,	2000).	ET-1	
has	been	shown	to	induce	astrocytosis	and	facilitate	axonal	sprouting	(Uesugi	et	al.,	











and	 Hitzig	 in	 the	 late	 1800s	 (Eduard	 &	 Gustav,	 1870).	 The	 first	 studies	 involving	
humans	 were	 performed	 by	 Wilder	 Penfield,	 who	 evoked	 motor	 responses	 with	
surface	 stimulation	 using	 a	 ball	 electrode	 in	 an	 area	 anterior	 to	 the	 central	 sulcus	
(Penfield	 &	 Boldrey,	 1939).	 This	 research	 showed	 that	 motor	 movements	 (EMG,	
muscle	twitch,	or	whole	muscle	movement)	could	be	elicited	through	stimulation	and	
that	the	pattern	within	the	cortex	showed	a	rough	somatotopic	organization.	Further	
refinement	 and	 experimentation	 using	 surface	 stimulation	 in	 primates	 and	 other	
species	were	performed	over	several	decades	(Welker	et	al.,	1957).	There	are	several	
technical	problems	with	using	 surface	 stimulation	 to	 study	 the	output	of	 the	motor	
cortex.	The	current	levels	required	to	generate	responses	in	skeletal	muscles	are	on	




In	 the	 1960s,	 researchers,	 particularly	 Stoney,	 Thompson,	 and	 Asanuma,	
developed	a	technique	for	the	more	focal	stimulation	of	cortical	tissue	(Stoney	et	al.,	
1968).	By	placing	an	electrode	within	the	cortical	tissue	and	injecting	small	electrical	
currents	 (on	 the	 order	 of	microvolts)	 through	 a	microelectrode,	 it	 was	 possible	 to	
stimulate	and	activate	much	smaller	volumes	of	 tissue	than	with	surface	electrodes.	
Intracortical	microstimulation	(ICMS)	represents	one	of	the	fundamental	techniques	
used	 to	 obtain	 an	 understanding	 of	 the	 motor	 control	 of	 movement	 during	 the	
remainder	 of	 the	 20th	 century.	 During	 the	 1960s	 and	 70s,	 this	 tool	 was	 further	
developed	for	analyses	of	the	output	properties	of	motor	cortical	neurons,	and	these	
analyses	 involved	analyzing	the	stimulation	effects	 through	the	pyramidal	 tract	 into	
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the	spinal	cord	and	ultimately	out	 to	skeletal	muscles	(Fetz,	1969;	 Jankowska	et	al.,	
1975a;	b;	Gustafsson	&	 Jankowska,	1976;	Fetz	 et	al.,	 1979;	 Jankowska	 et	al.,	 1981).	


























focal	 ischemic	 infarct	 and	 rehabilitative	 training	 (right).	 At	 each	microelectrode	 penetration	 site	 (small	 white	
circles),	ICMS	techniques	were	used	to	define	the	movements	evoked	by	near-threshold	electrical	stimulation	(<30	
µA).	 In	 this	 animal,	 the	 infarct	 destroyed	 21.6%	 of	 digit	 and	 4.1%	 of	 wrist-forearm	 representations.	 After	
rehabilitative	training,	the	spared	digit	representational	area	increased	by	14.9%,	and	the	spared	wrist-forearm	







Finally,	 several	 emerging	 stimulation	 techniques	 have	 been	 established	 to	
stimulate	 cortical	 tissue	 without	 having	 direct	 access	 to	 cortical	 tissue	 for	 use	 in	




distantly.	 While	 this	 technique	 exhibits	 even	 more	 resolution	 issues	 than	 ball	
electrodes,	 it	has	shown	some	efficacy	as	a	 therapeutic	device	 for	depression	and	a	
potential	 device	 for	 promoting	 attention	 and	 retention.	 Transcranial	 magnetic	










While	 stimulation	 can	activate	neurons	by	 forcing	 their	discharge,	 the	ability	 to	
record	neural	signals	 is	critical	 for	obtaining	an	understanding	of	how	neural	tissue	
naturally	 responds	 under	 various	 experimental	 conditions	 and	 tasks.	 Numerous	
techniques	 are	 used	 to	 acquire	 and	 determine	 activity	 within	 the	 CNS.	 Several	
techniques	can	be	used	to	record	low-frequency	oscillations	from	the	cortex,	and	these	
techniques	are	fundamentally	similar	(Buzsaki	et	al.,	2012)	and	can	vary	from	more	to	
less	 invasive	 techniques.	 These	 techniques	 include	 electroencephalogram	 (EEG),	
electrocorticography	 (ECoG),	 magnetoencephalography	 (MEG)	 and	 local	 field	
potentials	 (LFP).	 EEG	 signals	 are	 obtained	 from	 electrodes	 placed	 throughout	 the	
scalp;	 ECoG	 signals	 are	 obtained	 from	 electrodes	 placed	 either	 on	 the	 top	 of	 or	
underneath	 the	 dura;	 MEG	 uses	 superconducting	 quantum	 interference	 devices	
(SQUIDs)	to	measure	tiny	magnetic	fields	outside	the	skull	from	currents	generated	by	
neurons;	 and	LFP	signals	are	obtained	 from	electrodes	placed	 in	neural	 tissue.	The	
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in	various	 frequency	bands.	The	 following	 frequency	bands	are	typically	considered	




to	 be	 associated	 with	 communications	 in	 local	 cortical	 regions	 (Womelsdorf	 et	 al.,	




• Theta	 band:	 memory	 (Vertes,	 2005),	 synaptic	 plasticity	 (Huerta	 &	 Lisman,	
1993),	 top-down	 control	 and	 long-range	 synchronization	 (Von	 Stein	 et	 al.,	
2000).	
• Beta	band:	sensory	gating	(Hong	et	al.,	2008),	motor	control	(Kilner	et	al.,	2000),	
attention	 (Gross	 et	 al.,	 2004)	 and	 long-range	 synchronization	 (Kopell	 et	 al.,	
2000).	

















usually	 encountered	 with	 non-invasive	 methods,	 such	 as	 EEG.	 The	 electrodes	 are	
directly	 placed	 on	 the	 cortical	matter,	 allowing	 for	 the	 excellent	 detection	 of	 high-
frequency	oscillatory	activity	(Rothschild,	2010).	Therefore,	these	devices	are	widely	
used	 in	 the	 context	 of	 BMI	 (Brain	 Machine	 Interface)	 and	 BCI	 (Brain	 Computer	





intracellular	 and	 extracellular	 ionic	 concentrations	 are	 both	 modified	 by	 the	
membrane	transport	properties	as	follows:	the	extracellular	changes	are	localized	near	
the	 membrane,	 and	 the	 currents	 entering	 or	 leaving	 the	 neuron	 generate	 voltage	





the	electrode	used	for	 the	recording,	 individual	neurons	can	be	detected	 from	up	to	
100	µm	away.	This	method	alleviates	 the	problems	of	 low-frequency	signals	as	 it	 is	
possible	to	obtain	a	high	spatial	resolution,	and	the	signals	occur	very	rapidly.	
Instead	of	using	power	bands,	it	is	possible	to	detect	activity	directly.	This	activity	
can	 be	 detected	 in	 real-time	 in	 several	ways.	 The	 simplest	 form	of	 detection	 is	 by	
thresholding,	which	determines	whether	the	signal	waveform	passes	above	a	certain	
value.	 A	 slightly	 more	 complex	 method	 is	 using	 time-amplitude	 windows	 in	
conjunction	 with	 thresholding.	 This	 technique	 requires	 the	 signal	 to	 pass	 above	 a	
threshold	but	also	through	one	or	more	windows	that	are	defined	by	both	the	voltage	
of	 the	 signal	 and	 the	 relative	 time	 from	 the	 threshold	 crossing.	 Another	 advanced	
method,	which	 is	used	 in	one	part	of	 this	study	(see	Chapter	4),	 is	called	PTSD	and	
employs	 the	 following	 three	 parameters,	 which	 are	 based	 on	 the	 biophysical	
characteristics	of	spike	waveforms	to	identify	candidate	spike	profiles	(Maccione	et	al.,	
2009):	 (1)	 differential	 threshold	 (DT),	 (2)	 pulse	 lifetime	 period	 (PLP),	 and	 (3)	
refractory	period	(RP).	Once	a	peak	is	found,	the	algorithm	scans	the	signal	to	detect	
the	 maximum	 peak	 of	 opposite	 polarity.	 If	 these	 two	 peaks	 have	 an	 amplitude	
difference	greater	than	or	equal	to	the	DT,	these	peaks	are	considered	to	correspond	
to	a	spike,	and	the	algorithm	searches	for	an	RP	to	begin	the	search	for	a	new	spike.	
Once	 the	 time	 occurrence	 of	 the	 spikes	 has	 been	 detected,	 a	 new	 process	 is	
required	 to	 determine	 the	 units	 from	 each	 single	 action	 potential.	 The	 consequent	
method,	which	 is	called	 ‘spike	sorting’,	allows	for	more	than	one	spike	profile	 to	be	
detected	on	one	channel,	which	is	impossible	with	the	other	three	methods.	Thus,	spike	
sorting	is	the	grouping	of	detected	spikes	into	clusters	based	on	the	similarity	of	their	
shapes	 using	 different	 clustering	 methods	 (e.g.,	 PCA,	 SPC,	 etc.).	 The	 interpolated	



















monkeys	 could	 learn	 to	 consciously	 control	 the	 firing	 rate	of	 their	 cortical	neurons	
(Fetz,	1969).	During	the	 following	year,	Humphrey	et	al	 found	that	recordings	 from	
neurons	 could	 be	 used	 to	 predict	 and	 thus	 potentially	 drive	 arm	 movements	
(Humphrey	et	al.,	1970b).	Subsequent	groundbreaking	studies	have	demonstrated	this	
possibility;	 in	 1999,	 Chapin	 et	 al.	 showed	 that	 rats	 could	 control	 a	 robot	 arm’s	
trajectory	 via	 recordings	 from	 the	 motor	 cortex	 (Chapin	 et	 al.,	 1999).	 These	 early	
works	 laid	 the	 foundation	 for	 the	 field	 of	 neuroprosthesis,	 and	 devices	 have	 been	
designed	to	interact	with	the	nervous	system	and	restore	function.	Their	objective	is	
the	safe	and	efficient	completion	of	 functional	 tasks	 in	people	with	severe	paralysis	
when	motor	relearning	strategies	are	no	longer	amenable	(Cramer	&	Nudo,	2010).		
Neuroprosthesis	 for	 brain	 repair,	 such	 as	 brain	 modulators,	 brain–machine	
interfaces	(BMIs)	and	brain	prosthesis,	have	been	exponentially	developed	over	recent	
years.	 Brain	 modulators	 are	 devices	 that	 modulate	 brain	 patterns	 by	 means	 of	
externally	applied	current	or	magnetic	fields	or	by	electrical	stimulation	of	deep	brain	
structures	(deep	brain	stimulation	-	DBS)	(Figure	2.4.1(a)).	Traditionally,	these	devices	
were	 developed	 to	 treat	 movement	 disorders	 (e.g.,	 Parkinson’s	 disease	 (Duker	 &	
Espay,	 2013;	 Collomb-Clerc	 &	 Welter,	 2015)),	 epilepsy	 (Laxpati	 et	 al.,	 2014)	 and	
psychiatric	conditions	(such	as	obsessive-compulsive	disorder	and	major	depression	
(Berlim	et	al.,	2014)).	The	term	BMI	refers	to	a	device	that	interfaces	the	brain	with	a	




and	 have	 been	 successfully	 applied	 to	 paralyzed	 humans	 (Hochberg	 et	 al.,	 2012a;	
Bouton	et	al.,	2016;	Ajiboye	et	al.,	2017;	Panuccio	et	al.,	2018).	Brain	prostheses	are	
intended	 to	 be	 artificial	 systems	 directly	 connected	 with	 the	 brain	 to	 replace	 a	
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damaged	 area	 or	 bridge	 disconnected	 areas	 for	 the	 regaining	 of	 lost	 functionality	
(Figure	2.4.1(c)).	For	example,	the	device	may	be	used	to	reconnect	the	somatosensory	
and	motor	 cortical	 areas	 to	restore	 forelimb	movement	 impaired	by	brain	 injury.	A	
brain	prosthesis	implementing	an	architecture	following	a	closed-loop	reactive	policy	
has	 been	 presented	 for	 the	 first	 time	 by	 the	 Kansas	 University	 Medical	 Center	
(Guggenmos	et	al.,	2013).	Another	promising	example	is	represented	by	a	hippocampal	





Figure	 2.4.1:	 Neuroengineering	 devices	 used	 for	 brain	 repair.	 (a)	 Brain	modulator	 for	 DBS.	 The	 device	 is	
implanted	into	deep	brain	structures	and	may	be	based	on	open-	or	closed-loop	architecture.	(b)	A	BMI	conveys	the	











brain	 and	 nervous	 system.	 Even	 the	 endocrine	 system	 is	 under	 the	 control	 of	 the	




have	 definite	 side-effects	 because	 their	 action	 cannot	 be	 exactly	 localized	 to	 the	
defective	part	or	organ.	 In	 this	 context,	 electrical	 impulses	become	 the	mainstay	of	
medical	 therapy.	 Indeed,	 the	 following	 new	 approach	 has	 been	 envisioned	 for	 the	
treatment	of	many	diseases:	 the	Electroceutical	(Famm	et	al.,	2013;	Reardon,	2014;	
MAGAZINE	&	RADAR’S,	2015).	The	Electroceutical	is	considered	complementary	and	
helps	 pharmaceutical	 interventions	 by	 using	 electrical	 stimulation	 to	 alleviate	 or	
mitigate	 symptomatology	 and	 pathology.	 Thus,	 instead	 of	 administering	 drugs	 or	
performing	complex	procedures,	physicians	or	a	specific	portable	device	may	simply	
administer	 electrical	 stimulation	 targeting	 individual	 nerve	 fibers	 or	 specific	 brain	
circuits	to	treat	any	condition	(Mishra,	2017).	Thus,	the	neural	impulses	that	control	
the	body	will	be	entrained	to	regain	the	lost	function	and	reestablish	a	healthy	balance.	
Furthermore,	 a	 host	 of	 bodily	 activities	 could	 be	 regulated,	 including	 food	 intake,	
cardiac	activity,	pancreatic	activity,	and	liver,	kidney	or	spleen	functions.	In	some	cases,	
even	 inflammation	 could	 be	 controlled,	 and	 many	 pathologies,	 such	 as	 diabetes	
mellitus,	 obesity,	 hypertension,	 heart	 failure,	 and	 cerebrovascular	 and	 pulmonary	
diseases,	 could	 be	 corrected.	 Electroceutical’s	 most	 promising	 results	 have	 been	
achieved	 in	the	neuromodulation	 field.	Electroceutical	 in	neuromodulation	refers	 to	
interfacing	 and	 intervening	 with	 the	 nervous	 system	 through	 electrical	 and	
electromagnetic	 methodologies	 with	 the	 goal	 of	 long-term	 activation,	 inhibition,	
modification,	 and/or	 regulation	 of	 neural	 activity	 (Krames	 et	 al.,	 2009).	While	 oral	
medication	 and	 ablative	 neurosurgical	 procedures	 can	 achieve	 similar	 therapeutic	
outcomes,	 neuromodulation	 has	 the	 advantage	 of	 higher	 spatiotemporal	 precision	
than	 oral	 medication	 combined	 with	 reversibility,	 which	 is	 absent	 in	 ablative	
procedures.	 To	 date,	 neuromodulation	 has	 been	 used	 to	 treat	movement	 disorders	
(Parkinson’s	disease,	dystonia,	and	tremor),	tics	associated	with	Tourette	syndrome,	





system	for	 the	treatment	of	existing	 indications	and	emerging	 indications,	 including	
memory	 disorders,	 schizophrenia,	 addiction,	 eating	 disorders,	 hyperacusis,	 and	
traumatic	 brain	 injury	 (Johnson	 et	 al.,	 2013).	 The	 following	 are	 among	 the	 most	
important	neuromodulation	techniques:	
• Deep	 Brain	 Stimulation	 (DBS):	 DBS	 is	 an	 intracranial,	 electrical	
neuromodulation	 therapy	 that	 has	 FDA	 approval	 for	 the	 treatment	 of	
medication-refractory	 Parkinson’s	 disease	 and	 essential	 tremor	 and	 has	
humanitarian	 device	 exemption	 for	 the	 treatment	 of	 dystonia	 and	 severe	
obsessive-compulsive	disorder.	DBS	therapy	involves	surgical	implantation	of	
a	lead	of	electrodes	into	a	nucleus	or	fiber	tract	within	the	brain.	
• Intracranial	 Cortical	 Stimulation:	This	 technique	 has	 become	 an	 increasingly	
popular	 investigational	approach	for	 the	treatment	of	patients	with	epilepsy,	





decade	 as	 a	 noninvasive	 tool	 for	 modulating	 the	 excitability	 of	 the	 cortex.	
Current	 flows	across	the	cortex	 from	the	negatively	polarized	cathode	to	the	
positively	polarized	anode.	This	technique	has	shown	promising	results	in	the	
treatment	 of	 several	 neuropsychiatric	 conditions,	 including	 schizophrenia,	
addiction	and	depression.	
• Transcranial	 Magnetic	 Stimulation	 (TMS):	 TMS	 is	 a	 non-invasive	
neuromodulation	therapy	that	is	currently	FDA	approved	for	the	treatment	of	
medication-refractory	 depression	 and	 the	 stimulation	 of	 peripheral	 nerves.	
TMS	 is	 also	 emerging	 as	 a	 possible	 therapeutic	 intervention	 for	 stroke	
rehabilitation,	 schizophrenia,	 and	 other	 conditions	 affecting	 the	 brain.	 In	
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contrast	 to	 invasive	 neuromodulation	 techniques,	 TMS	 does	 not	 require	
surgical	 intervention.	 Instead,	 a	 pulsed	 current	 is	 discharged	 through	 a	 coil	







Neuroprosthetic systems can be implemented with different configurations (for a 
review, see (Greenwald et al., 2016) depending on the modality used to interface the brain 
with the external device. First, a distinction should be made between open-loop and 
closed-loop architectures, both of which involve two systems, i.e., a device (D) and a brain 
or neural preparation (B), characterized by their specific I/O functions (ID/OD for the device 
and IB/OB for the brain) (Panuccio et al., 2018). In open-loop systems (Figure 2.4.2A), the 
output of the device (OD) consists of a stimulus (e.g., electrical pulse), which is directly 
delivered to the brain (IB = OD). The brain processes the incoming information (IB) and 
produces an output response (OB). The input to the device (ID) can be any function 
determining the features of the stimulation sequence; however, this input is not modulated 
by any feedback from the brain. Closed-loop devices are based on feedback as follows 
(Figure 2.4.2B): the output of the brain (OB), which consists of ongoing brain activity or its 
processed version, serves as the input for the device (ID = OB), which triggers the device 
operation. The output of the device (OD) is the input to the brain (IB = OD). This system 







Many neuroprosthetic systems have an open-loop configuration (Moro et al., 1999; 
Molinuevo et al., 2000), which does not respond to unexpected internal or external 
perturbations (Blaha & Phillips, 1996; Lee et al., 2006). Indeed, in open-loop 
neuroprosthetics, the system output has no effect on the input to the nervous system 
(Vassileva et al., 2018), while in closed-loop configurations, the feedback signal can be 
used to both control and adjust the whole system behavior (Berenyi et al., 2012; Xu et al., 








Another	 critical	 step	 for	 the	 development	 of	 neuroprosthetic	 devices	 was	 the	





with	 motion	 similar	 to	 that	 of	 a	 real	 limb	 or	 controlling	 complex	 computer	 user	





a	 single	 electrode	 site	 at	 each	 shank.	 The	 shanks	 can	 be	 cut	 at	 different	 lengths	 to	
sample	 from	 different	 cortical	 layers.	 There	 are	 also	 silicon-based	 probes	 that	 can	
contain	multiple	electrode	sites	on	a	single	shank,	enabling	recording	from	an	entire	
cortical	column.	
The	 increase	 in	 the	number	of	channels	require	a	corresponding	 increase	 in	 the	
computing	power.	As	more	channel	are	used	for	algorithms	used	to	determine	output,	
it	 is	 necessary	 to	 record	 the	 output	 of	 each	 channel	 and	 then	 run	 the	 decoding	
algorithm	 and	 generate	 an	 output	 in	 near-real	 time.	 As	 the	 decoding	 strategies	
improved	over	time,	the	algorithms	used	for	decoding	became	more	complex,	and	the	
predictors	of	movement	were	refined.	This	improvement	has	resulted	in	an	array	of	
successful	 Brain	 Machine	 Interfaces	 (BMI’s),	 including	 the	 control	 of	 robotic	 arms,	
computer	cursors,	and	speech	(Carmena	et	al.,	2003;	Hochberg	et	al.,	2006b;	Guenther	
et	al.,	2009;	Brumberg	et	al.,	2011;	Hochberg	et	al.,	2012b).	Usually,	the	decoding	of	
signals	 in	 these	 devices	 occurs	 in	mainly	 one	 direction,	 but	 their	 design	 includes	 a	




to	 a	 pseudo-closed-loop	 brain	machine	 interface.	 There	 has	 been	 a	 recent	 push	 to	
integrate	 closed-loop	 systems	 in	 the	 design	 of	 BMIs	 (O'Doherty	 et	 al.,	 2009;	









which	the	activity	of	one	M1	neuron	 tuned	to	a	 certain	direction	 is	paired	with	 the	
stimulation	 of	 another	 neuron	 in	M1	 tuned	 to	 a	 different	 direction	 (Jackson	 et	 al.,	
2006).	 These	 investigators	 were	 able	 to	 alter	 the	 trajectory	 of	 movement	 in	 the	
direction	 of	 the	 recorded	 neuron,	 indicating	 that	 activity-dependent	 pairing	 can	 be	
useful	for	making	artificial	connections	within	M1.	Another	set	of	studies	have	shown	
that	non-human	primates	can	use	the	activity	in	M1	to	drive	motion	toward	a	target	
chosen	 by	 stimulation	 triggers	 in	 the	 somatosensory	 cortex	 (Dzirasa	 et	 al.,	 2011;	
O’Doherty	et	al.,	2011).	These	studies	created	a	method	for	a	closed-loop	system	to	
target	 a	 section	 and	 movement	 potentially	 independent	 of	 external	 cues.	 These	
previous	 examples	 utilize	 BMBIs	 (brain	 machine	 to	 brain	 interfaces)	 for	
communication	 within	 a	 cortical	 area	 or	 between	 areas	 in	 normal	 subjects.	 This	
localized	 communication	 can	 potentially	 be	 altered	 by	 small	 changes	 in	 synaptic	
efficacy	between	the	recorded	and	stimulated	sites.	
For	the	first	time,	Guggenmos	et	al.	used	a	BMBI	for	the	treatment	of	brain	injury	















The	 purpose	 of	 this	 work	 was	 to	 establish	 an	 alternative	 cortico-cortical	
communication	between	distant	areas	within	the	cortex.	The	authors	demonstrated	
better	efficacy	 in	 terms	of	behavioral	 recovery	using	a	neuronal	 guided	stimulation	
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The	 materials	 and	 methods	 used	 during	 my	 PhD	 work,	 i.e.,	 the	 experimental	
groups,	 the	 surgical	 procedures	 and	 the	 systems	 used	 to	 perform	 the	 in	 vivo	
experiments,	 are	 discussed.	 Finally,	 an	 overview	 of	 the	 data	 analysis	 that	 was	
implemented	 to	evaluate	 the	 changes	 in	neural	 activity	under	 specific	 conditions	 is	
presented.	
3.1. In	 vivo	 recording	 and	 stimulation	
procedure	
Under	the	framework	of	this	thesis	work,	I	performed	three	different	experimental	
in	vivo	procedures	 to	evaluate	and	 test	 the	ability	of	different	 types	of	 intracortical	




































facilitate	 access	 to	 the	 cisterna	magna	 or	 upper	 spinal	 vertebrae.	 To	 control	 brain	
edema	 after	 craniectomy,	 the	muscles	 of	 the	 neck	 overlying	 the	 cisterna	magna	 or	
between	the	upper	vertebrae	were	reflected,	and	a	small	puncture	was	made	 in	the	
spinal	dura	(foramen	magnum	or	between	the	atlas	and	axis	vertebrae)	to	allow	for	
CSF	 drainage.	 This	 drainage	 is	 necessary	 as	 we	 found	 that	 mannitol	 is	 largely	
ineffective	in	controlling	cortical	edema	in	rats.	The	temporalis	muscle	was	retracted,	
and	 a	 craniectomy	was	performed	 over	 the	 primary	motor	 CFA	 and	 premotor	RFA	
cortical	areas.	The	dura	was	removed	to	facilitate	the	electrophysiological	procedures,	
and	the	cortex	was	covered	with	sterile	silicone	oil.	
In	 the	 Healthy	 Anesthetized	 and	 Injured	 Anesthetized	 animals,	 euthanasia	was	
performed	 at	 the	 end	 of	 each	 experiment	 by	 administering	 a	 lethal	 dose	 of	




required	 postoperative	 care	 for	 up	 to	 5	 days	 after	 surgery	 before	 starting	 the	
experimental	protocol.	
All	procedures	conformed	to	the	Guide	for	the	Care	and	Use	of	Laboratory	Animals	




and	 the	 intracortical	 microstimulation	 (ICMS)	 technique	 was	 applied	 (Kleim	 et	 al.,	
1998).	A	tapered	glass	micropipette	with	a	sharply	beveled	tip	of	~10-25	μm	diameter	
was	 filled	with	3.5	M	NaCl	 and	 introduced	 into	 the	 cortex.	 An	 image	 of	 the	 surface	
vasculature	was	obtained	and	displayed	on	a	computer	monitor.	A	 fine	grid	pattern	
was	superimposed	over	the	surface	vasculature	image,	which	served	as	a	reference	for	
the	 site	 of	 the	 micropipette	 insertion	 points.	 The	 micropipettes	 were	 advanced	
perpendicular	to	the	cortical	surface	to	a	depth	of	~1750	μm	to	maximally	stimulate	
the	descending	pyramidal	cells	in	cortical	Layer	V.	The	stimulation	pulses	included	50	
ms	 trains	 of	 200	 μs	 monophasic	 cathodal	 pulses	 delivered	 at	 350	 Hz	 and	 were	
generated	and	delivered	through	the	micropipettes.	 Identification	of	 the	motor	 field	




























kΩ	 (contact	 6,	 activated	A1x16-5mm-100-703-A16,	NeuroNexus)	was	 positioned	 at	
1600	µm	and	used	to	deliver	the	stimulation.	
In	 the	Healthy	Awake	 animals,	 six	 holes	were	 created	 for	 the	 skull	 screws	 and	
anchoring	rod	using	a	small	drill	bit.	The	skull	screws	were	implanted	into	the	parietal	
bones,	and	an	anchoring	rod	was	implanted	into	the	intraparietal	bone.	The	screws	and	
rod	 were	 further	 secured	 with	 dental	 acrylic.	 A	 four-shank,	 sixteen-contact	 site	





shank,	 sixteen-contact	 electrode	 (A4x4-3mm-100-125-177-CM16LP,	 NeuroNexus)	
optimized	for	stimulation	was	chronically	implanted	into	the	S1	forepaw	field	and	fixed	











venous	 and	 arterial	 vasoconstrictor,	was	 injected	~	 1.5	mm	below	 the	 pial	 surface	












the	 electrophysiological	 activity	 in	 distant	 cortical	 brain	 regions,	 an	 appropriate	
analytical	 investigation	should	be	performed	before	and	after	 the	stimulation.	Thus,	





loop	 system	 and	RS	 in	 an	 open-loop	system	 in	 healthy	 anaesthetized	 rats.	 In	 these	
experiments,	 three	 one-hour	 stimulation	 sessions	 were	 interleaved	 with	 four	 ten-















	 BF	 FL	 RS	 ADS	 CTRL	
#	Rats	 11	 10	 5	BF,	5	FL	 6	BF,	5	FL	 4	






























































The	 University	 of	 Kansas	 Medical	 Center	 Institutional	 Animal	 Care	 and	 Use	
Committee	(IACUC)	approved	the	animal	protocols,	which	adhered	to	the	Guide	for	the	















The	 Tucker-Davis	 Technologies	 (TDT)	 system	 has	 been	 used	 for	 both	 Healthy	
Anesthetized	and	Healthy	Awake	protocols	at	 the	Kansas	University	Medical	Center	
(KUMED,	 Dr.	 Nudo's	 Cortical	 Plasticity	 Laboratory),	 while	 the	 Intan	 Technologies	
system	has	been	employed	in	Injured	Anesthetized	experiments	at	the	Italian	Institute	
of	Technology	 (IIT,	Dr.	Chiappalone’s	Laboratory).	The	 specific	 components	of	both	
systems	used	are	listed	below.	
Tucker	Davis	System	(TDT)	
The	 whole	 acquisition	 system	 used	 for	 the	 Healthy	 Awake	 and	 Healthy	
Anaesthetized	 experiments	 consists	 of	 i)	 one	 active	 headstage	 and	 one	 passive	
headstage	designed	for	direct	connection	to	acute	NeuroNexus	probes,	 ii)	a	Medusa	
preamplifier	 for	 the	 recorded	 signals,	 iii)	 a	 stimulus	 isolator,	 iv)	 a	 processor	 base	




with	~	5	uV	 rms	noise	 floor	and	connects	directly	 to	a	Medusa	preamplifier	
using	a	standard	25-pin	connector. 
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B. The	 Medusa	 Preamplifiers	 are	 low-noise	 digital	 bioamplifiers.	 The	 system	









used	 with	 one	 of	 TDT's	 stimulus	 isolators	 (MS16)	 to	 comprise	 a	 complete	
microstimulation	system.	





loaded	 to	 the	 processor	 through	 TDT	 run-time	 applications	 or	 custom	
applications.	This	software	package	allows	the	processing	of	data	in	Real-Time	
with	TTank	Engine,	enabling	the	user	to	change	the	system	configuration	with	









In	 the	 Injured	Anesthetized	experiment,	 I	used	 the	 Intan	Stimulation/Recording	
System.	This	system	comprises	a	modular	family	of	components	that	allows	users	to	
record	biopotential	signals	from	up	to	128	low-noise	amplifier	channels	and	generate	





of	 the	 headstages,	 configures	 the	 stimulation	 parameters,	 and	 streams	 data	 to	 the	
screen	and	disk	in	real	time	at	user-selected	sampling	rates	of	20,	25,	or	30	kS/s.	Two	
stimulation/recording	 headstages	 were	 used	 in	 this	 study,	 and	 each	 headstage	
included	one	Intan	RHS2116	stimulator/amplifier	chip	for	a	total	of	16	channels	each.	















Local	 Field	 Potentials	 (LFPs)	 and	 Single-Unit	 Activity	 (SUA).	 The	 LFPs,	 which	 are	
believed	 to	 be	 generated	 by	 neuronal	 currents	 in	 the	 local	 neighborhood	 of	 the	
recording	 probe,	 constitute	 the	 low-frequency	 components	 (<	 300	 Hz)	 of	 the	 raw	
signal.	 Fluctuations	 in	 the	membrane	potential	 reflect	 input	 from	a	 specific	 cortical	




SUA,	which	 constitutes	 the	high-frequency	portion	 (>300	Hz)	of	 the	 raw	signal,	
represents	the	spiking	of	local	neurons	near	the	recording	electrode	(Burns	et	al.,	2010;	
Buzsaki	et	al.,	2012).	In	most	experiments	with	single	unit	recording,	the	output	of	the	
cortical	 area	 recorded	 is	 represented	 by	 the	 activity	 of	 large	 pyramidal	 cells	
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(Logothetis,	2003).	Their	activity	can	be	evaluated	after	 the	detection	of	 the	spiking	























In	 general,	 a	 spike	 train	 can	 be	 detected	 by	 applying	 different	 types	 of	 Spike	
Detection	 algorithms	 to	 the	 raw	 data	 (Chapin	 et	 al.,	 1999;	 Wessberg	 et	 al.,	 2000;	
DeMarse	et	al.,	2001;	Marom	&	Shahaf,	2002).	
In	 this	 study,	 we	 developed	 and	 increasingly	 optimized	 different	 methods	 to	
maintain	the	use	of	state-of-the-art	Spike	Detection	methods	under	each	experimental	
condition.	In	the	Healthy	Anaesthetized	group,	a	custom	spike	detection	algorithm,	i.e.,	
Precise	Timing	Spike	Detection	 (PTSD),	which	was	originally	developed	 for	 in	vitro	
data,	was	applied	to	in	vivo	data	and	used	to	discriminate	spike	events	(Maccione	et	al.,	
2009).	 In	 the	 Healthy	 Awake	 and	 Injured	 Anesthetized	 groups,	 a	 custom	MATLAB	
script	 was	 used	 to	 identify	 the	 peaks	 in	 the	 extracellular	 electrical	 fields	 that	
corresponded	to	action	potentials	from	nearby	neurons.		
Once	the	spikes	were	detected,	a	spike	sorting	procedure	was	used	to	group	the	
detected	 spikes	 into	 clusters	 based	 on	 the	 similarity	 of	 their	 shapes	 using	








MATLAB-based	 graphical	 user	 interface	was	 developed	 to	 evaluate	 both	 the	 direct	
effect	 of	 the	 stimulation	 (Stim	periods)	 and	 its	 effect	 on	 the	 periods	 of	 quiescence	


























of	 ICMS	 (ISR).	 As	 shown	 in	 Figure	 3.2.5,	 a	 cross-correlation	 analysis	 (I/O	









during	 the	 first	 period	 of	 basal	 recording	 (pre-stimulation,	 Basal1),	 and	 the	
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stimulation	train	in	this	case	was	chosen	as	the	firing	of	the	single	unit	selected	
to	 trigger	 the	 stimulation,	 which	 was	 10-ms	 shifted	 ahead	 to	 replicate	 the	
stimulation	effect	during	the	basal	period.	Thus,	the	compensation	factor	𝑀𝑋51	



























• Post-Stimulus	 Time	 Histogram	 (PSTH):	 To	 evaluate	 the	 effect	 of	 a	 series	 of	
stimuli	delivered	to	a	neuronal	culture,	the	so-called	PSTH	was	computed	(Kass	
et	al.,	2005;	Baljon	et	al.,	2009).	The	spike	trains	evoked	by	the	repeated	delivery	
of	 the	 same	 stimulus	 are	 not	 identical;	 thus,	 the	 PSTH	 represents	 the	mean	
response	of	one	or	more	cells	evoked	by	a	specific	stimulation	pattern,	i.e.,	the	
PSTH	 reports	 the	 firing	 probability	 as	 a	 function	 of	 time	 starting	 from	 the	









































Prior	 to	 calculating	 the	 Pearson	 correlation	 coefficients	 between	 the	 power	
spectra	of	the	sources,	the	signals	were	orthogonalized.	Spurious	instantaneous	
correlations	 were	 removed,	 allowing	 for	 the	 emergence	 of	 real	 correlation	
patterns	(for	further	details	see	(Hipp	et	al.,	2012;	Siems	et	al.,	2016));	then,	the	
power	 spectra	 were	 calculated,	 log-transformed	 to	 work	 with	 Gaussian	
distributions,	 and	 correlated	 in	 both	 orthogonalization	 directions.	 Thus,	
adjacency	matrix	𝐴𝐷𝐽𝑖𝑗	(𝑓)	was	obtained	for	each	frequency	𝑓,	bin	(1	Hz)	in	the	
range	 (1-130)	Hz.	The	 correlation	values	of	 the	 typical	LFP	 frequency	 bands	
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This	 chapter	describes	 the	main	 results	obtained	 in	 the	 first	set	of	 experiments	
performed	 at	 Kansas	 University	 in	 2015.	 In	 particular,	 the	 characterization	 of	 the	
changes	in	intra-cortical	neuronal	activity	induced	by	the	ADS	treatment	using	Healthy	




Focal,	 invasive	 electrical	 stimulation	 techniques	 such	 as	 intracortical	
microstimulation	(ICMS)	and	deep	brain	stimulation	(DBS)	have	the	ability	to	target	
and	 directly	 activate	 a	 relatively	 small	 population	 of	 neurons	 compared	 to	 non-
invasive	techniques	such	as	transcranial	magnetic	stimulation	(TMS)	or	transcranial	
direct	current	stimulation	(tDCS).	While	ICMS	is	typically	employed	in	invasive	animal	
studies,	 focal	 properties	 of	 invasive	 electrical	 stimulation	 have	 made	 DBS	
advantageous	 for	 implementation	 into	 clinical	 tools	 for	 treating	 a	 variety	 of	
neurological	 conditions	 such	 as	 epileptic	 seizures	 (Kerrigan	 et	 al.,	 2004;	 Lee	 et	 al.,	
2006;	Fisher	et	al.,	2010;	Morrell,	2011)	and	Parkinson’s	disease	(Anderson	et	al.,	2005;	
Deuschl	et	al.,	2006;	Bronstein	et	al.,	2011;	Weaver	et	al.,	2012;	Little	et	al.,	2013).	ICMS,	
specifically,	 is	also	being	 investigated	 for	 the	direct	 treatment	of	conditions	such	as	
pain	and	depression	among	others,	and	 in	brain-computer	 interfaces	to	augment	or	
restore	 lost	 function	 after	 injury,	 such	 as	 for	 visual	 (Dobelle	 &	Mladejovsky,	 1974;	
Schmidt	 et	 al.,	 1996;	 Bradley	 et	 al.,	 2005;	 Torab	 et	 al.,	 2011;	Davis	 et	 al.,	 2012)	 or	




much	 less	 information	 on	 how	 focal	 stimulation	 impacts	 areas	 distant	 from	 the	
immediate	spread	of	the	electrical	current	or	across	multi-synaptic	pathways.	This	is	
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an	 important	 consideration,	 as	 these	stimulated	 regions	are	not	 isolated	 (Fox	 et	al.,	
2014)	but	have	anatomical	connections	with	several	other	regions	within	the	brain.	
The	 effectiveness	 of	 treatments	 that	 rely	 on	 focal	 electrical	 stimulation	 are	 likely	
dependent	 on	 the	modulation	of	 these	 pathways	 but	 there	 are	 still	 open	 questions	
about	how	this	stimulation	affects	the	firing	patterns	within	these	distant	regions.	
The	impact	of	focal	electrical	stimulation	on	distant	brain	regions	may	be	even	




which	 repeated	 concomitant	 firing	 of	 two	 neurons	 will	 strengthen	 the	 connection	
between	 them.	 In	 closed-loop	systems,	 secondary	neuronal	 firing	 is	 induced	via	 the	
stimulation.	By	artificially	pairing	spike-firing	in	one	populations	of	neurons	with	focal	
electrical	stimulation	of	a	second	population	of	neurons,	it	may	be	possible	to	shape	
the	efficacy	of	 specific	neural	pathways	 in	 vivo	 (Jackson	 et	al.,	 2006;	Rebesco	 et	al.,	
2010;	Rebesco	&	Miller,	2011;	Guggenmos	et	al.,	2013;	Nishimura	et	al.,	2013a).		
The	 purpose	 of	 the	 present	 study	was	 to	 determine	 if	 neural	 firing	 patterns	 in	
distant	 regions	 are	 altered	 in	 response	 to	 short-duration	 stimulation	 sessions	 in	
anesthetized	rats.	To	model	a	relevant	system	in	vivo,	the	rostral	forelimb	area	(RFA),	
a	 premotor	 area,	 was	 used	 for	 neural	 recordings	 while	 either	 closed-loop	 ADS	 or	
random	stimulation	(RS)	was	delivered	to	somatosensory	cortex	(S1),	either	in	the	S1	
forelimb	 area	 (S1FL)	 or	 the	 S1	 barrel	 field	 (S1BF).	 These	 areas	 share	 reciprocal	





more	 controlled	 conditions	 of	 an	 anesthetized	 preparation,	 enabling	 us	 to	 assess	
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alterations	 in	 RFA	 spike	 firing	 patterns	 over	 single	 stimulation	 sessions.	 This	
preparation	 allowed	 us	 to	 more	 readily	 test	 various	 parameters	 such	 stimulation	
condition	(ADS	or	RS)	and	stimulation	location	(S1FL	or	S1BF).	Because	these	regions	
are	functionally	and	anatomically	connected,	the	results	may	be	generalizable	to	other,	
similarly	 interconnected	 regions.	 Understanding	 changes	 in	 neuronal	 activity	 in	
distant	 areas	 in	 response	 to	 focal	 closed-loop	 and	 random	 ICMS	may	 lead	 to	more	
effective	brain	stimulation	protocols	that	target	functional	connectivity	within	specific	





All	 experiments	 were	 approved	 by	 the	 University	 of	 Kansas	 Medical	 Center	
Institutional	Animal	Care	and	Use	Committee.	A	total	of	23	adult,	male	Long-Evans	rats	

















S1	BF	 4	/	113	 6	/	180	 -	 10	/	293	
S1	FL	 4	/	103	 5	/	114	 4	/	81	 13	/	298	




resected	 over	 the	 extent	 of	 the	 opening.	 Silicone	 oil	 (dimethylpolysiloxane)	 was	
applied	to	the	cortical	surface	to	avoid	desiccation	and	facilitate	electrophysiological	





Plantation,	FL,	USA)	where	a	250	µm	virtual	 grid	was	overlaid	onto	 the	 image.	The	
location	of	RFA	was	determined	using	standard	ICMS	protocols	(Kleim,	2003).	Briefly,	




joint	 was	 observed,	 up	 to	 a	 maximum	 current	 of	 80µA.	 Sites	 were	 sampled	 at	 a	
resolution	of	250µm	between	locations.	RFA	was	defined	as	the	region	in	the	frontal	





slight	 indentation	of	 the	 skin	or	vibrissae	brushing.	A	 single-shank,	 sixteen-channel	
Michigan	 style	 electrode	 (A1x16-5mm-100-703-A16,	 NeuroNexus,	 Ann	 Arbor,	 MI,	
USA)	was	 lowered	 to	a	maximum	depth	of	~1700	µm	and	attached	 to	 a	unity	gain	
headstage	 connected	 to	 a	 digitizing	 pre-amplifier	 and	 piped	 to	 a	 processing	 unit	




was	 defined	 as	 the	 region	 where	 a	 consistent,	 short-latency	 spike	 discharge	 was	
evoked	in	response	to	light	stimulation	of	a	small	receptive	field	on	the	wrist,	paw	or	





microelectrode	 probe	 (A4x4-5mm-100-125-703-A16,	 NeuroNexus,	 Ann	 Arbor,	 MI,	
USA)	was	placed	within	RFA	at	a	depth	of	~1600	µm	for	recording	purposes	(Figure	
4.2.1A).	 An	 active	 unity	 gain	 connector	 was	 attached	 to	 the	 probe	 and	 connected	
through	a	preamplifier	for	recording	(Tucker-Davis	Technologies	-	TDT,	Alachua,	FL,	
USA).	Passband	filtered	data	(300-5000Hz)	underwent	online	spike	detection	using	a	
principal	 component	 sorting	 algorithm	 through	which	 neural	 data	 could	 be	 sorted	










neuronal	 tissue	 itself	 (Rajan	et	al.,	2015).	Stimulation	pulses	were	delivered	using	a	
stimulus	 isolator	 and	 a	 passive	 headstage	 (MS16	 Stimulus	 Isolator,	 Tucker-Davis	
Technologies	-	TDT,	Alachua,	FL,	USA).	
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Rats	 were	 randomly	 assigned	 to	 one	 of	 four	 experimental	 groups	 based	 on	
stimulation	condition	(activity-dependent	stimulation,	ADS	or	random	stimulation,	RS)	
and	stimulation	location	(S1	forelimb	area,	FL	or	S1	barrel	field,	BF).	Thus,	each	rat	was	






































custom	MATLAB	 (The	Mathworks,	Natick,	MA,	USA)	 scripts.	 A	 custom	offline	 spike	
detection	 algorithm,	 Precise	 Timing	 Spike	 Detection	 (Maccione	 et	 al.),	 was	 used	 to	
discriminate	spikes	(Maccione	et	al.,	2009)	followed	by	superparamagnetic	clustering	
(Blatt	 et	 al.,	 1996;	 Quiroga	 et	 al.,	 2004)	 to	 sort	 the	 detected	 spikes.	 A	 supervised	
discrimination	method	was	used	to	singularly	validate	the	spike	profiles.	
Mean	Firing	Rate	(MFR)	
The	 neuronal	 firing	 rates	 were	 evaluated	 before	 and	 after	 the	 stimulation	 by	
calculating	the	mean	firing	rate	in	each	period.	Neurons	whose	firing	rate	was	less	than	
0.01	spikes/s	were	discarded.	Determination	of	whether	the	difference	in	firing	rates	
between	 two	 time-points	 for	 a	 given	 unit	 significantly	 deviated	 from	 a	 null	 (zero	
centered)	distribution	was	calculated	using	a	bootstrapping	method	(Slomowitz	et	al.,	
2015).	The	two	time	segments	to	be	compared	(Basali,	Basali+1;	 i=1:3)	were	divided	





The	 temporal	patterns	of	 spike	 activity	 exhibited	 in	RFA	was	 evaluated	using	 a	
revised	 version	 of	 Lv	 parameter,	 namely	 LvR	 (Local	 Variation	 compensate	 for	
Refractoriness),	 as	 proposed	 in	 (Shinomoto	 et	 al.,	 2009).	 LvR	 measures	 the	 local	
variation	of	the	ISI	and	describes	the	intrinsic	firing	irregularity	of	individual	neurons,	
not	being	confounded	by	firing	rate	fluctuations	(Shinomoto	et	al.,	2009).	This	metric	





Post-Stimulus	 Time	 Histograms	 –	 PSTH	 (Rieke	 et	 al.;	 Rieke,	 1999)	 (1	 ms	 bins,	
normalized	over	the	total	number	of	stimulation	pulses)	of	stimulus-associated	action	
potentials	 of	 each	 sorted	 unit	 were	 calculated	 during	 the	 28ms	 following	 stimulus	
pulses	delivered	from	either	S1FL	or	S1BF.	The	area	under	the	normalized	PSTH	curve	










In	 this	 model,	 the	 subjects	 were	 the	 recorded	 neurons	 from	 each	
rat	>𝑛𝑒𝑢𝑟𝑜𝑛	(𝑟𝑎𝑡)C.	 The	 model	 included	 two	 fixed	 between-subject	 factors:	 the	
stimulation	condition	(with	three	levels	for	factor	𝑆𝑡𝑖𝑚𝐶𝑜𝑛𝑑:	RS,	ADS	and	CRTL)	and	
the	stimulation	location	or	Area	(with	two	levels	for	factor	𝐴𝑟𝑒𝑎:	S1FL	and	S1BF).	The	
outcome	 was	 a	 variable	 measured	 at	 four	 fixed	 time	 points	 (within-subject	 factor	
𝑇𝑖𝑚𝑒).	The	model	also	included	the	interactions	of	second	and	third	order	among	the	








the	 expected	 values	 of	 the	 basal	 period	 recorded	 at	 the	 time	 𝑡,	with	 the	 stimulus	 s	
applied	 to	 the	 area	 a,	 was:	 𝜇 + 𝜏? + 𝛼Z + 𝜎/ + 𝛿?,Z + g?,/ + 𝜀Z,/ + 𝛾?,Z,/,	 where	 the	
parameters	𝜏? ,	with	𝑡 ∈ {1, 2, 3, 4},	referred	to	factor	𝑇𝑖𝑚𝑒,	the	parameters	𝛼Z,with	𝑎 ∈
{𝐹𝐿, 𝐵𝐹}	,	 referred	 to	 factor	 𝐴𝑟𝑒𝑎,	 the	 parameters	𝜎/,with	𝑠 ∈ {𝐴𝐷𝑆, 𝑅𝑆, 𝐶𝑇𝑅𝐿},	













4.3.1. ICMS	 results	 in	 increased	 firing	 rate	 in	 a	
distant	cortical	area	
First,	mean	 firing	 rate	 (MFR)	was	 compared	between	 the	 initial	basal	period	
(Basal0)	 and	 subsequent	 basal	 periods	 (Basal1,	 Basal2,	 and	Basal3)	 following	 each	










to	 examine	 multiple	 post-stimulation	 basal	 periods	 in	 each	 animal.	 This	 approach	
provided	 not	 only	 greater	 statistical	 power,	 but	 allowed	 us	 to	 examine	 cumulative	
changes	in	firing	rate	in	successive	basal	periods.	In	control	(CTRL)	experiments,	no	
significant	differences	were	 found	 in	MFR	between	any	of	 the	basal	periods	(Figure	
4.3.1B	and	Table	4.3.2).	In	contrast,	MFR	was	significantly	increased	in	5	of	6	RS,	and	6	
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of	 6	 ADS	 basal	 period	 comparisons.	 The	 only	 exception	 was	 the	 Basal3	 vs.	 Basal0	
comparison	for	RS	in	BF.		
It	 is	 important	 to	 note	 that	 both	ADS	 and	RS	generally	 induced	 a	 significant	
increase	in	firing	rate	in	subsequent	basal	periods	with	respect	to	control	experiments,	
regardless	 of	 any	observed	 differences.	 As	 reported	 in	 Table	 4.3.2	 (see	Table	 4.3.2,	
StimCond*Area*Time,	ADS/RS	 vs	 CTRL),	 in	 the	 ADSBF	 group,	MFR	was	 significantly	
lower	 than	 in	 the	CTRL	group	during	Basal	0,	but	 showed	significantly	higher	MFR	
























Effect	 Num	DF	 Den	DF	 F	Value	 Pr>F	
Area	 1	 560	 0.21	 0.6460	
StimCond	 2	 560	 10.19	 <.0001	
StimCond*Area	 1	 560	 33.86	 <.0001	
Time	 3	 560	 34.91	 <.0001	
StimCond*Time	 6	 560	 23.68	 <.0001	
Area*Time	 3	 560	 9.51	 <.0001	








Effect	 Stim	 Area	 Time	
(Basal)	
Estimate	 StdError	 p-value	
StimCond	 RS	vs	ADS	 	 	 0.56	 0.18	 0.0019	
Area	 	 BF	vs	FL	 	 1.80	 0.33	 <.0001	
StimCond*Area*Time	
CTRL	 FL	
1	vs	0	 -0.12	 0.20	 0.542	
2	vs	0	 -0.18	 0.21	 0.394	
3	vs	0	 -0.10	 0.22	 0.638	
ADS	
BF	
1	vs	0	 1.23	 0.11	 <.0001	
2	vs	0	 1.39	 0.13	 <.0001	
3	vs	0	 1.97	 0.14	 <.0001	
FL	
1	vs	0	 1.05	 0.16	 <.0001	
2	vs	0	 0.51	 0.16	 0.002	
3	vs	0	 1.05	 0.19	 <.0001	
RS	
BF	
1	vs	0	 0.47	 0.18	 0.0097	
2	vs	0	 0.84	 0.19	 <.0001	
3	vs	0	 0.25	 0.20	 0.2169	
FL	
1	vs	0	 1.61	 0.15	 <.0001	
2	vs	0	 1.49	 0.16	 <.0001	
3	vs	0	 1.20	 0.17	 <.0001	
ADS	vs	CTRL	
BF	 0	 -1.11	 0.33	 0.0007	
FL	 034	 0.36	 0.3464	
BF	 1	 0.24	 0.28	 0.3868	
FL	 1.51	 0.30	 <.0001	
BF	 2	 0.45	 0.29	 0.1177	
FL	 1.02	 0.31	 0.0010	
BF	 3	 0.96	 0.30	 0.0013	
FL	 1.49	 0.33	 <.0001	
RS	vs	CTRL	
BF	 0	 1.24	 0.38	 0.0011	
FL	 -0.57	 0.35	 0.1095	
BF	 1	 1.82	 0.32	 <.0001	
FL	 1.17	 0.30	 0.0001	
BF	 2	 2.26	 0.33	 <.0001	
FL	 1.10	 0.31	 0.0004	
BF	 3	 1.59	 0.34	 <.0001	
FL	 0.74	 0.32	 0.0214	
RS	vs	ADS	 BF	 0	 2.35	 0.30	 <.0001	
FL	 -0.90	 0.31	 0.0036	
	 116	
	
We	 also	 calculated	 the	 proportion	 of	 units	 (i.e.,	 neurons)	whose	 firing	 rates	
significantly	increased,	decreased	or	remained	constant	after	the	stimulation	protocol	
(i.e.,	Basal1,	Basal2,	Basal3)	with	respect	to	the	initial	basal	period	of	recordings	(i.e.,	
Basal0,	 Figure	 4.3.2A,	 4.3.2B).	 Both	 stimulation	 conditions	 induced	 a	 significantly	







the	 initial	 basal	 period.	 ADS	 consistently	 showed	 an	 increase	 in	MFR	over	 time,	 in	
contrast	to	RS	which	showed	an	increase	in	MFR,	but	not	for	all	of	the	experimental	
conditions	and	in	sharp	contrast	to	CTRL	which	never	exhibited	an	increase	in	MFR.	

















local	 variation	 of	 the	 inter-spike	 interval	 (ISI),	 to	 ‘classify’	 the	 type	 of	 spike-firing	
pattern	(e.g.,	‘Bursty’,	‘Random’	and	‘Regular’)	of	the	recorded	neurons	in	RFA	during	







Figure	 4.3.3:	 (A)	 Example	 spike	 sequences	 of	 representative	 neurons	 with	 LvR	 of	 0.5	 (Regular,	 red),	 1	
(Random,	green)	and	1.5	(Bursty,	blue)	in	the	dataset	ADSBF.	(B)	LvR	distributions	shown	as	histograms	with	a	
common	bin	size	of	0.25	determined	across	all	subjects	belonging	to	ADSBF	during	the	first	(Basal1,	left)	and	last	
(Basal4,	 right)	 period	 of	 quiescence.	 Black	 dotted	 lines	 represent	 the	 median	 of	 the	 LvR	 distributions.	 (C)	
Distributions	 of	 representative	 neurons’	 interspike	 interval	 (ISI)	 and	 sample	 firing	 pattern	 consisting	 of	 100	







effects.	 It	 shows	 that	 the	 effect	StimCond	 and	 the	 combinations	StimCond*Area	 and	
StimCond*Area*Time	were	not	significant.	The	global	effect	Area	reached	significance	
(p=0.0497),	while	Time	and	the	other	interactions	were	clearly	significant.	
No	 statistical	 difference	 was	 found	 for	 LvR	 values	 comparing	 the	 two	




LvR	 was	 not	 affected	 in	 the	 CTRL	 experiments	 (Figure	 4.3.3C-E	 and	 Table	 4.3.4,	
StimCond*Area*Time	CTRL).	The	main	result	is	that	ICMS,	either	RS	or	ADS,	generally	
induced	a	strong	decrease	 in	LvR,	moving	activity	from	the	‘Bursty’	condition	during	











ADSFL	 group	 was	 significantly	 higher	 than	 the	 CTRL	 in	 Basal0,	 but	 the	 difference	
disappeared	in	all	subsequent	basal	phases.	The	RSBF	group	was	higher	than	the	CTRL	
in	 Basal0,	 but	 the	 difference	 disappeared	 in	 Basal1	 and	 Basal2.	 Finally,	 RSBF	 was	
significantly	 lower	 than	CTRL	during	Basal3.	RSFL	was	 found	 to	be	not	 statistically	
different	 from	 CTRL	 in	 any	 of	 the	 basal	 periods.	 A	 table	 containing	 all	 of	 the	
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Effect	 Num	DF	 Den	DF	 F	Value	 Pr>F	
Area	 1	 497	 3.87	 0.0497	
StimCond	 2	 497	 0.39	 0.6798	
StimCond*Area	 1	 497	 0.63	 0.4295	
Time	 3	 497	 20.51	 <.0001	
StimCond*Time	 6	 497	 3.91	 0.0008	
Area*Time	 3	 497	 7.19	 <.0001	







Effect	 StimCond	 Area	 Time	 Estimate	 StdError	 p-value	
StimCond	 ADS	vs	RS	 	 	 0.02	 0.02	 0.3819	
Area	 	 BF	
vs	FL	
	 0.01	 0.04	 0.7259	
StimCond*Area*Time	
CTRL	 FL	
1	vs	0	 0.02	 0.03	 0.550	
2	vs	0	 0.03	 0.03	 0.377	
3	vs	0	 0.07	 0.03	 0.054	
ADS	
BF	
1	vs	0	 -0.14	 0.02	 <.0001	
2	vs	0	 -0.18	 0.03	 <.0001	
3	vs	0	 -0.20	 0.24	 <.0001	
FL	
1	vs	0	 -0.08	 0.03	 0.003	
2	vs	0	 -0.12	 0.03	 0.0001	
3	vs	0	 -0.11	 0.03	 0.0003	
RS	
BF	
1	vs	0	 -0.14	 0.28	 <.0001	
2	vs	0	 -0.15	 0.03	 <.0001	
3	vs	0	 -0.19	 0.03	 <.0001	
FL	
1	vs	0	 -0.14	 0.03	 <.0001	
2	vs	0	 -0.12	 0.03	 0.0001	
3	vs	0	 -0.06	 0.03	 0.051	
ADS	vs	CTRL	
BF	 0	 0.12	 0.04	 0.0045	
FL	 0.12	 0.04	 0.0063	
BF	 1	 -0.04	 0.35	 0.2511	
FL	 0.02	 0.04	 0.5923	
BF	 2	 -0.09	 0.04	 0.0113	
FL	 -0.03	 0.04	 0.4936	
BF	 3	 -0.15	 0.33	 <.0001	
FL	 -0.06	 0.04	 0.1100	
RS	vs	CTRL	
BF	 0	 0.10	 0.04	 0.0183	
FL	 0.09	 0.05	 0.0504	
BF	 1	 -0.06	 0.04	 0.1343	
FL	 -0.07	 0.04	 0.0989	
BF	 2	 -0.07	 0.04	 0.0588	
FL	 -0.07	 0.04	 0.0912	
BF	 3	 -0.15	 0.04	 <.0001	
FL	 -0.04	 0.04	 0.3115	
RS	vs	ADS	 BF	 0	 -0.01	 0.04	 0.7400	
FL	 -0.17	 0.04	 <.0001	
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4.3.3. ADS	 and	 RS	 exhibit	 different	 effects	 on	
stimulus-associated	 action	 potentials	 in	 a	
distant	cortical	area	
Evoked	 action	 potentials	 (in	 RFA)	 in	 response	 to	 ICMS	 were	 analyzed	 by	
discriminating	the	spiking	activity	in	the	28ms	after	each	S1FL	or	S1BF	stimulus	pulse	
(Figure	4.3.4C)	using	post-stimulus	time	histograms	(PSTH,	cf.	Materials	and	Methods).	
Due	 to	 differences	 in	 the	 dynamics	 of	 the	 evoked	 electrical	 artifacts	 in	 different	
animals,	we	used	an	adaptive-length	blanking	window	(from	4	to	6ms,	Figure	4.3.4A).	
As	shown	in	Figure	4.3.4B,	 the	 interstimulus	 intervals	(ISIs)	used	 for	 the	RS	groups	
comprised	a	range	of	values	comparable	to	those	of	the	ADS	groups.	Interestingly,	the	
ISI	distributions	for	ADS	was	stable	over	repeated	stimulation	trials	(see	Figure	4.3.4B,	
left).	There	was,	however,	a	bias	 toward	~200ms	interstimulus	 intervals	 in	 the	ADS	








session	 length.	 (C)	 Post-stimulus	 spiking	 histograms	 derived	 from	 neural	 recordings	 in	 the	 RFA	 during	 three	
stimulation	sessions	 in	the	four	ICMS	groups	(ADSBF,	ADSFL,	RSBF,	and	RSFL).	Histograms	portray	the	average	




















Regarding	 the	 stimulus	 location,	 we	 observed	 that	 ADSFL	 consistently	 evoked	
more	post-stimulus	spikes	than	RSFL.	A	table	containing	all	the	combinations	of	the	




Effect	 Num	DF	 Den	DF	 F	Value	 Pr>F	
Area	 1	 299	 16.71	 <.0001	
StimCond	 1	 299	 0.10	 0.7469	
StimCond*Area	 1	 299	 45.42	 <.0001	
Time	 2	 299	 30.73	 <.0001	
StimCond*Time	 2	 299	 17.58	 0.0008	
Area*Time	 2	 299	 16.55	 <.0001	








Effect	 StimCond	 Area	 Time	
(Stim)	
Estimate	 StdError	 p-value	
StimCond	 RS	vs	ADS	 	 	 0.01	 0.05	 0.7469	
Area	 	 BF	vs	
FL		




2	vs	1	 0.19	 0.03	 <.0001	
3	vs	1	 0.38	 0.05	 <.0001	
3	vs	2	 0.18	 0.03	 <.0001	
FL	
2	vs	1	 0.06	 0.03	 0.0263	
3	vs	1	 0.26	 0.06	 0.0001	
3	vs	2	 0.21	 0.04	 <0.0001	
RS	
BF	
2	vs	1	 0.16	 0.04	 <.0001	
3	vs	1	 0.03	 0.06	 0.6663	
3	vs	2	 0.14	 0.04	 0.0009	
FL	
2	vs	1	 0.03	 0.03	 0.3777	
3	vs	1	 0.11	 0.05	 0.0358	
3	vs	2	 0.08	 0.04	 0.0231	
RS	vs	ADS	
BF	 1	 0.45	 0.07	 <.0001	
FL	 -0.23	 0.07	 0.0005	
BF	 2	 0.42	 0.06	 <.0001	
FL	 -0.26	 0.06	 <.0001	
BF	 3	 0.10	 0.09	 0.2527	







beyond	 local	 depolarization	 of	 neuronal	 membranes	 remains	 limited.	 While	 the	
behavioral	outcomes	of	microstimulation	 in	sensory	and	motor	regions	of	 the	brain	
have	been	characterized	extensively	(Cheney	et	al.,	2013;	Overstreet	et	al.,	2013),	few	
studies	 have	 examined	 the	 long-term	 effects	 of	 repetitive	 microstimulation	 on	
neuronal	activity	in	the	broader	network	of	interconnected	brain	regions	(Nudo	et	al.,	
1990).	 Those	 that	 have	 examined	 distant	 effects	 of	microstimulation	 have	 focused	
primarily	on	the	alteration	in	neuronal	activity	in	primary	motor	cortex	(M1)	induced	
by	 the	 stimulation	of	 the	 subthalamic	 nucleus	 (STN)	 as	 a	model	 to	 understand	 the	
effects	of	DBS	therapy	in	Parkinson’s	disease	(Kuriakose	et	al.,	2009;	Li	et	al.,	2012;	De	




alter	 both	 spontaneous	 and	 stimulus-evoked	 neuronal	 activity	 in	 interconnected	
regions	 of	 the	 brain.	 The	 specific	 aim	 of	 the	 present	work	was	 to	 characterize	 the	
neurophysiological	effects	of	random	and	activity-dependent	ICMS	on	healthy	cortical	














4.3.4).	Finally,	we	 found	an	 increase	 in	 the	 stimulus-evoked	activity	 in	RFA	 (Figure	










stimulus	 location,	we	found	that	stimulation	 from	BF	was	more	effective	than	FL	 in	
increasing	the	spontaneous	firing	rate	in	RFA	(see	Table	4.3.2,	effect	Area,	BF	vs	FL).	
Examining	 the	 evoked	 response,	 stimulation	 from	 BF	 was	 also	 more	 effective	 in	
directly	evoking	action	potentials	in	RFA	(see	Figure	4.3.4C,	D	and	Table	4.3.6,	effect	
Area,	BF	vs	FL).	
Given	 the	 reciprocal	 cortico-cortical	 connections	 between	 RFA	 and	 the	 two	
somatosensory	 areas,	 these	 results	were	 unexpected	 (Zakiewicz	 et	 al.,	 2014).Other	
cortical	(and	subcortical)	structures	undoubtedly	play	a	role	in	these	distant	effects	of	





















nervous	 system's	 natural	 mechanism	 to	 promote	 learning	 and	 memory	 which	 is	
typically	effective	in	inducing	long	term	plasticity	(Jackson	et	al.,	2006;	Guggenmos	et	
al.,	2013).	
While	 these	 studies	 provide	 important	 evidence	 for	 the	 effects	 of	 electrical	
microstimulation	 on	 the	 broader	 neuronal	 network,	 it	 is	 important	 to	 consider	 the	
limitations	 imposed	 by	 the	 ketamine-anesthetized	 preparation.	 An	 anesthetized	
preparation	has	numerous	advantages	for	the	present	investigation,	since	the	state	of	
the	 animal	 and	 the	 associated	 neurophysiological	 set-up	 is	 relatively	 stable	 over	
several	 hours.	 While	 it	 is	 technically	 feasible	 to	 conduct	 these	 studies	 in	 awake,	
ambulatory	 animals,	 substantial	 variability	 in	 spike	 activity	 is	 introduced	 by	 the	
sensorimotor	 activities	 of	 the	 animals.	 However,	 ketamine	 is	 widely	 known	 as	 a	
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noncompetitive	 N-methyl	 d-aspartate	 receptor	 antagonist,	 and	 can	modulate	 other	
receptors	or	channels	such	as	the	GABAa	receptor.	As	a	result,	ketamine	has	diverse	
and	temporally	complex	effects	on	neuronal	activity	(Homayoun	&	Moghaddam,	2007;	
Brown	 et	 al.,	 2010;	 Brown	 et	 al.,	 2011).	 For	 example,	 under	 ketamine	 anesthesia,	
different	 cell	 types	 in	 the	 hippocampus	 show	 differential	 effects	 in	 firing	 rate	 and	
synchrony	(Kuang	et	al.,	2010).	Ketamine	causes	enhanced	gamma	oscillations	acutely,	
but	 decreased	 network	 gamma	 oscillations	 with	 chronic	 (Ahnaou	 et	 al.,	 2017)	













Zimmermann,	 2012;	 Nishimura	 et	 al.,	 2013b).	 Other	 potential	 clinical	 applications	
based	 on	 closed-loop	 ICMS	 treatments	 include	 stroke,	 focal	 TBI,	 and	 surgical	
resections.	Although	 the	beneficial	 effect	of	 these	approaches	 in	humans	 is	 still	not	
clear,	we	propose	that	ADS	could	be	used	to	modulate	cortical	state	and	connectivity	
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factors	 may	 influence	 the	 performance	 of	 a	 visual	 prosthesis	 based	 on	





















Injury	 Anesthetized	 procedure	 in	 which	 a	 potent	 vasoconstrictor	 was	 injected	 to	
induce	a	focal	lesion	are	discussed.	
5.1. Introduction	
Advances	 in	 brain-computer	 interfaces	 have	 provided	 a	 promising	 vector	 for	
neurorepair	and	the	restoration	of	lost	function	(Greenwald	et	al.,	2016).	In	this	study,	






or	 peripheral	 stimulation,	 but	 the	 BMBI	 used	 in	 this	 study	 provides	 feedback	 by	
electrically	stimulating	the	brain	through	an	implanted	electrode.	When	the	recording	







activity-dependent	 stimulation,	 the	output	properties	of	 the	recording	site	began	 to	
















second	 group	 of	 rats	 was	 treated	 with	 random,	 open-loop	 stimulation	 (RS)	 in	 the	
somatosensory	 cortex.	 The	 ADS-treated	 rats	 recovered	 fine	 motor	 control	 more	
quickly	than	the	RS-treated	rats;	however,	both	treatments	were	superior	to	the	non-
stimulated	 control	 rats.	 The	 behavioral	 recovery	 was	 empirically	 remarkable;	
however,	 the	 underlying	 electrophysiological	 change	 responsible	 for	 the	
electrophysiological	 effect	 induced	 by	 ADS	 remains	 unclear	 (Averna	 et	 al.,	 2018;	
Averna	et	al.,	2019).	Our	aim	in	this	study	was	to	elucidate	those	mechanisms.		
In	this	study,	two	groups	of	injured	animals	were	used.	One	group	(ADS)	received	
activity-dependent	 stimulation	 treatment	 after	 a	 focal	 infarct	 to	 evaluate	 any	








All	 experiments	 were	 approved	 by	 the	 University	 of	 Kansas	 Medical	 Center	
Institutional	Animal	Care	and	Use	Committee.	In	total,	12	adult	male	Long-Evans	rats	
(weight:	 350-400	 g,	 age:	 4-5	months;	 Charles	 River	 Laboratories,	Wilmington,	MA,	










In	 the	 Injured	 Anesthetized	 procedure,	 the	 rats	 were	 induced	 with	 gaseous	
isoflurane	prior	to	surgery	within	a	sealed	vaporizer	chamber.	The	anesthetization	was	




rats’	 eyes	 were	 protected	 with	 ophthalmic	 ointment.	 Either	 Lidocaine/Prilocaine	
cream	 or	 bupivacaine	was	 applied	 to	 the	 scalp	 prior	 to	 performing	 a	 skin	 incision	
spanning	rostro-caudally	between	~6	mm	rostral	to	bregma	and	~5	mm	distal	to	the	
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atlanto-occipital	 junction.	 The	 cisterna	magna	 or	 upper	 vertebrae	were	 exposed	 by	
reflecting	the	overlaying	neck	muscles.	The	spinal	dura	located	in	the	foramen	magnum	
was	slightly	punctured	to	control	brain	edema	by	allowing	CSF	drainage.		
















The	 RFA	 and	 S1	 FL	 were	 identified	 using	 electrophysiological	 recording	 and	
stimulation	 techniques.	 The	 RFA	 was	 identified	 using	 methods	 similar	 to	 those	
previously	described	(Kleim	et	al.,	1998;	Nishibe	et	al.,	2010).	Stimulation	was	applied	
at	each	cortical	site	through	a	pulled	glass	electrode	with	a	beveled	15-25	μm	tip	filled	







were	 characterized.	Muscle	 twitches	 associated	with	 the	 forelimb	were	 noted,	 and	
those	 associated	 with	 the	 trunk	 caudal	 to	 the	 RFA	 border	 were	 identified	 as	 the	
boundary	between	the	RFA	and	CFA.	Once	the	RFA	was	mapped,	S1	FL	was	identified	
for	 the	 stimulation	 site	 using	 a	 single	 shank,	 16-channel	 Michigan	 style	 array	







a	 user-selected	 voltage	 threshold.	 Based	on	 this	 data,	 a	 contact	 site	 yielding	 neural	
spiking	data	at	a	moderate	rate	of	spontaneous	activity	(4-10	Hz)	was	identified	and	
used	as	a	trigger	channel	for	stimulating	a	cortical	site	in	the	forelimb-responsive	S1	
FL.	 The	 stimulation	was	 applied	 through	 a	 single	 contact	 on	 a	 four-shank,	 sixteen-
contact	electrode	with	an	impedance	of	~	200	kΩ	(contact	6,	activated	A4x4-5mm-100-
703-A16,	 NeuroNexus).	 The	 continuous	 extracellular	 signal	 recorded	 from	 each	
electrode	was	amplified,	digitized	and	stored	for	offline	analysis	at	a	sampling	rate	of	
30	 kHz	 using	 INTAN	 RHD2000	 hardware	 and	 acquisition	 software	
(http://www.intantech.com).	 The	 stimulation	 pulse	was	 designed	 using	 the	 INTAN	
controller	software.	A	single	60	µA	biphasic,	cathodal-leading	stimulus	pulse	(200	µs	




10	ms	 (2.5	ms	spike	processing	 time,	7.5	ms	 imposed	delay).	To	prohibit	 stimulus-




experiment	 consisted	 of	 three	 experimental	 phases	 (Figure	 5.2.1B).	 First,	 no	
stimulation	was	applied	during	the	first	30	minutes	of	recording	(Basal1);	then,	one	1-



















The	wide-band	signals	were	 first	down-sampled	to	1	kHz,	 followed	by	 low	pass	
filtering	below	500	Hz	to	prevent	aliasing.	To	evaluate	the	effect	of	both	the	brain	injury	
and	 ADS	 on	 the	 recorded	 brain	 areas,	 power	 and	 connectivity	 analyses	 were	
performed.	
• LPF	 Power:	 I	 computed	 the	 power	 spectral	 density	 of	 the	 decimated	 signal	
(dB/Hz)	using	the	Welch	method	[Windows	=	5	s,	overlap	=	50%;	DFT	(Discrete	






• LFP	 Connectivity:	 To	 measure	 the	 functional	 connectivity	 between	 the	 LFP	
sources,	we	applied	the	method	proposed	by	Hipp	et	al.	(Hipp	et	al.,	2012)	(see	
















As	 shown	 in	 Figure	 5.3.1B.	 the	 LFP	 power	was	 differentially	 distributed	 in	 the	 two	
recording	regions	(RFA	red	boxes	and	S1	blue	boxes).	The	changes	in	power	are	shown	
in	Figure	5.3.1C,	where	RFA	(red	bars,	left)	showed	stable	power	in	all	frequency	bands	
immediately	 after	 stroke,	 but	 a	 strong	 decrease	 in	 all	 bands,	 except	 for	 Low	g,	was	
induced	 after	 one	 hour	 (Figure	 5.3.1C,	 left,	 RFA	Post	 Injury).	 A	 different	 effect	was	



































5.3.3. Stroke	 manipulates	 functional	 connections	
between	S1	and	RFA	
Functional	connectivity	 in	 the	LFP	domain	(see	Methods,	5.2.5	Data	Processing)	
was	 evaluated	 before	 and	 after	 stroke.	 Figure	 5.3.3A	 shows	 a	 representative	
correlation	 matrix	 calculated	 during	 each	 experimental	 phase	 of	 the	 CONTROL	
experimental	procedure.	Although	the	value	of	the	correlation	remained	stable	in	the	
recorded	brain	regions	(RFA	and	S1),	 it	varied	during	the	experiment	 in	all	pairs	of	
correlation	between	 the	S1	and	RFA	 (Inter,	Figure	5.3.3B).	Figure	5.3.3C	 shows	 the	
average	number	of	significant	correlations	calculated	during	each	experimental	phase.	
The	 percentage	 of	 connectivity	 within	 the	 RFA	 and	 S1	 has	 comparable	 values	 of	
approximately	70	and	60%	of	the	total,	respectively,	but	remains	much	lower	between	
them	(approximately	30%).	Finally,	the	number	of	significant	correlations	remained	











5.3.4. ADS	 induces	 functional	 connectivity	 changes	
both	within	(RFA,	S1)	and	between	areas	
Figure	5.3.4	 shows	 the	 correlation	matrices	 related	 to	 the	 significant	 functional	


























S1)	 and	 between	 functional	 connections.	 The	number	 of	 significant	 functional	 inter	
connections	 increased	and	was	significantly	greater	 than	that	 in	 the	CONTROL	after	











effective	 in	altering	the	 intracortical	activity	of	 the	RFA	in	healthy	anesthetized	rats	
during	a	single	recording	session	(Averna	et	al.,	2018;	Averna	et	al.,	2019).	In	this	study,	
an	ischemic	lesion	in	the	primary	motor	cortex	equivalent	in	rats	(CFA)	was	induced,	
and	 I	 tested	 the	 ability	 of	 ADS	 to	 induce	 electrophysiological	 changes	 in	 both	 the	
stimulated	 brain	 region	 (S1)	 and	 a	 distant	 cortical	 location	 (RFA)	when	 the	 direct	





Although	 an	 accurate	 analysis	 of	 the	 single	 units’	 activity	 (SUA,	 see	 Chapter	 3,	
Materials	and	Methods)	has	not	been	implemented,	the	preliminary	results	of	the	LFP	
are	highly	encouraging.	





Stroke	 also	 modulates	 the	 intracortical	 connectivity.	 We	 found	 that	 both	 the	
number	 of	 correlations	 and	 the	 number	 of	 functional	 connections	 calculated	 in	 all	
frequency	bands	remained	stable	within	the	RFA	and	S1	for	the	entire	duration	of	the	
experiment	(see	Figure	5.3.3B,	C).	The	number	of	correlations	between	the	S1	and	RFA	














However,	 both	 the	 value	 and	 number	 of	 the	 inter-cortical	 correlation	 changed	
following	ADS.	In	particular,	the	value	of	the	correlation	decreased	in	a,	b,	 lowg	and	
highg	 and	 remained	 constant	 in	 the	 other	 bands,	 while	 the	 number	 of	 functional	
connections	significantly	increased	in	the	q	and	a	bands	and	decreased	in	the	lowg	and	
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Jackson	 et	 al.,	 2006;	 Guggenmos	 et	 al.,	 2013)	 have	 demonstrated	 that	 intracortical	
microstimulation	 can	 be	 successfully	 used	 to	 manipulate	 neuronal	 functional	
connectivity,	 representing	 a	 potentially	 powerful	 tool	 for	 steering	 neuroplasticity	
occurring	after	brain	injury.	One	technique,	i.e.,	activity-dependent	stimulation	(ADS),	
utilizes	neural	 activity	 recorded	at	one	 site	 as	a	 trigger	 for	electrical	 stimulation	at	
another	 site,	 and	 as	 previously	 described	 (see	 Chapter	 2	 and	 Chapter	 4),	 ADS	 has	
shown	 success	 in	 promoting	 behavioral	 recovery	 by	 re-establishing	 an	 artificial	
connection	 between	 the	 somatosensory	 and	 pre-motor	 cortex	 following	 primary	
motor	cortical	injury	(Guggenmos	et	al.,	2013).	
In	the	ADS-treated	rats	in	the	previous	study	(Healthy	Anesthetized	group),	neural	






to	 alter	 the	 normal	 neural	 firing	 patterns	 of	 activity	 in	 the	 RFA	 and	 eventually	








All	 experiments	 were	 approved	 by	 the	 University	 of	 Kansas	 Medical	 Center	
Institutional	Animal	Care	and	Use	Committee.	In	total,	12	adult	male	Long-Evans	rats	












(5-10	mg/kg).	 Maintenance	 boluses	 of	 ketamine	 (10-100	mg/kg/h	 ip	 or	 im)	 were	
repeatedly	injected	as	needed	throughout	the	procedure.	A	stereotaxic	frame	was	used	
to	secure	the	rat	heads,	and	an	anal	temperature	probe	was	used	to	monitor	the	rats’	
temperature.	 The	 rats’	 eyes	 were	 protected	 with	 ophthalmic	 ointment.	 Either	
Lidocaine/Prilocaine	 cream	 or	 bupivacaine	 was	 applied	 to	 the	 scalp	 prior	 to	
performing	a	skin	incision	spanning	rostro-caudally	between	~6	mm	rostral	to	bregma	
and	 ~5	 mm	 distal	 to	 the	 atlanto-occipital	 junction.	 The	 cisterna	 magna	 or	 upper	
vertebrae	were	 exposed	by	 reflecting	 the	overlaying	neck	muscles.	The	 spinal	dura	
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located	 in	 the	 foramen	magnum	was	 slightly	 punctured	 to	 control	 brain	 edema	 by	
allowing	CSF	drainage.	After	 the	 retraction	of	 the	 temporalis	muscle,	 a	 craniectomy	
was	 performed	 to	 expose	 the	 primary	 motor	 (Caudal	 Forelimb	 Area:	 CFA)	 and	
premotor	 (Rostral	 Forelimb	 Area:	 RFA)	 cortical	 areas.	 The	 electrophysiological	
procedures	 were	 facilitated	 by	 the	 removal	 of	 the	 dura	 and	 application	 of	 sterile	
silicone	oil	 to	 the	 cortex.	Following	 the	 craniectomy,	 six	holes	were	 created	using	a	
small	drill	bit	for	the	skull	screws	and	anchoring	rod.	The	skull	screws	were	implanted	
into	the	parietal	and	intraparietal	bones	and	secured	with	dental	acrylic.	An	additional	
dose	 of	 Penicillin	 (1.5	 cc)	 was	 injected	 subcutaneously	 at	 the	 end	 of	 the	 surgical	
procedure	to	prevent	bacterial	infections.	
6.2.3. Mapping	Cortical	Areas	
The	 location	of	 the	RFA	was	determined	using	 standard	 ICMS	protocols	 (Kleim,	
2003).	 Briefly,	 a	 glass	 microelectode	 (10-25	 µm	 diameter)	 filled	 with	 saline	 was	
inserted	into	the	cortex	at	a	depth	of	~1700	µm.	Stimulus	trains	of	13-200	µs	pulses	at	
333	 Hz	were	 applied	 at	 1	 Hz	 intervals	 using	 a	 stimulus	 isolator	 (BAK	 Electronics,	
Umatilla	FL,	USA).	The	current	was	 increased	until	visible	movement	around	a	 joint	
was	observed	up	to	80	µA.	The	sites	were	sampled	at	a	resolution	of	250	µm.	The	RFA	
was	 defined	 as	 forelimb	 motor	 responses	 bordered	 caudally	 by	 neck	 and	 trunk	






























rate	 of	 spontaneous	 activity	 (4-10	 Hz)	 was	 selected	 as	 the	 trigger	 channel	 for	
stimulating	a	cortical	site	in	the	forelimb-responsive	S1.	
A	 second	 four-shank,	 sixteen-contact	 electrode	 (A4x4-3mm-100-125-177-
CM16LP,	 NeuroNexus)	was	 chronically	 implanted	 into	 S1	 and	 used	 for	 stimulation	



























In	 these	 experiments,	 wide-band	 neural	 data	 were	 recorded	 (Tucker-Davis	
Technologies	 -	 TDT,	 Alchulta,	 FL,	 USA)	 at	 ∼	 25	 kHz	 per	 channel.	 I	 analyzed	 the	




pass	 filter	 (elliptic	 filter)	 in	 the	 bandwidth	 of	 the	 spikes	 (300-3000	Hz).	 A	 custom	
MATLAB	script	was	used	to	identify	the	peaks	in	the	extracellular	electrical	fields	that	
corresponded	to	the	action	potentials	of	nearby	neurons.		
After	 the	 spikes	were	detected,	 epochs	 spanning	 -0.4	ms	 to	+0.8	ms	around	 the	
peak	onset	were	included	to	create	waveform	“snippets”	that	were	used	for	the	feature	
extraction	and	unsupervised	clustering	using	SPC	(Blatt	et	al.,	1996).	To	improve	the	




was	 made	 empirically	 after	 observing	 the	 clustering	 results	 obtained	 using	 the	
following	types	of	wavelets:	‘haar’,	‘bior1.3’,	‘db4’,	and	‘sym8’	at	scales	ranging	from	2-
3.	After	the	decomposition,	the	top	12	wavelet	features	were	extracted	using	a	heuristic	




of	 the	 interpolation	 step,	 some	 coefficients	with	 high	 kurtosis	 could	 be	 “near”	 each	
other	 and	 correspond	 to	 features	of	 the	 spike	 that	 had	 a	high	 correlation	with	 one	
another;	therefore,	these	coefficients	were	not	useful	in	discriminating	the	spikes	from	
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one	 another.	 This,	MATLAB	 ‘findpeaks’	 was	 used	 again	 to	 identify	 the	 peaks	 in	 the	
distribution	of	kurtosis	scores	in	each	wavelet	coefficient.	Thus,	the	peaks	in	kurtosis	









segments	 compared	 (Basal1	and	Basal2)	were	divided	 into	1-min	bins,	which	were	
then	 randomly	 shuffled	10,000	 times	 into	 two	groups.	The	differences	between	 the	























pulses	 delivered	 from	 S1.	 The	 area	 under	 the	 normalized	 PSTH	 curve	was	 used	 to	










processes;	 in	particular,	 the	delta	 (1–4	Hz),	 theta	 (4–11	Hz),	 beta	 (11–30	Hz),	 low-
gamma	(30–55	Hz)	and	high-gamma	(55-130)	bands	were	considered.	To	characterize	
the	LFP,	the	PSD	was	calculated	for	each	of	these	frequency	bands	and	normalized	in	












6.3.1. ICMS	 induces	 no	 changes	 in	 Firing	 Rate	 in	
awake	animals	
First,	 I	 examined	 the	 change	 in	 the	 MFR	 between	 the	 baseline	 phase	 and	
subsequent	 basal	 periods	 following	 ICMS.	 Figure	 6.3.1	 shows	 a	 representative	
experiment	in	which	ICMS	(ADS	in	the	figure)	did	not	produce	any	qualitative	change	














Notably,	 no	 experimental	 condition	 (ADS	 and	 RS)	 differed	 from	 the	 control	
experiments	 (CTRL)	 (Figure	 6.3.3A).	 Then,	 we	 quantified	 the	 number	 of	 units	 (i.e.,	
neurons)	 whose	 firing	 rates	 increased,	 decreased	 or	 remained	 constant	 after	 the	
stimulation	protocol	(i.e.,	Basal2)	with	respect	to	the	baseline	period	of	recordings	(i.e.,	













6.3.2. ADS	 produces	 more	 significant	 stimulus-
associated	responses	than	RS	
The	 evoked	 response	 to	 the	 stimulation	was	 analyzed	 using	 both	 post-stimulus	
time	histograms	 following	each	 stimulation	pulse	and	 I/O	pairwise	 correlation	 (see	
Materials	and	Methods).	We	used	a	fixed	length	blanking	window	(5	ms,	Figure	6.3.4A).	
As	 shown	 in	 Figure	 6.3.4B,	 the	 interstimulus	 intervals	 used	 for	 the	 RS	 groups	
comprised	a	range	of	values	comparable	to	those	in	the	ADS	group;	in	contrast	to	the	
Healthy	 Anaesthetized	 experiments,	 the	 bias	 between	 the	 interstimulus	 intervals	
calculated	 for	 ADS	 and	 RS	 was	 not	 present	 towards	 200	 ms	 but	 was	 evident	 at	
approximately	100	ms	(higher	 for	RS)	and	between	200	ms	to	1	s	(higher	 for	ADS).	
Figure	6.3.4C	display	the	IFR	and	ISR	traces	(in	black	and	orange,	respectively)	over	1	
s	 of	 recordings.	 To	 consider	 the	 correlations	 that	 were	 effectively	 induced	 by	 the	
stimulation,	only	the	significant	MX	values	with	positive	lags	were	considered	in	the	
following	analysis	(see	Materials	and	Methods,	I/O	pairwise	correlation).	Figure	6.3.4D	
shows	 the	 functions	 of	 the	 significant	 evoked	 responses	 calculated	 in	 the	 two	
stimulation	groups	(ADS	and	RS).	The	PSTH	derived	from	the	neural	recordings	in	the	
RFA	by	discriminating	 the	 spiking	activity	during	 the	28	ms	after	each	S1	 stimulus	
pulse	was	computed	for	both	ADS	and	RS	groups	(Figure	6.3.4E).	Even	if	the	trend	of	
the	 evoked	 activity	 did	 not	 differ	 between	 the	 stimulation	 protocols,	 a	 significant	
















subjects	per	group	and	normalized	 to	 the	 total	number	of	 either	ADS	or	RS	events.	 F)	Normalized	PSTH	areas	
(median±Sterr	of	median)	in	the	two	groups	of	ICMS.	Input	and	output	correlations).	G)	Averaged	correlation	values	
(median±Sterr	 of	median)	 in	 the	 two	 groups	 of	 ICMS	 (**p	 <	 0.001;	 Mann-Whitney	 Rank	 Sum	 test.	 Error	 bars	
represent	SEM).		
6.3.3. ICMS	 induces	 changes	 in	 LFP	 oscillatory	
activity	
The	 power	 of	 LFP	 was	 calculated	 at	 each	 electrode	 during	 each	 specific	
experimental	phase	(i.e.,	Basal1,	Stim,	and	Basal2).	ICMS	produced	an	increase	in	the	





























recorded	 in	 the	 anesthetized	 cortex,	 even	 when	 considering	 the	 same	 neuronal	
population	 (Greenberg	 et	 al.,	 2008).	 Therefore,	 this	 study	 aimed	 to	 investigate	 the	
effect	induced	by	ICMS	on	a	cortical	network	not	affected	by	anesthesia	by	considering	
awake	behaving	animals	over	21	days	of	recording.	
To	 determine	 the	 impact	 of	 ICMS	 on	 distant	 cortical	 regions	 under	 these	
experimental	 conditions,	 either	 ADS	 or	 RS	 (either	 activity-triggered	 stimulation	
(closed-loop)	 or	 randomized	 stimulation	 (open-loop))	 was	 applied	 to	 the	 forelimb	
somatosensory	 area	 (S1FL)	 while	 recording	 the	 resulting	 activity	 in	 the	 RFA.	 To	
contrast	 to	 the	 findings	 in	 the	Healthy	Anesthetized	 animals	 (see	 Chapter	 4),	 ICMS	
(both	ADS	and	RS)	did	not	induce	any	changes	in	the	firing	rate	during	the	basal	period	
after	 the	 stimulation	 compared	 to	 the	 non-stimulated	 controls	 (Figure	 6.3.1,	 6.3.2,	
6.3.3).	Based	on	an	examination	of	the	stimulation	sessions,	ADS	induces	a	greater	level	
of	stimulus-associated	activity	than	RS	(Figure	6.3.4F),	and	furthermore,	such	evoked	





ICMS	 groups	 (ADS	 and	 RS).	 An	 increase	 of	 the	 theta	 band	 was	 shown	 also	 during	
Basal2,	 but	 just	 for	 the	 ADS	 group.	 On	 the	 contrary,	 RS	 resulted	 to	 be	 effective	 in	
decreasing	the	power	in	the	high	gamma	frequency	band	(Figure	6.3.5D,	right).	
The	fact	that	no	differences	were	found	in	the	firing	rate	in	the	awake	animals	with	
respect	 to	 the	 healthy	 anesthetized	 cases	 could	 be	 explained	 by	 the	 different	
population-wide	 firing	 properties,	 such	 as	 the	 synchronization	 and	 relationship	
between	 the	 correlation	 and	 the	 firing	 rate,	 which	 are	 typically	 modulated	 by	
anesthesia	(Greenberg	et	al.,	2008).	This,	in	fact,	represents	a	different	starting	point	
for	the	two	experimental	groups	(anesthetized	and	awake).	
Both	 ICMS	 protocols	 in	 the	 S1	 produced	 an	 evoked	 spiking	 activity	 in	 the	 RFA	
(Figure	6.3.4E),	but	ADS	was	more	effective	in	both	evoking	direct	neuronal	responses	
(Figure	 6.3.4F)	 and	 recruiting	 stimulus-correlated	 activity	 (Figure	 6.3.4G),	 thus	
suggesting	its	greater	efficacy.	Indeed,	ADS	is	hypothetically	more	suited	to	inducing	
spike-timing-dependent	 plasticity	 due	 to	 the	 near	 synchronization	 between	 the	
recording	 and	 stimulation	 regions	 in	 this	 study.	 Despite	 the	 greater	 number	 of	
stimulation	pulses	and	 the	higher	mean	 firing	rate	observed	during	 the	stimulation	
phase	(see	Appendix,	Figure	A1	A,	B),	the	RS	treatment	induced	an	overall	decrease	in	
correlated	 activity	 after	 the	 stimuli	 (Figure	 6.3.4D)	 and	 a	 lower	 level	 of	 stimulus-
associated	 activity	 than	 ADS	 (Figure	 6.3.4F	 and	 6.3.4G),	 thus	 suggesting	 a	 general	
inhibitory	effect	produced	by	this	protocol.	
The	 changes	 in	 the	 LFP	 were	 shown	 to	 be	 induced	 by	 ICMS	 during	 both	 the	
stimulation	 session	 (Stim,	 Figure	 6.3.5C,	 center)	 and	 the	 subsequent	 period	 of	
recording	(Basal	2,	Figure	6.3.5C,	Right).	The	increases	in	power	observed	during	the	
stimulation	reflect	both	a	greater	degree	of	local	(RFA)	communications	(gamma	bands	
(Womelsdorf	 et	 al.,	 2007))	 and	 enhanced	 synchronization	 between	 distant	 regions	
(theta	 and	 beta	 bands	 (Von	 Stein	 et	 al.,	 2000)).	 Even	 in	 this	 case,	 ADS	 produced	 a	
different	 level	of	power	during	the	basal	period	after	 the	stimulation	(Basal	2)	with	
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Long-term	 effect	 of	 intracortical	 microstimulation	 in	 awake	 behaving	 rats.	 Poster	
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The	 study	 reported	 in	 this	 PhD	 thesis	 aimed	 to	 characterize,	 in	 depth,	 the	
electrophysiological	correlates	of	the	anatomical	and	behavioral	recovery	induced	by	
the	 following	 particular	 Hebbian-inspired	 intracortical	 microstimulation	 protocol:	
activity-dependent	stimulation	(ADS)	(Jackson	et	al.,	2006;	Guggenmos	et	al.,	2013).	
This	technique	utilizes	the	neural	activity	recorded	at	one	site	as	a	trigger	for	electrical	
stimulation	 at	 another	 site,	 and	 indeed,	 ADS	 has	 shown	 success	 in	 promoting	
behavioral	 recovery	 by	 re-establishing	 an	 artificial	 connection	 between	 the	




The	 first	 experimental	 design	 described	 in	 Chapter	 4	 proved	 that	 in	 healthy	
anesthetized	 animals,	 intracortical	 microstimulation	 (ICMS)	 in	 different	
somatosensory	 regions	 (S1FL	and	S1BF)	produces	different	effects	on	 the	 recorded	
activity	in	the	premotor	cortex	equivalent	in	rats	(RFA)	(Averna	et	al.,	2018;	Averna	et	
al.,	 2019).	 In	 particular,	 the	 two	 different	 ICMS	 protocols	 tested,	 i.e.,	 ADS	 and	 a	
randomized	version	of	ADS	(RS),	were	shown	to	produce	an	increase	in	the	firing	rate	
and	 a	 consequent	 decrease	 in	 the	 interspike	 intervals	 of	 the	 recorded	 units.	
Interestingly,	ADS	was	more	effective	in	facilitating	incremental	increases	in	evoked	
activity	over	time	compared	to	RS.	





lesion	 induced	a	significant	 increase	 in	 the	LFP	power	 in	both	the	RFA	and	S1,	 thus	
reestablishing	 the	 local	 cortical	 activity	 in	 the	 two	 areas.	Moreover,	 this	 treatment	
manipulated	both	intra-cortical	and	inter-cortical	connectivity.	ADS	enhanced	the	LFP	
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intra-cortical	 correlations	 (especially	 within	 S1)	 and	 increased	 the	 number	 of	
functional	inter-cortical	connections	in	the	q	and	a	bands,	suggesting	a	reorganization	
of	the	information	flow	among	these	cortical	regions	(RFA	and	S1).	
The	 final	 experimental	design	 (Chapter	6)	was	aimed	at	 investigating	 the	effect	
induced	 by	 ICMS	 on	 a	 cortical	 network	 that	 was	 not	 affected	 by	 anesthesia,	 thus	
considering	 healthy	 awake	 behaving	 animals	 over	 21	 days	 of	 recording.	 The	 main	
difference	from	the	healthy	anesthetized	experiment	was	the	absence	of	changes	in	the	
firing	rate	of	the	recording	units	after	the	stimulation.	However,	interestingly,	ADS	was	
more	 effective	 in	 both	 evoking	 direct	 neuronal	 responses	 and	 recruiting	 stimulus-
correlated	 activity,	 thus	 suggesting	 its	 greater	 efficacy.	 This	 result	 was	 further	
confirmed	by	analysis	of	the	low	frequencies	of	the	neuronal	signals	(LFP).	Here,	ADS	




the	 electrophysiological	 changes	 associated	 with	 behavioral	 recovery,	 but	 by	




firing	pattern	drives	 the	 cortical	network	 to	 the	greatest	neuronal	 activity	 changes,	
thus	suggesting	its	better	ability	to	make	the	most	of	the	functional	connection	between	
S1	and	the	RFA.	






stimulation	 protocols	 can	 impact	 neuroplasticity	 in	 both	 healthy	 brains	 and	 in	 the	
absence	of	acute	brain	injury	has	clinical	significance.	This	finding	perhaps	opens	the	
possibility	of	using	closed-loop	approaches	in	patients	living	with	disabilities	due	to	
previous	 stroke	 or	 TBI	 and	 the	 discovery	 of	 treatment	 options	 for	 a	 variety	 of	
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means	are	estimated	over	a	balanced	population)	calculated	 for	 the	Stim*Area*t	 effect.	 Significant	p-values	are	
colored:	p-value	.01-.05	(weak	evidence)	yellow,	p-value	<.01	(very	strong	evidence)	red.	
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Figure	 A2:	 Graphical	 depiction	 of	 the	 number	 of	 functional	 connections	 calculated	 in	 a	 representative	
experiment	before	(Post	Injury),	during	(Stim)	and	after	(Post	Stim)	ADS	divided	per	each	frequency	bands.	
