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Abstract
We are dealing with the problem
{−∆u(x) = λh(x)u(x)+ g(x)up(x) for x ∈ RN,
u ∈D1,2(RN), u 0,
where λ is a real parameter, N > 2, h and g are a changing sign functions, and 1 <p < N+2
N−2 . Under
suitable assumptions, and by combining the global bifurcation result of Rabinowitz [J. Funct. Anal. 7
(1971) 485–513], with a priori estimates of positive solutions, we prove the existence of a continuum
of positive solutions, bifurcating from λ1,h and −λ1,−h, the two principal eigenvalues of multiplicity
one, of the associated linear problem.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction and main result
In this paper we study the existence and the bifurcation of positive solutions of the
problem
(P):
{−∆u(x)= λh(x)u(x)+ g(x)up(x) for x ∈ RN,
u ∈D1,2(RN), u 0,
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N. Megrez, J. Giacomoni / J. Math. Anal. Appl. 297 (2004) 212–233 213where λ is a real parameter, N > 2, h and g are a changing sign functions, 1 < p <
N+2
N−2 , and D1,2(RN) is the space defined as the closure of C∞0 (RN) under the norm
‖u‖2D1,2(RN) =
∫
RN
|∇u|2 dx .
This problem arises in mathematical biology, electromagnetic fields, and Riemannian
geometry. See [1,9,15,20,21] for the first topic, [24] for the second, and [19] for the third,
to mention but a few.
In [13], the authors have studied this problem for 1 < p < N+2
N−1 . The method they used
consists in studying the problem on a bounded ball BR := B(0,R), and passing to the
limit as R → ∞. By combining the global bifurcation result of Rabinowitz [23], with a
priori estimates of positive solutions, they proved the existence of a continuum of positive
solutions, bifurcating from λ1,h and −λ1,−h, the two simple principal eigenvalues of the
linear problem
(LP):
{−∆u(x)= λh(x)u(x) for x ∈RN,
u ∈D1,2(RN), u 0.
To obtain a priori estimates (Lemma 4.3 in [13]), they use a blow up argument as in Theo-
rem 3.1 in [5]. The limitation on p was due to a Liouville theorem in a cone.
In this paper, we improve the result obtained in [13] by filling the gap between N+2
N−1 and
N+2
N−2 . We study the problem in two cases related to different assumptions on g:
(G-I): lim|x|→∞g(x)= −∞.
(G-II): g ∈ Lq(RN), where q = 2N
2N − (p + 1)N + 2(p + 1) .
In the first case, we are looking for solutions in C0(RN). We proceed by an approximation
approach by considering the problem
P(ΩR):
{−∆u(x)= λh(x)u(x)+ g(x)up(x) for x ∈ ΩR,
u|∂ΩR = 0, u 0,
where ΩR is a bounded domain containing B(0,R); and we pass to the limit as R → ∞. To
give a L∞loc-priori estimates for positive solutions, we follow the approach in [3], originally
used by W. Chen and C. Li in [12].
In the second case, we are interested in weak solutions in D1,2(RN). We study the
problem directly on the whole space by using a D1,2(RN)-priori estimates for positive
solutions.
By considering, for any real valued function f , the following notations:
Ω+f :=
{
x ∈ RN : f (x) > 0} and Ω−f := {x ∈ RN : f (x) < 0},
we assume the following:
(H1) h ∈C(RN)∩L∞(RN) ∩LN/2(RN).
(H2) g ∈C2(RN)∩L∞(RN), changes sign on RN , and Ω+g is bounded.
(H3) h changes sign on Ω+g , i.e, Ω+ :=Ω+h ∩Ω+g = ∅, and Ω− :=Ω−h ∩Ω+g = ∅.
(H4) ∇g(x) = 0 on Γ , where Γ :=Ω+g ∩Ω−g .
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∂n
< 0.
Existence of eigenvalue for this type of problems has been studied in several papers, see,
for example, [2,10,11]. It is shown that problem (LP) admits a principal positive eigenvalue
λ1,h, that is, there exists ϕ1,h ∈D1,2(RN), such that ϕ1,h > 0, and (λ1,h, ϕ1,h) solves (LP).
Since h is a changing sign function, one can give sense to the positive eigenvalue λ1,−h,
and check that −λ1,−h becomes a negative eigenvalue of (LP), with a corresponding posi-
tive eigenfunction ϕ1,−h.
Our main results are the following
Theorem 1.1. Under (G-I), (H1)–(H5), and for p ∈ ]1, N+2
N−2
[
, the closure of the set of
nontrivial solutions of problem (P), contains a bounded continuum Cλ1,h ⊂ R × L∞(RN)
of positive solutions, bifurcating from (λ1,h,0) and (−λ1,−h,0).
Theorem 1.2. Under (G-II), (H1)–(H5), and for p ∈ ]1, N+2
N−2
[
, the closure of the set of
nontrivial solutions of problem (P), contains a bounded continuum Cλ1,h ⊂R×D1,2(RN)
of positive solutions, bifurcating from (λ1,h,0) and (−λ1,−h,0).
2. A priori estimates
Since Ω+h = ∅, the problem{−∆u(x)= λh(x)u(x) for x ∈Ω+,
u|∂Ω+ = 0
has a principal positive eigenvalue λ1(h,Ω+), to which is associated a unique positive
normalized eigenfunction ϕ1 = ϕ1(h,Ω+).
Since h changes sign on Ω+g , one can give sense to λ1(−h,Ω−) and its associated
positive and normalized eigenfunction ψ1 =ψ1(−h,Ω−), solution of the problem{−∆u(x)= λ(−h(x))u(x) for x ∈Ω−,
u|∂Ω− = 0.
Lemma 2.1. For any solution (λ,u) of the problem P(ΩR), we have
−λ1(−h,Ω−) λ λ1(h,Ω+).
Proof.∫
Ω+
−∆u(x)ϕ1 = λ1(h,Ω+)
∫
Ω+
h(x)u(x)ϕ1(x) dx +
∫
∂Ω+
∂ϕ1
∂n
udσ
= λ
∫
+
h(x)u(x)ϕ1(x) dx +
∫
+
g(x)up(x)ϕ1(x) dxΩ Ω
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(
λ1(h,Ω
+)− λ) ∫
Ω+
h(x)u(x)ϕ1(x) dx
=
∫
Ω+
g(x)up(x)ϕ1(x) dx −
∫
∂Ω+
∂ϕ1
∂n
udσ  0.
According to Hopf lemma,∫
∂Ω+
∂ϕ1
∂n
udσ  0.
On the other hand we have
∫
Ω+ h(x)u(x)ϕ1(x) dx  0 and
∫
Ω+ g(x)u
p(x)ϕ1(x) dx  0.
Thus λ λ1(h,Ω+).
To obtain −λ1(−h,Ω−) λ, we use the eigenfunction ψ1. So,∫
Ω−
−∆u(x)ψ1 = −λ1(−h,Ω−)
∫
Ω−
h(x)u(x)ψ1(x) dx +
∫
∂Ω−
∂ψ1
∂n
udσ
= λ
∫
Ω−
h(x)u(x)ψ1(x) dx +
∫
Ω−
g(x)up(x)ψ1(x) dx
which yields
(
λ1(h,Ω
−)+ λ) ∫
Ω−
h(x)u(x)ψ1(x) dx
= −
∫
Ω−
g(x)up(x)ψ1(x) dx +
∫
∂Ω−
∂ψ1
∂n
udσ  0.
According to Hopf lemma,∫
∂Ω−
∂ψ1
∂n
udσ  0.
On the other hand we have
∫
Ω− h(x)u(x)ψ1(x) dx  0 and
∫
Ω− g(x)u
p(x)ψ1(x) dx  0.
Thus λ−λ1(−h,Ω−). 
Remark 2.2. The result of Lemma 2.1 remains valid if we replace ΩR by RN .
2.1. L∞loc-priori estimates
In this subsection, we give a L∞loc-priori estimates for positive solutions of P(ΩR) in the
case (G-I) (lim|x|→∞ g(x)= −∞).
Proposition 2.3. Under (G-I), the solutions of P(ΩR) are uniformly bounded on ΩR for
all p ∈ ]1, N+2 [.N−2
216 N. Megrez, J. Giacomoni / J. Math. Anal. Appl. 297 (2004) 212–233The proof is given in three steps in the following subsections. We proceed as in [12] by
dividing the domain ΩR into three parts:
Ω−δ,R :=
{
x ∈Ω−g ∩ΩR: dist(x,Γ ) δ
}
,
Γδ :=
{
x ∈ΩR: dist(x,Γ ) δ
}
,
and
Ω+δ :=
{
x ∈ Ω+g : dist(x,Γ ) δ
}
.
2.1.1. A priori estimates on Ω−δ,R
To give a priori estimates on Ω−δ,R it suffices to prove that the solutions are uniformly
bounded on Ω−δ := {x ∈Ω−g : dist(x,Γ ) δ}. The technique we use is to consider a prob-
lem whose a solution vanishes at infinity, and is above every solution of (P).
Proposition 2.4. Under (G-I), the solutions of (P) are uniformly bounded on Ω−δ := {x ∈
Ω−g : dist(x,Γ ) δ}.
Proof. Some ideas are inspired from [4,6,8].
We denote by BR0 a sufficiently large ball of radius R0, and by g∗ a radially symmetric
function such that
0 < g∗
(|x|) ∣∣g(x)∣∣ for x ∈RN \BR0 (2.1)
and
lim
r→+∞g
∗(r)= +∞. (2.2)
We consider for R >R0 > 0, the following problems:
P(BR):


−∆u(x)= λh(x)u(x)+ g(x)up(x) for x ∈BR,
u 0,
u|∂BR = 0,
and
P∗(BR \BR0):


−∆u(x)= λCu(x)− g∗(|x|)up(x) for x ∈ BR \BR0 ,
λ > 0, u 0,
u|∂BR0 =M, u|∂BR = 0,
where C  ‖h‖L∞(RN), and M is chosen such that for any solution u˜R of P(BR),
sup∂BR0 u˜M .
We claim that P∗(BR \BR0 ) has a unique solution. Suppose to the contrary that P∗(BR \
BR0) has two distinct solutions u1 and u2. Then
−∆u1
u1
+ ∆u2
u2
= −g∗(|x|)(up−11 − up−12 ). (2.3)
Multiplying (2.3) by (u2 − u2), and integrating, we obtain1 2
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BR\BR0
(∣∣∣∣∇u1 − u1u2 ∇u2
∣∣∣∣
2
+
∣∣∣∣∇u2 − u2u1 ∇u1
∣∣∣∣
2)
dx
= −
∫
BR\BR0
g∗
(|x|)(up−11 − up−12 )(u21 − u22)dx.
Since the left-hand side, of this last equation, is nonnegative, we conclude from the right-
hand side that u1 ≡ u2.
For the existence of a solution u¯R of P∗(BR \ BR0), we use a super- and sub-solution
argument: Let ϕ1 > 0 be an eigenfunction associated to λ1, the first eigenvalue of{−∆u(x)= λCu(x) for x ∈BR \BR0 ,
u|∂BR = u|∂BR0 = 0.
(2.4)
For ε sufficiently small, and λ > λ1, one can shows that εϕ1 is a sub-solution of P∗(BR \
BR0). Moreover, a sufficiently large positive constant β is a strict super-solution of P∗(BR \
BR0). Hence, P∗(BR \ BR0) admits a maximal positive solution u¯R , which is decreasing
and radially symmetric.
u¯R is increasing according to R. Indeed, let R′ > R, and let us prolong u¯R by zero
on BR′ \ BR . Then uR′ is a super-solution of P∗(BR \ BR0), and εϕ1 is a sub-solution
of P(BR \ BR0) such that εϕ1  u¯R′ for ε sufficiently small. Hence, P∗(BR \ BR0) has a
solution between εϕ1 and u¯R′ , and since u¯R is the unique solution of P∗(BR \ BR0), one
has u¯R  u¯R′ .
Since u¯R is bounded, limR→+∞ u¯R = u¯ exists, and u¯ is decreasing, radially symmetric,
and solution of{−∆u(x)+ g∗(|x|)up(x)= λCu(x) for x ∈ RN \BR0 ,
u|∂BR0 =M, lim|x|→+∞ u(x)= 0.
(2.5)
Since u¯ is radial, it satisfies the following ordinary differential equation:{−u¯′′ − N−1
r
u¯′ = λCu¯− g∗(r)u¯p for M < r <+∞,
u¯(R0)=M.
(2.6)
Our aim is to prove that u¯(r) −→
r→+∞0. Suppose to the contrary that u¯(r) −→r→+∞ l = 0.
Since u¯′(r) is negative and limr→+∞ λCu¯ − g∗(r)u¯p = −∞, it follows from (2.6) that
u¯′′(r) −→
r→+∞+∞, which is impossible since u¯ is bounded.
Every solution u˜R of P(BR) is a sub-solution of P∗(BR \ BR0), and one can find a
positive real β strict super-solution of P∗(BR \BR0), which yields that P∗(BR \BR0) admits
a maximal solution between u˜R and β . Since P∗(BR \BR0) admits a unique solution, one
has u˜R  u¯R .
Since u¯R ↗ u¯ when R → +∞, and u¯ vanishes at infinity, we conclude that u˜R is
bounded uniformly in R. 
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Using Kelvin transform and moving planes, we show a Harnack inequality, which, com-
bined with an integral estimate, gives a priori bound of solutions in the region where g is
small.
Let u be a solution of P(ΩR), and x0 ∈ Γ . Since Γ is compact, it is sufficient to show
that u is bounded in a neighborhood of x0.
2.1.2.1. Transforming Γδ We recall that the Kelvin transform of pole z0 and radius r0, is
the map K(z0, r0), which corresponds to each function u defined on RN \{z0}, the function
v defined by
v(x) = r
N−2
0
|x − z0|N−2 u
(
I (x0, r0)x
)
,
where
I (z0, r0) :x → y = z0 + r
2
0
|x − z0|2 (x − z0).
Note that I (z0, r0) = I−1(z0, r0) and K(z0, r0) =K−1(z0, r0).
We make a translation, and if necessary a rotation of the coordinate, such that the point
x0 becomes the origin, and Γ is tangent to the xN -axis. This means that if in the new
system, xN = φ(x¯) is the equation of Γ , where x¯ = (x1, . . . , xN−1) ∈ RN−1, then φ(0)= 0
and ∇φ(0) = 0.
We apply on the new system, the inversion I ((0,−r0), r0), where 0 =ORN−1 , and r0 is
a positive number to be determined later.
This transformation leads to a new equation of Γ given by x˜N = φ˜(x˜), such that

x¯ = r20‖x˜‖2+(φ˜(x˜)+r0) x˜,
φ(x¯) = −r0 + r20 φ˜(x˜)+r0‖x˜‖2+(φ˜(x˜)+r0)2 .
(2.7)
We want to prove that φ˜ is convex near 0.
Proof. The two order Taylor expansion of φ near 0, is given by
φ(x¯)= 1
2
N−1∑
i=1
λix
2
i + o
(‖x¯‖2), (2.8)
where λi are the eigenvalues of Hessφ(0).
By injecting (2.7) in (2.8), we find the tow order Taylor expansion of φ˜ near 0.
Indeed, after eliminating terms of degree greater than 2, we obtain
φ˜(x˜)= 1
2
N−1∑(−2
r0
− λi
)
x˜2i + o
(‖x˜‖2). (2.9)
i=1
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ing r0 such that{
0 < r0 < −2infλi if infλi < 0,
r0 > 0 if infλi  0,
the Hess φ˜(0) is a negative definite matrix, which yields that the image of Γ is uniformly
convex near the origin. 
We have now to make a Kelvin transform on u, and derive the new equation satisfied by
v :=K(z0, r0)u, with z0 = (0,−r0).
It is easy to check that
∆v(x)= r
N+2
0
|x − z0|N+2 ∆u
(
I (z0, r0)x
)
.
So, the new equation is given by
−∆v(y)= λh˜(y)v(y)+ g˜(y)vp(y), (2.10)
where
h˜(y)= r
4
0
|I (z0, r0)y − z0|4h
(
I (z0, r0)y
)
and
g˜(y)= r
(1−p)N+2(1+p)
0
|I (z0, r0)y − z0|(1−p)N+2(1+p) g
(
I (z0, r0)y
)
.
Note that the assumption (H5) is inherited by h˜.
Let D be the region limited by the surfaces
∂1D :=
{
y := (x˜, x˜N ): x˜N − φ˜(x˜)= ε, x˜N −2ε
}
and
∂2D :=
{
y := (x˜, x˜N ): x˜N = −2ε
}
,
where ε is a small positive number, chosen to ensure that
(a) ∂1D is uniformly convex.
(b) λ1(−∆− λh˜(y),D) > 0.
(c) ∂h˜(y)
∂x˜N
 0 for all y = (x˜, x˜N) ∈D.
(d) ∃β0 > 0 such that ∂g˜(y)∂x˜N −β0, and ∆φ˜(x˜)−β0, for all y = (x˜, x˜N ) ∈D.
2.1.2.2. Constructing of an auxiliary function To use the moving planes method, we con-
struct an auxiliary function, positive on D and zero on ∂1D.
Let m := max∂1D v, and let v˜ be a C2 extension of v from ∂1D to the whole of ∂D, such
that
0 v˜  2m and |∇v˜|Cm.
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w = v˜ on ∂D,
where C0 is a constant to be determined later.
Using a refined Alexandroff–Bakelman–Pucci estimate (see Theorem 1.3 in [7]), and
since 0 ε + φ˜(x˜)− x˜N  ε, we obtain
‖w‖L∞(D)  sup
∂D
w +A|D|C0m C(m+C0mε2). (2.11)
Theorem 8.33 in [18] and estimate (2.11) yield that∥∥∥∥ ∂w∂x˜N
∥∥∥∥
L∞(D)
 sup
∂D
∣∣∣∣ ∂v˜∂x˜N
∣∣∣∣+C(m+C0mε2) Cm(C0ε2 + 1). (2.12)
Introduce the new function
η(y)= v(y)−w(y)+C0m
(
ε + φ˜(x˜)− x˜N
)+m(ε + φ˜(x˜)− x˜N)2. (2.13)
We claim that η(y) 0 for all y ∈ D: η satisfies the following:{
∆η + λh˜(y)η +ψ(x˜)+ f (λ, y, η)= 0 on D,
η ≡ 0 on ∂1D,
where
ψ(x˜)= −C0m∆φ˜(x˜)−m∆
[(
ε + φ˜(x˜))2]− 2m
and
f (λ, y, η)=m[2x˜N∆φ˜(x˜)− λh˜(y)(ε + φ˜(x˜)− x˜N)2]
+ g˜(y)[η(y)+w(y)−C0m(ε + φ˜(x˜)− x˜N)
−m(ε + φ˜(x˜)− x˜N)2]p.
We consider the following two cases.
Case 1. ε/2  x˜N − φ˜(x˜)  ε and x˜N  −2ε. In this region, g˜(x˜) is negative and
bounded away from 0. According to Section 2.1.1, and a standard elliptic estimate, we
have ∣∣∣∣ ∂v∂x˜N
∣∣∣∣ Cm.
From this, (2.13) and (2.12), we obtain
∂η
∂x˜N
= ∂v
∂x˜N
− ∂w
∂x˜N
−C0m− 2m
(
ε + φ˜(x˜)− x˜N
)
 (C −C0)m+Cm(C0ε2 + 1).
We can choose C0 sufficiently large to ensure that ∂η∂x˜N  0. Since η ≡ 0 on ∂1D, we have
η(y) 0.
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η(y)−w(y)+C0mε2 −(Cm+ ε
2C0m)+C0mε2 −Cm+C0m
(
ε
2
− ε2
)
.
By choosing ε < 1/2 and C0 large enough, we obtain η(y) 0.
2.1.2.3. Applying the method of moving planes to η in the x˜N direction Let Σα := {y ∈
D: x˜N  α} = D ∩ {x˜N  α} and Tα := {y ∈ D: x˜N = α}. For y = (x˜, x˜N) ∈ RN , we
denote by yα , the reflection of y with respect to Tα , defined by
yα := (x˜,2α − x˜N ).
Let Σ ′α be the reflection of Σα , that is,
Σ ′α := {yα: y ∈ Σα}.
We claim that, for −ε1  α  ε, with 0 < ε1 < ε, we have
η(yα) η(y) for y ∈ Σα. (2.14)
Since Σα,Σ ′α ⊂D, the function
ηα(y) := η(yα)− η(y) (2.15)
is well defined and satisfies{
∆ηα + cα(y)ηα = f˜ (λ, yα, η(yα))− f˜ (λ, y, η(yα)) on Σα,
ηα  0 on ∂Σα,
(2.16)
where
cα(y)= f (λ, y, η(y
α))− f (λ, y, η(y))
η(yα)− η(y) (2.17)
and
f˜
(
λ,yα, η(yα)
)= f (λ,yα, η(yα))+ λh˜(yα)η(y). (2.18)
The sign of the boundary data of ηα follows from the fact that ∂Σα has two parts, one
contained in Tα , and the other in ∂1D. On the first part ηα = 0, on the second ηα = η 0.
Since Σα has a small measure and cα is bounded, the refined maximum principle (see
Proposition 1.1 in [7]) yields that ηα  0 on Σα if
f˜
(
λ,y, η(y)
)
 f˜
(
λ,yα, η(y)
)
for all y ∈Σα. (2.19)
Remark that (2.19) holds if
∂f˜ (λ, y, η)
∂x˜N
 0 in Σα.
From (2.13) and the definition of f , we have
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∂x˜N
= λ ∂h˜
∂x˜N
+ 2m∆φ˜(x˜)− λm ∂
∂x˜N
[
h˜(y)
(
ε + φ˜(x˜)− x˜N
)2]
+ vp−1
(
∂g˜
∂x˜N
v + pg˜(y) ∂v
∂x˜N
)
 2m∆φ˜(x˜)− λm ∂
∂x˜N
[
h˜(y)
(
ε + φ˜(x˜)− x˜N
)2]
+ vp−1
(
∂g˜
∂x˜N
v + pg˜(y) ∂v
∂x˜N
)
.
For ε sufficiently small, we have
2∆φ˜(x˜)− λ ∂
∂x˜N
[
h˜(y)
(
ε + φ˜(x˜)− x˜N
)2] −β0
2
. (2.20)
When g˜(y) 0, it suffices to prove that ∂v
∂x˜N
 0 since ∂g˜(y)
∂x˜N
−β0 on D.
For C0 sufficiently large, we have from (2.13) and (2.12),
∂v
∂x˜N
= ∂w
∂x˜N
+C0m+ 2(ε + φ˜ − x˜N) 0.
When g˜(y) > 0, we consider two cases.
(a) In the part where v  1, we have
∂f˜
∂x˜N
 vp−1
(
∂g˜
∂x˜N
v +pg˜ ∂v
∂x˜N
)
 vp−1
[
−β0 + pCε1
(
∂w
∂x˜N
+C0m
)]
since g˜(y) Cε1 and
∂g˜
∂x˜N
−β0
 vp−1{−β0 + pCε1[Cm(C0ε2 + 1)+C0m]} by using (2.12)
 0 for ε1 sufficiently small.
(b) In the part where v  1, we have
∂f˜
∂x˜N
−β0m
2
+ pg˜(y)vp−1 ∂v
∂x˜N
from (2.20)
−β0m
2
+ pCε1
[
Cm(C0ε
2 + 1)+C0m
]
since g˜(y) Cε1
 0 for ε1 sufficiently small.
Hence, inequality (2.14) holds for all α ∈ [−ε1, ε].
2.1.2.4. Deriving the a priori bound We need the following lemma.
Lemma 2.5. Let y ∈ ΩR \ Γ and let Bε(y) be the ball of center y and radius ε. Then for
any ε > 0 such that Bε(y)⊂ΩR \ Γ , we have∫
Bε(y)
vp(x) dx < C
(
ε, inf
Bε(y)
g
)
.
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with Dirichlet condition.
Let α = 1+2p
p−1 . By noting by sgn(g(x)) the sign of g at x , multiplying the equation of
P(ΩR) by (τyϕ)α(x)|g(x)|α sgn(g(x)), and integrating by parts, we obtain∫
Bε(y)
(τyϕ)
α
∣∣g(x)∣∣α+1up(x) dx
= −
∫
Bε(y)
{
∆
(
(τyϕ)
α
∣∣g(x)∣∣α) sgn(g(x))
+ λ(τyϕ)α
∣∣g(x)∣∣α sgn(g(x))h(x)}u(x) dx
 C
∫
Bε(y)
(τyϕ)
α−2(x)
∣∣g(x)∣∣α−2udx
 C
∫
Bε(y)
(τyϕ)
α
p (x)
∣∣g(x)∣∣α−2udx
since
α − 2 = 3
p − 1 
1 + 2p
p(p − 1) =
α
p
.
By using Hölder inequality we obtain∫
Bε(y)
(τyϕ)
α
∣∣g(x)∣∣α+1up(x) dx
 C
( ∫
Bε(y)
(τyϕ)
αup(x) dx
) 1
p
( ∫
Bε(y)
∣∣g(x)∣∣ 1+αp−1 dx
)p−1
p
C.
For any y ∈ ΩR \ Γ , and for any ε > 0 such that Bε(y)⊂ΩR \ Γ , we have∫
Bε(y)
up(x) dx  C(ε)
infBε(y) |g(x)|
3p
p−1
, (2.21)
which completes the proof. 
We come back now to the deriving of the priori bound. If we rotate the x˜N -axis by a
small angle, inequality (2.14) is still true. Thus, for any point x0 ∈ Γ , we can find a cone
∆x0 of non zero measure, with x0 as its vertex, such that
η(x0) η(x) ∀x ∈∆x0 . (2.22)
Since w is bounded in D, (2.13) and (2.22) yield that
v(x0) v(x)+C ∀x ∈∆x0 . (2.23)
224 N. Megrez, J. Giacomoni / J. Math. Anal. Appl. 297 (2004) 212–233More generally, (2.23) is true for any x0 in a small neighborhood of Γ , and we have for
any ball Bε(y) of center y and radius ε,
vp(x0) C
∫
Bε(y)
vp(x) dx. (2.24)
The priori bound of the solutions follows from (2.24) and Lemma 2.5.
2.1.3. A priori estimate on Ω+δ
Proposition 2.6. The solutions of P(ΩR) are uniformly bounded on Ω+δ := {x ∈ Ω+g :
dist(x,Γ ) δ} for all p ∈ ]1, N+2
N−2
[
.
In this part, we use the blow up analysis used in [17], and we need the following Liou-
ville theorem proved in [16].
Theorem 2.7. Let u be a C2 solution of
∆u+ uγ = 0 in RN, N > 2,
with 1 < γ < N+2
N−2 . Then u≡ 0.
Proof of Proposition 2.6. The proof is by contradiction. So, suppose that, there exists a
sequence of solutions {(λi , ui)}, such that |λi | is bounded, and
Mi := max
Ω+δ
ui −→
i→∞∞.
We may assume that Mi = ui(xi) for some xi ∈ Ω+δ . Since ui is uniformly bounded in
∂Ω+δ , the sequence {xi} converges to some x0 ∈ int(Ω+δ ), as i → ∞.
After a dilation and translation, we define the new function
vi(x) := 1
Mi
ui(εix + xi), (2.25)
where the positive scale factors εi will be chosen later with εi −→
i→∞ 0.
Remark that
maxvi = vi(0)= 1, i = 1,2, . . . . (2.26)
On the other hand, vi satisfies the following equation:
∆vi + ε2i λih(εix + xi)vi + ε2i Mp−1i g(εix + xi)vpi = 0. (2.27)
Our aim is to reduce this last equation to a Liouville type one, with the intention of using
Theorem 2.7. So, when we pass to the limit, we have to keep the term vp , where v :=
limi→∞ vi . For this, we must choose εi =M(1−p)/2i .
The Taylor expansion of g near xi , at εix + xi , is given by
g(εix + xi)= g(xi)+ εi∇g(xi)x + o
(
ε2i ‖x‖2
)
.
Substituting this in Eq. (2.27), we obtain
∆vi + ε2i λih(εix + xi)vi +
[
g(xi)+ εi∇g(xi)x + o
(
ε2i ‖x‖2
)]
v
p = 0. (2.28)i
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i→∞ v in L
2
loc, and v satisfies{
∆v + g(x0)vp = 0 on RN,
0 v  1 = v(0). (2.29)
Note that g(x0) > 0 since x0 ∈Ω+δ .
By taking
w(x) := g(x0)
1
p v
(
x
g(x0)
1
2p
)
,
Eq. (2.29) becomes{
∆w +wp = 0 on RN,
0w g(x0)
1
p =w(0),
(2.30)
which contradicts Theorem 2.7, since w(0) = 0. 
2.2. D1,2(RN)-priori estimates
In this subsection we give a D1,2(RN)-priori estimates for positive solutions of prob-
lem (P).
Proposition 2.8. There exists a constant C such that for all (λ,u) solution of (P), we have
‖u‖D1,2(RN)  C.
Proof. Multiplying the equation of (P) by u and integrating by part, we obtain for any ball
B(0,R),∫
RN
|∇u|2 dx 
∫
B(0,R)
λh(x)u2(x) dx +
∫
RN\B(0,R)
λh(x)u2(x) dx +
∫
Ω+g
g(x)up(x) dx,
∫
B(0,R) λh(x)u
2(x) dx and
∫
Ω+g g(x)u
p(x) dx are bounded. So, we have only to prove the
boundness of
∫
RN\B(0,R) λh(x)u
2(x) dx .
Since ‖u2‖
L
N
N−2
 C˜, we can choose R sufficiently large to obtain
‖h‖
L
N
2 (RN\B(0,R))
ε
C˜
, with ε small.
Hence, since λ is bounded, we have
‖u‖D1,2(RN)  C + ε,
which completes the proof. 
3. Existence of a continuum and global bifurcation
To prove the existence of a bounded continuum bifurcating from two simple eigenval-
ues, we use the following bifurcation theorem of Rabinowitz [23].
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consider F(λ, ·) = u−λL.−H(λ, ·), where L is a compact linear map on E, and H(λ, ·)
is compact, and it satisfies
lim‖u‖→0
‖H(λ,u)‖
‖u‖ = 0.
If λ0 ∈ r(L) := {λ0 ∈R: λ−10 is an eigenvalue of L with odd multiplicity}, then
S := {(λ,u) ∈ R×E: (λ,u) is a nontrivial solution of F(λ,u) = 0}
possesses a maximal continuum Cλ0 , such that (λ0,0) ∈ Cλ0 , and either
(i) Cλ0 meets infinity in R×E, or
(ii) Cλ0 meets (λˆ0,0), where λ0 = λˆ0 ∈ r(L).
3.1. Global bifurcation in the case (G-I)
Since Ω+h = ∅, the problem{−∆u(x)= λh(x)u(x) for x ∈ ΩR,
u|∂ΩR = 0
has a principal positive eigenvalue λ1(h,ΩR), of multiplicity one, and to which is associ-
ated a positive normalized eigenfunction ϕ1(h,ΩR).
Since h changes sign on ΩR , one can give sense to λ1(−h,ΩR) and its associated
positive and normalized eigenfunction ϕ1(−h,ΩR), solution of the problem{−∆u(x)= λ(−h(x))u(x) for x ∈ΩR,
u|∂ΩR = 0.
Theorem 3.2. The closure of the set of nontrivial solutions of problem P(ΩR) contains
a bounded continuum C(ΩR) of positive solutions, bifurcating from (λ1(h,ΩR),0) and
(−λ1(−h,ΩR),0). In particular, for every λ ∈ ]−λ1(−h,ΩR),λ1(h,ΩR)[, there exists at
least one positive weak solution of problem P(ΩR).
Proof. The result of Theorem 3.2 follows from Theorem 3.1, and Section 2.1. 
The existence of a continuum Cλ1,h of positive solutions for (P), is proved by passing
C(ΩR) to the limit as R → ∞. For this, we use the results of Whyburn (see [25]) which
ensures that the connectedness of C(ΩR) is preserved when R → ∞.
Definition 3.3. Let D be any infinite collection of point sets. The set of all points x such
that every neighborhood of x contains points of infinitely many sets of D, is called the
superior limit of D (lim supD). The set of all points y such that every neighborhood of
y contains points of all but a finite number of sets of D, is called the inferior limit of D
(lim infD).
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space X, such that
(i) lim infXn = ∅,
(ii) ⋃n∈NXn is precompact.
Then, lim supXn is not empty, compact and connected.
In the sequel, we will denote by PR , the problem P(ΩR) stated in ΩR = BR , the ball of
center 0 and radius R and we will consider X = R × L∞(RN) and Xn = C(ΩRn), where
Rn −→
n→∞+∞.
To prove the precompactness of
⋃
n∈NXn, we need a priori estimates independent of
Rn of all branches Xn. This is the purpose of the following lemma.
Lemma 3.5. ∃Λ> 0, C∞ > 0, such that ∀Rn ∈R, ∀(λ,u) ∈ C(ΩRn), one has
|λ|<Λ
and
‖u‖L∞(BR)  C∞.
Proof. Form Lemma 2.1, one can consider Rn sufficiently large to get Λ> 0 such that
|λ|<Λ for all (λ,u) ∈
⋃
n∈N
Xn.
From the proof of Proposition 2.4, we have
lim|x|→∞u(x)= 0,
which ensures the existence of a bound C∞ that does not depend on Rn, for all u solution
of PRn . 
Proof of Theorem 1.1. We will check that (i) and (ii) of Theorem 3.4 are satisfied.
It is clear that λ1(h,ΩR) decreases with respect to ΩR , and λ1(h,BRn) converges to
λ1,h. Symmetrically, −λ1(−h,BRn) converges to −λ1,−h. Hence, lim infXn is not empty
since it contains (λ1,h,0) and (−λ1,−h,0).
Let now (λk, uk) ∈ ⋃n∈NXn. Then, for all k ∈ N, there exists n(k) ∈ N, such that
(λk, uk) is a solution of PRn(k) that we denote PRk , and limk→+∞ Rk = +∞.
By Lemma 3.5 and the equation of PRk , there exist a subsequence denoted again by
(λk, uk), and (λ,u) solution of (P), such that
λk −→
k→+∞λ and uk −→k→+∞u in L
∞
loc(R
N).
Since lim|x|→∞ uk(x)= 0 (see the proof of Lemma 3.5), one can prove that
uk −→ u in L∞(RN).k→+∞
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‖uk − u‖L∞(RN) 
{‖uk − u‖L∞(BRk ) + ‖uk‖L∞(RN\BRk ) + ‖u‖L∞(RN\BRk )}
−→
k→+∞ 0.
Hence,
⋃
n∈NXn is precompact in R×L∞(RN), which completes the proof. 
3.2. Global bifurcation in the case (G-II)
By putting
L :D1,2(RN)→D1,2(RN), u → (−∆)−1[h(x)u] (3.1)
and
H :D1,2(RN)→D1,2(RN), u → (−∆)−1[g(x)up], (3.2)
the equation of (P) is equivalent to
u= λL(u)+H(u).
We prove that L and H are compact, and we apply Rabinowitz theorem to assert the exis-
tence of the continuum of solutions.
Proposition 3.6. The mappings L and H are both compact, and
lim‖u‖→0
‖H(u)‖
‖u‖ = 0. (3.3)
Proof. Let (un)n∈N be a bounded sequence in D1,2(RN). Modulo a subsequence, un ⇀ u
in D1,2(RN).
Let wn = (−∆)−1[g(x)upn ], and w = (−∆)−1[g(x)up]. Subtracting these two equa-
tions, multiplying by (wn −w), and integrating by part, we obtain
‖wn −w‖2D1,2(RN) =
∫
RN
g(x)
(
u
p
n − up
)
(wn −w)dx

∥∥g.(upn − up)∥∥
L
2N
N+2 (RN)
‖wn −w‖
L
2N
N−2 (RN)
 C
∥∥g.(upn − up)∥∥
L
2N
N+2 (RN)
‖wn −w‖D1,2(RN)
since D1,2(RN) is continuously embedded in L 2NN−2 (RN).
Thus,
‖wn −w‖D1,2(RN) C
∥∥g.(upn − up)∥∥
L
2N
N+2 (RN)
. (3.4)
We claim that∥∥g.(upn − up)∥∥ 2N
N
−→ 0.
LN+2 (R ) n→∞
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L
2N
N+2 (RN)
= ∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (Br )
+ ∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (RN\Br)
.
Since ∥∥upn − up∥∥
L
2N
(N−2)(p+1)
 C,
we can choose r sufficiently large to obtain
‖g‖
2N
N+2
Lq(RN\Br) 
ε
2C
2N
N+2
,
with ε small.
Hence,∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (RN)

∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (Br )
+ ε
2
.
Since D1,2(Br) is compactly embedded into L
2N
N+2 (Br ), we have un −→
n→∞u in L
2N
N+2 (Br),
which yields that, for n sufficiently large,∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (Br )
<
ε
2
.
Hence,∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (RN)
< ε,
which means that∥∥g.(upn − up)∥∥ 2NN+2
L
2N
N+2 (RN)
−→
n→∞ 0,
and the compactness of H follows from (3.4).
The proof of the compactness of L is similar by replacing g by h, p by 1, and q by N2 .
Let us now deal with (3.3):∥∥H(u)∥∥D1,2(RN)  C‖gup‖L 2NN+2 (RN)  C‖g‖Lq(RN)‖u‖pL 2N(N−2)(p+1) (RN)
 C‖u‖pD1,2(RN).
Hence,
‖H(u)‖D1,2(RN)
‖u‖D1,2(RN)
C‖u‖p−1D1,2(RN),
which yields (3.3). 
According to [11], the principal positive eigenvalue λ1,h of (LP), is the unique positive
eigenvalue of multiplicity one, whose associated normalized eigenfunction ϕ1,h, does not
change sign on RN .
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and check that −λ1,−h becomes a negative eigenvalue of (LP). Moreover, −λ1,−h is the
unique negative eigenvalue of multiplicity one, whose associated normalized eigenfunction
ϕ1,−h does not change sign on RN .
Proof of Theorem 1.2. The result of Theorem 1.2 follows from Theorem 3.1 and Sec-
tion 2.2. 
4. Qualitative behavior of branches near bifurcation points
This section is devoted to studying the behavior of branches near the bifurcation points.
Similar results was obtained in [22].
We recall the following theorem about bifurcation from a simple eigenvalue, due to
Crandall and Rabinowitz [14].
Theorem 4.1 (Crandall–Rabinowitz (1971)). Let E be a Banach space. Assume that
L :E → E is linear and compact, and H : R × E → E is continuous and compact such
that H(·,0)= ∂2H(·,0)= 0, where ∂2H is the Fréchet derivative of H with respect to u.
Let F(λ,u) := u − λL(u) − H(λ,u). Suppose that λ0 = 0 is such that λ−10 is a simple
eigenvalue of L with a corresponding eigenfunction ψ0, and ∂21,2H exists and is continu-
ous in some neighborhood of (λ0,0), such that
∂21,2F(λ0,0)ψ0 /∈ R
(
∂2F(λ0,0)
)
,
where R(·) is the range of the operator inside the parenthesis. Then, if Z is any complement
of ker(∂2F(λ0,0)) in E, there exist ε > 0, a neighborhood U of (0,0), and continuous
functions
λ : (−ε, ε)→R
and
ψ : (−ε, ε)→ Z,
such that λ(0) = λ0, ψ(0) = 0, and
F(λ0, ·)−1(0)∩U =
{(
λ(t), tψ0 + tψ(t)
)
: t ∈ (−ε, ε)}∪ {(t,0): (t,0) ∈ U}.
The main results of this section are given in the following theorems.
Theorem 4.2.
(1) If ∫
RN
g(x)ϕ
p+1
1,h (x) dx < 0,
then the branch Cλ1,h bifurcates to the right from (λ1,h,0).
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RN
g(x)ϕ
p+1
1,h (x) dx > 0,
then λ < λ1,h for all (λ,u) ∈ Cλ1,h , with u ≡ 0.
Theorem 4.3.
(1) If ∫
RN
g(x)ϕ
p+1
1,−h(x) dx < 0,
then the branch Cλ1,h bifurcates to the left from (−λ1,−h,0).
(2) If ∫
RN
g(x)ϕ
p+1
1,−h(x) dx > 0,
then λ >−λ1,−h for all (λ,u) ∈ Cλ1,h , with u ≡ 0.
Proof of Theorem 4.2. We use Theorem 4.1. So, let L and H be the operators defined
by (3.1) and (3.2). It is clear that λ−11 (h) is a simple eigenvalue of L, with the positive
eigenfunction ϕ1,h.
We have to check the transversality condition. That is,
∂21,2F(λ1,h,0)(ϕ1,h) = −L(ϕ1,h) /∈ R
(
∂2F(λ1,h,0)
)=R(I − λ1,hL).
Suppose on the contrary that there exists w ∈D1,2(RN), such that
−L(ϕ1,h)=w − λ1,hL(w).
This last equality is equivalent to
−h(x)ϕ21,h = (−∆ϕ1,h − λ1,hϕ1,h)w = 0,
which yields that ϕ1,h(x)= 0 for some x ∈ RN . Contradiction.
Hence, the transversality condition is satisfied. So, by Theorem 4.1, there exists ε > 0,
such that (λ(t), tϕ1,h(x) + tϕ(t, x)) are the solutions of (P), for t ∈ (−ε, ε), with λ(0) =
λ1,h and ϕ(0, x)= 0. Furthermore, for t > 0 sufficiently small, tϕ1,h(x)+ tϕ(t, x) > 0 for
x ∈RN .
Multiplying the equation of (P) by ϕ1,h, and integrating by part, we obtain
(λ1,h − λ)
∫
RN
h(x)u(x)ϕ1,h(x) dx =
∫
RN
g(x)up(x)ϕ1,h(x) dx,
which is equivalent, in some neighborhood of (λ1,h,0), to
t (λ1,h − λ)
∫
N
h(x)ϕ21,h(x) dx = tp
∫
N
g(x)ϕ
p+1
1,h (x) dx + o(tp)R R
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RN
h(x)ϕ21,h(x) dx =
∫
RN
−∆ϕ1,h.ϕ1,h dx =
∫
RN
|∇ϕ1,h|2 dx > 0,
then λ > λ1,h if
∫
RN
g(x)ϕ
p+1
1,h (x) dx < 0, and λ < λ1,h if
∫
RN
g(x)ϕ
p+1
1,h (x) dx > 0. 
The proof of Theorem 4.3 is similar.
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