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2017
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Matemática.
Miembros del jurado:
Dr. Johel V. Beltrán Ramı́rez. (presidente)
Dr. Luis H. Valdivieso Serrano. (miembro)





Johann Smith quien ha sido y
es mi motivación, inspiración
y felicidad. A mi amada Deisy
quien me ha acompañado, me
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Resumen
En el presente trabajo presentamos una construcción del movimiento browniano para
lo cual probaremos en forma detallada los teoremas de extensión de Kolmogorov y el
de Kolmogorov-Censot, luego hacemos una construcción detallada y autocontenida de
la integral estocástica en la que los integradores son martingalas continuas cuadrado
integrables. Esta es una posible extensión a la clásica integral de Itô en la cual el integrador
es un movimiento browniano. En este contexto de integración estocástica enunciaremos y
probaremos la fórmula de Itô y algunas de sus consecuencias. Finalmente trabajaremos
con el tiempo local, la fórmula de Tanaka y estudiaremos una particular prueba.
Palabras Claves: Movimiento browniano. Integral estocástica. Proceso progresivamente
medible. Filtración. Martingala. Fórmula de Itô. Tiempo local.
Abstract
In this investigation we show a construction of the Brownian motion, which includes
detailed proofs of the Kolmogorov’s extension theorem and Kolmogorov-Censot theorem.
In addition, we will show a detailed construction and self-contained of the stochastic
integral in wich integrators are continuous square integrable martingales. This is one of
the possible extensions to classical Itô’s integral in which the integrator is a Brownian
motion. In this contex of stochastic integration we prove an Itô’s formula version. Finally,
we study a relationship between local time and Tanaka’s formula.
Keywords: Brownian motion. Stochastic integration. Progressively measurable process.
Filtration. Martingale. Itô’s formula. Local time.
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Uno de los procesos estocásticos más interesantes y fundamentales es el movimiento
browniano, nombre dado al movimiento irregular de las part́ıculas de polen suspendidas
en agua observado por Robert Brown en 1823. Este proceso fue estudiado por A. Einstein
(1905) en el contexto de una teoŕıa cinemática para el movimiento irregular del polen
sumergido en agua y por Bachelier (1900) en el contexto de la economı́a financiera. La
observación de Brown fue formalizada matemáticamente por N. Wiener (1923), quien
empieza definiendo el movimiento browniano como un proceso estocástico y nos brinda la
primera prueba de su existencia. Es por esta razón que se le conoce también como proceso
de Wiener. El matemático francés P. Lévy (1948) también llevó a cabo un estudio brillante
de sus trayectorias que inspiraron prácticamente a toda la investigación posterior sobre
los procesos estocásticos hasta hoy.
En el presente trabajo comenzamos enunciando el concepto de movimiento browniano
estándar unidimensional y a partir de sus caracteŕısticas probamos unas propiedades
básicas. Sin embargo no es trivial mostrar que el movimiento browniano exista pero
hay herramientas que permiten probar la existencia del movimiento browniano. Hay dos
teoremas de gran interés en el estudio e importancia para la construcción del movimiento
browniano, esta parte del trabajo tiene como objetivo abordar estos teoremas conocidos
como el teorema de extensión de Kolmogorov y el teorema de Kolmogorov-Censot para
la construcción del movimiento browniano. Hoy en d́ıa se conocen muchas maneras de
construir un movimiento browniano desde la primera dada por N. Wiener, aśı como en la
brindada por el teorema 3 pagina 9 de [18], las brindadas en el caṕıtulo 2 de [13] y en el
caṕıtulo 3 de [20]. Además probamos que las trayectorias del movimiento browniano no
son diferenciables en cualquier punto.
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En seguida estudiamos la construcción de la integral estocástica. Recordemos que los
trabajos realizados por el matemático japonés Kyosi Ito publicados en los años 1940-
1946, en los cuales presenta una serie de art́ıculos introduce dos de los conceptos más
recientes de la teoŕıa moderna de la probabilidad: la integral estocástica y las ecuaciones
diferenciales estocásticas. Nosotros detallamos el sentido de la integral estocástica que se
presenta en este trabajo y es necesaria si tenemos en cuenta la naturaleza del integrador
y del integrando. En contraste con la integral de Lebesgue-Stieljes el integrando y el
integrador de la integral estocástica considerados aqúı son procesos estocásticos. De esta
forma iniciamos la integral estocástica para procesos simples como integrandos y probando
sus propiedades básicas. Luego extendemos para procesos progresivamente medibles. El
caso especial en que el integrador es un movimiento browniano fue estudiado por Itô
(1944) y el caso en que el integrador es una martingala cuadrado integrable que empieza
en cero fue estudiado por Kunita y Watanabe (1967). Para casos más generales puede
consultar para mayores detalles los libros [13], [26], [18] y la tesis [25].
Un resultado muy importante en el cálculo estocástico es la fórmula de Itô , que es como
una contraparte a la regla de la cadena para la integral ordinaria y resultado fundamental
en matemática financiera. Considerada una de las joyas del cálculo estocástico la fórmula
de Itô es usada en nuestro trabajo en el desarrollo de la prueba del teorema de
caracterización de Levy; teorema que nos ayuda a caracterizar si un proceso dado es
un movimiento browniano.
Para finalizar estudiamos el concepto de tiempo local y describimos en nuestro trabajo
una construcción alternativa de tiempo local dado en términos de la integral estocástica,
mediante la fórmula de Tanaka.
P. Lévy demostró que los procesos {máx
0≤s≤t
Bs − Bt; t ∈ [0,∞)} y {|Bt|; t ∈ [0,∞)} tiene










({|Bt|; t ∈ [0,∞)}, {Lt(0); t ∈ [0,∞)}) también tienen la misma ley.
El presente trabajo está estructurado de la siguiente manera:
En el caṕıtulo 1, se presenta la definición de movimiento browniano unidimensional y
algunas propiedades básicas. Posteriormente explicamos en forma prolija y detallada la
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construcción del movimiento browniano.
En el caṕıtulo 2, se define y enuncia algunas propiedades de martingalas continuas
cuadrado integrables. Además enunciamos sin probar una versión del teorema de
descomposición de Doob-Meyer.
En el caṕıtulo 3, se desarrolla la teoŕıa de integración estocástica teniendo como
integradores a las martingalas continuas cuadrado integrables. Desarrollamos una
descripción de la construcción de la integral estocástica para procesos simples probando
las principales propiedades, para después extender la teoŕıa a procesos progresivamente
medibles.
En el caṕıtulo 4, enunciamos y probamos la fórmula de Ito y el teorema de caracterización
de Lévy.
Finalmente, en el caṕıtulo 5, destacamos la conexión del tiempo local y la fórmula de
Tanaka. Además estudiamos una conexión entre el tiempo local y movimiento browniano.
Si bien es cierto la teoŕıa que se presenta ya ha sido probada en la literatura citada, se ha
tratado de ordenar, completar, clarificar y mantener una notación uniforme a su versión
original.
El lector interesado en aplicaciones de la integral estocástica en problemas financieros
tales como la valuación de reclamos contingentes europeos, la valuación de reclamos
contingentes americanos y la resolución del problema de consumo e inversión óptimos
de un agente en el mercado puede consultar [25].
Caṕıtulo 1
Movimiento browniano
El primer estudio matemático del movimiento browniano fue en el contexto del modelado
de las fluctuaciones de los precios del mercado y es debido al matemático Louis Bachelier
en 1900. Debido a la falta del formalismo de la teoŕıa de la probabilidad en aquellos años,
el trabajo de Bachelier fue ignorado durante muchos años. La descripción del movimiento
browniano como fenómeno f́ısico es atribuido a Robert Brown y fue explicado por Einstein
en 1905. La primera construcción matemática rigurosa de este proceso es debido a Norbert
Wiener y en su honor el movimiento browniano es también llamado proceso de Wiener.
1.1. Movimiento browniano estándar unidimensional
Definición 1.1 Un proceso estocástico B : [0,∞) × Ω → R es llamado un movimiento
browniano estándar en R si satisface las siguientes condiciones :
1. B(0) = 0, c.s.
2. El proceso estocástico B(t) tiene incrementos estacionarios. De manera más precisa,
para cualesquiera 0 ≤ s < t, la variable aleatoria B(t) − B(s) tiene distribución
normal con media cero y varianza t− s : B(t)−B(s) ∼ N (0, t− s).
3. El proceso B(t) tiene incrementos independientes. Es decir, para cualquier entero
n ≥ 2 y cualesquiera 0 ≤ t1 < t2 < · · · < tn, las variables aleatorias B(t1),
B(t2)−B(t1), B(t3)−B(t2),. . .,B(tn)−B(tn−1), son independientes.
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4. Con probabilidad 1, las trayectorias B(·, ω) son continuas. Es decir,
P ({ω ∈ Ω; B(·, ω) es continua }) = 1.
1.2. Propiedades del movimiento browniano
Proposición 1.2 Sea B(t) un movimiento browniano estándar en R.
1. Para cada t > 0, B(t) tiene distribución normal con media cero y varianza t.
2. Para cualesquiera s, t ≥ 0, tenemos E[B(s)B(t)] = mı́n{s, t}.
3. Si fijamos t0 ≥ 0, el proceso estocástico B̃(t) = B(t + t0) − B(t0) es también un
movimiento browniano estándar en R.




movimiento browniano estándar en R.
Prueba.
1. Como B(t) es un movimiento browniano unidimensional, de las condiciones 1. y 2.
de la definición 1.1, tenemos B(t) = B(t)−B(0) ∼ N (0, t).
2. Podemos asumir, sin pérdida de generalidad que 0 ≤ s ≤ t. De esto resulta :
Para t = s : E[B(s)B(t)] = E[B2(s)] = s = mı́n{t, s}.
Para t > s :
E[B(s)B(t)] = E[B(s)(B(s) +B(t)−B(s)]
= E[B2(s)] + E[(B(s)(B(t)−B(s))]
= s+ E[B(s)]E[(B(t)−B(s))]
= s+ 0 = s = mı́n{s, t},
donde la tercera igualdad se debe a que E[B2(s)] = s (pues B(s) ∼ N (0, s)) y
a que B(s) y B(t)−B(s) son independientes.
3. Probemos que el proceso B̃(t) satisface las condiciones de la definición 1.1.
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Primero, observamos que B̃(0) = B(t0)−B(t0) = 0.
Ahora, si t > s ≥ 0 entonces
B̃(t)− B̃(s) = B(t+ t0)−B(s+ t0) ∼ N (0, s).
Sean 0 ≤ t1 < . . . < tn. Entonces 0 < t1 + t0 < t2 + t0 < . . . < tn + t0. Como
B(t) tiene incrementos independientes, resulta que las variables aleatorias
B(tk+1 + t0) − B(tk + t0), k = 1, 2, . . . , n − 1, son independientes. De este
modo, las variables aleatorias
B̃(tk+1)− B̃(tk) = B(tk+1 + t0)−B(tk + t0), k = 1, 2, . . . , n− 1,
son independientes .
Finalmente, como para cada ω ∈ Ω, B̃(·, t) = B(· + t0, ω) y B(t) tiene
trayectorias continuas, entonces B̃(t) también tiene trayectorias continuas.
De los resultados obtenidos concluimos que B̃(t) es también un movimiento
browniano estándar en R.





Si t > s ≥ 0:
B̃(t)− B̃(s) = B(λt)−B(λs)√
λ
.
Teniendo en cuenta que B(λt) − B(λs) ∼ N (0, λ(t − s)) entonces
B(λt)−B(λs)√
λ
∼ N (0, t− s).
Sean 0 ≤ t1 < t2 < . . . < tn, entonces 0 ≤ λt1 < λt2 < . . . < λtn y como B(t)
tiene incrementos independientes, las variables aleatorias
B(λt1), B(λt2)−B(λt1), . . . B(λtk)−B(λtk−1)




, B̃(tk+1)− B̃(tk) =
B(λtk+1)−B(λtk)√
λ
, k = 1, . . . n− 1,
son independientes.
1.3. Construcción del movimiento browniano 7
Ya que las trayectorias B(·, ω) son continuas c.s. entonces las trayectorias




1.3. Construcción del movimiento browniano
Un primer obstáculo que encontramos con el movimiento browniano es probar su
existencia. En la actualidad se conocen varias maneras de construir un movimiento
browniano. Mostraremos como la construcción de este proceso puede ser obtenida a través
del teorema de extensión de Kolmogorov unido al criterio de Kolmogorov-Censot que
garantiza la continuidad de las trayectorias.
1.3.1. Construcción de Kolmogorov
Sea R[0,∞) el espacio de todas las funciones ω : [0,∞)→ R.
Un subconjunto C ⊂ R[0,∞) se llama cilindro finito dimensional si existen un entero
n ≥ 1, un subconjunto finito T = {t1, . . . , tn} ⊂ [0,∞) y un conjunto A ∈ B(Rn) tal que
C = {ω ∈ R[0,∞); (ω(t1), ω(t2), . . . , ω(tn)) ∈ A}. (1.1)
El conjunto A es llamado una base del cilindro finito dimensional.
A partir de aqúı escribiremos cilindro para referirnos al cilindro finito dimensional.
Ejemplo 1.3 El conjunto







∈ (−∞, 3)× (4,+∞)× R},
es un cilindro ya que tiene la forma dada por la expresión (1.1), con
n = 3, T = {π, 7√
π
, 999} y A = (−∞, 3)× (4,+∞)× R.
Observación 1.4
Notemos que un cilindro admite diferentes maneras de ser representado. Por ejemplo
el cilindro
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también puede ser representado como






∈ (−∞, 2]× R}.
En la primera representación tenemos n = 1, t =
√
e, A = (−∞, 2] mientras que en
la segunda representación tenemos n = 2, t1 =
√
e, t2 = 2, A = (−∞, 2]× R.
Además, si la expresión (1.1) es una representación del cilindro C y
{tσ(1), tσ(2), . . . , tσ(n)} es una permutación de {t1, . . . , tn}, entonces el cilindro C
también admite la representación
C = {ω ∈ R[0,∞) ; (ω(tσ(1)), . . . , ω(tσ(n))) ∈ σ(A)},
donde σ(A) = {(Xσ(1), . . . , Xσ(n)); (X1, . . . , Xn) ∈ A}
Observación 1.5
Sea C1,C2 dos cilindros con las siguientes representaciones:
C1 = {ω ∈ R[0,∞); (ω(t1), ω(t2), . . . , ω(tk)) ∈ B1}
C2 = {ω ∈ R[0,∞); (ω(s1), ω(s2), . . . , ω(sj)) ∈ B2}.
Sea T = {t1, . . . , tk} ∪ {s1, . . . , sj}. Existe un ordenamiento de los elementos de T :
T = {γ1, . . . , γl} tal que
{γ1, . . . , γk} es una permutación de {t1, . . . , tk} y {γl−j+1, . . . , γl} es una permutación
de {s1, . . . , sj}. En particular, por la observación anterior C1 admite una representación
usando los tiempos {γ1, . . . , γk} y C2 una representación con los tiempos {γl−j+1, . . . , γl}.
Denotemos por A0 a la colección de todos estos cilindros finito dimensionales.
Lema 1.6 A0 es una álgebra sobre R[0,∞).
Prueba.
En primer lugar, observamos que R[0,∞) es un cilindro pues basta tomar n = 1, t1 = 0
y A = R en (1.1). Esto muestra que A0 es no vaćıa.
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Si C es un cilindro dado por (1.1) su complemento es
C c = {ω ∈ R[0,∞); (ω(t1), ω(t2), ..., ω(tn)) ∈ Ac},
dado que Ac ∈ B(Rn) se sigue que C c ∈ A0.
Sean C1 y C2 ∈ A0 de la forma
C1 = {ω ∈ R[0,∞); (ω(t1), ω(t2), ..., ω(tk)) ∈ B1},
C2 = {ω ∈ R[0,∞); (ω(s1), ω(s2), ..., ω(sj)) ∈ B2},
para algunos T1 = {t1, ..., tk} ⊂ [0,∞), T2 = {s1, ..., sj} ⊂ [0,∞), B1 ∈ B(Rk) y
B2 ∈ B(Rj).
Sea T3 = T1 ∪ T2 = {γ1, . . . , γl}. Por lo expuesto anteriormente en la
observación (1.5), podemos suponer que (γ1, γ2, . . . , γk) = (t1, t2, . . . , tk) y
(γl−j+1, γl−j+2, . . . , γl−1, γl) = (s1, . . . sj) . De esta forma, C1 y C2 pueden ser
expresados como
C1 = {ω ∈ R[0,∞); (ω(γ1), ω(γ2), ..., ω(γl)) ∈ B1},
C2 = {ω ∈ R[0,∞); (ω(γ1), ω(γ2), ..., ω(γl)) ∈ B2},
donde B1 = B1 × Rl−k y B2 = B2 × Rl−j. Luego,
C1 ∪ C2 = {ω ∈ R[0,∞); (ω(γ1), ω(γ2), ..., ω(γk)) ∈ B1 ∪B2}.
Dado que B1 ∪B2 ∈ B(Rl), C1 ∪ C2 ∈ A0.
De esta manera concluimos que A0 es una álgebra. 
Denotemos porR[0,∞)0 el σ-álgebra generado por los cilindros finito dimensionales, es decir,
R[0,∞)0 = σ(A0).
Antes de enunciar el teorema de extensión de Kolmogorov recordaremos algunos resultados
previos que utilizaremos en la demostración.
El siguiente teorema como caso especial del teorema de Carathéodory, es tomado del
trabajo de Cadenas de Markov y Teoŕıa de Potencial(ver [4]).
Teorema 1.7 Sea P0 : A0 → [0, 1] una función tal que P0(∅) = 0, P0(R[0,∞〉) = 1.
Supongamos que se cumplen las siguientes dos propiedades.
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i) Si C1 y C2 son cilindros disjuntos entonces P0 (C1 ∪ C2) = P0 (C1) + P0 (C2) .
ii) Si {Cn}n≥1 es una sucesión de cilindros tales que Cn ↓ ∅ entonces P0(Cn)→ 0.
Entonces, existe una única probabilidad P : R[0,∞)0 → [0, 1] de modo que P (C ) = P0(C )
para todo cilindro C .
La demostración del siguiente resultado se encuentra en [5][Pag 174.]
Teorema 1.8 (Teorema de regularidad de la medida) Supongamos que µ es una
medida en B(Rn) tal que µ(A) <∞, si A es acotado.
a) Para A ∈ B(Rn) y ε > 0, existe un cerrado C y un abierto G tal que C ⊂ A ⊂ G y
µ (G \ C) < ε.
b) Si µ(A) < ∞, entonces µ(A) = supµ(K), el supremo extendido sobre los
subconjuntos compactos K de A.
Con los resultados previos pasamos a enunciar y demostrar el teorema de extensión de
Kolmogorov, el cual es una herramienta fundamental en los cimientos de la teoŕıa de
la probabilidad, ya que permite construir un espacio de probabilidad para contener una
variedad de procesos aleatorios (Xt)t∈T , tanto en el caso discreto (cuando el conjunto de
tiempos T es como los enteros Z) y en el caso continuo (cuando el conjunto de tiempos
T es como R). En particular, se puede utilizar para construir rigurosamente un proceso
para el movimiento browniano, conocido también como el proceso de Wiener. Nosotros
sin embargo, nos vamos a centrar en este tema cuando T = [0,∞).
Teorema 1.9 (Teorema de extensión de Kolmogorov) Supongamos que para todo
entero n ≥ 1 y para cualesquiera t1, . . . , tn ∈ [0,∞) distintos dos a dos se tiene una
medida de probabilidad µt1,t2,...,tn en (Rn,B(Rn)) . Asumamos que se cumplen las siguientes
condiciones (condiciones de compatibilidad):
1. Si n ≥ 1 es un entero, t1, . . . , tn ∈ [0,∞) y A1, A2, . . . , An ∈ B(R) entonces para
cualquier permutación ϕ de {1, 2, . . . , n},
µtϕ(1),tϕ(2),...,tϕ(n)(Aϕ(1) × . . .× Aϕ(n)) = µt1,...,tn(A1 × . . .× An)
1.3. Construcción del movimiento browniano 11
2. Si n ≥ 1 es un entero y t1, . . . , tn ∈ [0,∞) entonces para todo A ∈ B(Rn−1),
µt1,...,tn−1(A) = µt1,...,tn(A× R). (1.2)













= µt1,...,tn (A1 × . . .× An) ,
para cualquier entero n ≥ 1 , cualesquiera t1, . . . , tn ∈ [0,∞), A ∈ B(Rn).
Prueba. Definamos una función P : A0 → [0, 1] del siguiente modo.
P (C ) = µt1,...,tn(A), (1.3)
para C en A0 con representación
C = {ω ∈ R[0,∞); (ω(t1), ω(t2), ..., ω(tn)) ∈ A} (1.4)
Antes de entrar en detalles de la prueba, hagamos una sinopsis de los pasos principales
a seguir. Primero mostraremos que si C es un cilindro entonces P (C ) es independiente
de la representación (1.4) de C . Luego probaremos que satisfacen las condiciones del
teorema 1.7 para garantizar que existe una única extensión de P (también denotada por




es un espacio de probabilidad.
Sentado el lineamiento general de la prueba, pasamos a obrar formalmente.
Veamos que P (C ) no depende de la representación de C .
Supongamos que C ∈ A0 admita dos representaciones:
C = {ω ∈ R[0,∞); (ω(t1), ω(t2), ..., ω(tn)) ∈ B1}
y
C = {ω ∈ R[0,∞); (ω(s1), ω(s2), ..., ω(sj)) ∈ B2},
para algún entero n ≥ 1, T1 = {t1, . . . , tn} ⊂ [0,+∞), B1 ∈ B(Rn), y algún entero
j ≥ n, T2 = {s1, . . . , sn} ⊂ [0,+∞〉, B2 ∈ B(Rj). Sea T1 ∪ T2 = {γ1, γ2, . . . , γl}. De
lo expuesto en la observación 1.5 podemos suponer que (γ1, γ2, . . . , γl) = (t1, . . . , tn) y
(γl−j+1, . . . , γl−1, γl) = (s1, . . . , sj) aśı C puede ser representado también como:
C = {ω ∈ R[0,+∞); (ω(γ1), ω(γ2), . . . , ω(γl)) ∈ B1} (1.5)
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donde B1 = B1 × Rl−n. Dadas las condiciones de consistencia
µt1,...,tn(B1) = µγ1,...,γl(B1).
Por otro lado
C = {ω ∈ R[0,+∞); (ω(γ1), ω(γ2), . . . , ω(γl)) ∈ B2} (1.6)
donde B2 = Rl−j ×B2 y µs1,...,sn(B2) = µγ1,...,γl(B2). Notemos ahora que
(ω(γ1), . . . , ω(γl)) ∈ B1 ↔ ω ∈ C ↔ (ω(γ1), . . . , ω(γl)) ∈ B2,
y aśı
B1 = B2. (1.7)




Esto prueba que P está bien definida.
Ahora probemos la condición i) del teorema 1.7. Sean C1 y C2 dos cilindros disjuntos.
Asumamos que C1 es representado por (1.5) , C2 por (1.6) y que
C1 ∪ C2 = {ω ∈ R[0,∞); (ω(γ1), ω(γ2), ..., ω(γk)) ∈ B1 ∪B2}.
Si C1 ∩ C2 6= ∅ entonces B1 ∩B2 = ∅. Aśı,
P (C1 ∪ C2) = µγ1,...,γl(B1 ∪B2) = µγ1,...,γl(B1) + µγ1,...,γl(B2)
= P (C1) + P (C2).
Ahora probemos la condición ii) del teorema 1.7. Para tal fin, es suficiente mostrar
que si {Cn}n≥1 es una sucesión decreciente de cilindros,
ĺım
n→∞




1.3. Construcción del movimiento browniano 13
En efecto, como P es aditiva, la sucesión {P (Cn)}n≥1 es decreciente y
ĺım
n→∞




Notemos que existe un conjunto numerable T = {t1, t2, . . . , tn, . . .}, una sucesión
creciente {kn}n≥1 de enteros positivos y una sucesión de conjuntos Borel {Bn}n≥1
tales que Bn ∈ B(Rkn) y
Cn = {ω ∈ R[0,+∞); (ω(t1), . . . , ω(tkn)) ∈ Bn},
para todo n ∈ N. En virtud del teorema de regularidad 1.8, para cada n existe un
conjunto compacto Gn tal que




Sea Dn = {ω ∈ R[0,+∞); (ω(t1), . . . , ω(tkn)) ∈ Gn}. Entonces




Para cada n ∈ N, sea Hn =
n⋂
j=1
Dj. Entonces {Hn}n≥1 es decreciente y










P (Cn \Dj) ≤
n∑
j=1










Ya que Hn ⊂ Cn y P (Cn \ Hn) <
ε
2
, se sigue que P (Hn) >
ε
2
para todo n ≥ 1.
Como P (Cn) ↓ ε entonces P (Cn) ≥ ε para todo n ≥ 1.
Sea {ωn}n≥1 una sucesión de elementos R[0,+∞) tal que para cada n, ωn ∈ Hn, entonces
como {Hn}n≥1 es una sucesión decreciente, para cada entero j ≥ 1, ωn ∈ Hj para
n ≥ j. Esto implica que el vector
(
ωn(t1), . . . , ωn(tkj)
)
∈ Gj para todo n ≥ j. Además
como G1 es un compacto, existe una subsucesión {n1i}i≥1 tal que ĺım
i→∞
ωn1i (t1) existe.
Como G2 es compacto, existe una además una subsucesión {n2i}i≥1 de {n1i}i≥1 tal que
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ĺım
i→∞
ωn2i (t2) = ω(t2) existe. Procediendo de esta manera y aplicando el usual método de
la diagonal de Cantor, una subsucesión {ni}i≥1 es obtenida tal que ĺım
i→∞
ωni(tj) = ω(tj)
para todo entero j ≥ 1. Sea ω(t) = 0 para t que no pertenece {t1, t2, . . .}. Luego
para cada j, Gj es compacto,
(
ω(t1), . . . , ω(tkj)
)










Cj 6= ∅. 
Fijemos ν, una medida de probabilidad en R. Para 0 ≤ t1 < t2 < · · · < tn, sea µt1,t2,...,tn
















du1 · · · dundν(u0) (1.8)










donde δu0 es la medida delta de Dirac de u0.
Observación 1.10 La familia de medidas de probabilidad definidas en la ecuación (1.8)
satisfacen las condiciones de consistencia del teorema 1.9.
Ahora aplicamos el teorema de extensión 1.9 a la familia de probabilidades anteriormente
definidas y conseguimos una medida de probabilidad P en (R[0,∞),B(R[0,∞))).
Definamos el proceso estocástico X(t) como
X(t, ω) = w(t), w ∈ R[0,∞). (1.10)
El proceso X(t) satisface las siguientes propiedades:
a) Para cualesquiera 0 ≤ s < t, la variable aleatoria está normalmente distribuida con
media cero y varianza t− s.
b) El proceso X(t) tiene incrementos independientes, es decir, para cualesquiera
0 = t0 ≤ t1 < t2 < · · · < tn las variables aleatorias
X(ti)− x(ti−1), i = 1, . . . , n son independientes.
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δu0(U)dν(u0) = ν(U), U ∈ B(R).
Por lo tanto ν es la distribución inicial del proceso estocástico X(t). Notemos que X(t)
con ν = δ0 satisface las condiciones 1), 2) y 3) de la definición del movimiento browniano
estándar.
El teorema de extensión de Kolmogorov no brinda información sobre la continuidad c.s.
de las trayectorias del proceso. Las distribuciones finito dimensionales por śı mismas
no pueden determinar si un proceso posee o no trayectorias continuas. Para conseguir la
continuidad c.s. de las trayectorias hacemos uso de un resultado conocido como el teorema
de Kolmogorov-Censot. Antes de enunciar el teorema recordemos algunas definiciones.
El siguiente resultado tiene importancia para la prueba del teorema de Kolmogorov-
Censot. Una prueba de este resultado se encuentra en [16].
Lema 1.11 Sea X ⊂ Rn. Toda función uniformemente continua f : X→ R admite una
extensión continua Ψ : X→ R, donde X es el conjunto de los puntos adherentes a X. La
función Ψ es la única extensión continua de f a X y es uniformemente continua.
Definición 1.12 Decimos que X es una versión o modificación de Y si, para cada
t ∈ [0,∞),
P ({ω ∈ Ω; Xt(ω) = Yt(ω)}) = 1.
El siguiente resultado da una condición suficiente para que un proceso estocástico tenga
una modificación continua.
Teorema 1.13 (Teorema de Kolmogorov-Censot.) Sean T > 0 y X = {Xt; 0 ≤
t ≤ T} un proceso estocástico sobre un espacio de probabilidad (Ω,F , P ) . Asuma que
existen constantes α, β, c > 0 tales que se satisface la siguiente desigualdad
E|Xt −Xs|α ≤ c|t− s|1+β, para cualesquiera s,t ∈ [0, T ]. (1.11)
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Entonces existen una modificación continua Y = {Yt; 0 ≤ t ≤ T} de X, una variable




















Prueba. Por simplicidad en la notación, tomaremos T = 1.
Sea ε > 0. Por la desigualdad de Chebyshev y (1.11),















y sea δ = β − αγ > 0. Tomando ε = |t− s|γ en (1.13), obtenemos
P
[





= c|t− s|1+δ. (1.13)
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Entonces existe un conjunto medible Ω2 con P (Ω2) = 1, tal que para cada ω ∈ Ω2 existe




para todo n ≥ N(ω). (1.14)




; k = 0, 1, 2, ..., 2n
}
de [0, 1],
y sea D =
⋃∞
n=1 Dn el conjunto de racionales diádicos en [0, 1]. Fijamos ω ∈ Ω2, n ≥ N(ω).











En efecto, si m = n+ 1 entonces tenemos t = k
2m















para algún k ∈ {0, 1, . . . , 2n}. Aśı (1.15) sigue de (1.14).
Supongamos ahora que (1.15) es válido para m = n + 1, . . . ,M − 1. Queremos mostrar
que (1.15) es válido para M. Consideremos s < t con s, t ∈ DM . Sean
t(1) = máx{u ∈ DM−1 ; u ≤ t} y s(1) = mı́n{u ∈ DM−1 ; u ≥ s}.
Observamos que
s ≤ s(1) ≤ t(1) ≤ t, s(1) − s ≤ 1
2M
y t− t(1) ≤ 1
2M
.


































y aśı tenemos (1.15) para M . Esto concluye la prueba de lo afirmado.
Ahora, mostraremos que {Xt(ω) ; t ∈ D} es uniformemente continua en t para cada
ω ∈ Ω2. Sea h(ω) =
1
2N(ω)
. Para cualesquiera s, t ∈ D con (t − s) ∈ (0, h(ω)), escogemos






























. Por lo tanto tenemos continuidad uniforme de X(·, ω) sobre D.
Por el lema 1.11, X(·, ω)
∣∣
D
: D → R admite una única extensión continua
X̃(·, ω) : [0, 1]→ R.
Sea Y : [0, 1]→ R un proceso estocástico definido por
Y (t, ω) =
 0 si ω /∈ Ω2, t ∈ [0, 1],X̃(t, ω) si ω ∈ Ω2, t ∈ [0, 1].
El proceso Y (t) es por lo tanto continuo. Además, satisface
|Yt(ω)− Ys(ω)| ≤ δ̃|t− s|γ, t− s ∈ (0, h(ω)),
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y aśı (1.12) queda establecida.
Veamos ahora que Y es una modificación de X.
i) Si t ∈ D entonces {Yt = Xt} ⊃ Ω2 y luego Yt = Xt c.s.
ii) Si t ∈ [0, 1] ∩Dc, tomando una sucesión {sn}n≥1 ⊆ D con sn ↓ t, tenemos que:
Xsn converge a Xt en L
1, ya que Xsn −Xt ∼ N (0, sn − t).
Xsn converge a Yt c.s, ya que para cada ω ∈ Ω2, Ysn(ω) = Xsn(ω) y Y tiene
trayectorias continuas.
tenemos Yt = Xt c.s. 
Verifiquemos que se cumple (1.11) para un proceso Xt definido en (1.10). Teniendo en
cuenta que Xt −Xs ∼ N (0, t − s), La función generadora de momentos de X(t) −X(s)
es dada por
















Observamos que Xt satisface (1.11) con α = 4, β = 1 y c = 3. Aśı, por el teorema de
de Kolmogorov-Censot, existe una modificación Bt de Xt con trayectorias continuas c.s.
Además Bt satisface 1), 2) y 3)y es un movimiento browniano.
Por definición de B(t, ω), las trayectorias del movimiento browniano son continuas c.s.
en cambio esto no sucede con la diferenciabilidad. El siguiente resultado prueba que con
probabilidad uno las trayectorias no son diferenciables en ningún punto. Seguimos la
clásica exposición de Dvoretzky, Erdös, Kakutani de 1961 expuesta en [20].
Teorema 1.14 Sea B(t) un movimiento browniano en R. Entonces las trayectorias de
B(t) son no diferenciables en cualquier punto c.s.
Prueba.
Procedemos por reducción al absurdo. Fijemos un entero n ≥ 1 y definamos
An = {ω ∈ Ω , B(·, ω) no es diferenciable en ningún punto del intervalo [0, n)}.
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Supongamos que B(t) es diferenciable en algún t0 ∈ [0, n], entonces existen δ, L > 0 tales



































































CLm. Con el fin de probar nuestra afirmación, basta mostrar
que P (CLm) = 0 para cualesquiera m,L ≥ 1.
Si k ≥ m,

































































































→ 0 cuando k →∞. Aśı, concluimos la prueba. 
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1.4. Movimiento browniano adaptado
Definición 1.15 Una familia de σ-álgebras {Ft}t≥0 en Ω es llamada una filtración en el
espacio medible (Ω,F) si se cumple
Fs ⊆ Ft ⊆ F , para cualesquiera 0 ≤ s < t <∞.
Al espacio (Ω,F , P, {Ft}t≥0) se le llama espacio de probabilidad filtrado.
Definición 1.16 Un proceso estocástico (Xt)t≥0 es adaptado a la filtración {Ft}t≥0 si,
para cada t ≥ 0, la variable aleatoria Xt es Ft-medible.
Todo proceso estocástico Xt determina una filtración natural {FXt }t≥0 dada por
FXt = σ
(
{Xs; 0 ≤ s ≤ t}
)
, para todo t ≥ 0.
Esta definición es conocida como la filtración generada por el proceso Xt.
Sea {Ft}t≥0 una filtración en el espacio (Ω,F).
Definición 1.17 Sea {Ft}t≥0 una filtración. Definimos Ft+ =
⋂
ε>0
Ft+ε como el σ-ágebra
de eventos inmediatamente después de t ≥ 0. Decimos que la filtración {Ft} es continua
por la derecha si Ft = Ft+ para todo t ≥ 0.
Definición 1.18 Se dice que la filtración {Ft} satisface las condiciones usuales si ella es
continua por la derecha y F0 contiene a todos los eventos P -nulos en F .
Definición 1.19 Un movimiento browniano estándar unidimensional con respecto a la
filtración {Ft}t≥0 o un Ft-movimiento browniano estándar unidimensional es un proceso
estocástico Ft-adaptado X : [0,∞)× Ω→ R que satisface las siguientes condiciones:
1. P ({ω ∈ Ω ; X(0, ω) = 0}) = 1.
2. Para cualesquiera 0 ≤ s < t, la variable aleatoria X(t) − X(s) tiene distribución
normal con media cero y varianza t− s : X(t)−X(s) ∼ N (0, t− s).
3. Para cualesquiera t > s ≥ 0, la variable aleatoria X(t)−X(s) es independiente de
Fs.
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4. Con probabilidad uno, las trayectorias X(·, ω) son funciones continuas, es decir,
P ({ω ∈ Ω; X(·, ω) es continua }) = 1.
Teorema 1.20 Un Ft-movimiento browniano estándar unidimensional es también un
movimiento browniano estándar unidimensional.
Este resultado es consecuencia inmediata del siguiente lema.
Lema 1.21 Si X(t) es un proceso estocástico Ft-adaptado tal que X(t) − X(s) es
independiente de Fs para cualesquiera 0 ≤ s < t, entonces X(t) es un proceso con
incrementos independientes .
Prueba. Sean 0 ≤ t1 < t2 < · · · < tn. Debemos probar la independencia de las variables
aleatoriasX(t1), X(t2)−X(t1), . . . , X(tn)−X(tn−1). Para simplificar la notación usaremos
la siguiente notación
Y1 = X(t1), Y2 = X(t2)−X(t1), . . . , Yn = X(tn)−X(tn−1).
Dado que Yi es Fti-medible para i = 1, . . . , n,
σ ((Y1, Y2, . . . , Yn−1)) = ({Y1, Y2, . . . , Yn−1}) ⊂ Ftn−1
Además, ya que Ftn−1 y σ(Yn) son independientes, σ ((Y1, . . . , Yn−1)) y σ(Yn) son
independientes. En consecuencia, la distribución de probabilidad P(Y1,...,Yn−1,Yn) del vector
aleatorio (Y1, . . . , Yn−1, Yn) satisface que
P(Y1,...,Yn−1,Yn) = P(Y1,...,Yn−1) × PYn .
Por el mismo argumento tenemos que P(Y1,...,Yn−2,Yn−1) = P(Y1,...,Yn−2) × PYn−1 y
aśı sucesivamente, con lo cual finalmente obtenemos que
P(Y1,...,Yn−1,Yn) = PY1 × . . .× PYn−1 × PYn .
Esto prueba la independencia de Y1, Y2, . . . , Yn. 
Teorema 1.22 Un movimiento browniano estándar unidimensional B(t) es también un
FBt -movimiento browniano estándar.
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Este resultado es consecuencia inmediata del siguiente lema, cuya prueba puede ser
encontrada en [20].
Lema 1.23 Sea X(t), un proceso estocástico con incrementos independientes. Sea FXt la
filtración generada por X(t). Entonces para cada par s, t ∈ [0,+∞) tal que 0 ≤ s < t, el
incremento Xt −Xs es independiente de FXs .
Caṕıtulo 2
Martingalas
En esta parte del trabajo introducimos el concepto de martingala y estudiamos algunas
de sus principales propiedades. Este concepto fue introducido en la teoŕıa de las
probabilidades por Paul Pierre Lévy, y una gran parte de su desarrollo se debe a la
teoŕıa realizada por Joseph Leo Dobb.
Definición 2.1 Sean (Ω,F , P ) un espacio de probabilidad y {Ft}t≥0 una filtración en
dicho espacio de probabilidad. Un proceso estocástico (Xt) de valores reales definida en
(Ω,F , P ) es una martingala relativa a la filtración {Ft}t≥0 o una Ft-martingala si se
cumplen las siguientes condiciones:
1. Para todo t ≥ 0, E|Xt| <∞.
2. El proceso (Xt) es adaptado a la filtración {Ft}t≥0.
3. E[Xt|Fs] = Xs c. s. para cualesquiera t > s ≥ 0.
Una Ft-supermartingala es un proceso estocástico (Xt) que satisface las condiciones 1., 2.
y
3’.
E[Xt|Fs] ≤ Xs c.s. para cualesquiera t > s ≥ 0.
Una Ft-submartingala es un proceso estocástico (Xt) que satisface las condiciones 1., 2. y
3”.
E[Xt|Fs] ≥ Xs c.s. para cualesquiera t > s ≥ 0.
24
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Teorema 2.2 Si B(t) es un Ft-movimiento browniano, entonces es una Ft-martingala.
Prueba. Para ver este hecho, verificamos que B(t) es una martingala:
1. Para cada t ≥ 0, E[|B(t)|] <∞, pues B(t) ∼ N(0, t).
2. Por otro lado, B(t) es Ft-medible ya que B(t) es adaptado a la filtración {Ft}t≥0,
el movimiento browniano B(t) es adaptado a Ft.
3. Para cualesquiera t > s ≥ 0,
E[B(t)|Fs] = E[B(t)−B(s)|Fs] + E[B(s)|Fs]
= E[B(t)−B(s)] +B(s)
= B(s),
La segunda igualdad es debido a que B(t)−B(s) es independiente de Fs y B(s) es
Fs-medible.
Esto muestra que B(t) es una Ft-martingala. 
2.1. Variación cuadrática de martingalas cuadrado
integrables
En esta sección aplicamos la descomposición de Doob-Meyer a submartingalas de la forma
X2t , donde Xt es una martingala cuadrado integrable con trayectorias continuas. Esta
descomposición es esencial en la construcción de la integral estocástica. Decimos que dos
procesos aleatorios son equivalentes si ellos son indistinguibles. Usamos la misma notación
para el proceso y la clase de equivalencia que representa.
Fijemos una filtración Ft. A partir de aqúı en esta sección vamos a referirnos a las Ft-
martingalas sólo como martingalas.
Definición 2.3 Se dice que una martingala continua por la derecha (Mt) es cuadrado
integrable si E(M2t ) < ∞ para todo t ≥ 0. Denotemos por M2 al espacio de todas las
clases de equivalencia de martingalas cuadrado integrables que empiezan en cero y por
Mc2 la subclase de martingalas continuas en M2.
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Lema 2.4 Sean (Mt)t≥0 una Ft-martingala y ϕ : R → R una función convexa tal que,
para todo t ≥ 0, ϕ(Mt) es integrable. Entonces ϕ(Mt) es una Ft-submartingala.
Sea (At) un proceso estocástico. Se dice que (At) es un proceso creciente si cumple:
i) (At) es Ft-adaptado;
ii) Para cada t ≥ 0, At es integrable;
iii) A0 = 0;
iv) Las trayectorias de (At) son crecientes y continuas por la derecha.
Una prueba del siguiente resultado puede ser encontrada en [20].
Teorema 2.5 (Teorema de descomposición de Doob-Meyer) Supongamos que la
filtración {Ft} satisface las condiciones usuales. Sea (Xt) una Ft-submartingala continua
positiva. Entonces existen dos únicos procesos (Mt) y (At) tales que:
• (Mt) es una Ft-martingala continua;
• (At) es un proceso creciente continuo;
• Xt = Mt + At para todo t ≥ 0.
Si Mt ∈Mc2 entonces por el lema 2.4 M2t es una Ft-submartingala continua positiva. Por
el teorema 2.5, existen dos únicos procesos Nt y At tales que:
• M2t = Nt + At para todo t ≥ 0.
• Nt es una martingala continua con N0 = 0.
• At es un proceso creciente continuo.
Definición 2.6 El proceso At en la anterior descomposición es conocido como la
variación cuadrática de Mt y es denotado por 〈M〉t.
Ejemplo 2.7 Sea B un Ft-movimiento browniano. Para 0 ≤ s < t,
E[B2t |Fs] = E[(Bt −Bs)2|Fs] + 2E[BtBs|Fs]− E[B2s |Fs]
= E((Bt −Bs)2) + 2B2s −B2s = B2s + t− s.
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Por lo tanto, B2t − t es una martingala y 〈B〉t = t debido a la unicidad de la
descomposición de Doob-Meyer.
Es claro que las combinaciones lineales de elementos de Mc2 son también elementos de
Mc2. Si tomamos dos elementos X y Y de M2, entonces ambos procesos
(X + Y )2 − 〈X + Y 〉 y (X − Y )2 − 〈X − Y 〉 son martingalas.
Observación 2.8 Sean M ∈M2 y t ∈ [0,∞). entonces para t ≥ s se cumple que
E[(Mt −Ms)2 |Fs] = E[M2t −M2s |Fs] = E[〈M〉t − 〈M〉s |Fs] (2.1)
Si X ∈M2 y 0 ≤ s < t ≤ u < v entonces
E[(Xv −Xu)(Xt −Xs)] = E[E[Xv −Xu|Fu](Xt −Xs)] = 0
Ahora introducimos una métrica en Mc2






‖X − Y ‖ = dM(X, Y ) =
∞∑
n=1
‖X − Y ‖n ∧ 1
2n
, (2.3)
donde ‖X − Y ‖n ∧ 1 = mı́n{‖X − Y ‖n, 1}.
Observemos que la función t 7−→ ‖X‖t en [0,∞) es no decreciente porque X2 es una
submartingala. Además, dM(X, Y ) es una seudométrica en Mc2, la cual se convierte en
métrica si identificamos procesos indistinguibles. Con el fin de probar que dM es una
métrica, necesitamos mostrar, en particular que dM(X, Y ) = 0 implica que Xt − Yt es
indistinguible de cero. Si dM(X − Y ) = 0, entonces Xn − Yn = 0 c.s. para cada entero
positivo n. Dado que Xt − Yt es una martingala,
Xt − Yt = E[Xn − Yn|Ft] = 0 P − c.s. para cada 0 ≤ t ≤ n.
Ya que X y Y son continuas por la derecha, ellos son indistinguibles. Las otras propiedades
requeridas de métrica también las cumple dM
La siguiente proposición muestra que Mc2 es completo. Una prueba de este resultado se
encuentra en [13] (proposición 5.23).
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Proposición 2.10 El espacio Mc2 con la métrica dM es completo.
Ahora recordemos que para t ≥ 0, una partición ∆t de [0, t] es un conjunto ordenado y
finito ∆t = {t0, t1, . . . , tn} tal que 0 = t0 < t1 < · · · < tn = t, y que la norma de ∆t es
definida por
δ∆t = máx{ |tj+1 − tj| ; j = 0, 1, . . . , k − 1}.
Para cualquier proceso X denotamos como mT (X,∆t) el módulo de continuidad :
mT (X,∆t) = máx{|Xt −Xs|; 0 ≤ s, t ≤ T, |t− s| < δ}.
Si X es un proceso continuo c.s. entonces, para todo T > 0, se cumple que mT (X,∆t)→ 0
c.s cuando δ → 0.
Lema 2.11 Sea X ∈ M2 que satisface |Xs| ≤ C < ∞ para todo s ∈ [0, t] c.s. Sea















































































)2] ≤ C4. (2.4)














)2] ≤ 4C4. (2.5)









Lema 2.12 Sea X ∈ Mc2 que satisface Xs ≤ C < ∞ para todo s ∈ [0,∞) P-c.s. Para
















|Xtk −Xtk−1|2m2t (X, δ∆t),












)2 12 (E (m4t (X, δ∆t))) 12 .
Cuando δ∆t tiende a cero, el primer factor del lado derecho permanece acotado y el
segundo termino tiende a cero debido a la continuidad uniforme en [0, t] de las trayectorias
de X y por el teorema de convergencia acotada. 
El siguiente teorema será usado en la prueba de la fórmula de Itô.











|Xtk −Xtk−1|2 − 〈X〉t
∣∣∣ > ε) < η
cuando δ∆t < δ.
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Prueba. En primer lugar consideremos el caso acotado:
|Xs| ≤ C <∞ se cumple para todo s ∈ [0, t], P − c.s.












































+ 2E [〈X〉t mt (〈X〉, δ∆t)] .
Cuando δ∆t → 0, el primer término del lado derecho en la desigualdad anterior converge a
cero por el lema 2.12. El segundo término también lo hace, por el teorema de convergencia
acotada y de la continuidad uniforme de las trayectorias de 〈X〉. Convergencia en
L2 implica convergencia en probabilidad, aśı esto prueba el teorema para martingalas
uniformemente acotadas.
Ahora supongamos que X ∈Mc2 no es necesariamente acotada.
Definamos una sucesión de tiempos de parada para n = 1, 2, . . . como
τn = ı́nf{|Xt| ≥ n o 〈X〉t ≥ n}.
Ahora Xnt = Xt∧τn es una martingala acotada relativa a la filtración {Ft}.
Del mismo modo, {X2t∧τn−〈X〉t∧τn ; t ∈ [0,∞)} es una martingala acotada. De la unicidad
de la descomposición de Doob-Meyer, vemos que
〈X(n)〉t = 〈X〉t∧τn .
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Ya que τn ↑ ∞ c.s., tenemos para cualquier t fijo que ĺım
n→∞




|Xtk −Xtk−1|2 converge a 〈X〉t en probabilidad. 
Caṕıtulo 3
Integración estocástica
Fijemos un espacio de probabilidad (Ω,F , P ) y una filtración {Ft}t≥0 que satisface las
condiciones usuales.
Sea Mt una martingala continua cuadrado integrable tal que M0 = 0 c.s.





para una apropiada clase de integrandos X.




denotada como It(X), para una clase de integrandos Xt.
Para tal fin definimos una medida µM en el espacio medible ([0,∞)× Ω,B([0,∞))× F)
que será de mucha utilidad en esta construcción












Definición 3.2 Un proceso estocástico X es progresivamente medible con respecto a la
filtración {Ft} si para cada t ∈ [0,∞) y A ∈ B(R), se cumple que
{(s, ω); 0 ≤ s ≤ t, ω ∈ Ω, Xs(ω) ∈ A} ⊂ B([0,∞))×F .
Es decir, el proceso
X
∣∣
[0,t]×Ω : [0, t]× Ω −→ R
(s, ω) 7−→ Xs(ω)
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es B([0, t])×Ft|B(R)-medible para todo t ≥ 0.
Observación 3.3 Sea Xt un proceso progresivamente medible.





Todo proceso progresivamente medible es medible.
Definición 3.4 Fijemos un intervalo J = [0, T ] (con T > 0) o [0,∞). Denotaremos por
LqJ a la clase de todos los procesos Xt progresivamente medibles tales que∫
J
E|Xt|qdt <∞. (3.3)
Note que Xt ∈ L1J . si sólo si Xt es integrable con respecto a la medida producto λ × P,
donde λ es la medida de Lebesgue.
La prueba de siguiente resultado puede ser visto en
Lema 3.5 Sea Xt ∈ L1J . Entonces existe Ω1 ∈ F con P (Ω1) = 1 tal que para todo ω ∈ Ω1
se cumple:
a) La función t 7−→ Xt(ω) es Borel medible e integrable en J.
b) La función t 7−→ Yt =
∫
{s≤t}Xsds es continua en t. Además, el proceso Yt es
progresivamente medible.
Decimos que dos procesos medibles y Ft-adaptados X y Y son µM -equivalentes si
X(t, ω) = Y (t, ω) µM -c.s.
Note que esto introduce una relación de equivalencia. La clase de equivalencia determinada
por X es usualmente denotada por [X] y consiste del conjunto de todos los procesos que













siempre que el lado derecho sea finito. Note que ||X||µM ,T es la L2(µM)-norma para la
restricción del proceso X (considerado como una función del par (t, ω) al espacio [0, T ]×Ω
Además ||X − Y ||µM ,T = 0 para todo T > 0 si y sólo si X y Y son µM -equivalentes.
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Definición 3.6 Denotaremos por L = L(M) al conjunto de µM -clases de equivalencia
[X] de todos los procesos medibles Ft-adaptados, para los cuales
||X||µM ,T <∞, para todoT > 0. (3.4)
De manera similar, denotaremos por L∗ = L∗(M) al conjunto de las µM -clases de
equivalencia de procesos progresivamente medibles que satisfacen (3.4), para todo T > 0.
Para cada par de procesos X, Y ∈ L, definimos





(1 ∧ ||X − Y ||µM , n).
Note que dL es una métrica en L.
Observación 3.7 Notemos las siguientes relaciones.
Todas las clases de equivalencia, normas y métricas anteriores dependen de la
martingala M .
El conjunto L contiene a todos los procesos acotados, medibles F-adaptados.
El conjunto L∗ contiene a todos los procesos acotados y progresivamente medibles.
3.1. Integral estocástica de procesos simples
Definición 3.8 Se dice que el proceso estocástico Ft-adaptado X es un proceso simple
si existe una sucesión estrictamente creciente de números reales {tn}n≥0 con t0 = 0 y
ĺım
n→∞
tn = 0, también como una sucesión de variables aleatorias {ξn}n≥0 con sup
n≥0
|ξn(ω)| ≤
C <∞, para todo ω ∈ Ω tales que ξn es Ftn-medible para cada n ≥ 0 y X es de la forma
X(0, ω) = ξ0(ω) para ω ∈ Ω;
X(t, ω) = ξi(ω) para t ∈ (ti, ti+1], i = 0, 1, 2, ... y ω ∈ Ω.
Esto es,




con t ∈ [0,∞) y ω ∈ Ω.
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Note que si X es un proceso simple y t ∈ (ti, ti+1] entonces Xt es Fti-medible.
Denotaremos por S0 = S0(Ω,F , {Ft}, P ) la colección de todos los procesos simples. La
clase de procesos simples son progresivamente medibles y acotados, aśı tenemos que
S0 ⊆ L∗(M) ⊆ L(M). Nosotros ahora procedemos a definir la integral estocástica∫ t
0
Xs(ω)dMs para X ∈ S0. Sea X ∈ S0 de la forma (3.5). La integral estocástica, también
llamada integral de Itô de X con respecto a M es un proceso estocástico, denotado por




ξi(Mt∧ti+1 −Mt∧ti), para todo t ≥ 0. (3.6)
Note que para cada t ∈ [0,∞) existe un único n = n(t) tal que t ∈ [tn, tn+1]. Aśı la




ξi(Mti+1 −Mti) + ξn(Mt −Mtn) (3.7)
Observación 3.9 Aunque el proceso puede ser representado como en la forma (3.5) con
diferentes ξn y tn, la definición de la integral no depende de la representación escogida de
X.
3.1.1. Propiedades elementales
Sean X, Y ∈ S0 y 0 ≤ s < t. Se cumplen las siguientes propiedades:
i) El proceso I(X) tiene valor inicial cero, es decir, I0(X) = 0, c.s.









X2ud〈M〉u, para todo t ≥ 0.











vi) La integral es lineal en el integrando, esto es, It(aX + bY ) = aIt(X) + bIt(Y ) para
a, b ∈ R.
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Prueba.




ξi(M0∧ti+1 −M0∧ti) = 0.
ii) Para cada ω fijado es claro de la definición de It(X) ser continua si M es continua
y la combinación lineal de martingalas es una martingala.
Aśı, para probar que It(X) es una martingala es suficiente probar el siguiente
enunciado: Si M es una martingala, u < v y ξ es una variable aleatoria Fu-
medible entonces Zk = ξ(Mk∧v − Mk∧u) es una martingala. La acotación de ξ y
la integrabilidad de M garantiza la integrabilidad de Zk.
De este hecho, para cualesquiera 0 ≤ s < t < ∞ y cualquier entero i ≥ 1, tenemos





= ξ(Ms∧ti+1 −Ms∧ti), P-c.s.; (3.8)
lo cual puede ser verificado por separado para los siguientes casos:
a) Para s ≤ ti y cuando
b) Para ti < s puede suceder que ti < s ≤ ti o ti+1 < s.













= 0 = ξi(Ms∧ti+1 −Ms∧ti)
pues para t < ti, Mt∧ti+1−Mt∧ti = 0 y en el caso donde ti ≤ t junto a la propiedad
de martingala de M resulta E[Mt∧ti+1 − Mt∧ti| Fti ] = E[Mt∧ti+1| Fti ] − Mti = 0.
En el segundo caso, si ti < s, entonces t > s > ti, se sigue que ξ es Fs- medible y







= ξi(Ms∧ti+1 −Ms∧ti) = Zs.
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En la peúltima igualdad, ya sea ti+1 ≤ s en cuyo caso Mt∧ti+1 = Mti+1 = Ms∧ti+1 es
Fs-medible, o si ti ≤ s < ti+1 en cuyo caso usamos la propiedad de martingala de
M.
Nosotros hemos probado que I(X) = {It(X),Ft; t ∈ [0,∞)} es una martingala
continua.


















ξi(Mti+1 −Mti)ξn(Mt −Mtn)︸ ︷︷ ︸
C
.














ξiξj(Mti+1 −Mti)(Mtj+1 −Mtj)︸ ︷︷ ︸
E
.
Afirmamos que cada término de la última suma E tiene esperanza cero. Dado que
i < j, ti+1 ≤ tj y ξi, ξj son {Ftj}-medibles,
E[ξiξj(Mti+1 −Mti)(Mtj+1 −Mtj)] = E
[
E[ξiξj(Mti+1 −Mti)(Mtj+1 −Mtj) |Ftj ]
]
= E[ξiξj(Mti+1 −Mti)E[(Mtj+1 −Mtj) |Ftj ]] = 0
pues la esperanza condicional es nula por la propiedad de martingala de M.
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Por último calculamos la esperanza de C, observando que 0 ≤ ti < ti+1 ≤ tn < t,
E[ξi(Mti+1 −Mti)ξn(Mt −Mtn)] = E
[
E[ξi(Mti+1 −Mti)ξ(Mt −Mtn) |Ftn ]
= E
[

































1 ∧ ‖X‖‖µM ,n
2n
= ‖X‖L
v) Con 0 ≤ s < t < ∞, m y n elegidos de modo que s ∈ [tm−1, tm) y t ∈ [tn, tn+1),



















ξ2m−1(〈M〉tm − 〈M〉s) +
n−1∑
i=m







3.2. Integral estocástica de procesos progresivamente
medibles
Ahora extendemos la integral estocástica considerando integrandos un poco más generales
y para empezar probamos el siguiente resultado de aproximación que nos dice que un
proceso arbitrario X acotado, medible y {Ft}-adaptado puede ser aproximado en cierto
sentido por una sucesión de procesos simples.
Lema 3.10 Sea X un proceso acotado, medible {Ft}-adaptado. Entonces existe una






|X(m)t −Xt|2dt = 0, para todo T > 0. (3.9)
Prueba. Supongamos que hemos encontrado para cada T ∈ [0,∞) una sucesión de






|X(n,T )t −Xt|2dt = 0, se cumple.
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Debemos verificar que la sucesión con elementos Xm = X(nm,m) tiene la propiedad
afirmada.











Procedemos en tres pasos:
i) Si X es continuo. Para cada n ≥ 1 consideramos una sucesión de procesos simples
X
(n)















t converge a X , X
(n)
t son acotados y m([0, T ))×P (Ω) <∞, entonces esta
sucesión tiene la propiedad deseada en vista del teorema de convergencia acotada y





|X(n)t −Xt|2dt = 0.
ii) Ahora supongamos que X es progresivamente medible, procedemos en primer lugar
aproximando con procesos continuos, progresivamente medibles para los cuales
aplicamos el resultado anterior.





Entonces para cada entero m suficientemente grande tal que t− 1
m










es continuo, acotado y {Ft}-medible para t ≥ 0 y ω ∈ Ω. El teorema fundamental
del cáculo implica que ĺım
m→∞
Y mt (ω) = Xt(ω) para m×P -almost all (t, ω) ∈ [0, T )×Ω.
Además en virtud del resultado en el item i), para cada m ≥ 1 existe una sucesión






|Y (m,n)t − Y
(m)
t |2dt = 0.
Ahora consideremos el conjunto producto
A = {(t, ω) ∈ [0, T ]× Ω; ĺım
m→∞
Y mt (ω) = Xt(ω)}c.
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que es B([0, T ])×FT -medible.
Para cada ω ∈ Ω la sección transversal Aω = {t ∈ [0, T ]; (t, ω) ∈ A} está en B([0, T ])
y aśı por el teorema fundamental del cálculo, para cada ω el conjunto de t para el
cual Y mt (ω) no converge a Xt(ω) cuando m→∞ tiene medida de Lebesgue cero.






|Y (m)t −Xt|2dt = 0.

















|X(m) − Y (nm,m)|2dt






|Y (m,nm)t −Xt|2dt = 0.
iii) Para finalizar supongamos que X es un proceso medible y adaptado. No podemos
garantizar que el proceso continuo F = {Ft; t ∈ [0,∞)} en (3.10) es progresivamente
medible. Sin embargo el proceso X tiene una modificación Y progresivamente





Ysds,Ft ; 0 ≤ t ≤ T} (3.11)
es una modificación de F. Definamos el proceso medible Ψt(ω) = 1{Xt(ω)6=Yt(ω)}; 0 ≤


















P ({Xt(ω) 6= Yt(ω)})dt = 0.




Ψt(ω)dt = 0 para P-c.s.ω ∈ Ω. Ahora
{Ft 6= Gt} ⊂ {ω;
∫ T
0
Ψt(ω)dt > 0}, para todo t ∈ [0, T ] (3.12)
Gt es {Ft}-medible y por lo asumido, {Ft} contiene todos los subconjuntos P-nulos.
Por lo tanto, Ft es también {Ft}-medible. Ser adaptable y continuo implica ser
progresivamente medible y podemos repetir el argumento anterior.

Para la prueba del siguiente resultado puede consultar [13], pag9.
Proposición 3.11 Sean X un proceso progresivamente medible y τ un tiempo de
parada de la filtración {Ft}. Entonces la variable aleatoria Xτ , definida en el conjunto
{ω; τ(ω) <∞} es Fτ -medible y el proceso de parada Xτ∧t, t ∈ [0,∞) es progresivamente
medible con respecto a la filtración.
Lema 3.12 Sea At un proceso continuo, creciente y adaptado a la filtración de la




X2t dAt <∞ para cada T > 0,






|X(n)t −Xt|2dAt = 0, para todo T > 0.
Prueba. Supongamos sin pérdida de generalidad que X es acotado, esto es
|Xt(ω)| ≤ C <∞, para todo t ∈ [0,∞) , ω ∈ Ω. (3.13)
De aqúı en adelante T > 0 es fijo, asumimos sin pérdida de generalidad que
Xt(ω) = 0, ∀t > T ω ∈ Ω. (3.14)
Ahora describimos un tiempo de cambio. Dado que At es creciente, tenemos que At(ω)+ t
es estrictamente creciente en t ≥ 0 para c.s. ω ∈ Ω, entonces At(ω) + t tiene inversa. Sea
Ts(ω) la función inversa continua, estrictamente creciente definida para s ≥ 0 tal que
ATs(ω)(ω) + Ts(ω) = s, para todo s ≥ 0.
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En particular, Ts(ω) ≤ s y {ω;Ts(ω) ≤ t} = {ω;At(ω) + t ≥ s} ∈ Ft. Aśı, para cada
s ≥ 0, Ts es un tiempo de parada acotado para {Ft}. Tomando s como nuestro tiempo
variable, definimos una nueva filtración Gs como:
Gs = FTs s ≥ 0.
Definimos un proceso de cambio de tiempo
Ys(ω) = XTs(ω) s ≥ 0 ω ∈ Ω,
el cual es adaptado a Gs debido a que X es progresivamente medible. El lema (3.10)




































C2ds = C2E(AT + T ) = C
2[E(AT ) + T ] <∞,





|Y εs − Ys|2ds < ε.
Ahora Y εs es simple y además por el hecho de que se anula para s > R, existe una partición
0 = s0 < s1 < · · · < sn ≤ R con
Y εs (ω) = ξ0(ω)1{0}(s) +
n∑
j=1
ξsj−1(ω) 1(sj−1,sj ](s) 0 ≤ s <∞,
donde cada ξsj es medible con respecto Gsj = FTsj y acotada en valor absoluto por una
constante digamos K. Volviendo al tiempo original observamos que
Y εt+At(ω) = ξ01{0}(t) +
n∑
j=1
ξsj−11(Tsj−1(ω),Tsj (ω)](t) t ∈ [o,∞),
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es medible y adaptado, debido a ξsj restringido a {ω ∈ Ω;Tsj < t} es Ft-medible (ver







|Xεt −Xt|2dAt ≤ E
∫ T
0







|Y εs − Ys|2ds < ε.
Para finalizar, debemos mostrar como aproximar
ηt(ω) = ξsj−1(ω)1(Tsj−1 (ω) ,Tsj (ω)], t ∈ [0,∞), ω ∈ Ω.








































](t), ξsj−1 es FTsj−1 −medible.










|η(m)t − ηt|2dAt ≤ K2[E(AT (m)sj − ATsj ) + E(AT (m)sj−1 − ATsj−1 )] ≤ K
2cte→ 0,
cuando m→∞. 
Proposición 3.13 El conjunto S0 de procesos simples es denso en L∗ con respecto a la
métrica de la definición 3.6.
Prueba. Basta tomar A = 〈M〉 en el lema 3.12. 
Teorema 3.14 Sea M ∈ Mc2. Para todo X ∈ L∗, existe un único proceso I(X) ∈ Mc2
con la propiedad ‖I(Xn) − X(M)‖ → 0 para cada sucesión {Xn}n≥1 en S0 tal que
‖Xn −X‖ → 0.
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Prueba. En primer lugar mostraremos la existencia del proceso I(X). Sea X ∈ L∗, la
proposición 3.13 implica la existencia de una sucesión {X(n)}n≥1 ⊆ S0 tal que
‖X(n) −X‖L → 0 cuando n→∞.
Por la linealidad de la integral y la isometŕıa (‖I(X)‖ = ‖X‖L) tenemos :
‖I(X(n))− I(X(m))‖ = ‖I(X(n) −X(m))‖ = ‖X(n) −X(m)‖L.
Dado un ε > 0, elegimos n0 ∈ N tal que ‖X(n) − X‖L ≤
ε
2
para n ≥ n0. Entonces si
m, n ≥ n0,
‖X(n) −X(m)‖L ≤ ‖X(n) −X‖L + ‖X −X(m)‖L ≤ ε.
Para Xn ∈ S0 la integral estocástica I(X(n)) fue definida en (3.6). Consecuentemente
‖X(n) −X(m)‖L → 0 cuando n,m→∞. En otras palabras {I(X(n))}n≥1 es una sucesión
de Cauchy que yace en el espacioMc2. Ya que este espacio es completo (Proposición (2.10))
existe un proceso ĺımite Y = ĺım
n→∞
I(X(n)) en Mc2 definida módulo indistinguibilidad. A
este proceso Y lo llamamos I(X) = {It(X); t ∈ [0,∞)} tal que
‖I(Xn)− I(X)‖ → 0 cuando n→∞.
Veamos ahora la unicidad. Sea Z(n) otra sucesión en S0 que converge a X en L∗. Debemos
mostrar que Y = ĺım
n→∞
I(Z(n)) en Mc2. Esto sigue de la desigualdad triangular y la
isometŕıa:
‖Y − I(Z(n))‖ ≤ ‖Y − I(X(n))‖+ ‖I(X(n))− I(Z(n))‖
= ‖Y − I(X(n))‖+ ‖X(n) − Z(n)‖L
≤ ‖Y − I(X(n))‖+ ‖X(n) −X‖L + ‖X − Z(n)‖L
Todos los términos de la última desigualdad de la última ĺınea se anulan cuando n→∞.
Esto muestra que I(Z(n))→ Y, aśı existe un único proceso Y = I(X). 
Ahora nosotros podemos enunciar formalmente la definición de la integral estocástica.
Definición 3.15 Para X ∈ L∗, la integral estocástica de X con respecto a la martingala
M ∈ Mc2 es la única martingala cuadrado integrable I(X) = {It(X),Ft; t ∈ [0,∞)} la
cual satisface que ĺım
n→∞
‖I(X(n) − I(X))‖ = 0, para cada sucesión {X(n)}n≥1 ⊆ S0 con
ĺım
n→∞




XsdMs; t ∈ [0,∞).
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3.2.1. Propiedades elementales
Sean X, Y ∈ L∗ y 0 ≤ s < t. Se cumplen las siguientes propiedades:
i) La integral es lineal en el integrando, esto es, It(aX + bY ) = aIt(X) + bIt(Y ) para
a, b ∈ R.
ii) El proceso I(X) tiene valor inicial cero, es decir, I0(X) = 0, c.s.
iii) El proceso I(X) es una Ft-martingala.


























t ∈ S0 tal que X
(n)
t → Xt y Y
(n)





t → aXt + bYt en L∗,
lo cual justifica la linealidad de la integral para cualquier X, Y ∈ L∗.















Si Xt ∈ L∗, podemos encontrar una sucesión X(n)t tal que X
(n)

































X2ud〈M〉u es Ft−adaptado. Aśı, debido a la unicidad en la descomposición
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Observación 3.16 También se puede tratar con integrales estocásticas a lo largo de un
segmento [s, t], donde 0 ≤ s < t. Sea un proceso Xu definida para u ∈ [s, t]. Podemos
considerar el proceso X̃u el cual es igual a Xu para s ≤ u ≤ t y cero para u < s y u > t.






Para Xu ∈ L∗,
∫ t
s
XudMu = It(X)− Is(X).
La prueba del siguiente resultado puede ser vista en la sección 6,6 [15] y en el caṕıtulo 6
de [12].
Lema 3.17 Sea Mt una martingala continua cuadrado integrable. Entonces para









donde ∆t = {t0, t1, . . . , tm} es una partición de [0, t].
Caṕıtulo 4
Fórmula de Itô
En esta parte del trabajo, demostraremos dos resultados que son de fundamental
importancia: la fórmula de Itô, que es la versión estocástica del teorema fundamental
del cálculo y el teorema de caracterización de Lévy.
4.1. Fórmula de Itô
La regla de la cadena en el cálculo diferencial es dada por la fórmula
d
dt
f(g(t)) = f ′(g(t))g′(t) (4.1)






El cálculo estocástico trata con funciones aleatorias es decir con procesos estocásticos, en
él se define la fórmula de Itô que es una contraparte a la fórmula del cálculo Newton-
Leibnitz.
Teorema 4.1 (Fórmula de Itô unidimensional) Sea M ∈ Mc2. Supongamos que la
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Prueba. Fijemos un t > 0 y sea {∆n}n≥1 una sucesión de particiones de [0, t] tal que
ĺım
n→∞


























(tnj+1 − tnj ) +
∂f
∂x




























(tnj ,Mtnj ), (4.5)





Para cada ω, las funciones
(s, r) −→ ∂f
∂t
(s,Mr)(ω) y




son uniformemente continuas en [0, t] × [0, t] y por lo tanto supj |Anj (ω)| y supj |Bnj (ω)|
tienden a cero cuando n→∞. En consecuencia, cuando n→∞,∑
j
Anj (ω)(tj+1 − tj)→ 0.











Bnj (Mtj+1 −Mtj)2 = 0.










(tj+1 − tj) +
∑
j





































Luego la expresión en el lado derecho de (4.3) converge en probabilidad hacia el lado
derecho de (4.2) y por lo tanto (4.2) se cumple c.s.

El siguiente resultado nos permite caracterizar si un proceso estocástico X(t) definido
en un espacio de probabilidad (Ω,F , P ) con filtración {Ft; t ≥ 0} es un movimiento
browniano con repecto a P .
Teorema 4.2 (Caracterización de Lévy del movimiento browniano) Sea X(t)
que satisface las siguientes condiciones:
L1) P (X0 = 0) = 1;
L2) El proceso Xt es una Ft-martingala continua cuadrado integrable.
L3) La variación cuadrática de Xt es dada por 〈X〉t = t.
Entonces el proceso estocástico Xt es un Ft-movimiento browniano.
Prueba. Comprobemos que Xt satisface las condiciones de la definición 1.19.
Las trayectorias del proceso Xt comienzan en cero c.s. debido a la suposición L1).
Además el proceso Xt dado es continuo, por lo tanto las trayectorias son continuas.
Ahora probaremos que el proceso Xt tiene incrementos estacionarios. Empezamos




λ2t, 〈X〉t = t por la condición L3).



































λ2t es una martingala. Entonces
E[f(t,Xt)|Fs] = f(s,Xs) para 0 ≤ s < t.
De esta forma E[eiλXt+
1
2
λ2t| Fs] = eiλXs+
1
2
λ2s o en forma equivalente
E[eiλ(Xt−Xs)| Fs] = e−
1
2






para todo λ ∈ R. Esta igualdad muestra queXt−Xs, con 0 ≤ s < t tiene distribución
normal con media cero y varianza t− s.
Probaremos ahora que el proceso tiene incrementos independientes. Procederemos





E[eiλXt| Fs] = eiλXse−
1
2
λ2(t−s) para s < t.
En particular para t1 < t2 tenemos que




Sea 0 ≤ t1 < t2 < · · · < tn y para cualesquiera λ1, λ2, . . . , λn ∈ R se cumple que
iλ1Xt1 + iλ2(Xt2 −Xt1) + . . .+ iλn−1(Xtn−1 −Xtn−2) + iλn(Xtn −Xtn−1)
= i(λ1 − λ2)Xt1 + i(λ2 − λ3)Xt2 + . . .+ i(λn−1 − λn)Xtn−1 + iλnXtn . (4.7)
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para todo λi ∈ R, 1 ≤ i ≤ n. Esta última igualdad implica que
Xt1 , Xt2 −Xt1 , . . . , Xtn −Xtn−1 son independientes.
Queda aśı completa la prueba. 
Caṕıtulo 5
Tiempo local y la fórmula de Tanaka
En este caṕıtulo B y W son movimientos brownianos unidimensionales. Para cada
x ∈ R obtendremos una descomposición conocida como la fórmula de Tanaka, de la
submartingala positiva |B − x| como la suma de otro movimiento browniano B̂ y un
proceso creciente continuo L(·, x). Este último es conocido como el tiempo local de B en
x.
En esta parte del trabajo exponemos una conexión entre la fórmula de Itô y el tiempo
local para un movimiento browniano unidimensional. Una y posiblemente la más útil ĺınea
de estudio proviene del deseo de ampliar el alcance de la fórmula de Itô.
Nosotros estudiaremos una fórmula análoga a la de Itô para f : R → R, f(t) = |t − x|
(que no es diferenciable) y pueda ser usada para generalizar esta. Ella es conocida como
la fórmula de Tanaka. Mostraremos luego, usando este resultado, una caracterización del
tiempo local como el supremo de otro movimiento browniano.
5.1. Tiempo local
El concepto y construcción de tiempo local en el contexto del movimiento browniano
en R es debido a P. Lévy y juega un rol importante en diversos desarrollos de la teoŕıa
del movimiento browniano. Lévy definió el tiempo local del movimiento browniano en el
53
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punto x como el ĺımite











λ{s ∈ [0, t];Bs ∈ (x− ε, x+ ε)},
donde λ es la medida de Lebesgue. La idea básica es que L(t, x) es una medición del
tiempo que las trayectorias Bs del proceso B permanecen en una vecindad de x hasta el
instante t. La primera prueba de existencia de L es gracias a H.F.Trotter ([13]).
5.2. Fórmula de Tanaka
Para cada x ∈ R, sea la función fx definida por fx(y) = (y − x)+ que no es diferenciable,
por lo tanto no podemos aplicar la fórmula de Itô. Aśı nuestro objetivo es estudiar una
fórmula análoga a la fórmula de Itô para la función fx. La idea a seguir será la de aproximar
la función fx con una sucesión de funciones suaves {fn}n≥1 tal que fn → fx, aplicar la
fórmula de Itô a cada fn y hacer tender al ĺımite. Esta idea la formalizamos con el siguiente
resultado.
Teorema 5.1 Para cada t ∈ [0,∞) y x ∈ R, existe el siguiente ĺımite








Además, se cumple que






L(t, x) c.s. (5.2)
Prueba. Para cada x ∈ R, definimos la función
fx : R −→ [0,∞)
y 7−→ fx(y) = (y − x)+.
Aproximamos fx con la función fx,ε, con ε > 0, definida como sigue :
fx,ε(y) =

0, si y ≤ x− ε;
(y − x+ ε)2
4 ε
, si x− ε ≤ y ≤ x+ ε;
y − x, si y ≥ x+ ε.
(5.3)
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0, si y ≤ x− ε;
(y − x+ ε)
2 ε
, si x− ε ≤ y ≤ x+ ε;
1, si y ≥ x+ ε,
(5.4)
Figura 5.2: Gráfica de la primera derivada de la función.
f ′′x,ε(y) =

0, si y < x− ε;
1
2 ε
, si x− ε < y < x+ ε;
0, si y > x+ ε.
(5.5)
Notemos que fx,ε no es de clase C
2 ya que f ′′x,ε no está definido en x+ ε y en x− ε.
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Figura 5.3: Gráfica de la segunda derivada de la función.







, si |y| < 1;
0, si |y| ≥ 1;
donde c es tal que c
∫ 1
−1 Φ(y)dy = 1.
Para cada n ≥ 1, definamos la función Φn por
Φn(y) = nΦ(ny).













fx,ε(y − z)Φn(z)dz. (5.6)
Entonces
i) gn ∈ C∞.
ii) gn → fx,ε uniformemente en R.
iii) g′n → f ′x,ε uniformemente en R.
iv) g′′n → f ′′x,ε converge puntualmente excepto en x+ ε, x− ε.
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Para cada t ≥ 0, (s, ω) ∈ [0,∞)× Ω, cuando n→∞,
1[0,t] g
′
n(B(s, ω)) converge a 1[0,t]f
′
x,ε(B(s, ω))
uniformemente en [0,∞)× Ω.





f ′x,ε(Bs)dBs en L
2(P ).





x,ε(Bs) c.s. para cada s ≥ 0 fijo.
Por el teorema de Tonelli, c.s. para cada ω ∈ Ω existe A ∈ F tal que:
P (A) = 1.





x,ε(Bs) λ− c.s. para s ∈ [0,∞).
Sea ω ∈ A, dado que |g′′n(y)| ≤
1
2ε
















∣∣∣ ∫ t0 g′′n(Bs)ds∣∣∣ ≤ ∫ t0 |g′′n(Bs)|ds ≤ t2ε en L2(P ).






















fx,ε(Bt)− fx,ε(B0) converge a (Bt − x)+ − (B0 − x)+ c. s.
Puesto que
|fx,ε(Bt)− fx,ε(B0)| ≤ |Bt −B0|.
Y por el teorema de convergencia dominada,
fx,ε(Bt)− fx,ε(B0) converge a (Bt − x)+ − (B0 − x)+ en L2(P ). (5.9)

















































Por la propiedad de isometŕıa,∫ t
0





Aśı de la ecuación (5.8), cuando ε → 0, y de los resultados obtenidos en (5.9) y (5.10)
tenemos la siguiente igualdad



















Esto termina la prueba. 
Observación 5.2 Notemos que la igualdad (5.11) implica implicitamente que el ĺımite
existe en L2.
Una consecuencia inmediata del resultado anterior es la fórmula de Tanaka la cual
enunciamos a continuación.
Teorema 5.3 (Fórmula de Tanaka) Para cada (t, x) ∈ [0,∞)× R, tenemos
|Bt − x| − |B0 − x| =
∫ t
0
sgn(Bs − x)dBs + L(t, x) c.s. (5.12)
Donde sgn(x) = 1{x>0} − 1{x<0}.
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Prueba. Puesto que −B es un movimiento browniano, él tiene un tiempo local en −x, el





















Bsds = L(t, x).
De esta forma c.s. L−(t,−x) = L(t, x). Utilizando (5.2) con −B y −x, obtenemos después
de algunos signos conmutados:














De la adición de este útimo resultado con (5.2), obtenemos
|Bt − x| − |B0 − x| =
∫ t
0
sgn(Bs − x)dBs + L(t, x), (5.13)
puesto que ∫ t
0
1{0}(Bs)dBs = 0 c.s.

Finalizamos esta sección con la conexión de la fórmula de Tanaka y el teorema de
descomposición de Doob-Meyer. Notemos que Bt − x es una martingala y la función
h → |h| es convexa, el proceso |Bt − x| es una submartingala. De acuerdo al teorema de
Doob-Meyer podemos descomponer |Bt − x| de manera única como
|Bt − x| = |B0 − x|+Mxt + Axt
donde para cada x, el proceso Mx es una martingala continua y Ax es un proceso creciente
con Mx0 = A
x




sgn(Bs − x)dBs y Axt = L(t, x).
5.3. Tiempo local y movimiento browniano
En esta sección empezamos con el siguiente resultado debido a A. Skorohod, el cual es
enunciado para una función continua arbitraria.
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Lema 5.4 (La ecuación de Skorohod)
Sean z ≥ 0 un número dado, y(·) = {y(t); t ∈ [0,∞)} una función continua con y(0) = 0.
Existe una única función continua k : R→ [0,∞) tal que cumple las siguientes condiciones
i) x(t) = z + y(t) + k(t) ≥ 0, t ∈ [0,∞),










{−(z + y(s) )}
}
, t ∈ [0,∞). (5.14)
Prueba.
Empezamos probando la unicidad. Supongamos que existen dos funciones continuas k(·)
y k̂(·) que satisfacen las condiciones i), ii) y iii) del lema, con
x(t) = z + y(t) + k(t), t ∈ [0,∞)
x̂(t) = z + y(t) + k̂(t), t ∈ [0,∞.
Supongamos ahora que existe un número T > 0 con x(T ) > x̂(T ).
Sea τ = sup{0 ≤ t ≤ T ;x(t) = x̂(t)}. Por la continuidad de x(t) y x̂(t), x(t) = x̂(t) y
x(t) > x̂(t) ≥ 0 para todo t ∈ (τ, T ].







1dk(s) ≥= k(T )− k(τ).
Entonces k(τ) = k(T ). Por lo tanto,
0 < x(T )− x̂(T ) = k(T )− k̂(T )
≤ k(τ)− k̂(τ) = x(τ)− x̂(τ),
entonces x(τ) > x̂(τ), lo cual contradice lo afirmado anteriormente.
Se sigue que x(T ) ≤ x̂(T ) para todo T ≥ 0, aśı k(t) ≤ k̂(t) para todo t ≥ 0. De manera
similar podemos concluir que k(t) ≥ k̂(t), con lo queda probada la unicidad de k(t).
Ahora, sea k(·) definida como en la ecuación (5.14). Es fácil ver que k(·) satisface las
condiciones i) y ii) del lema.
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Para verificar que satisface la condición iii), es suficiente mostrar que∫ ∞
0
1{x(s)>ε}dk(s) = 0 para todo ε > 0.
Sea (t1, t2) ⊂ {s ≥ 0, x(s) > ε} y notemos que, para t1 ≤ s ≤ t2
−(z + y(s)) = k(s)− x(s) ≤ k(t2)− ε.
Sin embargo,
k(t2) = máx{ k(t1), sup
t1≤s≤t2
−(z + y(s)) } ≤ máx { k(t1), k(t2)− ε} .
Lo cual muestra que k(t2) = k(t1). 
Observación 5.5 La condición iii) del lema, nos dice que k(·) sólo puede crecer
(estrictamente) en puntos del conjunto {t ≥ 0;x(t) = 0}
Recordando la fórmula de Tanaka
L(t, x) = |Bt − x| − |B0 − x| −
∫ t
0
sgn(Bs − x)dBs, t ∈ [0,∞).




sgn(Bs)dBs + L(t, 0); t ∈ [0,∞), (5.15)
denotemos L0 = L0(B) el tiempo local en cero para B.




Lema 5.6 El proceso M anteriormente definido, es un movimiento browniano.
Prueba. Obviamente, P (M0 = 0) = 1 y M es una martingala continua con repecto a P








1ds = t, t ∈ [0,∞) (5.16)
De acuerdo al teorema de caracterización de Levy, M es un Ft-movimiento browniano
estandár con repecto a la misma medida de probabilidad P. 
Aśı podemos escribir M = B̃ y escribir la fórmula de Tanaka como
|Bt| = B̃t + L(t, 0)(B), t ∈ [0,∞).
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Lema 5.7 Con probabilidad uno, para cada ω, se tiene que L(t, 0)(ω) satisface las
condiciones i), ii) y iii) del lema 5.4 con z = 0 e y(t) = −B̃t(ω) t ∈ [0,∞).
Prueba. Notemos que con Y = −B̃, z = 0 y K = L(t, 0) se cumple
B̃t + L(t, 0) = |Bt| ≥ 0.













1{ε,ε}(B(u))du = Ls enL
2(P ).
En primer lugar notemos que el conjunto Lω(0) = {0 ≤ t ≤ ∞;Bt(ω) = 0} es







1R−{0}(Bt)dLt(0) = 0; c.s. es suficiente mostrar que∫
Iα
dLt(ω) = 0 para cada α ∈ N.







1(ε,ε)(Bs)ds = Lt enL
2.





Ahora tomemos una sucesión ε0n ↓ 0.
Sea t1, t2, . . . , tn, . . . una numeración de Q ∩ [0,∞).





n = Lt1 enL
2.
Existe una subsucesión ε1n de ε
0





n = Lt1 c.s..





n = Lt2 enL
2.







n = Lt2 c.s..






n, . . . tal que
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n = Ltj c.s. para todo k ≥ 1 y 1 ≤ j ≤ k.





n = Lt c.s.

Proposición 5.8
Sea B un movimiento browniano y definamos el proceso {MBt = sup
0≤s≤t
Bs ; t ∈ [0,∞)}.






= denota que los procesos tienen la misma ley.
Prueba. En primer lugar podemos escribir la fórmula de Tanaka como
|Bt| = B̃t + L(t, 0)(B). (5.17)
Ahora aplicamos el lema 5.4 al proceso B̃, obteniendo
Xt = B̃t +Kt para todo t ∈ [0,∞), (5.18)
donde X ≥ 0 y K es estrictamente creciente en el conjunto {Xt = 0}. Comparando las
expresiones (5.17) y (5.18) notamos que el par (|Bt|, L0) es de hecho la solución de la
ecuación de Skorohod para el proceso B̃, aśı tenemos que
Xt = |Bt| y Kt = L(t, 0)(B).
Además, nosotros conocemos del lema 5.4 que







Observemos que en la ecuación (5.19) L(t, 0)(B) es un tiempo local para B̃. Dado que B
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Usando esta propiedad y la simetŕıa del movimiento browniano obtenemos




















En el útimo paso hemos usado el hecho (B̃s)s≤t y (Bs)s≤t son movimientos brownianos y





Sean B un movimiento browniano, MBt = sup
0≤s≤t
Bs y L
0 el tiempo local en cero. Entonces









; t ∈ [0,∞)}.
Prueba. De la ecuación (5.19) y de la fórmula de Tanaka obtenemos en particular







Ahora realicemos un cambio de notación.
Denotemos B por B̂ y B̃ por −B.
Teniendo en cuenta que B es un movimiento browniano, tenemos







Podemos ver esta ecuación como la ecuación de Skorohod aplicada al movimiento















|B̂t| = −Bt = MBt .









Del lema 5.4 y de la fórmula de Tanaka conocemos que MB es tiempo local para B̂ de
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y, dado que B y B̂ tiene la misma ley, hemos probado que el par de procesos dados tienen









; t ∈ [0,∞)}.

Conclusiones
Hemos estudiado en forma prolija y exhaustiva la construcción del movimiento browniano
estándar , poniendo énfasis en el rol que juegan el teorema de Consistencia de Kolmogorov
y el teorema de Kolmogorov-Censot. Un interesante resultado estudiado fue la no
diferenciabilidad de casi todas las trayectorias brownianas en ningún punto, propiedad
importante en el presente trabajo pues tiene como implicancia el hecho de no poder usar
las trayectorias brownianas como integradores en el sentido de Riemann-Stieltjes.
Hicimos un estudio de un caso especial de integración estocástica que tiene como
integrando a procesos progresivamente medibles y como integradores a martingalas
continuas cuadrado integrables aśı como varias de sus propiedades y presentar de la forma
mas breve posible el concepto de integral estocástica lo que nos condujo a estudiar algunos
resultados técnicos.
Otro resultado importante en el presente trabajo lo constituye la fórmula de Itô que
constituye como la contraparte a la regla de la cadena del cálculo estocástico y presentamos
algunas aplicaciones concretas de la fórmula de Itô. Una de ellas fue en el teorema
de caracterización de Lévy del movimiento browniano que establece que un proceso
cualquiera (Xt) es un Ft-movimiento browniano si sólo si empieza en cero y (Xt) es
una martingala continua cuadrado integrable con variación cuadrática de (X)t dada por
〈X〉t = t.
En la parte final del trabajo hemos estudiado una conexión entre tiempo local y el
movimiento browniano, donde hemos visto que el tiempo local en cero de un movimiento
browniano no es después del todo un objeto matemático extraño ya que es el supremo de
otro movimiento browniano.
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