Accurate models of human cognitive performance would be valuable operational aids. Circadian rhythms may be important variables that could improve the accuracy of such models.
Introduction
The objective of this paper is to provide information about circadian rhythms and their relevance to the development of models of human cognitive performance. Circadian rhythms are well-established characteristics of human performance. However, to date, models of human performance generally have not taken them into account. The general effects of circadian rhythms will be reviewed, followed by a discussion of the interaction of sustained operations (SUSOPS) and jet lag with these rhythms. Individual differences in circadian rhythms will be addressed, and some published circadian rhythm models will be discussed. While physiological aspects of performance also show circadian rhythms, fluctuations in cognitive performance are more pronounced and will be the focus of this report.
Circadian Rhythms
Circadian (about 24 hr) rhythms are daily fluctuations in physiological and behavioral functions generated by single or multiple internal pacemakers (Kelly, Smith, & Naitoh, 1989) . Under normal circumstances, these rhythms cycle once per 24 hr. However, subjects isolated from sunlight exposure and from synchronizing time cues show unique endogenous cycle lengths that are generally longer than 24 hr. Circadian fluctuations are present all the way from the biochemical and cellular levels of physiology (Nicolau & Haus, 1989; Rivera-Coll, Fuentes-Arderiu, & Diez-Noguera, 1993; Sletvold, Smaaland, & Laerum, 1991) , through higher-level physiological measures (Cugini, et al., 1993) , to all types of physical (Winget, DeRoshia, & Holley, 1985) and cognitive (Blake, 1967; Brown & Graeber, 1982; Gillooly, Smolensky, Albright, Hsi, & Thome 1990) performance. Figure   1 shows the typical circadian rhythm of body temperature, the most commonly used "gold standard" marker of circadian rhythms. Most people following a normal schedule who have not recently crossed multiple time zones will show a temperature nadir (low point) around 0400 -0600, with an acrophase (peak) in the afternoon. The same pattern of high temperatures during the day and lower temperatures at night is seen when exogenous effects on temperature variation are controlled by keeping subjects awake, at bed rest, with small equivalent hourly feedings. Thus, circadian rhythms are driven by an internal pacemaker and are not secondary to environmental influences.
Circadian Rhythms in Cognitive Performance
At least for well-learned relatively simple tasks not requiring extensive retention of information in short-term memory, the peaks and troughs of performance appear to conform fairly closely to those of the circadian temperature rhythm (Folkard, 1981; Klein & Wegmann, 1979; Wilkinson, 1982) . Relevant findings of some studies are summarized in Table 1 . Note that in Table   1 the acrophase and nadir refer to best and worst performance, respectively. Thus, for positive measures, such as speed, the acrophase is the high point, but for negative measures, such as errors, the acrophase is the low point.
Circadian rhythm-related variation has been well documented for some types of performance. Gillooly et al. (1990) collected data on five tasks from the Walter Reed performance assessment battery (PAB) repeated at hourly intervals. Testing sessions commenced at either 2000 or 0800 and lasted 13 hr, so data were available from all hours of the day without requiring subjects to remain awake for 24 hr. Individual and group cosinor analyses documented circadian rhythms on most performance measures. The extent of this variation, expressed as a percentage of the mean performance, averaged 21% for throughput measures (range = 8% to 36%). Throughput is a combined accuracy-speed measure, number of correct responses per unit of time. The Serial Add/Subtract task (shown in Figure 2) and Logical Reasoning task showed the largest circadian variation. Arguably, these two tasks were the most similar to actual operational tasks in their degree of difficulty. Averaged over subjects, maximal performance speed and highest throughput for most tasks occurred around 1800 to 1900. Time of maximum accuracy was more variable. Performance tended to be most variable around 0500-0700 (subjects would have been awake all night at that point, so this could be a circadian effect, a fatigue effect, or both). Blake (1967) also reported time of day effects on performance of PAB type tasks. Subjects in that study were tested at different times of day (0800, 1030, 1300, 1530, and 2100) on different days, using a Latin square design to eliminate practice effects. Tasks (most lasting about 30 min) included Five-Choice Reaction Time, Vigilance (shown in Figure 3 ), Card Sorting, Letter Cancellation, Time Estimation, Digit Span, Simple Reaction Time, and Addition. Most tasks showed a tendency for performance improving through the day, except for a temporary drop after lunch (sometimes referred to as "the lesser circadian low" or "the postlunch dip"), and best performance at 2100, with changes in performance closely following changes in body temperature. Digit Span (shown in Figure 4 ) was unique in showing peak performance at 1030, with decreasing performance thereafter, and worst performance at 2100.
The amount of circadian variation in cognitive functions ("amplitude," or peak-to-trough difference) can be quite substantial and is affected by characteristics of both the task and the subject. Klein, Wegmann, Athanassenas, Hohl week, and Kuklinski (1976) summarized the effects of several factors on circadian performance variation (see Figure 5 ). In general, the amount of variation across the circadian cycle is found to range between 12% and 25% (or +5% and ±15%) of the mean performance level. In field studies, where time on shift, motivation level, and environmental conditions can play a larger role, higher amplitude fluctuations (±30% to ±50% of the mean) are seen. Individuals with higher performance levels tend to show smaller circadian ranges of oscillation.
The range as a percentage of the 24-hr mean in individuals with the worst mean performance is double that of those with the best. Practice or training increases the circadian mean and decreases the amplitude because it has the most effect on performance at the circadian nadir. Increasing motivation appears to have similar effects. Sleep deprivation drops the mean and increases the amplitude, having greatest effect at the circadian nadir. If an individual with average skills is sleepdeprived, he will perform at a level comparable to a less skilled individual who is well rested. Nightshift work and jet lag decrease both the mean and the amplitude, and have the greatest effects at the acrophase.
Some evidence suggests that tasks with high memory load may show rhythms in which the phase of maximal and minimal performance are out of the usual synchrony with body temperature.
2 Such a shift is apparent in the plot of Digit Span ( Figure 4) , a memory task. Since many real-world tasks will involve remembering various amounts and types of information for differing amounts of time, alterations related to memory requirements could greatly complicate modeling performance.
The performance rhythm for high memory-load tasks has been reported to be almost 180° out of phase with temperature (Blake, 1967; Folkard, 1981; Folkard, Knauth, Monk, & Rutenfranz, 1976;  2 Other data suggest performance involving high memory load may sometimes show a non-24-hr (21-hr) rhythm (Folkard, Wever, & Wildgruber, 1983) . However, Folkard et al.'s study involved only 3 subjects and was performed in temporal isolation. So, the extent to which the findings would translate into real-world situations is questionable. Folkard & Monk, 1979; Rutenfranz & Colquhoun, 1979) , although not all authors agree on this point (Johnson et al., 1992; Maury & Queinnec, 1993) .
Effects of circadian rhythms can be difficult to separate from those of duration of wakefulness.
Different cognitive functions appear to be more affected by one or the other of these factors. Folkard and Totterdell (1993) used a 30-hr work/rest cycle to separate the pereformance effects of circadian rhythms from those of time awake. They studied 3 subjects living on the 30-hr work/rest cycle for 15 days. They found that tasks varied as to how much they are affected by fatigue (cumulative time awake) and circadian rhythms. The proportion of variance in performance that was explained by the Thus, susceptibility of task performance to mild sleep deprivation contributed to this finding, and longer periods of sleep deprivation would increase this effect (i.e., different types of performance are more or less affected by sleep deprivation). Another extended day-length study (Monk et al., 1983) produced similar findings. In that study, a subject lived by a 25.8-hr sleep/wake cycle. Speed on a manual dexterity task was related largely to the endogenous circadian temperature rhythm (a 24.8-hr cycle length), while speed on a verbal reasoning task showed a small contribution tied to the circadian temperature rhythm, with the majority of the variation being related to the 25.8-hr day.
Errors
In many situations, some aspects of performance will be much more critical than others.
Often it is acceptable for individuals to work more slowly, as long as accuracy is maintained at an acceptable level. However, errors or total absence of performance could be disastrous. Some studies of real-world performance suggest these aspects of performance are particularly prone to circadian variation. Errors by meter readers showed a clear circadian rhythm, with more than twice as many errors made in the early morning than the late morning or late afternoon (Mitler et al., 1988) . Errors 8 also showed a clear early-afternoon ("postlunch") peak. Drivers most often admitted falling asleep in the early morning and early afternoon periods, with 58% of such episodes occurring between 2300 and 0500 and 25% between 1200 and 1500 (Rutenfranz & Colquhoun, 1979) . Errors among engine drivers showed a similar pattern (Hildebrandt, Rohmert, & Rutenfranz, 1974) , although interestingly, the afternoon peak actually was higher than the early morning peak in that study. The Three-Mile
Island and Chernobyl disasters both occurred during the circadian low period, and the Challenger accident was attributed partially to sleep loss and shift work during the early morning hours (Mitler et al., 1988) . Ribak et al. (1983) analyzed all Air Force (aircraft) accidents that had been attributed to pilot error over a 12-year period. The pattern of accidents suggested that the closer a pilot was to his hour of awakening (presumed to be 0600), the more likely he was to make an accident-causing error. A late afternoon and early evening increase was thought possibly related to endogenous circadian rhythms. Since data from night flights do not appear to be included, it is possible that the increased accidents closer to the time of awakening relate to proximity to the circadian low period. Automobile accidents associated with a driver dozing off and single car accidents are known to occur more frequently during the late-night or early-morning hours (Harris, 1976) . Similarly, in a survey of industrial workers, more than 50% admitted sometimes falling asleep on the night shift, much more than on any other shift (Coleman & Dement, 1986) .
Whether rare but potentially disastrous events, such as falling asleep at the wheel, should be included in a model is a difficult question. If a model is to be used only to predict likely outcomes in various circumstances, such events probably can be discounted. However, if the model is to be used to help plan the best course of action, then such factors should be considered so steps can be taken to prevent them. For example, since individuals often seem to be unable to predict whether they are about to fall asleep (Itoi et al., 1993) , incorporating measures into a mission plan to prevent personnel from falling asleep during critical periods is particularly important.
Circadian Rhythms and SUSOPS
Allowance for the effects of circadian rhythms is especially important in modeling of performance in sleep-deprived subjects because circadian rhythms interact with the effects of sleep deprivation. If an individual has accumulated a significant sleep debt and is required to work at the low point of his or her circadian performance rhythm, alertness and performance will be particularly poor (Babkoff, Mikulincer, Caspy, & Carasso, 1989) . Figure 6 re-plots placebo group speed and accuracy data from one task in a 64-hr sleep-deprivation study reported by Babkoff et al. (1992) . A roughly sinusoidal performance rhythm across the 24-hr cycle can be seen overlaying an overall downward slope related to the effects of sleep deprivation. When possible, the final portion of a SUSOP should not coincide with the circadian low period (Wegmann & Klein, 1984) .
The effects of circadian rhythms can be more pronounced than those of sleep deprivation.
For example, in a study of circadian rhythm and fatigue effects in simulated long-duration flights, Perelli (1980) found that performance decrements due to flying at night were greater than those from cumulative fatigue related to work duration. Likewise, a study comparing conventional PAB tasks to a synthetic work task (SYNWORK) during SUSOPS found that the PAB tasks were more sensitive to sleep deprivation but SYNWORK, which is more like real-world performance, manifested a stronger circadian rhythm (Elsmore et al., 1995) .
Sleep deprivation and circadian rhythms are not simply additive. The effect of increased time awake is greatest around the time of minimum body temperature and least around its maximum.
Because of this nonlinear relationship, performance degradations during a night of sleep deprivation may be worse than performance during the daytime the following day or two, despite increased duration of sleep deprivation. This can be seen in Figure 6 , where performance the first night (WED, 0330) is worse than performance after more than 48 hr of sleep deprivation (THU, 0845 to 2045). Figure 7 shows a three-dimensional relationship (performance vs. duration of wakefulness vs. time of day) from a study by Dijk, Duffy, and Czeisler (1992) in which differing durations of wakefulness at different times of day were achieved by having subjects live by a 28-hr day (18 hr wake, 10 hr sleep). Eventually such a three-way function could be a valuable component of a model of cognitive performance. However, the Dijk et al. report is based on a preliminary study (only 2 subjects). Also, that study involved no real sleep deprivation. Effects of elapsed times awake significantly longer than the usual wake period may interact with circadian rhythms in a qualitatively different way than with shorter wake periods.
The differential effects of sleep deprivation at different circadian phases means that the variations in performance become much greater relative to the mean as sleep deprivation progresses. Fröberg, Karlsson, Levi, and Lidberg (1975) studied circadian rhythms of shooting range performance and self-rated fatigue, along with physiological measures, in subjects who were tested at 3-hr intervals during 72 hr of sleep deprivation. Shooting performance showed a somewhat irregular circadian rhythm, with an average acrophase at around 1700 and a nadir around the time of peak fatigue (0500) (Figure 8 ). This pattern was clearest for number of shots. Number of hits and percentage of hits showed less apparent circadian rhythms. The mean daily performance decreased over the sleepdeprivation period, while the amplitude of circadian variation increased. On Day 1 of the study, when sleep deprivation was minimal, the mean number of shots made by the only group of subjects who completed the full 72-hr sleep-deprivation protocol was 1,239, and the amplitude of the circadian rhythm of shooting performance was 130. Thus, the peak-to-trough range was about 20% of the mean, possibly discountable within the range of accuracy that might be expected from a performance model. However, on the third day, mean performance was decreased by almost half and amplitude of the circadian rhythm had more than doubled. Therefore, the peak-to-trough range was almost 80%
of the mean, which is large enough to be of concern to a performance model. Performance on the second day was intermediate, with a range equal to about 60% of the mean. These data show that if circadian rhythms are not taken into account in modeling performance during SUSOPS, performance estimates could be grossly off.
The increased amplitudes of circadian performance rhythms during sleep deprivation are not mediated by increased hormonal fluctuations. Indeed, the effects of sleep deprivation on amplitudes of hormonal circadian rhythms appear to be opposite of those on cognitive performance. Opstad (1994) reported a study of hormones and mental performance (Digit Symbol and Logical Reasoning tasks) in subjects undergoing almost total sleep deprivation during a strenuous 5-day training course.
They found that the circadian variation of a number of hormones had been virtually abolished by the end of the course. In contrast, the amplitude of the performance rhythm increased from about ±5%
to + 30% of the mean.
While individuals tend to have difficulty sleeping at some times of day, as compared with the night (Äkerstedt & Gillberg, 1981a (Äkerstedt & Gillberg, , 1981b , once subjects are significantly sleep deprived getting to sleep generally is not a problem. Neither the benefits (Dinges, Orne, Whitehouse, & Orne, 1987) nor the detrimental sleep inertia effects of naps (Naitoh, Kelly, & Babkoff, 1993) show time of day differences. This simplifies including effects of naps in a model.
Jet Lag
If a model takes circadian rhythms into account, then it is absolutely necessary that it also take the effects of travel across time zones (jet lag) into account. Travel across time zones prior to military activity is not a rare event. If a model does not allow for this, circadian functions incorporated into a model could decrease rather than increase the accuracy of performance estimation. For example, immediately after crossing 12 time zones, the times of the peaks and valleys of performance will be 12 hr out of phase with local time. For night work, this can be an advantage.
If personnel remain synchronized to home base time after crossing many time zones, they will show their best performance during the night shift (Neri & Shappell, 1994) . How long it takes to adjust to new local time depends to a great extent on how much and when outdoor light exposure occurs, with the sleep-wake schedule and other time cues contributing to a lesser extent. With maintenance of the home-base sleep-wake schedule, avoidance of sunlight, and administration of melatonin prior to bedtime, synchronization to home-base time may be maintained indefinitely (Comperatore, Lieberman, Crowley, & Kirby, 1996) .
Generally, phase advances (eastward travel) are adjusted to by phase advancing the internal rhythms, and phase delays (westward travel) by phase delaying. However, the fact that endogenous cycle lengths are longer than 24 hr makes it more difficult to advance than to delay human circadian rhythms. Therefore, some individuals adjust to large phase advances by delaying rather than advancing rhythms. After eastward travel of more than 9 time zones, the majority of individuals may adjust by phase delaying their rhythms (e.g., Gundel & Wegmann, 1989) . Different types of performance may resynchronize at different rates (Monk, Knauth, Folkard, & Rutenfranz, 1978) .
When activity and light exposure patterns conform to the diurnal period of local time, adjustment is reported to occur at the rate of about 90 min per day after westward travel and 60 min per day after eastward travel (Aschoff, 1978) . Appropriately timed artificial bright light can facilitate large shifts in a relatively short period of time (Czeisler et al., 1986; Czeisler et al., 1989; Minors, Waterhouse, & Wirz-Justice, 1991) . Natural light can have similar effects. Subjects allowed outside in a new time 13 zone re synchronized about 50% faster than did subjects confined to a hotel, even though both followed a normal sleep-wake schedule (Klein & Wegmann, 1980) . Light is not the only thing that may affect adjustment of circadian rhythms. Preliminary evidence indicates that exercise may promote phase delays, which may imply it will inhibit phase advances (Van Cauter, et al., 1993) . Thus, the adjustment rate after multiple time zone crossings could depend upon individual activity level. Clearly, transport across time zones greatly complicates the amount of information that a model will need to be able to accurately predict circadian aspects of performance.
Individual Differences
Individual differences are relevant to modeling performance in defining the variability of circadian effects. Age is fairly well documented as having a negative effect on an individual's ability to perform shift work, particularly night work (Härmä, Hakola, & Laitinen, 1993 ) and susceptibility to jet lag (Gander, De Nguyen, Rosekind, & Connell, 1993) . Also, middle-aged personnel may be more susceptible than young people to decrements related to the lesser circadian low period in the afternoon (Summala & Mikkola, 1994) . To the extent that critical members of a mission requiring night work or SUSOPS may be older (e.g., the leader), a performance model might need to take this into account. However, the fact that older personnel are likely to be better trained and that better trained or more skilled individuals tend to show less variation across the 24-hr cycle and less decrement at night might counterbalance this in many cases (Klein et a., 1976) .
Morningness/eveningness ("larks" vs. "owls") is a characteristic that has been investigated in relation to its effects on performance circadian rhythms and ability to perform night work. Some performance tasks show very similar performance rhythms between morning and evening types.
Others show very different patterns in the two types (Kerkoff, 1985) . Tasks involving a significant working memory component may differ more between the types. Monk and Leng (1986) found that speed of performance on a Single Letter Search Task had a similar rhythm peaking around 1600 in both types, but for speed of performance on a Logical Reasoning task the acrophases were 6 hr apart (morning types: 0651, evening types: 1304).
3 Unfortunately, this study did not include nighttime testing, so it is uncertain whether the performance nadirs (probably of greater importance for modeling than the acrophase) are so disparate.
Whether an individual is a long or a short sleeper may be quite relevant to SUSOPS performance. Evidence indicates that individuals have inherently different sleep needs. Those with the greatest sleep requirement will show the greatest sleep-deprivation effects, and those with the least requirement will show the least effects (Foret, Benoit, & Merle, 1981) . However, simply asking individuals how much they sleep may be insufficient to determine sleep need. For example, someone who is sleeping 5 hr a night but who is constantly tired is not a short sleeper, but rather a normal sleeper who is chronically sleep deprived. Chronic sleep deprivation is so prevalent in modern society that the "National Sleep Debt" is proposed to be a major problem (Dement, 1994) .
Models
Monk (1982) presented a method for modeling a performance rhythm that might be able to compensate for the variable phase position of the circadian rhythms of different cognitive functions.
His model derives an alertness rhythm from the best-fitting sinusoid to a subject's body temperature data (using a peak at 1800 provided good fit and accounted for > 80% of variability in his subjects). This is combined with an inverted U function representing the relationship of alertness and performance for a given type of behavior. For example, in low memory load tasks very high alertness might be optimal, and the performance rhythm would be close to the temperature rhythm. In high memory load tasks, on the other hand, lower alertness might be preferable, and the combined functions would produce a performance rhythm that decreased during the day, as shown in Figure   9 . A limiting factor to this technique is that the exact alertness performance relationship has not been clearly established, even for most simple types of performance, let alone for the complex behaviors personnel may be required to perform in military operations.
Akerstedt and Folkard (1995) devised a computerized model of alertness that combines the effects of circadian rhythms (process C) with those related to duration of wakefulness and/or sleep (process S). This is diagramed in Figure 10 . This model successfully predicts both subjective and EEG-based sleepiness measures in situations of irregular sleep and waking. It is also reported to predict performance. Mitler (1991) proposed the following formulas to predict performance and sleep tendency:
Sleep tendency = 1 -P Where P = performance, K = sealer, t = clock time, phi = physiological phase offset, and SD = sleepdeprivation factor. The sleep tendency formula shows a highly statistically significant agreement with automobile accident and human mortality data. Gander, Kronauer, & Graeber (1985) reported on a model simulating the effects of two coupled circadian pacemakers to predict resynchronization during jet lag. The X oscillator represents the major determinant of phase of the circadian rhythm of core temperature. The Y oscillator regulates the sleep-wake cycle, with sleep tending to begin 120° before Y rises through the mean and to end as Y crosses the mean (for a one third sleep fraction). This model is shown in Figure 11 . The model predicts rate of adjustment depending on the rhythm being measured, the number of time zones crossed, the flight direction, and the strength of available time cues. This model is more complicated, but it is probably also more accurate than the "60 minutes per day after eastward travel, 90 minutes per day after westward travel" rule of thumb. Samn and Perelli (1982) published an algorithm for estimating aircrew fatigue in computer-16 simulated airlift operations. Factors taken into account include previous sleep amount, shifting of the sleep period, crossing of time zones, number of consecutive duty days, and number of prior duty days exceeding 16 hr. Some components of the algorithm are shown to correlate with subjective fatigue scores. However, it is unclear whether the overall algorithm has been validated. This model is too long and complex to discuss here. The reader is referred to the original publication.
Conclusions and Recommendations
This report documents that the magnitude of the circadian variation in cognitive performance sometimes is large enough to require inclusion in models of cognitive performance. Otherwise, performance will not be accurately estimated. This is particularly true for models of performance during SUSOPS or other situations in which sleep is markedly decreased. Additionally, any model that includes circadian rhythms must make allowance for readjustments after travel across multiple time zones. Otherwise, inclusion of circadian factors could decrease rather than increase accuracy of a model. 
