This paper examines the problem of the state and the unknown inputs estimation for nonlinear descriptor system via Unknown Input and Proportional Integral Observer. The used approach is based on the multi-model representation of the nonlinear descriptor process. The design methods of both proportional integral observers and unknown inputs observers for multi-model descriptor systems are described in detail. Sufficient existence conditions of both unknown input and PI observers are given and linear matrix inequalities (LMIs) are solved to design the gains of these observers. A numerical example is provided to illustrate and to compare the design developed in this paper.
INTRODUCTION
Nonlinear descriptor processes are usually described by analytical models. These models include both dynamic and static relations. Consequently this formalism can model physical constraints or impulsive behavior due to an improper part of the system. Descriptor systems appear in many fields of system design and control such as constrained robots, power systems, hydraulic or electrical networks. For conventional systems, various approaches have been proposed to design observers. The observer classically used, within the framework of linear systems, is known as Luenberger observer or with profit Proportional [7] . In presence of unknown disturbances affecting system [11] , the state estimation provided by this type of observer, is considerably degraded. In order to improve the observer design with respect to the disturbances, an observer with Proportional Integral gain can be used. Indeed, this observer makes it possible to integrate certain degree of robustness in state estimation thanks to the integral action [3] . Like to ordinary system theory, the problem of designing observer for descriptor linear system has been considered by many authors. Some approaches are lead to the construction of full-order and reduced-order observers [10] . Others approaches develop the concept of singular value decompositions and generalized inverse matrix [8] in order to construct the state vector for this class of systems. Some researchers have also introduced the integral term in observer design for descriptor linear systems. Indeed, in [1] and [2] , a design approach of Proportional Integral Observer (PIO) for continuous time descriptor linear systems has been proposed. Koenig et al. [6] , have investigated the Luenberger full-order and reduced-order PIO with unknown inputs. However, few works have been done to design observers for nonlinear descriptor system except for [5] . In a recent work of Kaprielian et al. [15] , a state observer based on the linearization technique of nonlinear descriptor systems with application to a physical process has been developed. In [4] , an observer design for descriptor systems with Takagi-Sugeno designation has been studied. In this paper, a comparison study between two type of observers is presented. This comparison wants to underline the differences for the design of such observers and also to compare the estimation performances of them. This discussion wants to lead us which of these two observers is less restrictive for nonlinear descriptor systems described by a Multi-Model approach. The multi-model approach [12] consists in representing the behavior of a nonlinear system by a number of linear sub-model. Each sub-model is defined in an operating zone. The interpolation of the whole of these sub-models is carried out by convex weighting functions. This paper is organized as follows: in Section 2 the MultiModel structure of nonlinear descriptor systems is introduced. In Section 3, we study the structure and the design of the proposed proportional integral and unknown inputs multi-observer. An illustrative example is considered in Section 4.
MULTI-MODEL SINGULAR SYSTEM
consider the following nonlinear descriptor system
where x ∈ R n is the singular state vector, u ∈ R p (p ≤ n) is the input vector, d ∈ R q is a constant unknown input vector and y ∈ R m is the output vector. The function F is a continuous and infinitely differentiable nonlinear function and E is a singular matrix with constant parameters and rank(E) = r < n. The dynamic behavior of this nonlinear system can be characterized by a coupled Takagi-Sugeno [13] representation composed by several local linear models. So, based on Taylor series expansion of the smooth nonlinear functions around various operating points (x i , u i ), the multi-model representation [12] of (1) is:
A i , B i and R i are the Jacobian matrices relating to the i th operating point. Δx i is a vector depend on the i th operating point. h i (ξ(t)) quantifies the relative contribution of each local model to construct the global model [16] . The weighting function satisfies the property of the convex sum
The decision variable ξ(t) is supposed to be real-time accessible, depending on the control input, or on the measured state. Then, before giving the main results, let us make the following assumptions. Assumption A1: The matrix C is of full-row rank. Assumption A2: The triple matrix (E, A i , C) is R-detectable, for all i = 1, ..., h [10] , i.e.,
where C is the complex plane.
In the following subsection, a simple method is proposed to design a PIO for multi-model descriptor systems subjects to disturbances. This method is less restrictive then unknown inputs observer design since no assumption is made on the disturbances matrices R i .
PROPORTIONAL INTEGRAL (PI) MULTI-OBSERVER STRUCTURE
In the deterministic case, the Proportional Integral Multi0bserver (PIMO) is characterized by the use of an integral term of the estimation outputs error [9] . The equations which govern the PIMO are as follows: (6) wherex ∈ R n , z ∈ R n andd ∈ R q are respectively the estimated state vector, the state vector of the observer and the estimated unknown input. φ i are the integral gains matrices.
and M are the unknown parameters of the PIMO which we have to design.
Definition 1 System (6) is called a PIMO for system (2) if for arbitrary initial conditions x(0) and z(0) and arbitrary input u(t), the following relations hold:
Let the state estimation error e(t) = x(t) −x(t); then it follows from (6) and (2) that:
Let U ∈ R n×n a real matrix such that:
So, the state estimation error becomes
Now, we assume that the bounded unknown inputs are with slow variation, i.eḋ(t) 0. Then, for
The dynamic equation of the state estimation error becomeṡ
If the following conditions are satisfied
and from (6), (11) and (13), the dynamic of the state estimation and the unknown inputs errors becomė
The equality (15) and (17) can be written as follows
If the above error dynamic equation (18) is stable, the state estimation will converge asymptotically to the real state.
PI observer design
Since rank E C = n, and from (14e) we obtain,
Then, it can directly deduced that:
where the superscript ( + ) represents the generalized inverse matrix. So, at this step we can get U and M . G i , H i and Δz i will be given respectively from (14b), (14c) and (14d). By substituting (14e) into (14a), we obtain:
Let us note
then,
Using the expression of Ki,
from (24) and (23), the estimated errors (18) can be written as:
the above equation (26) is also equivalent to:
wherē
and Hi = URi.
The remaining problem is to find the matricesKi such that the state estimation error converge asymptotically to zero.
Existence conditions
The PIMO (6) exists if and only if the pair Ā i,C is detectable
The following theorem gives the existence conditions of this PIMO.
Theorem 1 [6] The PIMO (6) for the multi-model descriptor system (2) converge asymptotically to zero, if and only if the following conditions are hold
So, it remains to determine the gainKi of the PIMO ensuring the convergence to zeros of the estimation errors. One uses here, the second Lyapunov method.
Theorem 2 The PIMO (6) is asymptotically stable, if there exists a common positive definite matrix Q and matrices
Wi = QKi such that:
., h} (28)
Proof: Consider the Lyapunov function with the following quadratic form:
The stability condition for the dynamic error yields that the time derivative of the Lyapunov function should be negative definite. Using the equation (27), the functionV (t) is derived such aṡ
(29) The time derivative of the Lyapunov function is then negative definite if the following inequality holds true
For Wi = QKi, the above inequalities becomē
A solution in Q and W i satisfying LMIs (28) can be found. The observers gains can be deduced as:Ki = Q −1 Wi Then, the design of PIMO is achieved and their parameters are given by (24), (25), (14b), (14c) and (20). To ensure the rate of estimation error convergence, one defines in the left part of the complex plan a bounded area S with a line of abscissa (−α) where α ∈ R + . The LMIs (28) must be replaced by the following LMIs.
The presented PIMO gives an asymptotic estimation of both states and unknown inputs. It can be applied to fault diagnosis for descriptor systems. A restrictive condition of such PIMO design is that we have to consider unknown inputs with slow variation, i.e. d(t) 0.
UNKNOWN INPUT MULTI-OBSERVER STRUCTURE
The Unknown Inputs Multi-Observer (UIMO) design for nonlinear descriptor systems described by multi-model is addressed in this subsection. Two part are studied, the first is dedicated to the state estimation, in the second, an applicability of the disturbance estimate is considered. So, taking the descriptor model (2) with a constant matrix disturbance i.e. Ri = R, the proposed UIMO has the following form:
hi(ξ(t))(Niz(t) + Giu(t) + Liy(t) + Δzi) x(t) = Z(t) + My(t))
(32) Under assumption A2 and A3, and from (2), (10) and (32), the following dynamic estimation error is obtained as:
(33) If the conditions (14a), (14b), (14c) and (14e) are holds and:
the dynamic error equation will be reduced to:
hi(ξ(t))(Nie(t))
If the above error dynamic equation is stable, the state estimation will converge asymptotically to the real state.
UIMO design
After checking the convergence conditions (theorem 1), the design of the UIMO (32) consists in finding a gains matrices Ki such that the equation (35) is stable. By using (23) and (24), the inequality (28) can be rewritten as:
A solution in Q and Wi satisfying LMIs (36) can be found. The observers gains can be deduced as:
Wi. Then, the design of UIMO is achieved and their parameters are deduced from the matrices U, M, Q and Wi as:
where
if the matrix E R C 0 is a full column rank [10] .
At this step, the UIMO makes it possible to rebuild the state of the system whatever the presence of the unknown inputs, it is based on the methods of decoupling of the unknown inputs with respect to the estimation error. However, the most critical problem into the design of such UIMO is to solve the equation (34). This decoupling problem is restrictive when the disturbances matrices Ri are different for all the operating point. On the other hand, the PIMO does not decouple the unknown inputs and then its design do not suffer of this problem. The PIMO design is more easy by considering this problem but the restriction for the PIMO is to consider that disturbances have slow variation i.e.ḋ(t) 0. By summarizing these observers design, the design method of the PIMO is less restrictive.
Unknown inputs estimation
Under steady state condition, the state estimation error converges to zero, then substituting the true state x by its estimatex and the unknown inputs d(t) by its estimatedd(t) in the multi-model (2) and for hypothesis R i = R, we obtain:
hi(ξ(t)) Aix(t) + Biu(t) + Rd(t) + Δxi ŷ(t) = Cx(t)
(39) The unknown inputs can then be calculated in the following way:
hi(ξ(t))(Aix(t) + Biu(t) + Δxi)
(40) The existence ofd(t) is ensured by condition (5), and R is of full column rank. The construction of the unknown inputs by the UIMO requires an additional procedure which based on the derive function of the signalx(t). However the PIMO offers an estimate of the unknown inputs with the estimated state vector. Where, the interest of the PIMO.
ILLUSTRATIVE EXAMPLE (A ROLLING DISC )
Consider a singular nonlinear system given by the set of differential and algebraic equations (DAE) [14] . The model describes a disc rolling on surface without slipping figure 1. The disc is connected to a fixed wall with a nonlinear spring and a linear damper. The spring has a positive coefficient k. The damping coefficient of the damper is given by a positive parameter b . The radius of the disc is r, its inertia is given by J and the mass of the disc is m. The state vector of this model is given by: x1(t): The position of the center of this disc x2(t): The translational velocity of the same point.
x3(t):
The angular velocity of the disc.
x4(t):
The contact force between the disc and the surface.
Figure 1. A rolling disc
The control input is denoted u(t) and is a torque applied at the center of the disc. Let us: K = 100Nm −1 , b = 30, m = 40Kg, r = 40cm and J = 0.5.m.r 2 = 3.2Kgm 2 .
Multi-model representation
The nonlinear (DAE) can be approximated by three local models interpolated by convex weighting functions as follows:
The numerical values of those matrices are as follows 
The weighting functions are
where μi(x3(t)) are defined by 
PI multi-observer matrices
The proportional integral multi-observer is represented by
hi(x3(t))Φi(y(t) −ŷ(t))
The existence of the multi-observer is checked. A solution satisfying the inequality (31) can be found by using the LMI Toolbox. Then, these inequalities (31) are fulfilled with: where Ki are the proportional gains matrices and φi are the integral gains matrices. The other parameters of the PIMO are given by (14b) to (14d), (20), (24) and (25).
UIMO matrices
The UIMO (32) is designed by solving the inequalities (36). Then, their obtained gains matrices are: 
The other matrices are obtained based on the equations (37) and (38).
Comparison performances between PIMO and UIMO
To evaluate the performances of both PIMO and UIMO in the state and unknown inputs estimation, the following simulation results are given under the same inputs and initial conditions of these observers. The behavior of the PIMO is shown in the figures (6) to (9) . It is observed that for both PI and UI multi-observer, the estimated states can closely track the original states. However, the PIMO rebuilds the state by using the estimate of the unknown inputs, contrary to the UIMO which completely decouples the unknown inputs from the state and thus allows a better estimation.
Unknown inputs estimation
Estimated unknown input by booth PIMO and UIMO, is given in the following figure. The estimation of the unknown inputs figure 10 by the PIMO is less better than the one provided by the UIMO. Indeed, the convergence of the estimation of the unknown inputs by the PIMO is more slowly than the UIMO.
CONCLUSION
Performances and design comparison of the state and unknown inputs estimation between Proportional Integral and Unknown Inputs Multi-Observers based on a multi-model approach, for nonlinear descriptor system with unknown inputs has been studied. The nonlinear descriptor system is represented by a set of sub-models where each ones is valid in an operating zone. The PIMO provides a good estimation of the state variables but a worse unknown inputs estimation than the UIMO. However, the design of UIMO is more restrictive than the PIMO design. The existence conditions for these both multi-observers and an LMIbased computation have been established. The proposed example illustrates the effectiveness of these proposed multi-observers and allows to compare both state and disturbance estimation.
