Based on an extension of Fenchel inequality, bipotentials are non smooth mechanics tools, used to model various non associative multivalued constitutive laws of dissipative materials (friction contact, soils, cyclic plasticity of metals, damage).
Introduction
The basic tools of the mechanics of continua are the kinematical compatibility and equilibrium local equations but they are not sufficient to describe the deformation and motion of the continuous media. Additional information must be given through the constitutive laws traducing the material behaviour. In its simplest form, a constitutive law is given by a graph collecting couples of dual variables resulting from experimental testing.
For many physically relevant situations, the constitutive laws are multivalued, but also associated. The graph of the constitutive law is included in the graph of the subdifferential of a convex (and lower semi continuous) superpotential φ. The constitutive law takes the form of a differential inclusion, y ∈ ∂φ(x). Any superpotential φ has a polar function φ * satisfying a fundamental relation, Fenchel's inequality, ∀x, y, φ(x)+ φ * (y) ≥ x, y . The constitutive law may be also written as x ∈ ∂φ * (y). In the literature, this kind of materials are often called standard materials or generalized standard materials [12] .
From the viewpoint of applications it is important to know whether there exists a superpotential for a given non smooth graph and how to construct it. The answer to this question is provided by a famous theorem due to Rockafellar [20] that ensures a graph admits a superpotential if and only if it is maximal cyclically monotone.
However, some of the constitutive laws are non-associated. They cannot be cast in the mould of the standard materials. To skirt this pitfall, a possible response, proposed first in [21] , consists in constructing a function b of two variables, bi-convex and satisfying an inequality generalizing Fenchel's one, ∀x, y, b(x, y) ≥ x, y . We call it a bipotential. Physically, it represents the dissipation. In the case of associated constitutive laws the bipotential has the expression b(x, y) = φ(x) + φ * (y).
As for the non associated constitutive laws which can be expressed with the help of bipotentials, they have the form of an implicit relation between dual variables, y ∈ ∂b(·, y)(x). In Mechanics they are called implicit, or weak, normality rules. The applications of bipotentials to Solid Mechanics are various: Coulomb's friction law [22] , non-associated Drücker-Prager [23] and Cam-Clay models [24] in Soil Mechanics, cyclic Plasticity ( [22] , [3] ) and Viscoplasticity [16] of metals with non linear kinematical hardening rule, Lemaitre's damage law [2] , the coaxial laws ( [8] , [30] ). Such kind of materials are called implicit standard materials. A synthetic review of these laws expressed in terms of bipotentials can be found in [8] and [30] .
The use of bipotentials in applications is particularly attractive in numerical simulations when using the finite element method, but the interest is not limited to this aspects. For instance, the bound theorems of the limit analysis ( [26] , [6] ) and the plastic shakedown theory ( [28] , [8] , [7] , [4] ) can be reformulated in a broader framework, precisely by means of weak normality rules. From an applied numerical viewpoint, the bipotential method suggests new algorithms, fast but robust, as well as variational error estimators assessing the accurateness of the finite element mesh ( [14] , [15] , [25] , [27] , [5] , [17] , [18] ). Applications to the contact Mechanics [9] , the Dynamics of granular materials ( [10] , [11] , [13] [29] ), the cyclic Plasticity of metals [25] and the Plasticity of soils ( [1] , [17] ) illustrate the relevancy of this approach.
In all the papers already mentioned about the mechanical applications, bipotentials for certain multivalued constitutive laws were constructed. Nevertheless, in order to better understand the bipotential approach, one has to solve the following problems: 1) (existence) what are the conditions to be satisfied by a multivalued law such that it can be expressed with the help of a bipotential?
2) is there a procedure to construct a class of bipotentials for a multivalued law? We expect that generically the law does not uniquely determine the bipotential.
We give a first mathematical treatment of these problems and we prove results of existence (theorem 3.2) and construction (theorem 6.7) of bipotentials for a class of graphs of multivaluate laws.
One of the key ideas is constructing the bipotential as an inferior envelope. That could be considered as paradoxal because, in general, it is strongly unprobable that an inferior envelope, even of convex functions, would be convex. Nevertheless, we were convinced of the relevancy of this approach by examples inspired from mechanics and we wished to understand the reason. That led us to introduce the main tool of convex lagrangian covers (Definition 4.1) satisfying an implicit convexity condition.
The recipe that we give in this paper applies only to BB-graphs (Definition 3.1) admitting at least one convex lagrangian cover by maximal cyclically monotone graphs. This is an interesting class of graph of multivalued laws for the following two reasons:
(a) it contains the class of graphs of subdifferentials of convex lsc superpotentials, (b) any of the graphs of non associated laws from the mentioned mechanical applications of bipotentials is a BB-graph and it admits a physically relevant convex lagrangian cover by cyclically monotone graphs.
Relating to point (b), it is important to know that the results from this paper don't apply to some BB-graphs of mechanical interest, such as the graph of the bipotential associated to contact with friction [21] . This is because we use in this paper only convex lagrangian covers with maximal cyclically monotone graphs, see also Remark 5.1. This paper is only a first step into the subject of constructions of bipotentials. Our aim is to explain a general method of construction in a reasonably simple situation, interesting in itself, leaving aside for the moment certain difficulties appearing in the general method. Another article, in preparation, is dedicated to the extension of the method presented here to a more general class of BB-graphs, by relaxing the notion of convex lagrangian cover. In this way we shall be able to construct bipotentials even for some of the BB-graphs described in Remark 5.1. The authors thanks E. Ernst for pointing out an error in a first version of the paper, and for some examples related to Remarks 5.1 and 5.2. We thank also the anonymous referee for comments and suggestions leading hopefully to a better paper.
Notations and Definitions
X and Y are topological, locally convex, real vector spaces of dual variables x ∈ X and y ∈ Y , with the duality product ·, · : X × Y → R. We shall suppose that X, Y have topologies compatible with the duality product, that is: any continuous linear functional on X (resp. Y ) has the form x → x, y , for some y ∈ Y (resp. y → x, y , for some x ∈ X).
For any convex and closed set A ⊂ X, its indicator function, χ A , is defined by
The indicator function is convex and lower semi continuous. If the set A contains only one element A = {a} then we shall use the notation χ a for the indicator function of A.
We use the notation:R = R ∪ {+∞}. Given a function φ : X →R, the polar φ * : Y →R is defined by:
The polar is always convex and lower semi continuous. We denote by Γ(X) the class of convex and lower semicontinuous functions φ : X → R. The class of convex and lower semicontinuous functions φ : X → R is denoted by Γ 0 (X).
The subgradient of a function φ : X →R in a point x ∈ X is the (possibly empty) set:
In a similar way is defined the subgradient of a function ψ : Y →R in a point y ∈ Y , as the set:
With these notations we have the Fenchel inequality: let φ : X →R be a convex lower semicontinuous function. Then:
(ii) for any (x, y) ∈ X × Y we have the equivalences:
Definition 2.1 We model the graph of a constitutive law by a set M ⊂ X × Y . Equivalently, the law is given by the multivalued application
The dual law is the multivalued application
The domain of the law is the set
For example, if φ : X → R is a convex lower semi continuous function, the associated law is the multivalued application ∂φ, the subdifferential of φ, [19] Def. 10.1, that is the set of subgradients.The dual law is ∂φ * (the subdifferential of the Legendre-Fenchel dual of φ) and the graph of the law is the set 
The graph of b is
Examples. (1.) (Separable bipotential) To any convex lower semicontinuous function φ we can associate the separable bipotential
The bipotential b and the potential φ define the same law:
(2.) (Cauchy bipotential) Let X = Y be a Hilbert space and let the duality product be equal to the scalar product. Then we define the Cauchy bipotential by the formula b(x, y) = x y .
Let us check the Definition (2.
2) The point (a) is obviously satisfied. The point (b) is true by the Cauchy-Schwarz-Bunyakovsky inequality. We have equality in the CauchySchwarz-Bunyakovsky inequality b(x, y) = x, y if and only if there is λ > 0 such that y = λx or one of x and y vanishes. This is exactly the statement from the point (c), for the function b under study.
Remark 2.3 The Cauchy bipotential is an ingredient in the construction of many bipotentials of mechanical interest, because the (graph of the) law associated to b is the set of pairs of collinear and with same orientation vectors. It can not be expressed by a separable potential because M (b) is not a cyclically monotone graph. We shall apply the results of this paper to the Cauchy bipotential, in order to show that we are able to recover the expression of this bipotential from the graph of its associated law.

Existence of a bipotential
Given a non empty set M ⊂ X × Y , Theorem 3.2 provides a necessary and sufficient condition on M for the existence of a bipotential b with M = M (b). In order to shorten the notation we shall give a name to this condition:
if for all x ∈ dom(M ) and for all y ∈ im(M ) the sets m(x) and m * (y) are convex and closed.
The existence problem is easily settled by the following result.
Theorem 3.2 Given a non empty set
Proof. Let b be a bipotential such that M (b) is not void. We first want to prove that for any x ∈ X and y ∈ Y the sets m(x) and m * (y) are convex and closed.
Indeed, if m(x) or m(y) are empty or they contain only one element then there is nothing to prove. Let us suppose, for example, that m(x) has more than one element. From the convexity and lower semi continuity hypothesis on b from Definition 2.2, it follows that m(x) is closed and convex. Indeed, remark that m(x) is a sub-level set for a convex and lower semi continuous mapping:
thus a closed and convex set.
Let us consider now a non empty set M ⊂ X × Y such that for any x ∈ X and y ∈ Y the sets m(x) and m * (y) are convex and closed. We define then the function
We have to prove that b ∞ is a bipotential and that M = M (b ∞ ). This last claim is trivial, so let us check the points from the Definition 2. 
Construction of a bipotential
Theorem 3.2 does not give a satisfying bipotential for a given multivalued constitutive law, because the bipotential b ∞ is definitely not interesting for applications.
The most important conclusion of preceding section is contained in the Remark 3.3: in the hypothesis of Theorem 3.2, the graph of the law is not sufficient to uniquely construct an associated bipotential. This is in contrast with the case of a maximal cyclically monotone graph M , when by Rockafellar theorem ( [20] Theorem 24.8.) we have a method to reconstruct unambigously the associated separable bipotential (see point (a) below).
In our opinion this is the main reason why the bipotentials are not more often used in applications. Without a recipe for constructing the bipotential associated with (the experimental data contained in) the graph of a non associated mechanical law, there is little chance that one may guess a correct expression for this bipotential.
We are looking for a method of construction of a bipotential with the following properties:
(a) if the graph M ⊂ X × Y is maximal cyclically monotone then the constructed bipotential is separable (see Example (1.)), (b) the method applied to the graph associated to the Cauchy bipotential allows to reconstruct the named bipotential (as mentioned in Remark 2.3, this bipotential appears in many applications),
(c) the method should use only hypothesis related to the graph M ⊂ X × Y .
Relating to point (c), we noticed that in all applications we were able to reconstruct the bipotentials by knowing a little more than the graph M ⊂ X × Y , namely a decomposition:
We have to mention that in all applications this decomposition stems out from physical considerations. Thus we were led to the introduction of convex lagrangian covers. 
On the existence and uniqueness of convex lagrangian covers
Not any BB-graph admits a convex lagrangian cover. There are at least two sources of examples of such BB-graphs, described further. For more considerations along this line see the last section of the paper. As an example take any convex, lower semicontinuous φ : X →R and consider
. Then M has the property described previously, therefore it does not admit any convex lagrangian cover.
Remark 5.2 If M is a BB-graph and A is any linear, continuous transformation of
X × Y into itself, such that A(X × {0}) ⊂ X × {0} and A({0} × Y ) ⊂ {0} × Y , then A(M ) is
also a BB-graph. However, it may happen that M admits convex lagrangian covers, but not A(M ).
Indeed, we consider X = Y = R with natural duality and a C 2 function φ : X → R with derivative φ ′ strictly increasing. Let us define M = M (φ) and A(x, y) = (x, −y). The set A(M ) has a simple description as the graph of −φ ′ . As φ ′ is stricly increasing, for any two different x 1 , x 2 ∈ R and y i = −φ ′ (x i ) (i = 1, 2), we have
This implies that A(M ) has the property described in Remark 5.1. For if there is a convex, lower semicontinuous ψ : X →R such that M (ψ) ⊂ A(M ) then for any two different x 1 , x 2 ∈ R and y i ∈ R, i = 1, 2, such that (x i , y i ) ∈ M (ψ) we would have
which leads to contradiction.
The bipotential b ∞ from the proof of Theorem 3.2 does not come from a convex lagrangian cover. There exist BB-graphs admitting only one convex lagrangian cover (up to reparametrization), as well as BB-graphs which have infinitely many lagrangian covers.
In conclusion, we think it is a hard and challenging mathematical problem to describe all convex lagrangian covers of a BB-graph.
Implicit convexity and the main result
The main result of this paper is Theorem 6.7, which gives a recipe for constructing a bipotential not from the graph M of a multivalued law, but from a convex lagrangian cover. Therefore the results in this section apply only to BB-graphs admitting at least one convex lagrangian cover.
In the next section we shall apply this recipe for two convex lagrangian covers of M (b), with b equal to the Cauchy bipotential. With the help of a convex lagrangian cover we shall define a function b. We intend to prove that (under a certain condition explained further) the function b is a bipotential and that M = M (b). Proof. For all λ ∈ Λ and (x, y) ∈ X × Y we have the inequality:
As a consequence of this inequality and Definition 6.2 of the function b we obtain the point (b).
For proving the point (a) it is enough to show that if (x, y) ∈ M then b(x, y) ≤ x, y . But this is true. Indeed, if (x, y) ∈ M then there is a λ ∈ Λ such that (x, y) ∈ M (φ λ ) and thus φ λ (x) + φ * λ (y) = x, y . From the Definition 6.2 it follows that for any λ ∈ Λ we have
therefore b(x, y) ≤ x, y , which finishes the proof . (a) Suppose that x ∈ X is given and that y ∈ Y has the minimum property
Proof. (a) We start from the Definition of b. We have
We use the compactness of Λ (point (a) from Definition 4.1) to obtain a net (λ n ) n in Λ, which converges toλ ∈ Λ, such that b(x, y) is the limit of the net φ λn (x) + φ * λn (y) n . From the lower semicontinuity of the cover (point (b) from Definition 4.1) we infer that
Remark that the value of the limitλ of the net (λ n ) n depends on (x, y). The hypothesis from point (a) and the definition of the function b implies that for any z ∈ Y and any λ ∈ Λ we have
In particular, for λ = λ we get that for all z ∈ Y φ * λ
This means that x ∈ ∂φ * λ (y), which implies that
For the point (b), suppose that b(x, y) = x, y . As we remarked before, there is
Putting all together we see that
We shall give now a sufficient hypothesis for the separate convexity of b. This is the last ingredient that we need in order to prove that b is a bipotential.
We shall use the following notion of implicit convexity. 
Let us state the last hypothesis from our construction, as a definition. In the case of M = M (φ), with φ convex and lower semi continuous (this corresponds to separable bipotentials), the set Λ has only one element Λ = {λ} and we have only one potential φ. The associated bipotential from Definition 6.2 is obviously
This is a BIC-cover in a trivial way: the implicit convexity conditions are equivalent with the convexity of φ, φ * respectively. Therefore, in the case of separable bipotentials the BIC-cover condition is trivially true.
Our recipe concerning the construction of a bipotential is based on the following result.
Theorem 6.7 Let λ → φ λ be a BIC-cover of the BB-graph M and b
: X × Y → R defined by b(x, y) = inf {φ λ (x) + φ * λ (y) | λ ∈ Λ} . (6.0.1)
Then b is a bipotential and M = M (b).
Proof. (Step 1.) We prove first that for any x ∈ X and for any y ∈ Y , the functions b(x, ·) and b(·, y) are convex.
For fixed y ∈ Y , for any x 1 , x 2 ∈ X and for any ε > 0, there are λ 1 , λ 2 ∈ Λ such that (i = 1, 2)
b(
For the pairs (λ 1 , x 1 ), (λ 2 , x 2 ) we use the implicit convexity of f (·, ·, y) to find that there is λ ∈ Λ such that
All in all we have:
As ε > 0 is an arbitrary chosen positive number, the convexity of the function b(·, y) is proven. The proof for the convexity of b(x, ·) is similar.
(Step 2.) We shall prove now that for any x ∈ X and for any y ∈ Y , the functions b(·, x) and b(·, y) are lower semicontinuous. Consider a net (x n ) n ∈ X which converges to x. We use the same reasoning as in the proof of Proposition 6.4 (a) to deduce that for each n ∈ N there exists a λ n ∈ Λ such that
Λ is compact, therefore up to the choice of a subnet, there exists a λ ∈ Λ such that (λ n ) n converges to λ. We use now the lower semicontinuity of f (·, ·, y) in order to get that (Step 5.) The only thing left to prove is the string of equivalences from Definition 2.2 (c). Using the knowledge that b is separately convex and lower semicontinuous, we remark that in fact we only have to prove two implications.
The first is: for any x ∈ X suppose that y ∈ Y has the minimum property
The second implication is similar, only that we start with an arbitrary y ∈ Y and with x ∈ X satisfying the minimum property
The first implication is just Proposition 6.4 (a). The second implication has a similar proof.
The next proposition makes easier to check if a convex lagrangian cover satisfies the BIC condition.
Proposition 6.8 Let λ → φ λ be a BIC-cover of the BB-graph M . Consider any α, β ∈ [0, 1], α + β = 1, any y ∈ im(M ), any λ 1 , λ 2 ∈ Λ and any x 1 ∈ ∂φ * λ 1 (y), x 2 ∈ ∂φ * λ 2 (y). According to the BIC condition there exists λ ∈ Λ such that
Then λ has the property:
Proof. Inequality (6.0.2) expresses as:
We have also (i = 1, 2)
We use this in the inequality (6.0.3) to get
which shows that αx 1 + βx 2 ∈ ∂φ * λ (y). Therefore the λ ∈ Λ given by the implicit convexity inequality satisfies the conclusion of the proposition.
Remark 6.9 Enforcing the satisfaction of the implicit convexity inequality for all values of λ which satisfy the conclusion of Proposition 6.8 would be too strong. This remark is supported by the second example in section 7, involving a family of non differentiable potentials for which there is no uniqueness for λ.
Reconstruction of the Cauchy bipotential
In this section we shall reconstruct the Cauchy bipotential from two different convex lagrangian covers. As explained in Remark 2.3, it is important for applications that we are able to reconstruct the expression of the Cauchy bipotential from the graph of its associated law.
We shall take X = Y = R n and the duality product is the usual scalar product in R. The Cauchy bipotential is b(x, y) = x y . By Cauchy-Schwarz-Bunyakovsky inequality the set
Let us consider the topological compact set Λ = [0, ∞] (with usual topology) and the function λ ∈ Λ → φ λ defined as:
A straightforward computation shows that the associated function f has the expression:
It is easy to check that we have here a convex lagrangian cover of the set M . We shall prove now that we have a BIC-cover, according to Definition 6.6.
The cases λ = 0 and λ = ∞ will be treated separately. Consider y ∈ im(M ) = R n , x 1 , x 2 ∈ X, α, β ∈ [0, 1], α + β = 1, and λ 1 , λ 2 ∈ (0, ∞). We have to find λ ∈ Λ such that
We use Proposition 6.8, for i = 1, 2 and x i ∈ ∂φ * λ i in order to find the value of λ. Computation shows that there is only one such λ ∈ Λ, given by
As this value depends only on λ 1 , λ 2 , we shall try to see if this λ is good for any choice of x 1 , x 2 . This is indeed the case: with λ given by (7.0.3) the relation (7.0.2) (multiplied by 2) becomes:
Remark that (7.0.3) can be written as:
Write then the fact that the square of the norm is convex, for the convex combination of λ 1 x 1 , λ 2 x 2 , with the coefficients αλ λ 1 , βλ λ 2 . We get, after easy simplifications, the inequality (7.0.4). If λ 1 = 0, λ 2 ∈ (0, ∞) then y has to be equal to 0 and x 1 is arbitrary, x 2 = 0 and λ = 0. The inequality (7.0.2) is then trivial.
All other exceptional cases lead to trivial inequalities. Remark that for any λ ∈ Λ and any x, y ∈ R n we have
with the conventions 1/0 = ∞, 1/∞ = 0. This symmetry and previous proof imply that we have a BIC-cover.
We compute now the function b from Definition 6.2. We know from Theorem 6.7 that b is a bipotential for the set M .
We have:
From the relation (7.0.1) we see that actually
By the arithmetic-geometric mean inequality we obtain that b(x, y) = x y , that is the Cauchy bipotential.
Here is a second example, supporting the Remark 6.9. We shall reconstruct the Cauchy bipotential starting from a family of non differentiable convex potentials.
Let λ ≥ 0 be non negative and the closed ball of center 0 and radius λ be defined by B(λ) = {y ∈ Y : y ≤ λ} .
Defining B(+∞) as the whole space Y , one can suppose that λ belongs to the compact set Λ = [0, +∞]. For λ ∈ [0, +∞) we define the set:
One can recognize M λ as the graph of the yielding law of a plastic material with a yielding threshold equal to λ. For λ = +∞ we set M +∞ = {0} × Y . It can be easily verified that the family (M λ ) λ∈Λ of maximal cyclically monotone graphs provides us a convex lagrangian cover of the set:
The corresponding convex lagrangian cover is given by:
The associated function f has the expression:
All hypothesis excepting the BIC-cover condition are obviously satisfied. We check this condition further. Let λ 1 < λ 2 , both in [0, +∞). We want first to determine the values of λ fulfilling the conclusion of Proposition 6.8. Let us recall that: -if y < λ then ∂φ * λ (y) = {0}, -if y = λ then x ∈ ∂φ * λ (y) is equivalent to: ∃η ≥ 0 such that x = ηy,
Then the following events have to be considered:
(1) if y < λ 1 < λ 2 then x 1 ∈ ∂φ λ 1 (y) and x 2 ∈ ∂φ λ 2 (y) imply x 1 = x 2 = 0, (2) if y = λ 1 < λ 2 then x 1 ∈ ∂φ λ 1 (y) and x 2 ∈ ∂φ λ 2 (y) imply: ∃η ≥ 0 such that x 1 = ηy and x 2 = 0. Thus
occurs for any λ ≥ y when x 1 = 0 and λ = y otherwise.
(3) If λ 1 < y then there is no x 1 such that x 1 ∈ ∂φ * λ 1 (y). Likewise, if λ 2 < y then there is no x 2 such that x 2 ∈ ∂φ * λ 2 (y).
Consider y ∈ im(M ) = R n , x 1 , x 2 ∈ X, α, β ∈ [0, 1], α + β = 1, and λ 1 , λ 2 ∈ [0, ∞). For the verification of the implicit convexity inequality (7.0.2), we need only to consider the case y ≤ min {λ 1 , λ 2 } and we shall choose λ = min {λ 1 , λ 2 } ≥ y . The relation (7.0.2) becomes
which is true by the convexity of the norm. All the other cases turn out to be trivial. The other half of the BIC-cover condition has a similar proof (remark though that the associated function f is not symmetric, as in the previous case).
By virtue of Theorem 6.7, the function given by Definition 6.2, namely
is a bipotential. Computation shows that b is the Cauchy bipotential. Indeed:
Conclusion and perspectives
Given (the graph of) a multivalued constitutive law M , there is a bipotential b such that M = M (b) if and only if M is a BB-graph (Definition 3.1 and Theorem 3.2). If the BBgraph M admits a convex lagrangian cover (Definition 4.1) which is bi-implicitly convex (Definition 6.6) then we are able to construct an associated bipotential (Theorem 6.7). Remarks 5.1 and 5.2 show that not any BB-graph admits a convex lagrangian cover. We would like to elaborate on the obstructions to the existence of such covers. We start with the example from the Remark 5.2, due to E. Ernst.
From a mechanical point of view, multivalued laws M with the property that for any two different pairs (x 1 , y 1 ), (x 2 , y 2 ) ∈ M we have x 1 − x 2 , y 1 − y 2 < 0 are not very interesting. Indeed, suppose that the evolution of a mechanical system is described by a sequence of states (x n , y n ) ∈ M . Then, as the system passes from one state to another, the work done is always negative. Much more interesting seem to be multivalued laws with the property that for any (x, y) ∈ M there is at least a different pair (x ′ , y ′ ) ∈ M such that x − x ′ , y − y ′ ≥ 0 .
The BB-graphs admitting a convex lagrangian cover have this property. There is another aspect, concerning the linear transformation A from the Remark 5.2. In the example given the transformation A(x, y) = (x, −y) is not symplectic, but still it transforms lagrangian sets into lagrangian sets. In general, if the dimension of X is strictly greater than one then we can find linear endomorphisms of X × Y transforming lagrangian subsets of X × Y into sets which are not lagrangian, thus destroying lagrangian covers. Moreover, we can find linear symplectic transformations which transforms a convex lagrangian cover into a lagrangian cover which is no longer convex. For example, take X = Y = R, A(x, y) = (x, y − x) and the BB-graph M = R × {0}. Then det(A) = 1, therefore A is symplectic, and A(M ) = {(x, −x) : x ∈ R}. The set A(M ) is a BB-graph and a lagrangian set, but it does not admit a convex lagrangian cover. The reason for this phenomenon is that convexity is not a symplectic invariant. Nevertheless, there are famous theorems in Hamiltonian Dynamics which have a convexity assumption in the hypothesis, like the theorem of Rabinowitz stating that the Reeb vector field on the boundary of a convex domain which is bounded has at least a closed orbit (equivalently, a convex and coercive hamiltonian on R 2n admits a closed orbit on every level set). We can easily destroy the convexity assumption of this theorem but not the conclusion, by applying a nonlinear symplectomorphism.
For the notion of convex lagrangian cover we had the following source of inspiration. If M is a symplectic manifold and with convexity assumptions left aside, lagrangian covers as described in this paper resemble to (real) symplectic polarizations, which are a basic tool in some problems of symplectic geometry.
Much more interesting are cases relating with Remark 5.1. We may consider BBgraphs M not admitting convex lagrangian covers, but with the property that there is a family of convex, lower semicontinuous functions φ λ , λ ∈ Λ such that M ⊂ λ∈Λ M (φ λ ) with strict inclusion. This is the case, for example, of the bipotential which appears in [21] , related to contact with friction. In a future paper we shall extend this method of convex lagrangian cover to lagrangian covers by graphs which are cyclically monotone but not necessarily maximal cyclically monotone.
