A framework is presented for characterizing the statistical properties of frequency-domain measurements. The correlation between the variance in the complex impedance and the variances in the complex current and voltage are examined by means of a Taylor series expansion for the impedance. Both sufficient-only and necessary and sufficient conditions for equality of the variances of real and imaginary impedance are identified and verified using stochastic simulations of techniques commonly employed in frequency-domain measurements.
Impedance spectroscopy is a transfer-function method commonly used in electrochemistry. The instrumentation is largely automated, and experiments can often be conducted without special attention to the nature and sources of stochastic errors in the measurement. Nonetheless, the importance of the error structure in the interpretation of impedance measurements is well established. [1] [2] [3] The analysis of errors guides selection of appropriate weighting strategies, allows identification of data affected by experimental artifacts, and provides a meaningful criterion for assessing the quality of the regression. Analysis of errors, therefore, plays a critical role in the development of deterministic models for the impedance response.
The role of the error analysis approach in impedance spectroscopy has increased in significance following advances in instrumentation, development of new transfer-function techniques, and increased use of regression for interpretation of data. Advances in impedance instrumentation have enhanced the signal-to-noise ratio, and automation has facilitated collection of many data points over a broad range of frequencies. As a consequence, the richness of the resulting data sets has made possible a more detailed interpretation of data.
From an experimental perspective, new transfer-function techniques, such as those described in general terms by Gabrielli and Tribollet 4 and Macdonald et al., 5 provide complementary methods for studying a system. Antaño-Lopez et al. 6 described a method in which low-frequency modulation of an effective double-layer capacitance, measured at moderately high frequency, was achieved simultaneously with electrochemical impedance measurements. Benzekri et al. describe impedance measurements made simultaneously on ring and disk electrodes separated by an insulating barrier. 7 Gabrieli et al. 8 describe simultaneous measurement of impedance and mass/potential transfer functions, made possible by a fast quartz crystal microbalance. Aaboubi et al. 9 describe an impedance measurement in which the frequency response of the limiting diffusion current to a thermal perturbation is obtained under conditions of simultaneous heat and mass transfer at a heated vertical electrode. Modulation of the speed of rotation of a disk electrode has been developed to be an efficient means of exploring the role of mass transfer in electrochemical systems. 10, 11 Intensity modulated photocurrent spectroscopy, photoelectrochemical impedance spectroscopy, and light-modulated microwave reflectance spectroscopy are used to investigate the influence of modulated light intensity or of light under a modulated potential. 12 Jansen and Orazem described a method in which the system response to potential modulation is measured under monochromatic illumination. 13 An improved understanding of the error structure in spectroscopy measurements will facilitate refinement of existing transfer-function techniques and development of new methods of measurement. The error analysis can be used, for example, to identify the limitations of the instrumentation. Increasingly, combinations of transfer-function methods are being applied to characterize a given system. 14, 15 From the analysis perspective, interpretation of simultaneous transferfunction measurements using a common model requires that proper weight must be assigned to each experiment.
The frequency-domain errors in transfer-function methods have their origin in time-domain signals which are processed by the instrumentation. Macdonald, 16 Gabrielli, 17 Macdonald, 18 and Lasia 19 provide excellent summaries of the principal instrumental approaches used. Milocco and Biagiola 20 and Carson et al. [21] [22] [23] [24] used simulations to explore the manner in which stochastic errors in timedomain signals propagate through the instrumentation to the frequency domain.
In the absence of a general statistical framework, however, the types of conclusions that could be drawn from these simulation studies were limited to those involving the variance and covariance of the impedance. Both Milocco and Biagiola 20 and Carson et al. [22] [23] [24] reported that the variance of the real and imaginary parts of the impedance were equal, but drew no conclusions concerning the behavior of the complex current and potential from which the impedance was obtained. From the perspective of developing and perfecting general transfer-function methods, it would be useful to have a similar understanding of the statistics of the complex variables from which the transfer functions themselves are derived. The objective of this work was to establish a statistical framework through which a correlation between the variance in the complex impedance and the variances in the complex current and voltage could be established. Identification of statistical properties for the signals which underlie the calculation of the impedance may suggest new experiments and will support the continued development of novel transfer-function techniques for characterizing electrochemical systems.
Mathematical Development
Conditions for equality of variance in the real impedance and variance in the imaginary impedance were sought through application of Taylor series expansions. The development of the series expansions for impedance is presented in this section. An expansion in terms of potential and current density is followed by development of a compact vector notation for relationships between impedance and measured quantities.
͓2͔
where I r , I j , V r , and V j are frequency-dependent terms that are obtained, in the case of frequency response analysis, by computing integrals such as
where the integration time T ϭ 2n/ corresponds to an integer number of cycles n. Equation 3 yields the in-phase component for the current density expressed by
Similar equations can be used to describe I j , V r , and V j .
Under the condition that the impedance is sampled repeatedly, the variance in the impedance must be related to the variance of the components I r , I j , V r , and V j obtained from integration of the time-dependent signals. The expectation of a term such as I r , sampled k ϭ 1,2, . . . ,K times, is given as 25, 26 
in the limit that K → ϱ. The variance of I r is given as
Furthermore, the covariance of two signals, such as V r and V j , is defined as
Similar definitions apply to I j , V r , V j , Z r , and Z j . The analysis of the manner in which the variances of Z r and Z j are affected by the variances and covariances of I r , I j , V r , and V j can be approached by a standard analysis of the propagation of error. 27 For completeness, relevant intermediate steps of the analysis are documented in the ensuing development.
The dependence of Z r on I r , I j , V r , and V j as given in Eq. 1 can be succinctly represented as Z r ϭ Z r (I r ,I j ,V r ,V j ). For simplicity of exposition, the notation
is introduced to indicate the value of the left side of Eq. 1 when the variables on the right side adopt their expected values. Analogously, ͕‫ץ‬Z r /‫ץ‬V r ͖ denotes the derivative with respect to V r of the expression 1, evaluated when the variables adopt their expected values. Then, under conditions where the higher-order terms can be neglected, 27 a Taylor series expansion of Z r ϭ Z r (I r ,I j ,V r ,V j ) yields
Analogously, the kth observation of the imaginary part of the impedance is given as
Upon applying the expectation operator to both sides of Eq. 9, it is readily concluded that E͕Z r ͖ ϭ ͕Z r ͖. Now, recognizing that the variance of Z r is given by
and the variance of Z j can be expressed as
͓13͔
Equations 12 and 13 can be expanded in terms of the variances of respective components as
respectively. Analytic expressions for all the coefficients involving derivatives in Eq. 14 and 15 can be obtained from Eq. 1 and 2, respectively. 21 A compact version of the development presented here is given in the Appendix, including closed-forms for all the relevant derivatives. Note that the results, Eq. 14 and 15, comprise specialized versions of the general law for propagation of error. 23, 24 The result that Z r 2 ϭ Z j 2 can be expressed in terms of the Taylor series expansions 14 and 15 as
where D represents the vector of covariance gains and V represents the vector of instrumental covariances. Similarly, the observation that Z r Z j ϭ 0 yields
The vectors used in Eq. 16 and 17 are developed in the Appendix. From Eq. 16, it follows that a necessary and sufficient condition for the equality of the variances of Z r and Z j is that the vector of instrumental covariances V satisfy the equation
Similarly, a necessary and sufficient condition that ensures that the real and imaginary parts of the impedance are uncorrelated ͑i.e., Z r Z j ϭ 0) is that the vector of instrumental covariances V satisfy the equation
Therefore, through the mathematical constraints, 18 and 19, the instrument designer may determine conclusively if the set of variances and covariances realized by the instrument ensure that Z r 2 ϭ Z j 2 and Z r Z j ϭ 0.
Note that the equality 18 may be satisfied by several alternative conditions, reflecting the various degrees of freedom available in instrument design. In particular, a sufficient condition for the equality of variances Z r 2 ϭ Z j 2 is that a particular experimental system involve potentials and currents in such a way that D ϭ 0, or, equivalently, following the development given in the Appendix, that A r ϭ A j . Similarly, condition 19 may be satisfied by C ϭ 0. However, examination of Eq. A-7 and A-8 in the Appendix suggests that D ϭ 0 and C ϭ 0 can be met only if I r and I j are equal to zero, a result that is physically unreasonable. Another set of conditions ensuring that Z r 2 ϭ Z j 2 and Z r Z j ϭ 0 is obtained when the vector V is orthogonal to the vectors D and C, respectively. One such case of particular utility is realized by the following conditions that involve only the elements of the instrumental covariance vector V
and
An instrument that produces current and potential signals with second-order statistics ͑namely, variances and covariances͒ that satisfy conditions 20-24 successfully attains the equalities Z r 2 ϭ Z j 2 and Z r Z j ϭ 0. Note that Eq. 20-24 amount to a sufficient-only condition. This implies that Z r 2 ϭ Z j 2 and Z r Z j ϭ 0 may be achieved for some systems where the sufficient-only conditions may be violated. On the other hand, the constraint 20-24 are of great usefulness to an instrument designer because Z r 2 ϭ Z j 2 and Z r Z j ϭ 0 are guaranteed to hold whenever the constraints are satisfied. Consequently, the sufficient constraint 20-24 provide a quantitative basis for approaching the tasks of instrument analysis and optimization in a systematic fashion. It is worth noting that the statistics of the complex input and output variables can be accessed from some commercial impedance analyzers, and, therefore, condition 20-24 may be easily checked because all relevant variables are readily available.
Simulation of Impedance Systems
Simulations were used to explore the extent to which these results were observed for cases where Eq. 16 was satisfied and for cases where it was not satisfied. The approach was that described by Carson et al. 23, 24 for an electrochemical cell consisting of a leading 1 ⍀ resistor R e in series with a parallel combination of a resistor R and a capacitor C. The value of R/R e was allowed to vary between 1 and 10 4 , and the capacitance C was adjusted such that the RC time constant was always 10 Ϫ4 s. Calculations were performed using time-domain signals corrupted by noise. The input signal was of the form
and the resulting output signal was of the form
where FT and IFT represent the Fourier transform and its inverse, respectively. The errors e in (t) and e out (t) were of one of three types: normally distributed additive errors, skewed additive errors characterized by a significant bias error, or normally distributed proportional errors. These time-domain signals are described in detail by Carson et al. 23 The calculation of the complex components of impedance, current, and voltage was repeated 500 times at each frequency. From the replicated complex components, the variances and covariance of real and imaginary impedances and the variances and covariances of covariances between the real and imaginary currents and voltages were calculated and used to construct the vector of instrumental covariances V. The expectation value ͑sample mean͒ of each complex component was calculated for substitution into the coefficient vectors A r , A j , and D ϭ A r Ϫ A j .
The simulation of the PSD measurement followed an algorithm in which the signals were multiplied by a single reference square wave. 24 The simulation of the FRA measurement involved numerical solutions of integrals of the form of Eq. 3 for real and imaginary components of complex potential and current. 23 
Results
The simulations reported by Carson et al. 23, 24 were used to examine the statistics of the impedance measurements and the statistics of the complex potential and current density. The comparison was made both on a frequency-by-frequency basis and using a Student's t-test, in which the measurements made at different frequencies are grouped.
The principal results reported by Carson et al. 23, 24 in terms of impedance are summarized in Table I . Checks ͱ are used to indicate cases where an equality was ascertained by the use of a Student's t-Test at a confidence level of ␣ ϭ 0.05. The symbol x indicates that the equality was not satisfied at that confidence level. The column labeled Eq. 20-24 indicates whether all of the sufficient-only condition 20-24 were satisfied at a confidence level of ␣ ϭ 0.05. A special notation x (p ϭ 0.045) was introduced for one case where the condition 20-24 were not satisfied at the required confidence level of ␣ ϭ 0.05, but would have been satisfied at a slightly reduced confidence level, e.g., ␣ ϭ 0.045. and uncorrelated results ( Z r Z j ϭ 0), except for the case of timedomain noise of a proportional nature. Second, in marked contrast, the PSD technique can be expected to yield unequal impedance variances ( Z r 2 Z j 2 ) and correlated results ( Z r Z j 0) for all the time-domain noise types considered.
In the context of the applicability of the sufficient-only condition 20-24, the results summarized in Table I Statistics of complex input and output variables.-The complex potential and current were obtained directly from the FRA algorithm, as described by Carson et al. 23 In contrast, the corresponding quantities obtained directly from the PSD algorithm were the magnitude of the respective signal and the phase angle difference between that signal and the square-wave reference signal. 24 The real and imaginary parts of the current signal, for example, was obtained from
respectively. The phase angle of the square-wave reference signal was synchronized with the input signal such that the expected value of I Ϫ ref was equal to zero. Similar relations were used to obtain the real and imaginary parts of the potential signal from the PSD results. Figure 1 provides a test of the extent to which Eq. 20 was satisfied as a function of frequency when normally distributed additive errors were introduced in the time-domain signals. The calculated ratio of variances for real and imaginary parts of the complex potential presented in Fig. 1a for the FRA technique was centered about one, and generally fell within the F-test confidence intervals for comparison of variance. The corresponding ratio calculated using the PSD technique, shown in Fig. 1b , was more scattered, but it was also roughly centered about one. This graphical analysis readily suggests that the FRA signals satisfied Eq. 20 at all frequencies for the case of normally distributed additive time-domain errors and that, in contrast, the PSD technique satisfied Eq. 20 only for some frequencies and for some R/R e ratios.
The corresponding calculated ratio of variance for real and imaginary parts of the complex current is presented in Fig. 2 as a function of frequency. Figure 2 provides a test of the extent to which Eq. 21 was satisfied as a function of frequency. The ratio calculated using the FRA technique, shown in Fig. 2a , was centered about one, and generally fell within the F-test confidence intervals for comparison of variance. The ratio calculated using the PSD technique, shown in Fig. 2b , reveals that the variance of the real part of the current signal was smaller than the variance of the imaginary part.
The result that I r 2 / I j 2 Ͻ 1 may be surprising, given that the current was the input signal under the galvanostatic modulation used in the present simulations and could therefore be assumed to be well-characterized. An explanation can be found in the relationship between the input signal and the square-wave reference signal used in the PSD algorithm employed. 24 The phase angle of the squarewave reference signal was synchronized with the input signal such that the mean value of I Ϫ ref was equal to zero. The argument of the cosine in Eq. 27, in this case, was a stochastic value with a mean value of zero. As the cosine is an even function, the apparent variance of the real part of the current signal was reduced. This bias did not influence the calculation of the magnitude and phase angle by PSD, nor the calculation of the real and imaginary impedance components from the magnitude and phase angle. The bias error affected only the statistics of the measurement in such a manner that the conditions Z r 2 ϭ Z j 2 and Z r Z j ϭ 0 were not satisfied.
The above understanding of the origin of the result that I r 2 / I j 2 Ͻ 1 can be applied as well to the frequency dependence of the ratio of variances for real and imaginary parts of the potential output signal. As seen in Fig. 1b , V r 2 / V j 2 Ͻ 1 at low frequencies where the current and potential signals are in phase with each other and, therefore, with the square-wave reference signal. This result is consistent with the discussion of the ratio of variances for real and imaginary parts of the current input signal. The scaled covariance V r V j / V r V j , also known as the correlation coefficient, 26 is presented in Fig. 3 as a function of frequency. The corresponding scaled covariance for the complex current is presented in Fig. 4 . Figure 3 and 4 provide a test of the extent to which Eq. 22 was satisfied as a function of frequency when normally distributed additive errors were introduced in the time-domain signals. The scatter of the scaled covariance V r V j / V r V j calculated using the PSD technique was greater than that obtained using the FRA technique. The results obtained for the FRA technique were centered about zero, but the results obtained for the PSD technique were not centered about zero, particularly for a larger cell impedance. Figure 5 provides a test of the extent to which Eq. 23 was satisfied as a function of frequency, and Fig. 6 provides a test of the extent to which Eq. 24 was satisfied as a function of frequency. There was a significant amount of scatter in both PSD and FRA calculations. Note the break in scale employed in Fig. 5a , 5b, and 6a which emphasize the presence of outliers in the calculated values. In general, the results show that Eq. 23 and 24 were satisfied at a large number of frequencies. However, the extent to which these equations are satisfied must be determined via standard statistical inference tests, as is done in the following section.
In summary, the graphical analysis presented in this section very strongly suggests that the FRA technique satisfied the sufficient-only condition 20-24 at all frequencies and at all R/R e ratios for the case of normally distributed additive time-domain errors. It can therefore be inferred that the FRA technique ensures that Z r 2 ϭ Z j 2 and that Z r Z j ϭ 0. In contrast, the PSD technique failed to satisfy the sufficient conditions at a large number of frequencies; hence, no conclusions can be inferred about the equality of the impedance variances or its covariance.
Note that the graphical analysis is insightful and of great engineering importance; however, it does not help in resolving ambiguous cases such as those of Fig. 5 and 6 which include outliers or significant scatter. This issue must be resolved using hypothesistesting methods.
Application of hypothesis tests.-The Student's t-test can be used to determine, in a statistically rigorous fashion, whether condition Table II at a significance level ␣ ϭ 0.05 for calculated results obtained with normally distributed additive errors in timedomain signals. The calculations at each frequency were considered to provide independent evaluations of the test function. In Table II , x represents the mean observed value, which should be compared to the hypothesized test value of 0, x represents the standard deviation of the observed value, p 0.05 is the probability of observing the given sample result under the assumption that the null hypothesis is true, and t/t crit is a test for rejection of the null hypothesis. If p 0.05 Ͼ ␣, or t/t crit Ͻ 1, the null hypothesis can be rejected, and it can be concluded that x is statistically indistinguishable from zero.
20-24 hold for a particular set of data. A Student's t-test analysis is presented in
As seen in Fig. 1a and 2a, the ratios V r 2 / V j 2 and I r 2 / I j 2 can be expected to follow a log-normal distribution. Test 1 in Table II The result that log 10 ( I r 2 / I j 2 ) 0 for the PSD calculations is evident in Fig. 2b .
The covariances for complex potential and current density are given as tests 3 and 4, respectively. The covariances were equal to zero for the FRA calculations, but were not equal to zero for the PSD calculations. Tests 5 and 6 indicated that Eq. 23 and 24 were satisfied at a confidence level of ␣ ϭ 0.05.
In general, the statistical tests reveal that condition 20-24 were satisfied at a confidence ␣ Ͼ 0.05 for the FRA algorithm, with the exception of test 2 for R/R e ϭ 10. For this case, the hypothesis test reported in Table I of Carson et al. 23 showed that log 10 ( Z r 2 / Z j 2 )
ϭ 0 and Z r Z j ϭ 0. Test 2 could be considered to be satisfied, however, at a confidence ␣ ϭ 0.045. Tests 2 and 4 failed for each of the PSD simulations reported in Table III The analogous Student's t-test analysis for normally distributed proportional errors in time-domain signals is presented in Table IV . The PSD and FRA calculations both yielded Z r 2 Z j 2 and Z r Z j 0 for proportional time-domain errors. As shown in Table IV , most of the sufficient-only condition 20-24 were not satisfied.
The hypothesis tests presented in Table II Impedance in a polar form.-A similar development can be presented for the impedance in terms of polar variables. 21 The impedance can be expressed as
A Taylor series expansion results in
Recognizing that Z r ϭ ͉Z͉cos() and Z j ϭ ͉Z͉sin(), the standard propagation of error analysis proposed in this paper yields the impedance variance and covariance expressions Figure 5 . Calculated ratios of covariances for Eq. 23 as a function of frequency for simulation of the ͑a, top͒ FRA and ͑b, bottom͒ PSD techniques. Symbols are as presented in Fig. 1 . Figure 6 . Calculated ratios of covariances for Eq. 24 as a function of frequency for simulation of the ͑a, top͒ FRA and ͑b, bottom͒ PSD techniques. Symbols are as presented in Fig. 1 . 
Discussion
The simulations presented in this and the previous papers 23, 24 were motivated initially by experimental observations, aided by use of the measurement model techniques [31] [32] [33] for filtering the modest lack of replication in repeated measurements. These experimental observations, summarized elsewhere 23, 24 and in the ensuing discussion, included the following:
1. The variances for real and imaginary parts of the impedance were equal for impedance spectra obtained by fast Fourier transform ͑FFT͒ multisine and single-sine frequency response analysis ͑FRA͒ techniques. This result was found even for cases where the leading resistance ͑i.e., solution resistance͒ represented the dominant part of the overall impedance. This result was also found for other transferfunction measurements ͑e.g., electrohydrodynamic impedance, complex viscometry͒ that used FFT multisine and single sine FRA techniques.
2. The covariance was equal to zero for impedance spectra obtained by single sine FRA techniques.
3. The variance for real and imaginary parts of the impedance were not found to be equal for impedance spectra obtained by phase sensitive detection ͑PSD͒ techniques.
The experimental observations concerning the equality of variances were supported by analyses of the propagation of errors through the Kramers-Kronig relations, [34] [35] [36] but these analyses were severely constrained by the properties assumed for the frequencydomain errors; for example, that the errors in the real and imaginary parts of the impedance were uncorrelated and normally distributed. One objective of the present work was to examine these assumptions.
The simulation of the propagation of time domain errors through the cell impedance in the frequency domain followed the electrochemical noise analysis of Gabrielli et al. 37 The results obtained in the previous work for simulation of single-sine frequency response ͑FRA͒ techniques, namely that the errors in the real and imaginary impedance were uncorrelated, that variances of the real and imaginary parts of the complex impedance were equal, and that stochastic errors in the frequency domain had a normal distribution, validate assumptions commonly made in complex nonlinear regression analysis of spectroscopy measurements. 23 The coherence between the experimentally observed and simulated statistical properties of the real and imaginary parts of the impedance serves as well to validate the simulations. The present work then provides an extension that allows examination of the statistics of input and output variables. The complex input and output variables are accessible from modern instrumentation. The statistical constraints among complex input and output variables reported in the present work may therefore help developers of new techniques detect the potential for correlation between measured properties ͑as was seen with the PSD simulations 24 ͒. This capability may be especially important when mixed spectral analysis techniques are used, as was done, for example, by Antaño-Lopez et al., 6 who used FRAs to monitor the response of an effective capacitance measured by phase-sensitive detection to low frequency potential perturbations.
Furthermore, the ability to assess whether the statistics of the input-output noise satisfy necessary and sufficient conditions, such as those given in Eq. 18 and 19, or sufficient-only conditions, such as those given in Eq. 20 and 21, opens up opportunities for evaluating the effects of alternative instrument design strategies. For example, it is conceivable that the lack of variance equality observed for the PSD technique in Fig. 1 and 2 may be attenuated, or perhaps eliminated altogether, by using a square-wave that is out of phase with both the input and the output signals. The testing of such a hypothesis is beyond the scope of this work; however the analysis presented here provides a systematic methodology for testing the validity of this and other conjectures. In fact, any modification to the PSD algorithm that leads to the satisfaction of the necessary and sufficient conditions ͑or alternatively, of the less restrictive sufficient-only conditions͒ will accomplish equality of variances and the elimination of correlation between the resulting impedance prop- erties and will yield statistical properties consistent with those observed for the FRA algorithm.
Conclusions
The work presented here establishes a foundation for characterizing the statistical properties of frequency-domain measurements. The approach was based on the equations for the instruments actually used for the measurement of complex quantities and allows analysis of the propagation of errors from the original measurements in the time domain to the desired complex variables in the frequency domain.
A ten-term linear Taylor series expansion provided a direct relationship among the variance, covariance, and covariance of the complex impedance, current, and voltage signals. Both F-test and Student's t-test statistics were used to assess the extent to which proposed equalities were satisfied. The analysis was general in that it did not presuppose that correlations between the complex components of the current and voltage signals were negligible.
Necessary and sufficient conditions among the covariance gain and instrumental covariance vectors were identified under which Z r 2 ϭ Z j 2 and Z r Z j ϭ 0. A sufficient-only set of conditions was identified, given as Eq. 20-24, that is particularly useful because it is expressed in terms of instrumental covariances only, which may be available from the instrumentation. It was shown that, under conditions that Z r Clearly, the elements of vector A r are the analytical expressions for the partial derivatives appearing in Eq. 12. Analogously, the elements of A j are the partial derivatives in Eq. 13. Finally, the entries of vector V are the variances and covariances appearing in Eq. 12 and 13.
