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Abstrat
We study the topologial struture of the quotient X of SU(3)×SU(3) by diagonal
onjugation. This is the simplest nontrivial example for the lassial redued ong-
uration spae of hromodynamis on a spatial lattie in the Hamiltonian approah.
We onstrut a ell omplex struture of X in suh a way that the losures of strata
are subomplexes and ompute the homology and ohomology groups of the strata
and their losures.
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1 Introdution
This paper is a ontinuation of [6℄ where we have studied the quotient of SU(3) × SU(3)
by diagonal onjugation by means of invariant theory. Let us start with some introdutory
remarks on the motivation for the study of suh a very spei spae.
Many aspets of the rih mathematial and physial struture of nonabelian gauge theories
are not aessible by perturbation theory, but only by nonperturbative methods. Perhaps
the most prominent of these aspets is the low energy hadron physis and, in partiu-
lar, quark onnement. Another suh aspet is the stratied struture of the lassial
onguration spae of the theory, i.e., of the spae of orbits of the group of loal gauge
transformations ating on the lassial elds. This spae onsists of an open dense manifold
part, the 'prinipal stratum', and several singularities whih themselves deompose into
manifolds of varying dimension, the 'non-prinipal' or 'seondary strata'. We note that
similar strutures arise in the study of the geometry of quantum mehanial state spaes
[1, 3℄. While, by now, muh is known about the stratied struture itself, see [17, 18℄, it
is still open whether and how it expresses itself in the physial properties of the theory. A
systemati investigation of this question requires a onept of how to enode the stratia-
tion into the quantum theory. A promising andidate is the onept of ostratied Hilbert
spae reently developed by Huebshmann [12℄. Very roughly, a ostratied Hilbert spae
onsists of a total Hilbert spae H and a family of Hilbert spaes Hi assoiated with the
losures of the strata, together with a family of bounded linear maps Hi → Hj whenever
stratum j is ontained in the losure of stratum i. As was demonstrated in [12℄, one way to
onstrut suh ostratied Hilbert spae is by extending methods of geometri quantization
to so-alled stratied sympleti spaes. (However, the onept of ostratied Hilbert spae
does not rely on any partiular quantization proedure.) A stratied sympleti spae is
a stratied spae in the usual sense where, in addition, the total spae arries a Poisson
struture, the strata arry sympleti strutures and the strutures are ompatible in the
sense that the injetions of the strata into the total spae are Poisson maps. Suh spaes
naturally emerge as the redued phase spaes of Hamiltonian systems with symmetries by
the proess of singular Marsden-Weinstein redution [7℄. These observations suggest the
following strategy to onstrut a quantum gauge theory with the stratiation enoded
[20℄: formulate the lassial theory as a Hamiltonian system with symmetries, onstrut
the redued phase spae and then try to apply the method of stratied Kähler quantization
developed in [12℄ to obtain a ostratied Hilbert spae. To separate the diulties arising
from innite dimensions from those related to symmetry redution it is reasonable to rst
work in the lattie approximation. For a simple model motivated by SU(2)-lattie gauge
theory the program was arried out in [13℄.
For the onstrution explained above, and of ourse for the disussion of lassial and
quantum dynamis anyhow, it is important to know the topologial and geometri struture
of the redued phase spae as well as of the redued onguration spae. In this work,
we fous on the latter. Using a tree gauge, it an be shown to be given by the quotient
of several opies of the (ompat) gauge group by diagonal onjugation. Sine we are
interested in QCD, our gauge group is SU(3). Sine for one opy of SU(3) the quotient is
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well known to be a Weyl alove in the subgroup of diagonal matries, the simplest nontrivial
ase is 2 opies. This orresponds to a lattie onsisting of 2 plaquettes. The desription
of the quotient of 2 opies by means of invariant theory was derived in a previous paper
[6℄. In the present work we onstrut a ell omplex struture whih is ompatible with
the orbit type stratiation and use it to ompute the homology and ohomology groups
of the quotient spae as well as of the strata and their losures.
To onlude these introdutory notes, let us remark the following. The strategy explained
above follows the path to rst redue the symmetries and then quantize. One an as
well follow the alternative path of reduing the symmetries on the quantum level, i.e., to
start from a eld algebra and to onstrut the algebra of observables by implementing
gauge invariane and the loal Gauss law, see [15℄. To implement the stratiation in this
approah, one has to work out the onept of (o)stratied observable algebra and to modify
the onstrution in [15℄ so as to provide, in addition, observable algebras assoiated with
the strata. In a seond step, one has to study representations of the ostratied observable
algebra so obtained. Of ourse, suh representations at in a ostratied Hilbert spae. Also
for this step one should start from the results in [15℄ and try to extend the methods used
there to the ostratied ase. Although this alternative strategy seems equally promising
to us, no work in this diretion has been done yet.
The paper is organized as follows. In Setion 2 we dene the spae we will study and
introdue some notation. In Setion 3 we relate the redued onguration spae to ertain
double quotients of U(3) and show how to onstrut a ell omplex struture of the redued
onguration spae from ell deompositions of the double quotients. Setion 4 is devoted
to the study of the most important of these double quotients, i.e., T\U(3)/T , where T
denotes the subgroup of U(3) of diagonal matries. The remaining double quotients and
the fatorization maps between them are studied in Setion 5. Based on these preparations,
in Setion 6 the desired ell omplex struture of the redued onguration spae is given
and the boundary operator is omputed. In Setion 7 it is shown that the losures of the
strata are subomplexes. Finally, in Setion 8 the homology and ohomology groups of the
redued onguration spae and its strata are derived. We onlude with a brief disussion.
2 Basi notation
Let X denote the quotient spae of the ation of SU(3) on SU(3) × SU(3) by diagonal
onjugation,
(a, b) 7→ (gag−1, gbg−1) , a, b, g ∈ SU(3) .
This spae an be interpreted as the redued onguration spae of an SU(3)-lattie gauge
model dened on a lattie onsisting of two plaquettes. See [6℄ for details. The spae X
is stratied by the orbit types of the ation. The stratiation will be explained in detail
in Setion 7. The aim of this paper is to onstrut a ell deomposition of X suh that
the losures of the strata are subomplexes and to use it to ompute the homology and
ohomology groups of the strata and their losures.
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Let us introdue some notation. Consider the toral subgroup of diagonal matries a in
SU(3). The onditions a11 = a22, a11 = a33, a22 = a33 on the entries of a dene one-
parameter subgroups that ut this toral subgroup into 6 losed triangular subsets. Let A
denote one of them. The embedding A → SU(3) desends to a homeomorphism of A onto
the quotient of SU(3) by inner automorphisms (see [6℄ for more details). A has a natural
ell deomposition onsisting of a 2-ell A2 ≡ A, three 1-ells ('edges') A1i and three 0-ells
('verties') A0i whih make up the enter Z3 of SU(3). We assume the 1-ells to be oriented
by the boundary orientation indued from A2. In the sequel, for the ells of A we will
loosely write Api , although for p = 2 the index i is redundant. The interior of Api will be
denoted by A˙pi .
We will also work with U(3) and its subgroup of diagonal matries T ∼= U(1)3, as well as
the subgroups U1, U2, U3 ∼= U(1)×U(2), onsisting of the matries(
α 0 0
0 b11 b12
0 b21 b22
)
,
(
b11 0 b12
0 α 0
b21 0 b22
)
,
(
b11 b12 0
b21 b22 0
0 0 α
)
,
respetively, where α ∈ U(1) and b ∈ U(2).
Next, for i = 1, 2, 3, let i± := i ± 1 mod 3. The elements of the permutation group S3
are denoted by τ or σ. We number them in the following way: τ0 denotes the identity
permutation, τi for i = 1, 2, 3 denotes the transposition of i
+
and i
-
and τ4 and τ5 are the
bakward and forward yli permutations, respetively. A representation of S3 in U(3) is
given by the matries
τij = δτ(i) j , τ ∈ S3 ,
where δkl denotes the Kroneker symbol. Expliitly,
τ0 =

 1 0 00 1 0
0 0 1

 , τ1 =

 1 0 00 0 1
0 1 0

 , τ2 =

 0 0 10 1 0
1 0 0


τ3 =

 0 1 01 0 0
0 0 1

 , τ4 =

 0 1 00 0 1
1 0 0

 , τ5 =

 0 0 11 0 0
0 1 0

 .
The entralizer and the normalizer of a subset A ⊆ G will be denoted by CG(A) and
NG(A), respetively.
3 The onguration spae in terms of double quotients
The starting point of our onsiderations is the map
ϕ : A×A× U(3)→ X , (t, s, g) 7→ [(t, gsg−1)] ,
where [ · ] denotes the lass w.r.t. the diagonal ation of SU(3).
Lemma 3.1. The map ϕ is surjetive and losed. Equality ϕ(t, s, g) = ϕ(t′, s′, g′) holds i
t = t′, s = s′ and g′ = hgk for some h ∈ CU(3)(t) and k ∈ CU(3)(s).
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Proof. ϕ is surjetive: Let (a, b) ∈ SU(3) × SU(3). There exist c, d ∈ SU(3) suh that
t := cac−1 and s := dbd−1 are in A. Denote g := cd−1. Then (t, gsg−1) = (cac−1, cbc−1),
hene ϕ(t, s, g) = [(a, b)]. ϕ is losed, beause it is a map from a ompat spae to a
Hausdor spae. To determine the preimages, let (t, s, g) and (t′, s′, g′) be given. If t′, s′
and g′ are as in the lemma then they are obviously mapped by ϕ to the same point in
X . Conversely, assume that ϕ(t′, s′, g′) = ϕ(t, s, g). Then there exists h ∈ SU(3) suh
that t′ = hth−1 and g′s′g′−1 = h(gsg−1)h−1. Sine t′ and t are both in A, the rst equal-
ity implies t′ = t, hene h ∈ CSU(3)(t) ⊆ CU(3)(t). Similarly, the seond equality implies
g′−1hg ∈ CU(3)(s). Denoting k := (g′−1hg)−1 we obtain g′ = hgk, as asserted.
Thus, up to diagonal onjugay, pairs (a, b) ∈ SU(3)×SU(3) an be haraterized by triples
(t, s, g) with s and t being uniquely determined and g representing a lass in the double quo-
tient CU(3)(t)\U(3)/CU(3)(s) , taken wrt. left and right multipliation, respetively. Sine
for any t in the interior of the ell Api of A, the entralizer is CU(3)(t) = CU(3)(Api ), to any
pair of ells Api , Aqj there orresponds a double quotient
D(Api ,Aqj) := CU(3)(Api )\U(3)/CU(3)(Aqj) .
In detail, we nd
D(A2,A2) = T\U(3)/T , D(A1i ,A2) = Ui\U(3)/T , D(A2,A1i ) = T\U(3)/Ui ,
D(A1i ,A1j) = Ui\U(3)/Uj ,
D(A0i ,A2) = D(A2,A0i ) = D(A0i ,A1j) = D(A1i ,A0j) = D(A0i ,A0j) = {∗} . (3.1)
There exist the following natural fatorization maps:
T\U(3)/T λ
12
i−−−→ Ui\U(3)/T
λ21j
y yµ12ij
T\U(3)/Uj
µ21ij−−−→ Ui\U(3)/Uj −−−→ {∗}
(3.2)
The idea of the onstrution of the ell deomposition of X an be stated as follows.
Aording to Lemma 3.1, ϕ indues maps
pipqij : Api ×Aqj ×D(Api ,Aqj)→ X (3.3)
whih, sine ϕ is losed, restrit to homeomorphisms of A˙pi × A˙qj × D(Api ,Aqj) onto the
image of this subset in X . Hene, if one has a ell K in the double quotient D(Api ,Aqj)
then Api ×Aqj×K with harateristi map obtained by restrition of pipqij is a andidate for a
ell of X . The potential identiations on the boundary an be kept trak of by exploring,
for eah boundary ell Ap-1i′ of Api and Aq-1j′ of Aqj , the relation between pipqij and the maps
pip-1 qi′j and pi
p q-1
ij′ , respetively. More generally, the situation is the following. Given Ap
′
i′
and Aq′j′ suh that
Api ⊆ Ap
′
i′ , Aqj ⊆ Aq
′
j′ , (3.4)
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the fatorization map D(Ap′i′ ,Aq
′
j′) → D(Api ,Aqj) existsit is in fat a omposition of some
of the maps (3.2)and the diagram
Api ×Aqj ×D(Ap
′
i′ ,Aq
′
j′) −−−→ Ap
′
i′ ×Aq
′
j′ ×D(Ap
′
i′ ,Aq
′
j′)y ypip′q′i′j′
Api ×Aqj ×D(Api ,Aqj)
pi
pq
ij−−−→ X
(3.5)
ommutes, where the upper horizontal arrow is given by the natural injetion and the
left vertial arrow is given by the idential map of Api × Aqj times the above fatorization
map. Thus, in eet it is this fatorization map whih arries the information about the
boundary identiations arried out by the (prospetive) harateristi map.
Theorem 3.2. Let there be given ell deompositions of the double quotients (3.1) suh that
the fatorization maps (3.2) are ellular. Then the olletion of all produts Api ×Aqj ×K,
where Api , Aqj are ells of A, K is a ell of D(Api ,Aqj) and the harateristi map is dened
by restrition of pipqij , denes a ell omplex struture on X . If the ells are oriented by the
natural produt orientation, the boundary operator is given by
∂(Api ×Aqj ×K) =
∑
i′
Ap-1i′ ×Aqj × ρi′ ∗(K) + (−1)p
∑
j′
Api ×Aq-1j′ × σj′ ∗(K)
+ (−1)p+qApi ×Aqj × ∂K ,
where the sums run over the boundary ells of Api and Aqj , respetively, equipped with the
orret sign, and ρi′ and σj′ stand for the fatorization maps D(Api ,Aqj) → D(Ap-1i′ ,Aqj)
and D(Api ,Aqj)→ D(Api ,Aq-1j′ ), respetively, given in (3.2).
Proof. We give an indutive onstrution of the skeleta. For the sets Api ×Aqj ×K we will
use the shorthand notation Cpqrijk , where r stands for the dimension of K and k is a virtual
label for the r-ells of D(Api ,Aqj). Moreover, in order to distinguish between the boundary
of Cpqrijk in X and its boundary in the ell omplex Api ×Aqj ×D(Api ,Aqj), the rst one will
be denoted by ∂ and the seond one by ∂˜. In a sense, ∂˜Cpqrijk is the 'natural' boundary of
Cpqrijk .
We will say that a ell omplex X n has the property (∗) i it is homeomorphi to the image
of the n-skeleton of A2 × A2 × D(A2,A2) under pi22 (and an thus be identied with a
subset of X ).
We start with dening X 0 to onsist of the nine isolated points C000ij = A0i × A0j × {∗},
i, j = 1, 2, 3. Then X 0 is a ell omplex and (∗) holds trivially.
Now assume that the Cpqrijk with p+ q + r = n onstitute a ell omplex X n whih has the
property (∗) and let some Cpqrijk with p+ q+ r = n+1 be given. Consider the diagram (3.5)
with p′ = q′ = 2. Due to the assumption that the fatorization maps (3.2) are ellular,
the left vertial arrow in this diagram is ellular. Hene, the preimage of ∂˜Cpqrijk under this
map is a union of n-ells of A2 ×A2 ×D(A2,A2) and is therefore mapped by pi22 to X n,
due to (∗). Then the diagram yields pipqij (∂˜Cpqrijk ) ⊆ X n.
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Thus, X n, together with the Cpqrijk of p + q + r = n + 1 and the orresponding restritions
of the pipqij taken as harateristi maps, dene a ell omplex X n+1. We have to show that
X n+1 has the property (∗). For that purpose, let X n+10 denote the topologial diret sum
of X n with all the ells Cpqrijk of dimension p + q + r = n + 1 and let f denote the union
of the attahing maps of these ells. By denition, X n+1 is the quotient of X n+10 by the
equivalene relation
x1 ∼f x2 ⇔ x1 = x2 or x1 = f(x2) or f(x1) = x2 or f(x1) = f(x2) ,
whenever f(x1) or f(x2) are dened. Dene a map ψ : X n+10 → X to be the identity on
X n and pipqij on Cpqrijk . Sine the domain is ompat and the target spae is Hausdor, ψ is
losed, and hene indues a homeomorphism between its image and the quotient of X n+10
obtained by ontration of preimages. The image of ψ an be easily found to be the image
of the (n + 1)-skeleton of A2 × A2 × D(A2,A2) under pi22. Thus, all we have to hek is
that x1 ∼f x2 i ψ(x1) = ψ(x2).
First, assume that x1 ∼f x2. If x1 = x2 then trivially ψ(x1) = ψ(x2). If x1 = f(x2)
then x1 ∈ X n and x2 belongs to the boundary of one of the Cpqrijk . Then x1 = ψ(x1) and
f(x2) = pi
pq
ij (x2) = ψ(x2), hene ψ(x1) = ψ(x2), too. A similar argument applies to the
ases f(x1) = x2 and f(x1) = f(x2).
For the onverse impliation, we need the following lemma.
Lemma 3.3. Let x ∈ Cpqrijk and assume that there exists x′ ∈ Cp
′q′r′
i′j′k′ , where p + q + r ≥
p′ + q′ + r′ and x′ 6= x, suh that pipqij (x) = pip
′q′
i′j′ (x
′). Then x ∈ ∂Cpqrijk .
Aording to Lemma 3.1, pipqij (x) = pi
p′q′
i′j′ (x
′) implies that x and x′ have the same A-parts,
i.e., x = (a, b, y) and x′ = (a, b, y′), where y ∈ D(Api ,Aqj) and y′ ∈ D(Ap
′
i′ ,Aq
′
j′). Assume
that x is in the interior of Cpqrijk . Then a and b are in the interiors of Api and Aqj whih
are therefore interseted by Ap′i′ and Aq
′
j′ , respetively. Hene, (3.4) holds and we have the
ommutative diagram (3.5), where the left vertial arrow is again ellular by assumption.
Hene, the image y˜ of y′ under this map belongs to an s-ell of D(Api ,Aqj), where s ≤ r′.
Due to the diagram, pipqij (a, b, y˜) = pi
p′q′
i′j′ (a, b, y
′) and hene pipqij (a, b, y˜) = pi
pq
ij (a, b, y). Sine
pipqij is injetive on A˙pi×A˙qj×D(Api ,Aqj), then y˜ = y. We onlude that y belongs to an s-ell
ofD(Api ,Aqj). Sine x is in the interior of Cpqrijk , y is in the interior of the orresponding r-ell
of D(Api ,Aqj), hene s ≥ r and so r′ ≥ r. Then, under the assumption p+q+r ≥ p′+q′+r′,
(3.4) implies p′ = p and q′ = q and, onsequently, i′ = i, j′ = j. It follows y′ = y˜, hene
y′ = y, hene x = x′, in ontradition to the assumption. This proves the lemma.
We ontinue with the proof of Theorem 3.2. Assume that ψ(x1) = ψ(x2). If x1 = x2 then
x1 ∼f x2. Hene, let us assume x1 6= x2. Then x1 and x2 annot both belong to X n,
beause ψ is the identity there. If one of them, say x1, belongs to X n and the other one
to one of the n + 1-ells, say x2 ∈ Cpqrijk , then ψ(x2) = x1. Of ourse, x1 belongs to the
interior of some ell Cp
′q′r′
i′j′k′ with p
′ + q′ + r′ ≤ n and we have x1 ≡ pip′q′i′j′ (x1), as we have
identied the interior of Cp
′q′r′
i′j′k′ through pi
p′q′
i′j′ with its image in X . Then Lemma 3.3 yields
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x2 ∈ ∂Cpqrijk . It follows f(x2) = pipqij (x2) = ψ(x2), hene f(x2) = x1, i.e., x1 ∼f x2. If x1 and
x2 both belong to one of the n+ 1-ells C
pqr
ijk , then Lemma 3.3, applied to both x1 and x2,
implies that they belong to the respetive boundaries. Therefore, as above, f(xl) = ψ(xl),
l = 1, 2. It follows f(x1) = f(x2), hene x1 ∼f x2, too.
Finally, we determine the boundary operator. Let Api ×Aqj ×K be given. The boundary
operator on the level of the ell omplex Api ×Aqj ×D(Api ,Aqj) is given by
∂˜(Api ×Aqj ×K) = ∂Api ×Aqj ×K + (−1)pApi × ∂Aqj ×K + (−1)p+qApi ×Aqj × ∂K , (3.6)
where the boundaries on the rhs. are taken in A and D(Api ,Aqj), respetively. In order to
obtain ∂(Api ×Aqj ×K) from this formula we have to replae eah ell C appearing on the
rhs. by the ells of X whih span pipqij (C). Sine the last term already onsists of ells of X ,
it remains unhanged. The rst term is a sum over ells of the type Ap-1i′ ×Aqj ×K, where
Ap-1i′ is one of the boundary ells of Api (equipped with the orret sign). We have
pipqij
(
Ap−1i′ ×Aqj ×K
)
= pip-1 qi′j
(
Ap−1i′ ×Aqj × ρi′(K)
)
,
where ρi′ stands for the fatorization map D(Api ,Aqj)→ D(Ap-1i′ ,Aqj). Sine the argument
of pip-1 qi′j on the rhs. onsists of ells of X , it replaes Ap−1i′ × Aqj × K in (3.6), where ρi′
has to be replaed by the indued homomorphism ρi′ ∗. Treating the 2nd term in (3.6) in
a similar way, we obtain the asserted formula.
Next, we onstrut ell deompositions of the double quotients (3.1) whih meet the as-
sumptions of Theorem 3.2. We shall start with T\U(3)/T .
4 The double quotient T\U(3)/T
Perhaps the most obvious way to treat the double quotient T\U(3)/T is to view it as
the quotient of the left T -ation on the ag manifold U(3)/T and to onstrut a ell
deomposition of this quotient from the Shubert ells of U(3)/T assoiated with Borel
subgroups of GL(3,C) that ontain T . However, we will not follow this road. Instead
of working with Shubert ells, we will relate the double quotient T\U(3)/T with the
bistohasti and unistohasti (3 × 3)-matries and dene the ells diretly by onditions
on the entries of the matries they ontain. The relation between the ells so onstruted
and the Shubert ells of U(3)/T will be laried in Appendix B.
We start with introduing some notation. In this setion we use the shorthand notation
Y := T\U(3)/T . Let Q ⊆ Y denote the subset of lasses that have real representatives,
i.e., whih interset O(3). Let B3 denote the set of (3× 3)-matries with real nonnegative
entries that add up to 1 in eah row and eah olumn. Suh a matrix is alled bistohasti.
B3 has the struture of a onvex polytope. It is known as the Birkho polytope of rank 3.
The orners of this polytope are given by the permutation matries. There exists a natural
map ψ : U(3)→ B3, given by
ψ(a)ij := |aij|2 . (4.1)
8
A point in the image of ψ is alled a unistohasti matrix. A point in the image of the
restrition of ψ to O(3) is alled an orthostohasti matrix. The subsets of unistohasti
and orthostohasti matries are denoted by U3 and O3, respetively. Bistohasti and
unistohasti matries have several appliations in mathematis, omputer siene and
physis, see the introdution of [3℄ for a brief overview. It is known that U3 is a losed
star-shaped 4-dimensional subset of B3 and that O3 is its boundary [3, Thm. 3℄. Hene,
topologially, U3 is a 4-disk and O3 is a 3-sphere. To make this information available for
the study of Y , we observe that the map ψ desends to a ontinuous and surjetive map
(same notation)
ψ : Y → U3 .
This map will now be analyzed. For a (3×3)-matrix a, let a denote the omplex onjugate
matrix, i.e., (a)ij = aij . Sine T = T , omplex onjugation indues a well-dened map
Y → Y whih will be denoted y 7→ y, too. This map is a homeomorphism.
Lemma 4.1. Let y ∈ Y . Then y = y if and only if y ∈ Q.
Proof. We have to show that y = y implies y ∈ Q. Let a ∈ U(3) be a representative of y.
By assumption, there exist b1, b2 ∈ T suh that a = b1ab2. For eah bi there exists ci ∈ T
suh that c2i = bi. Then c1ac2 = c1ac2, i.e., c1ac2 ∈ O(3) and hene y ∈ Q.
Lemma 4.2. Let y1, y2 ∈ Y . If ψ(y1) = ψ(y2) then y2 = y1 or y2 = y1.
Proof. Let y ∈ Y . Obviously, ψ(y) = ψ(y). Hene, we have to show that y and y are
the only elements of Y that are mapped to ψ(y) under ψ. The question to what extent a
unitary matrix of rank 3 is determined by the moduli of its entries was disussed in [14℄
in onnetion with CP -violation in the standard eletroweak model. The proof uses the
unitarity triangles introdued there. Let a be a representative of y. Up to the ation of
T × T we may assume that the entries of the rst row and the rst olumn of a are real
and nonnegative. Dene omplex numbers
ui = a1ia2i , u
i = ai1ai2 , vi = a1ia3i , v
i = ai1ai3 , i, j = 1, 2, 3 .
Unitarity implies
∑
i ui =
∑
i u
i =
∑
i vi =
∑
i v
i = 0. Hene, the triples (u1, u2, u3),
(u1, u2, u3), (v1, v2, v3), (v
1, v2, v3) form triangles in the omplex plane, with one side on
the real axis. These triangles are alled unitarity triangles. They are possibly degenerated
to a line. The following data of these triangles are determined by y and the hoie of a:
the side on the real axis, the length of the other two sides, the order of sides. The ruial
observation is that these data x the triangles up to omplex onjugation, i.e., up to the
transformations (u1, u2, u3) 7→ (u1, u2, u3) et. . Now, taking the omplex onjugate of
(u1, u2, u3) requires taking the omplex onjugate of the entries a22 and a23, hene implies
taking the omplex onjugate of (u1, u2, u3). Iterating this argument we nd that one
has to take the omplex onjugate of all the triangles, and hene of all the entries of a,
simultaneously. This proves the lemma.
Lemma 4.3. The map ψ is open.
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Proof. Sine ψ maps from a Hausdor spae to a ompat spae, it is losed. Sine it
is also surjetive, it maps open subsets that are saturated, i.e., onsist of full pre-images,
to open subsets. Hene, it sues to show that the saturation of an open subset M is
open. By Lemma 4.2, the saturation is given by M ∪ M . Sine the map y 7→ y is a
homeomorphism, M ∪M is open.
Proposition 4.4. By restrition, ψ indues a 2-fold overing Y \ Q → U3 \ O3 and a
homeomorphism Q→ O3.
Remark 1. This 2-fold overing arries in fat the struture of a loally trivial prinipal
bre bundle with struture group Z2, ating by onjugation.
Proof. By onstrution, the maps are well-dened and surjetive. Aording to Lemmas
4.1 and 4.2, ψ is injetive on Q. By Lemma 4.3, it is then a homeomorphism. To hek that
the restrition of ψ to Y \Q yields a 2-fold overing, let y ∈ Y \ Q and denote u = ψ(y).
By Lemma 4.1, y 6= y. Sine Y is Hausdor, there exist disjoint open neighbourhoods V1
of y and V2 of y. Let V := V1 ∩ V 2 and U := ψ(V ). By onstrution, V and V are disjoint
open neighbourhoods of y and y, respetively. By Lemma 4.2, ψ−1(U) = V ∪ V . Lemma
4.3 implies that U is an open neighbourhood of u and that, by restrition, ψ indues home-
omorphisms V and V onto U .
Sine U3 is a 4-disk with boundary O3, Y \Q onsists of 2 onneted omponents, eah of
whih is a opy of the open 4-disk. Denote these onneted omponents by Y±. Sine Q
is losed, the Y± are open in Y . Aording to Proposition 4.4, by restrition, ψ indues a
homeomorphism of Y± ∪Q onto U4. In partiular, Y± is dense in Y± ∪ Q. As Y± ∪Q has
omplement Y∓ in Y , it is losed. Hene, the losure Y± of Y± in Y is given by
Y± = Y± ∪Q.
Thus, Y± is a 4-disk whose boundary is given by Q. The main onlusion we draw from this
is that any ell deomposition of Q ombines with the two 4-ells Y± to a ell deomposition
of Y . We denote K4± := Y±.
Remark 2. In addition, it follows that T\U(3)/T is homeomorphi to a 4-sphere. This
information does not help however in the onstrution of a ell deomposition that meets
the requirement that the fatorization maps are ellular.
We will now onstrut a ell deomposition of Q ∼= O3. The onstrution is based on the
observation that under the fatorization maps lasses of permutation matries in T\U(3)/T
get identied with one another in a variety of patterns. Therefore, we take the permutation
matries as the 0-ells. Denote them by K0τ := {τ}, τ ∈ S3.
1-skeleton: Dene
K1ij := {b ∈ B3 : bij = 1} , i, j = 1, 2, 3 .
Parameterisations of these subsets are given by
bi
+
j
+
= bi
-
j
-
= t , bi
+
j
-
= bi
-
j
+
= 1− t , t ∈ [0, 1] .
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Expliitly, for i = j = 1,
b =

 1 0 00 t 1− t
0 1− t t

 , t ∈ [0, 1] .
We read o:
1. K1ij ⊆ O3: A representing orthogonal matrix a for b is given by aij = ±
√
bij with
appropriately hosen signs. E.g., for the ase i = j = 1,
a =

 1 0 00 √t −√1− t
0
√
1− t √t

 , t ∈ [0, 1] .
2. For given i, j, there are two permutations mapping j to i. An expliit alulation yields
that these permutations are given by τiτjτi and τjτi. The rst one is odd, the seond one is
even. K1ij is the line in the vetor spae of real (3×3)-matries onneting the permutation
matries that orrespond to these two permutations. Hene, the K1ij are 1-disks and
∂K1ij = K
0
τiτjτi
∪K0τjτi . (4.2)
3. K1ij ∩K1i± j± = K0τ+ where τ+ is the even permutation mapping j to i and K1ij ∩K1i± j∓ =
K0τ− where τ− is the odd permutation mapping j to i. All the other intersetions are trivial.
Thus, the ells K0τ and K
1
ij so onstruted, together with the obvious attahing maps, form
a ell omplex of dimension 1.
2-skeleton: For i, j = 1, 2, 3, dene
K2ij := {b ∈ U3 : bij = 0} .
To be denite, the following argument is given for K211. It easily arries over to the other
K2ij .
Lemma 4.5. The map
[0, 1]2 → B3 , (s, t) 7→

 0 t 1− ts (1− s)(1− t) (1− s)t
1− s s(1− t) st


(4.3)
indues a homeomorphism of [0, 1]2 onto K211.
Proof. The map is injetive and losed. Hene, it sues to hek that its image oinides
with K211. Denote the image by I. Aording to [2, 14℄, a bistohasti (3 × 3)-matrix is
unistohasti i for two arbitrarily hosen rows or olumns the 'hain-links' ondition is
satised. For the 1st and 2nd olumn this ondition reads∣∣∣√b21√b22 −√b31√b32∣∣∣ ≤√b11√b12 ≤√b21√b22 +√b31√b32 .
11
In ase b11 = 0 this yields
b21b22 = b31b32 . (4.4)
Sine this ondition is satised for the elements of I, I ⊆ U3 and hene I ⊆ K211. Con-
versely, let b ∈ K211. Then
b =

 0 t 1− ts b22 b23
1− s b32 b33


for some s, t ∈ [0, 1]. Sine K211 ⊆ U3, (4.4) holds. Hene, sb22 = (1− s)b32. Together with
t + b22 + b32 = 1, this yields b22 = (1 − s)(1 − t) and b32 = s(1 − t). Then b32 = (1 − s)t
and b33 = st. Hene, K
2
11 ⊆ I.
We dedue:
1. K2ij ⊆ O3. A representing orthogonal matrix a is given by aij = ±
√
bij with appropri-
ately hosen signs. E.g., for i, j = 1, in the parameterisation (4.3),
a =

 0
√
t
√
1− t√
s
√
(1− s)(1− t) −√(1− s)t√
1− s −√s(1− t) −√st

 .
2. The K2ij are 2-disks. For the ase of K
2
11, the boundary is obtained by setting s = 0, 1
or t = 0, 1 in (4.3). For the general ase this yields
∂K2ij = K
1
i j
+
∪K1i j
-
∪K1i
+
j ∪K1i
-
j . (4.5)
3. The intersetion of K211 with any other K
2
ij onsists of elements of K
2
11 with two zero
entries. From the parameterisation (4.3) we see that these elements must have s = 0, 1 or
t = 0, 1. Hene, the intersetion is a union of 1-ells. It is obvious that this holds for any
intersetion of two distint K2ij .
Thus, the 2-ells K2ij , together with the 1-skeleton and the obvious attahing maps, yield
a ell omplex of dimension 2.
3-skeleton: Let τ ∈ S3. Consider the subomplex of the 2-skeleton onsisting of ells that
do not interset K0τ . Aording to (4.2) and (4.5) these ells are
K0σ , σ 6= τ , K1ij , i 6= τ(j) , K2ij , i = τ(j) . (4.6)
As O3 is a 3-sphere, the subset O3 \K0τ an be mapped homeomorphially onto R3. This
way, the subomplex (4.6) is embedded into R3. A simple inspetion of the boundaries
of the 1 and 2-ells then shows that this subomplex is homeomorphi to a 2-sphere. As
an illustration, for the ase of τ = τ1 and for an appropriately hosen homeomorphism
O3 \K0τ1 ∼= R3, the 1-skeleton of this subomplex is shown in Figure 1.
It follows that the subomplex (4.6) uts out a subset of O3 homeomorphi to the 3-disk.
Denote this subset by K3τ . We take K
3
τ , τ ∈ S3, as the 3-ells. By onstrution,
∂K3τ = K
2
τ(1) 1 ∪K2τ(2) 2 ∪K2τ(3) 3 , (4.7)
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Figure 1: The subomplex of the 2-skeleton onsisting of ells that do not interset K0τ1 .
The 2-ells form the faes of the triangular double pyramid.
and the intersetion of two distint 3-ells is a union of 2-ells. Thus, the K3τ , together with
the 2-skeleton, form a ell omplex of dimension 3. Sine O3 oinides with the union of
the 3-ells, we thus have onstruted a ell deomposition of O3. As stated above, together
with K4±, this yields a ell deomposition of Y .
Remark 3. The onstrution of ells is inspired by the polytope struture of B3. The
relation between the ells of O3 and the faes of B3 is as follows. The 0-ells of O3 oinide
with the orners of B3. The 1-ells of O3 are those edges of B3 that are ontained in O3.
Sine in B3 there is an edge between any two orners, there are 6 more edges in B3 that
are not orthostohasti. Sine any 2-fae of B3 ontains one of these non-orthostohasti
edges, the 2-faes of B3 do not have nontrivial intersetion with O3. Instead, the 2-ells of
O3 oinide with the intersetions of the 3-faes ('faets') of B3 with O3. The 3-ells of O3
do not have an analogue in B3.
Next, we have to hoose an orientation of the ells and to ompute the boundary operator.
Proposition 4.6. There exists an orientation of ells of Y suh that the boundary operator
is given by
∂K1ij = K
0
τiτjτi
−K0τjτi , ∂K2ij = K1ij+ +K1ij− −K1i+j −K1i−j =
∑3
l=1
K1il −K1lj ,
∂K3τ = sign(τ)
∑3
i=1
K2τ(i) i , ∂K
4
± = ±
∑
τ∈S3
K3τ .
Proof. We dene the orientations indutively as follows. For a ell in dimension n + 1
we hoose a ertain boundary n-ell and require the boundary orientation of this n-ell to
oinide with its genuine orientation hosen before.
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1-ells: Sine aording to (4.2), eah 1-ell onnets 0-ells of opposite sign, we an
hoose the 0-ells labelled by an odd permutation as starting points. This yields the
asserted formula for the 1-ells.
2-ells: Due to (4.5), K2ij is bounded by four 1-ells. Sine neighbouring boundary 1-
ells interset in either their starting point or their end-point, they would indue opposite
orientations on K2ij . Hene, opposite boundary 1-ells indue the same orientation. Sine
there does not exist a permutation mapping both j
+
and j
-
to i, K1i j
+
and K1i j
-
are opposite.
We hoose the orientation of K2ij to be indued from these boundary 1-ells (i.e., those with
oiniding rst index). Sine then K1i
+
j and K
1
i
-
j are opposite, too, the formula for ∂K
2
ij
follows.
3-ells: The boundary 2-ells of K3τ are given by (4.7). Consider a 1-ell K
1
kl that belongs
to two of these boundary 2-ells, say K2τ(i) i and K
2
τ(j) j , where i 6= j. Then k = τ(i) or l = i
and k = τ(j) or l = j. Sine i 6= j, then either k = τ(i) and l = j or k = τ(j) and l = i. In
both ases, the boundary orientations indued on K1kl from K
2
τ(i) i and K
2
τ(j) j are opposite.
It follows that all three boundary 2-ells would indue the same orientation on K3τ . We
ould simply hoose the orientations indued this way for all the 3-ells. However, these
orientations would obviously not ombine to an orientation of the 3-sphere Q, beause the
orientations of interseting 3-ells would be opposite. Instead, we hoose the orientations as
follows. Consider a 2-ell K2ij . By (4.7), K
2
ij belongs to all 3-ells labelled by a permutation
that maps j to i. As noted above, these permutations are given by τjτi and τiτjτi. Hene,
eah 2-ell belongs to one 3-ell labelled by an even permutation and to one 3-ell labelled
by an odd permutation. Thus, if we hoose the orientation of K3τ to be indued from its
boundary 2-ells when τ is even and to be opposite to that when τ is odd, these orientations
ombine to an orientation of Q. The formula for the boundary operator then follows.
4-ells: By onstrution, all boundary 3-ells of K4± would indue the same orientation
on K4±. In order that the orientations of K
4
+ and K
4
− ombine to an orientation of Y , we
hoose that of K4+ to be indued from its boundary 3-ells and that of K
4
− to be opposite.
This yields the asserted formula.
Remark 4. The 2-skeleton an be onveniently visualized in a diagram, see Figure 2. In
this diagram, six of the nine 2-ells have the shape of a trapezium and three of them form a
retangle with one pair of opposite edges being twisted one. They are labelled by symbols
whih mimi their shape.
5 The other double quotients
We now turn to the desription of the other double quotients and the assoiated fator-
ization maps. We use the following notation. The standard 2-simplex is denoted by σ2. If
we label its verties by 1, 2, 3, the edges are given, in the standard notation, by [12], [23]
and [31] and the verties are given by [1], [2], [3]. The edge [ij] is oriented from [i] to [j].
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Figure 2: The 2-skeleton of Y with orientation. The starting points of the 1-ells are
enirled. The orientations of the 2-ells are indiated by an arrow along the boundary of
the orresponding symbols. Note that the rossing point at the enter is not a vertex.
Similarly, the standard 1-simplex is denoted by σ1 and its verties by [1] and [2]. σ1 is
oriented from [1] to [2]. There is an obvious ambiguity in this notation. However, whether
[1] and [2] denote verties of σ1 or σ2 will always be lear from the ontext.
Dene maps ψi : U3 → σ2, ψi : U3 → σ2 and ψij : U3 → σ1 by
ψi(b) = (bi1, bi2, bi3) , ψ
i(b) = (b1i, b2i, b3i) , ψij(b) = (bij , 1− bij) .
Lemma 5.1. The maps ψi◦ψ, ψi◦ψ and ψij◦ψ desend to homeomorphisms Ui\U(3)/T →
σ2, T\U(3)/Ui → σ2 and Ui\U(3)/Uj → σ1, respetively. If we use these homeomorphisms
to identify the quotients with the orresponding simplies, the fatorization maps (3.2)
satisfy
λ12i = ψi ◦ ψ , λ21i = ψi ◦ ψ , µ12ij ◦ λ12i = µ21ij ◦ λ21j = ψij ◦ ψ . (5.1)
Proof. First we have to hek that the maps desend to the quotients. For ψi ◦ ψ, this
follows from the observation that the ation of Ui and T on U(3) by left multipliation do
not dier in their eet on the i-th row of a matrix. Similarly, for ψi ◦ ψ, the ation of
Ui and T on U(3) by right multipliation do not dier in their eet on the i-th olumn.
Combining these two observations we obtain the assertion for ψij ◦ ψ.
Next, we show that the desended maps are 1:1. As maps from a Hausdor spae to a
ompat spae they are homeomorphisms then. Surjetivity is obvious. To hek injetivity
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of the map Ui\U(3)/T → σ2 indued by ψi ◦ ψ, let a, b ∈ U(3) suh that ψi ◦ ψ(TaT ) =
ψi ◦ ψ(TbT ). Then bij = αjaij for some αj ∈ U(1), j = 1, 2, 3. Hene, up to the ation of
T by right multipliation, we may assume that the i-th rows of a and b oinide. Consider
c := ba−1. We have b = ca and cii = 1, beause this is the salar produt of the i-th
row of b with the i-th row of a. Hene, c ∈ Ui and a and b dene the same lass in the
quotient Ui\U(3)/T . For the map T\U(3)/Ui → σ2 indued by ψi ◦ ψ, the argument is
analogous. For the map Ui\U(3)/Uj → σ1 indued by ψij ◦ ψ, let a, b ∈ U(3) suh that
ψij ◦ ψ(TaT ) = ψij ◦ ψ(TbT ). Then bij = αaij for some α ∈ U(1). By the ation of Uj by
right multipliation, the entry aij an be multiplied by an arbitrary phase and the other
two entries in the i-th row of a an be arbitrarily adjusted. Hene, up to this ation, we
may assume that the i-th rows of a and b oinide. Then the same argument as for ψi ◦ ψ
yields that a and b belong to the same lass in the quotient Ui\U(3)/Uj .
Finally, the equalities (5.1) hold by onstrution.
Remark 5. A slightly dierent interpretation of the quotients T\U(3)/Ui and Ui\U(3)/T
is obtained as follows. Extration of the i-th row denes a map from U(3) to the 5-sphere
S5 that translates the ation of T on U(3) by left multipliation into the natural ation of
T ∼= U(1)×U(1)×U(1) on S5 ⊆ C3. This map desends to a homeomorphisms of U(3)/Ui
onto omplex projetive spae CP2 that translates the ation of T on U(3)/Ui into the
ation of T on CP2 inherited from the natural ation of T on C3. Thus, the quotient
T\U(3)/Ui may be identied with the quotient of CP2 w.r.t. this ation. A similar result
holds for the quotient Ui\U(3)/T .
Now we use (5.1) to ompute how the fatorization maps λ12i , λ
21
i , µ
12
ij and µ
12
ij map the
ells of T\U(3)/T and σ2, respetively.
Proposition 5.2. The fatorization maps (3.2) map the ells of T\U(3)/T and σ2 as
follows:
K0τ K
1
jk K
2
jk K
3
τ , K
4
±
λ12i [τ
-1(i)]
[k] | j = i
[k
+
k
-
] | j 6= i
[k
+
k
-
] | j = i
σ2 | j 6= i
σ2
λ21i [τ(i)]
[j] | k = i
[j
+
j
-
] | k 6= i
[j
+
j
-
] | k = i
σ2 | k 6= i
σ2
[k] [k k
+
]
µ12ij
[1] | k = j
[2] | k 6= j
[2] | k = j
+
σ1 | k 6= j
+
µ21ij
[1] | k = i
[2] | k 6= i
[2] | k = i
+
σ1 | k 6= i
+
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Here i, j, k = 1, 2, 3 and τ ∈ S3. In partiular, these maps are ellular. Their indued
homomorphisms are given by
λ12i ∗(K
0
τ ) = [τ
-1(i)] , λ12i ∗(K
1
jk) = (δi−,j − δi+,j)[k+ k
-
] , λ12i ∗(K
2
jk) = (δi−,j − δi+,j)σ2 ,
λ21i ∗(K
0
τ ) = [τ(i)] , λ
21
i ∗(K
1
jk) = (δi−,k − δi+,k)[j+ j
-
] , λ21i ∗(K
2
jk) = (δi+,k − δi−,k)σ2 ,
µ12ij ∗([k]) = δjk[1] + (1− δjk)[2] , µ12ij ∗([k k+]) = (δk j − δk j−)σ1 ,
µ21ij ∗([k]) = δik[1] + (1− δik)[2] , µ21ij ∗([k k+]) = (δk i − δk i−)σ1 .
Cells not listed here are annihilated.
Proof. First, onsider λ12i . For the 0 and 1-ells, the formulae an be read o from the
denition of the ells and the denition of ψi. Due to ψ(K
4
±) = U3, we have λ12i (K4±) =
σ2. To hek the formula for the 2-ells, onsider λ12i (K
2
jk) = ψi ◦ ψ(K2jk). From the
parameterisation (4.3) of K211, arried over to K
2
jk, we read o: if i = j then the image
oinides with the edge of σ2 where the k-th entry is zero, i.e., with [k
+
k
-
]. If i 6= j, the
image is the whole of σ2. This yields the formula for the 2-ells. The formula for the
3-ells then follows by observing that eah of them ontains a 2-ell with rst index being
dierent from i. For λ12i , the argument is similar.
To nd µ12ij , for eah ell of σ
2
we hoose a preimage under λ12i and determine its image
under µ12ij ◦ λ12ij = ψij ◦ ψ. For the vertex [k], a preimage under λ12i is given by K0τ where τ
obeys τ(k) = i. The entries of the orresponding permutation matrix are τij = 1 if i = τ(j),
hene if j = k, and 0 otherwise. Hene, ψij ◦ ψ(K0τ ) = [1] if j = k and [2] otherwise. For
the edge [k k
+
], a preimage under λ12i is given by K
2
i k
-
. By ψij ◦ ψ, this subset is mapped
to [2] if j = k
-
and to σ1 otherwise. Again, for µ21ij , the argument is similar.
Finally, onsider the indued homomorphisms. They annihilate ells that are mapped to
lower-dimensional ells by the original fatorization maps. To determine the signs, we have
to ompare the orientations of the ells and their images. For the 1-ells this an be done
by nding out whether the starting point of the ell is mapped to the starting point of
the image or not. 2-ells are only relevant for T\U(3)/T . For a given 2-ell we hoose a
boundary 1-ell from whih the orientation is indued. Sine the 1-ells of σ2 arry the
indued boundary orientation, the 2-ell aquires the same sign as this boundary 1-ell.
6 Cell omplex struture
We now ombine the pairs of ells of A with the ell deompositions of the orresponding
double quotients as presribed by Theorem 3.2. The list of ells, together with their
shorthand notation Cpqrijk introdued in the proof of this theorem, is given in the following
table. The number of ells in dimension 0, . . . , 8 is 9, 18, 24, 27, 24, 15, 9, 6, 2, respetively,
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their total number is 134.
dim ells (τ ∈ S3 , i, j = 1, 2, 3 , a = 1, 2)
8 C224± = A2 ×A2 ×K4±
7 C223τ = A2 ×A2 ×K3τ
6 C222ij = A2 ×A2 ×K2ij
5 C221ij = A2 ×A2 ×K1ij , C212i = A2 ×A1i × σ2 , C122i = A1i ×A2 × σ2
4 C220τ = A2 ×A2 ×K0τ , C211ij = A2 ×A1i × [j+ j
-
] , C121ij = A1i ×A2 × [j+ j
-
]
3 C210ij = A2 ×A1i × [j] , C120ij = A1i ×A2 × [j] , C111ij = A1i ×A1j × σ1
2 C200i = A2 ×A0i × ∗ , C020i = A0i ×A2 × ∗ , C110i j a = A1i ×A1j × [a]
1 C100ij = A1i ×A0j × ∗ , C010ij = A0i ×A1j × ∗
0 C000ij = A0i ×A0j × ∗
Theorem 6.1. The ells Cpqrijk , together with the harateristi maps indued by the proje-
tions pipqij , see (3.3), dene a ell omplex struture on X . The boundary operator is given
by
∂C224± = ±
∑5
m=0 C
223
m , ∂C
223
τ = sign(τ)
∑3
i=1C
222
i τ(i) ,
∂C222ij = C
221
ij
+
+ C221ij
-
− C221i
+
j − C221i
-
j + C
122
i+ − C122i− + C212i+ − C212i− ,
∂C221ij = C
220
τiτjτi
− C220τjτi + C121i
+
j − C121i
-
j + C
211
j
+
i − C211j
-
i ,
∂C212i = −
∑3
j=1C
211
ij , ∂C
122
i = −
∑3
j=1C
121
ij , ∂C
220
τ =
∑3
i=1C
210
i τ(i) + C
120
i τ-1(i)
,
∂C211ij = C
210
i j
+
− C210i j
-
+ C111j
+
i − C111j
-
i , ∂C
121
ij = C
120
i j
+
− C120i j
-
+ C111i j
-
− C111i j
+
,
∂C210ij = C
110
j i 1+C
110
j
+
i 2+C
110
j
-
i 2+C
200
i− −C200i+ , ∂C120ij = −C110i j 1−C110i j
+
2−C110i j
-
2+C
200
i− −C020i+ ,
∂C111ij = C
110
i j 2−C110i j 1 , ∂C110i j a = C100i j
+
−C100i j
-
−C010i
+
j +C
010
i
-
j , ∂C
200
i =
∑3
j=1C
100
ji ,
∂C020i =
∑3
j=1C
010
ij , ∂C
100
ij = C
000
i
-
j − C000i
+
j , ∂C
010
ij = C
000
i j
-
− C000i j
+
.
Proof. The rst statement is a reformulation of Theorem 3.2. The formulae for the bound-
ary map are a straightforward onsequene of the general formula given in the theorem
mentioned and the formulae for the fatorization maps given in Proposition 5.2.
7 Stratiation
In this setion we show that the losures of the orbit type strata are subomplexes of X and
determine the ells they onsist of. We start with introduing some notation and deriving
some formulae needed in the sequel.
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Let T˜ := T ∩ SU(3) and U˜i := Ui ∩ SU(3). We have T˜ ∼= U(1)× U(1) and U˜i ∼= U(2). Let
Ti, i = 1, 2, 3 denote the subgroups onsisting of the matries
diag(α2, α, α) , diag(α, α2, α) , diag(α, α, α2) ,
respetively, where α ∈ U(1). The entralizers of the subgroups Ti and U˜i in SU(3) and
U(3) are
CU(3)(Ti) = Ui , CU(3)(Ui) = Ti , CSU(3)(Ti) = U˜i , CSU(3)(U˜i) = Ti
and their normalizers are
NU(3)(Ti) = NU(3)(U˜i) = Ui , NSU(3)(Ti) = NSU(3)(U˜i) = U˜i .
Furthermore, there holds
A1i = A ∩ Ti .
Sine multipliation of an arbitrary matrix by a permutation matrix from the left or the
right results in the orresponding permutation of rows or olumns, respetively,
τUi = Uτ(i)τ , τ U˜i = U˜τ(i)τ , τTi = Tτ(i)τ . (7.1)
For τ ∈ S3 and i, j = 1, 2, 3, dene
V 0τ := Tτ , V
1
ij := {a ∈ U(3) : |aij| = 1} , V 2ij := {a ∈ U(3) : aij = 0} .
The subsets V 0τ , V
1
ij and V
2
ij onsist of the representatives in U(3) of the elements of the
ells K0τ , K
1
ij and K
2
ij of T\U(3)/T , respetively. We have V 1ii = Ui and
τV rij = V
r
τ(i) j , V
r
ijτ = V
r
i τ−1(j) , r = 1, 2 . (7.2)
Lemma 7.1. Ui τ Uj =
{
V 1ij | τ(j) = i ,
V 2ij | τ(j) 6= i .
Proof. If τ(j) = i, (7.1) and (7.2) yield
Ui τ Uj = Uiτ = V
1
ii τ = V
1
ij .
If τ(j) 6= i, there exists a permutation σ suh that σ(1) = i and σ(2) = τ(j). Under the
assumption that there holds U1U2 = V
2
12, (7.1) and (7.2) imply
Ui τ Uj = σ U1U2 σ
−1τ = σ V 212 σ
−1τ = V 2ij .
Hene, it sues to show U1U2 = V
2
12. For any a ∈ U1, b ∈ U2 we have (ab)12 =∑3
m=1 a1mbm2 = 0, beause a1m 6= 0 only for m = 1, whereas bm2 6= 0 only for m = 2.
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Hene, U1 U2 ⊆ V 212. To prove the onverse inlusion, let a ∈ V 212, i.e., a12 = 0. Sine the
2nd olumn of a is orthogonal to the other two olumns,
a21a22 + a31a32 = 0 , a23a22 + a33a32 = 0 . (7.3)
We view this as a system of linear equations in the variables a22 and a32. Sine a does
not have a zero row, a22 and a32 annot both vanish, so that this system has a nontrivial
solution. Hene, the determinant of the (2× 2)-matrix(
a21 a23
a31 a33
)
vanishes. Then this matrix is a tensor produt, i.e., there exist omplex numbers c1, c2, d1, d2
suh that a21 = c1d1, a23 = c1d2, a31 = c2d1 and a33 = c2d2. We an hoose c1, c2 in suh a
way that |c1|2 + |c2|2 = 1. Consider the matries
a1 =

 1 0 00 a22 c1
0 a32 c2

 , a2 =

 a11 0 a130 1 0
d1 0 d2

 .
We have a1a2 = a. We hek that a1 is unitary: the olumns are obviously unit vetors.
Aording to (7.3), d1 (c1a22 + c2a32) = 0 and d2 (c1a22 + c2a32) = 0. Sine either d1 6= 0
or d2 6= 0, it follows that the 2nd and 3rd row of a1 are orthogonal, so that a1 is unitary,
indeed. Then so is a2. Thus, a1 ∈ U1, a2 ∈ U2, and a ∈ U1U2, as asserted.
Now we turn to the disussion of the orbit type strata of X . The stabilizers of the ation
of SU(3) on SU(3) × SU(3) by diagonal onjugation are entralizers of pairs in SU(3). It
is well known that any subgroup of SU(3) whih is a entralizer is onjugate to one of the
subgroups Z3, T1, T˜ , U˜1, SU(3). The orresponding orbit types will be labelled by the
numbers 1, . . . , 5 (in the respetive order). This numbering reets the natural ordering
of orbit types that is inherited from the natural partial ordering of onjugay lasses of
subgroups of SU(3). I.e., type n ≥ type n′ i n ≥ n′. The subset of X of orbits of type
n is denoted by Xn and its losure in X by X n. The slie theorem for ompat group
ations [4℄ implies that the orbit type subsets X1, . . . ,X5 yield a disjoint deomposition of
X into manifolds satisfying the frontier ondition: if Xi∩Xj then Xi ⊆ Xj . This orbit type
deomposition is in fat a stratiation [16℄. Therefore we refer to the subsets Xi as the
orbit type strata of X . Due to the ordering of orbit types and the frontier ondition,
X 5 ⊆ · · · ⊆ X 1 = X , X n =
⋃
n′≥n
Xn′ .
In partiular, X1 is the prinipal stratum.
Remark 6. Subgroups whih an be written as a entralizer are alled Howe subgroups
and pairs of subgroups whih entralize eah other are known as Howe dual pairs. Suh
pairs play a prominent role in the representation theory of redutive Lie groups. For an
expliit listing of the Howe subgroups of the lassial Lie groups together with their partial
ordering by inlusion modulo onjugay, see [19℄.
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Lemma 7.2. For (t, s, g) ∈ A × A × U(3), the following table lists the onditions on g
under whih ϕ(t, s, g) belongs to Xn, n = 2, . . . , 5.
If (t, s) is in the ϕ(t, s, g) belongs to
interior of X5 X4 X3 X2
A2 ×A2 − − g ∈ ⋃τ∈S3 V 0τ g ∈ ⋃3i,j=1 V 1ij
A1i ×A2 − − g ∈
⋃3
j=1 V
1
ij g ∈
⋃3
j=1 V
2
ij
A2 ×A1i − − g ∈
⋃3
j=1 V
1
ji g ∈
⋃3
j=1 V
2
ji
A1i ×A1j − g ∈ V 1ij g ∈ V 2ij all g
A0i ×A2 , A2 ×A0i − − all g −
A0i ×A1j , A1i ×A0j − all g − −
A0i ×A0j all g − − −
Proof. The orbit type of t, s, g is the onjugay lass of the stabilizer of the pair (t, gsg−1).
The stabilizer is
S(g) := CSU(3)(t) ∩ gCSU(3)(s)g−1 .
A2 ×A2: Let (t, s) be in the interior of A2 ×A2. Then
S(g) = T˜ ∩ gT˜ g−1 .
In partiular, S(g) is a Howe subgroup of SU(3) ontained in T˜ . Hene, S(g) = T˜ (type
3), Ti (type 2) or Z3 (type 1).
Case S(g) = T˜ : Here g ∈ NU(3)(T˜ ) = NU(3)(T ) =
⋃
τ∈S3
V 0τ .
Case S(g) = Ti: Here g
−1Tig ⊆ T˜ , i.e., g−1Tig is a Howe subgroup of SU(3) ontained in T˜ .
Hene, g−1Tig = Tj for some j = 1, 2, 3. Due to (7.1), Tj = τ
-1Tiτ , where τ ∈ S3 is hosen
so that τ(j) = i. It follows gτ -1 ∈ NU(3)(Ti) = Ui and hene g ∈
⋃
τ∈S3
Ui · τ . Conversely,
if g is of this form then g−1Tig = τ
-1Tiτ ⊆ τ -1T˜ τ = T˜ , hene Ti ⊆ S(g). Equality holds
if g is not in
⋃
τ∈S3
V 0τ . Due to (7.2),
⋃
τ∈S3
Ui · τ =
⋃
τ∈S3
V 1ii · τ =
⋃3
j=1 V
1
ij . Sine all Ti
belong to orbit type 2, we have to take the union over i = 1, 2, 3, too.
A1i ×A2: Let (t, s) be in the interior of A1i ×A2. Then
S(g) = U˜i ∩ gT˜ g−1 .
This is a Howe subgroup of SU(3) ontained in the maximal toral subgroup gT˜ g−1. Hene,
it an be gT˜ g−1 (type 3), gTjg
−1
, j = 1, 2, 3, (type 2) or Z3 (type 1).
Case S(g) = gT˜ g−1: Under this assumption both gT˜ g−1 and T˜ are maximal toral sub-
groups of U˜i, hene are onjugate in U˜i. I.e., there exists h ∈ U˜i ⊆ Ui suh that gT˜ g−1 =
hT˜h−1. Then h−1g ∈ NU(3)(T˜ ) = NU(3)(T ), hene g ∈ Ui · NU(3)(T˜ ) =
⋃
τ∈S3
Ui · τ =⋃3
j=1 V
1
ij . The onverse assertion is obvious.
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Case S(g) = gTjg
−1
: Here gTjg
−1
is ontained in some maximal toral subgroup of U˜i.
Hene, there exists h ∈ U˜i ⊆ Ui suh that h−1gTjg−1h ⊆ T˜ . By the same argument as in
the ase of A2 ×A2 we onlude that g−1h ∈ ⋃τ∈S3 Uj · τ . Then
g ∈
⋃
τ∈S3
Ui · τ · Uj . (7.4)
Conversely, if g is of this form, gTjg
−1 ⊆ U˜i, hene it is ontained in S(g), and is equal to
S(g) if g is not in
⋃3
k=1 V
1
ik. Sine all values of j belong to type 2, in (7.4) we have to take the
union over j = 1, 2, 3. Aording to Lemma 7.1, this yields
⋃3
j=1
⋃
τ∈S3
Ui ·τ ·Uj =
⋃3
j=1 V
2
ij .
For (t, s) in the interior of A2 ×A1i , the proof is analogous.
A1i ×A1j : Let (t, s) be in the interior of A1i ×A1j . Then
S(g) = U˜i ∩ gU˜jg−1 ,
i.e., S(g) is a Howe subgroup of SU(3) ontained in U˜i. Hene, we an have S(g) = U˜i,
S(g) ∼= U(1)×U(1), S(g) ∼= U(1) or S(g) = Z3.
Case S(g) = U˜i: Let τ ∈ S3 suh that τ(j) = i. Aording to (7.1), gU˜jg−1 = U˜i = τU˜jτ -1.
It follows τ -1g ∈ NU(3)(U˜j) = Uj and thus g ∈ τUj . The onverse impliation is obvious.
Due to (7.2), τUj = τVjj = Vij.
Case S(g) ∼= U(1) × U(1): Here, S(g) is a maximal toral subgroup in SU(2). There
exists h ∈ U˜i ⊆ Ui suh that S(g) = hT˜h−1. It follows T˜ ⊆ h−1gU˜jg−1h. By taking the
entralizer in SU(3) we obtain h−1gTjg
−1h ⊆ T˜ . As explained for the ase of A1i × A2
above, then g ∈ ⋃τ∈S3 Ui · τ ·Uj . Conversely, if g is of this form then gU˜jg−1 = hU˜kh−1 for
some k = 1, 2, 3 and h ∈ Ui. Hene,
S(g) = U˜i ∩ hU˜kh−1 = h(U˜i ∩ U˜k)h−1 ⊇ hT˜h−1 ,
i.e., S(g) ontains a subgroup that is isomorphi to U(1)×U(1). Equality holds if g is not
in V 1ij . Finally, Lemma 7.1 yields
⋃
τ∈S3
UiτUj = V
2
ij .
Case S(g) ∼= U(1): For any t ∈ A1i , s ∈ A1j , both t and gsg−1 have a degenerate eigenvalue.
The intersetion of the orresponding eigenspaes ontains a nontrivial ommon eigenvetor
u. Then the pair (t, gsg−1) is invariant under the U(1)-subgroup of SU(3) dened by
multiplying u by α2 and vetors orthogonal to u by α. It follows that the ase S(g) = Z3
does not our, so that for all remaining g the type of ϕ(t, s, g) is 2.
Remaining ases: If t ∈ Z3, the orbit type of ϕ(t, s, g) is given by the entralizer of s, and
vie versa.
Theorem 7.3. The losures of the nonprinipal strata are subomplexes of X . Their
dimensions and the ells they onsist of are listed in the following table:
dim ells
X 5 0 C000ij , i, j = 1, 2, 3
X 4 2 ells of X 5, C100ij , C010ij , C110ij1 , i, j = 1, 2, 3
X 3 4 ells of X 4, C200i , C020i , C110ij2 , C210ij , C120ij , i, j = 1, 2, 3, C220τ , τ ∈ S3
X 2 5 ells of X 3, C111ij , C211ij , C121ij , C221ij , i, j = 1, 2, 3
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A table with the numbers of ells of the losures of the strata in eah dimension is given
in Appendix A.
Proof. We show that that the losures Xn onsist of the asserted ells. That they are
subomplexes is then a onsequene of being losed and of being a union of ells. Sine
X 5 ⊆ · · · ⊆ X 2, it is onvenient to go from n = 5 downwards. Then for eah n we only
have to list ells that are not yet ontained in X n+1. The subsets X n ⊆ X are determined
by means of Lemma 7.2 as a union over ontributions of the kind ϕ(Api ×Aqj × V ), where
V stands for V 0τ , V
1
ij or V
2
ij . Sine on passing to T\U(3)/T , the subsets V 0τ , V 1ij and V 2ij
pass to the ells K0τ , K
1
ij and K
2
ij , respetively, we have
ϕ(Api ×Aqj × V ) = pipqij (Api ×Aqj × C) ,
where C is a ell of the double quotient D(Api ,Aqj) whih is obtained from the ell K0τ , K1ij
or K2ij to whih V projets in T\U(3)/T by appliation of the appropriate fatorization
map (3.2). We will explain this for X5 and X4 and leave the rest to the reader. For X 5, the
lemma yields X 5 =
⋃3
i,j=1 ϕ
(A0i × A0j × U(3)). Here, the double quotient is trivial, hene
this oinides with
3⋃
i,j=1
pi00ij
(A0i ×A0j × U(3)) = 3⋃
i,j=1
pi00ij
(
C000ij
)
.
For X 4, from the lemma we read o
X 4 =
⋃3
i,j=1
(
ϕ
(A1i ×A0j ×U(3)) ∪ ϕ(A0i ×A1j ×U(3)) ∪ ϕ(A1i ×A1j × V 1ij) ) .
For the rst two terms, the double quotient is again trivial, hene these terms yield
pi10ij (C
100
ij ) and pi
01
ij (C
010
ij ). For the third term, the double quotient is Ui\U(3)/Uj and the
ell to whih V 1ij projets is therefore
µ12ij ◦ λ12i (K1ij) = [1] .
Thus, the third term yields pi11ij
(
C110ij1
)
.
Remark 7. In a previous work [6℄ it was shown that X 4 an be identied with T1 × T1,
i.e., with a 2-torus, where the disrete subset Z3 × Z3 orresponds to X5. Indeed, reading
o from the boundary operator how the ells of X 2 are attahed to one another one an
easily see that they add up to a 2-torus, see Figure 3.
8 Homology and ohomology groups
Let us start with realling some basi fats. The homology groups Hk(K) of an N -
dimensional ell omplex K are given by
Hk(K) := ker ∂k/im ∂k+1 ,
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Figure 3: The subomplex X 2. The 2-ells C110ij1 are not labelled. As an example, C110331 is
pitured to the right.
where ∂k is the boundary homomorphism in dimension k of the hain omplex
0 −→ CN(K) ∂N−→CN−1(K) ∂N−1−→ · · · ∂1−→C0(K) −→ 0
made up by the free abelian groups Ck(K) based on the k-dimensional ells of K. The
homology groups Hk(K,A) of K relative to the subomplex A are given by
Hk(K,A) := ker ∂˜k/im ∂˜k+1 ,
where ∂˜k is the boundary map in dimension k of the hain omplex
0 −→ CN (K,A) ∂˜N−→CN−1(K,A) ∂˜N−1−→ · · · ∂˜1−→C0(K,A) −→ 0 . (8.1)
Here Ck(K,A) = Ck(K)/Ck(A) an be identied with the free abelian group based on
the k-ells of K not in A and ∂˜k an be identied with ∂k omposed with projetion to
Ck−1(K,A). The boundary homomorphisms ∂k resp. ∂˜k an be represented by matries
Dk by numbering the ells in eah dimension in an arbitrary way and dening the entry
(Dk)ij to be the oeient with whih the j-th (k − 1)-ell ontributes to the image of
the i-th k-ell under ∂k resp. ∂˜k (the 'inidene number' of these ells). By onstrution,
the matries Dk have integer entries and obey DkDk+1 = 0. The problem of omputing
the homology groups is thus reformulated as the problem of omputing kerDk/imDk+1.
To solve this, we will apply the following algorithm. Reall that a nitely generated free
abelian group G is isomorphi to Zn. Suppose that H ⊂ G is a subgroup. Then there
exists a basis e1, . . . , en of G and nonzero integers q1, · · · , qm, m 6 n, suh that qi divides
qi+1 and q1e1, . . . , qmem is a basis for H . In partiular, H is free abelian of rank m and
G/H ≃ Zn−m ⊕ Zq1 ⊕ · · · ⊕ Zqm. (8.2)
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In our ase, G = kerDk and H = imDk+1. In order to nd the numbers m and qi we an
proeed as follows. There exist unimodular matries Uk and Vk suh that Sk := UkDkVk is
of the so-alled Smith normal form [22℄. I.e.,
(i) (Sk)ij = 0 for i 6= j (we will sloppily say that Sk is diagonal, although it may not be
square)
(ii) (Sk)ii > 0 and (Sk)ii divides Si+1 i+1 for i = 1, . . . , r,
(iii) (Sk)ii = 0 for i = r + 1, . . . , n.
We remark that (Sk) is uniquely determined by Dk, whereas Uk and Vk are not. The
olumns of the matrix Vk form a basis of the domain Z
nk
of Dk whih has the property
that the last nk − r elements vr+1, . . . , vnk span kerDk. Therefore, kerDk ∼= Znk−r. Reall
that the dimension nk − r an be read o from Sk as the number of zero olumns. The
submatrix
P 0k :=
{
(V −1k )
i
j
}i=r+1...nk
j=1...nk
of V −1k yields the projetion Z
nk → kerDk whih orresponds to the deomposition dened
by the basis vi. We dene D
0
k+1 := P
0
kDk+1 : Z
nk+1 → kerDk. As imDnk+1 ⊆ kerDk,
we have imDnk+1 = imD
0
nk+1
and hene Hk = kerDk/imD
0
k+1
∼= Znk−r/imS0k+1, where
S0k+1 denotes the Smith normal form of D
0
k+1. Sine S
0
is diagonal, we an analyze the
fatorization in eah omponent independently. Every row equal to zero in S0 orresponds
to a generator in Znk−r whih does not appear in imS0 and hene generates a fator Z
in the quotient Znk−r/imS0. Eah nonzero diagonal entry q ontributes a nite yli
fator Zq = Z/qZ to the quotient, where of ourse the fators with q = 1 an be omitted.
Summarizing,
Hk = Z
l ⊕q Zq ,
where l is the number of zero rows in S0 and q runs through the diagonal entries distint
from 0 and 1.
Let us illustrate the proedure with the following example. Consider the group H4(X 2).
Due to Theorem 7.3, the ell omplex X 2 has 9, 24 and 27 ells in dimension 5, 4 and 3
respetively. Hene, the orresponding part of the hain omplex (8.1) reads
Z
9 D5−→Z24 D4−→Z27
where D5 and D4 onsist of the inidene numbers given in Theorem 6.1. First we derive
the Smith normal form S4 = U4D4V4 of D4. It turns out that for i = 1, . . . , 13, S
i
i = 1
and all other entries vanish, so there are 24 − 13 = 11 zero olumns. Thus, kerD4 ∼= Z11
and it is generated by the last 11 olumns of the matrix V4. So the last 11 rows of the
matrix V −14 dene the projetion P
0 =
{
(V −1)ij
}i=14,...,24
j=1,...,24
onto kerD4. Then D
0
5 = P
0D5 is
obtained by expressing D5 in the basis dened by V and negleting the rst 13 zero rows.
The Smith normal form of D05 is
S05 =


18 08
0
T
8 3
0
T
8 0
0
T
8 0

 ,
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where 18 and 08 denote the 8-dimensional unit matrix and the 8-dimensional zero vetor,
respetively. Thus, we read o H4(X 2) = Z⊕ Z⊕ Z3.
The omputation of homology groups an be fully automatized by programming the above
algorithm on the omputer. The program is written in Maple 8 and uses built-in routines
for omputing Smith normal forms. This way, we obtain
Theorem 8.1. The homology groups of X and of the subomplexes X i are
H0 H1 H2 H3 H4 H5 H6 H7 H8
X Z 0 0 0 0 0 0 0 Z
X 2 Z 0 0 0 Z⊕ Z⊕ Z6 0 0 0 0
X 3 Z 0 Z 0 Z 0 0 0 0
X 4 Z Z⊕ Z Z 0 0 0 0 0 0
X 5 Z9 0 0 0 0 0 0 0 0
In partiular, X has the homology of an 8-sphere.
We omment on the last statement of the theorem at the end of this setion.
Next, we are going to ompute the homology and ohomology groups of the strata. We
will use the following fats. Let X be a ompat spae and let A ⊆ X be a losed subset
suh that X \ A is an orientable n-manifold. Then
Hq(X \ A) ∼= Hn−q(X,A;Z) , Hq(X \ A,Z) ∼= Hn−q(X,A) , (8.3)
where Hk(X,A;Z) denotes the k-th ohomology group of X relative to A with oeient
group Z, see [9℄. We wish to apply (8.3) to X = X i and A = X i+1 (thus X \ A = Xi).
First, applying the above algorithm to the ell omplexes X i\X i+1 we ompute the relative
homology groups:
H0 H1 H2 H3 H4 H5 H6 H7 H8
(X ,X 2) 0 0 0 0 0 Z⊕ Z⊕ Z3 0 0 Z
(X 2,X 3) 0 0 0 Z Z⊕ Z Z 0 0 0
(X 3,X 4) 0 0 Z⊕ Z⊕ Z6 0 Z 0 0 0 0
(X 4,X 5) 0 Z10 Z 0 0 0 0 0 0
(8.4)
Seond, we have to make sure that Xi is orientable. We will apply the following lemma.
Lemma 8.2. Let X be a ell omplex of dimension n and let A be a subomplex, A 6= X,
suh that X \ A is a onneted n-manifold. If Hn(X,A) 6= 0 then X \ A is orientable.
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Proof. Let Ci denote the n-ells of X . Let C =
∑
i kiCi be a hain in X whih is a
yle modulo A and whih generates Hn(X,A). There exists i0 suh that ki0 6= 0 and
C˙ i0 ∩ A = ∅. Choose x ∈ C˙ i0. Let i : (X,A)→ (X,X \ {x}) denote the natural injetion.
We will show that i∗C 6= 0. Then the assertion follows from Lemma 3 in [21, IV.3.3℄. Let
fi0 : σ
n → X denote the harateristi map of Ci0 . Choose a subdivision {σnk} of σn suh
that the simplex σn0 ontains f
−1
i0
(x) in its interior. By shrinking σn to σn0 and omposing
with fi0 |σn0 we obtain a singular hain C ′0 = (σn, f ′0) in X whose support ontains x and
whih is embedded homeomorphially. The remaining simplies σnk of the subdivision yield
singular hains C ′k = (σ
n
k , fi0|σnk ), k 6= 0. By onstrution,
∑
k C
′
k is homologous in X
to Ci0, viewed as a singular hain. Now onsider Hn(X,X \ {x}). As C ′0 is embedded
homeomorphially, i∗C
′
0 is a generator of Hn(X,X \ {x}), hene i∗C ′0 6= 0. Sine x ∈ X \A
and X \ A is an n-manifold, Hn(X,X \ {x}) is free. Hene, ki0i∗C ′0 6= 0. We laim that
ki0i∗C
′
0 and i∗C are homologous in (X,X \{x}): the singular hain C =
∑
i 6=i0
kiCi+ki0Ci0
is homologous in X to
∑
i 6=i0
kiCi + ki0
∑
k 6=0C
′
k + ki0C
′
0. Sine all Ci, i 6= i0, and all C ′k,
k 6= 0, are ontained in X \ {x}, the assertion follows. This proves the lemma.
We hek that X = X i and A = X i+1 obey the assumptions of the lemma. For the
assumption on the homology group this follows from Table (8.4). For the assumption on
onnetedness, we have
Lemma 8.3. The strata X1, . . . ,X4 are onneted.
Proof. For X4, the assertion is obvious. For X1, we use that it is obtained from the
onneted ell omplex X by removing the subomplex X 2 whih has odimension 3. The
same argument applies to X3 = X 3 \ X 4, beause X 4 has odimension 2 in X 3 and from
the homology groups we read o that X 3 is onneted. For X2 = X 2 \X 3, we annot apply
this argument, beause the odimension of X 3 in X 2 is 1. Here, we use that X 2 is made
up by the nine 5-ells C221ij , i, j = 1, 2, 3. Using the boundary formulae in Theorem 6.1 we
hek
C221ij ∩ C221i j± ⊇ C
211
j∓ i
, C221ij ∩ C221i± j ⊇ C
121
i∓ j
.
Hene, starting from inside C22111 one an reah any of the 5-ells C
221
ij on a path inside
the union of the interiors of these 5-ells and the interiors of the 4-ells C211ij and C
121
ij ,
i, j = 1, 2, 3. Sine the latter do not belong to X 3, this shows that X2 is onneted, too.
Now, appliation of (8.3) yields
Theorem 8.4. The integer ohomology groups of the strata are
H0 H1 H2 H3
X1 Z 0 0 Z⊕ Z⊕ Z3
X2 Z Z⊕ Z Z 0
X3 Z 0 Z⊕ Z⊕ Z6 0
X4 Z Z10 0 0
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All the remaining ohomology groups are trivial.
To ompute the homology groups we need the relative ohomology groups Hk(X i,X i+1;Z).
Aording to the Universal Coeient Theorem, see e.g. [5, Cor. 7.3℄,
Hk(X i,X i+1;Z) ∼= Fk ⊕ Tk−1,
where Fk and Tk are the free and the torsion part, respetively, of Hk(X i,X i+1). We obtain
H0 H1 H2 H3 H4 H5 H6 H7 H8
(X ,X 2) 0 0 0 0 0 Z⊕ Z Z3 0 Z
(X 2,X 3) 0 0 0 Z Z⊕ Z Z 0 0 0
(X 3,X 4) 0 0 Z⊕ Z Z6 Z 0 0 0 0
(X 4,X 5) 0 Z10 Z 0 0 0 0 0 0
Then (8.3) yields
Theorem 8.5. The homology groups of the strata X1, . . . ,X4 are
H0 H1 H2 H3
X1 Z 0 Z3 Z⊕ Z
X2 Z Z⊕ Z Z 0
X3 Z Z6 Z⊕ Z 0
X4 Z Z10 0 0
All other homology groups are trivial.
Next, we list those homotopy groups of the skeleta and the losures of the strata whih
follow by general theorems from our results above. Computation of further homotopy
groups remains a future task.
Corollary 8.6.
(i) For n ≥ 2, the n-skeleton X n is (n− 1)-onneted. Moreover,
pi2(X 2) = Z14, pi3(X 3) = Z13, pi4(X 4) = Z11, pi5(X 5) = Z4, pi6(X 6) = Z5, pi7(X 7) = Z .
(ii) The 1-skeleton X 1 and the stratum X4 are homotopy-equivalent to a bouquet of ten
1-spheres. In partiular, their fundamental group is the free group on 10 generators and
the other homotopy groups are trivial.
(iii) The prinipal stratum X1 has pi1(X1) = 0 and pi2(X1) = Z3.
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(iv) The lower homotopy groups of the losures of the strata are
pik(X 2) =
{
0 | k = 0, . . . , 3 ,
Z⊕ Z⊕ Z3 | k = 4 ,
pik(X 3) =
{
0 | k = 0, 1 ,
Z | k = 2 ,
pik(X 4) =
{
Z⊕ Z | k = 2 ,
0 | otherwise.
Proof. (i) Let n ≤ 7. Sine X is obtained from the n-skeleton X n by attahing ells of
dimension n + 1 and higher, pik(X n) = pik(X ) = 0 for all k < n. This is a onsequene of
the Whitehead theorem, see [5, Prop. VII.11.6℄. Then, for n ≥ 2, the Hurewiz theorem
implies pin(X n) ∼= Hn(X n). The latter is just the kernel of the boundary map in dimension
n, hene it is a free Abelian group. Its rank an be determined as follows. Sine Hn(X ) = 0,
the rank oinides with the rank of the image of the boundary map in dimension n + 1,
whih is given by the number of n + 1-ells minus the rank of the kernel of the boundary
map in dimension n + 1. Iterating this argument, we obtain that the rank of Hn(X n) is
given by the alternating sum of the numbers of ells of dimensions n + 1 to 7 plus/minus
1 for the rank of H8(X ).
(ii) X 1 is a graph with 9 verties and 18 edges, hene it is homotopy-equivalent to a
bouquet of (1 − 9 + 18) spheres of dimension 1. X4 is a 9-puntured 2-torus, hene it is
homotopy-equivalent to a bouquet of 10 spheres of dimension 1.
(iii) X1 is obtained from X by removing X 2 whih onsists of ells of odimension 3. Hene
pii(X1) = pii(X ) for i ≤ 1. Then the Hurewiz theorem implies pi2(X1) = H2(X1) = Z3.
(iv) For X 4, the result is obvious beause X 4 ∼= S1× S1, see Figure 3 and the orrespond-
ing explanation in the text. For X 3 we observe that it is obtained from the 2-skeleton
X 2 by attahing ells of dimension ≥ 3. Hene, by [5, Prop. VII.11.6℄ again, it has the
same pi0 and pi1 as X 2. Both groups vanish due to (i). Then the Hurewiz theorem implies
pi2(X 3) ∼= H2(X 3) = Z. For X 2, the argument is ompletely analogous.
Let us onlude with some remarks. Besides the algebrai haraterizations derived above,
we have seen that the lowest dimensional strata X5 and X4 an be identied with standard
topologial spaes: X5 is a disrete spae onsisting of nine elements. X 4 is homeomorphi
to a 2-torus and hene X4 is dieomorphi to a 9-puntured 2-torus. Thus, the question
arises whether the other strata and their losures as well as the entire redued onguration
spae X an be expressed in terms of standard topologial building bloks like spheres or
projetive spaes, too. E.g., we have found that X has the homology groups of an 8-sphere.
Sine it is a ell omplex and simply onneted, it is then homotopy-equivalent to an 8-
sphere. In fat, it seems likely that X is in fat homeomorphi to an 8-sphere. However, at
the moment we are not able to prove or disprove this. Note that X is not a dierentiable
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manifold, hene the famous Poinaré onjeture does not apply here. The ruial point is
to hek whether X has the so-alled disjoint disks property [8℄.
As another example, we have found that X 3 has the homology groups of the omplex
projetive spae CP 2. Contrary to the ase of a sphere, this does not even imply that
the two spaes are homotopy-equivalent; a ounterexample is provided by the bouquet
of a 2 and a 4-sphere. Nevertheless, we attempted to larify whether the two spaes
are homeomorphi but failed until now. Let us outline the strategy we followed. If one
ontrats a generator of H2(X 3) whih is a subomplex homeomorphi to a 2-sphere to
a point one arrives at a simply onneted quotient ell omplex whih has the homology
groups of the 4-sphere and hene is homotopy-equivalent to the latter. If one ould prove
that the quotient ell omplex is homeomorphi to a 4-sphere then one would nd that X 3
is obtained by attahing a 4-ell to a 2-sphere. If further one ould show that the attahing
map is the Hopf map then X 3 would be homeomorphi to CP 2, indeed.
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A Table of number of ells
dim X5 X 4 X 3 X 2 X
0 9 9 9 9 9
1 − 18 18 18 18
2 − 9 24 24 24
3 − − 18 27 27
4 − − 6 24 24
5 − − − 9 15
6 − − − − 9
7 − − − − 6
8 − − − − 2
total 9 36 75 111 134
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B Relation between the ells of T\U(3)/T and Shubert
ells of U(3)/T
We relate the ells of T\U(3)/T onstruted above with the Bruhat ells in the omplexia-
tion GL(3,C) of U(3) and the Shubert ells in the ag manifold U(3)/T , respetively. Let
B ⊆ GL(3,C) denote the subgroup of upper triangular matries and dene Bτ := τBτ−1,
τ ∈ S3. The subgroups Bτ are Borel subgroups of GL(3,C) assoiated with the Cartan sub-
algebra of gl(3,C) of diagonal matries and a ertain hoie of base for the orresponding
root system. The Bruhat ells of GL(3,C) relative to Bτ are the subsets Bτ τ
′Bτ , τ
′ ∈ S3.
These subsets provide a disjoint deomposition
GL(3,C) =
⋃
τ ′∈S3
Bττ
′Bτ , (2.1)
the Bruhat deomposition. By intersetion with the maximal ompat subgroup U(3), the
Bruhat deomposition indues a deomposition of U(3):
U(3) =
⋃
τ ′∈S3
(Bττ
′Bτ ) ∩U(3) .
Expliitly, the intersetions are given by
τ ′
τ τ0 τ1 τ3 τ4 τ5 τ2
τ0 V
0
τ V
1
11 V
1
33 V
2
13 \ V 111 \ V 133 V 231 \ V 111 \ V 133 U(3) \ V 213 \ V 231
τ1 V
0
τ V
1
11 V
1
22 V
2
12 \ V 111 \ V 122 V 221 \ V 111 \ V 122 U(3) \ V 212 \ V 221
τ2 V
0
τ V
1
33 V
1
11 V
2
31 \ V 111 \ V 133 V 213 \ V 111 \ V 133 U(3) \ V 213 \ V 231
τ3 V
0
τ V
1
22 V
1
33 V
2
23 \ V 122 \ V 133 V 232 \ V 122 \ V 133 U(3) \ V 223 \ V 232
τ4 V
0
τ V
1
33 V
1
22 V
2
32 \ V 122 \ V 133 V 223 \ V 122 \ V 133 U(3) \ V 223 \ V 232
τ5 V
0
τ V
1
22 V
1
11 V
2
21 \ V 111 \ V 122 V 212 \ V 111 \ V 122 U(3) \ V 212 \ V 221
The Bruhat ells projet to open ells of the ag manifold U(3)/T ∼= GL(3,C)/Bτ , the
Shubert ells assoiated with Bτ . The dimensions of the Shubert ells are, in the order of
the ells as in the table, 0, 2, 2, 4, 4, 6. Aording to the table, when further fatorizing by
left multipliation by T , the 0-dimensional Shubert ell projets to K0τ0 , the 2-dimensional
Shubert ells projet to two of the 1-dimensional ells K111, K
1
22 or K
1
33, the 4-dimensional
Shubert ells projet to two of the 2-dimensional ells K2ij, i 6= j, and the 6-dimensional
Bruhat ell projets to the 4-dimensional omplement in T\U(3)/T of the two 2-ells.
Inspetion of the boundaries of the two 2-ells in T\U(3)/T yields that this omplement
is ontratible. Although it is not a ell, it an still be interpreted as being some 4-
disk attahed to the two 2-ells under onsideration. This way, the Bruhat ells w.r.t. an
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arbitrary but xed Borel subgroup Bτ of GL(3,C) yield a ertain ell deomposition of
T\U(3)/T (with non-anonial 4-ell though). Now onsider the Bruhat deompositions
w.r.t. all the Borel subgroups Bτ , τ ∈ S3. A ommon subdivision is given by the subsets
BτσBρ , τ, σ, ρ ∈ S3
(note that the labelling by three permutations ontains redundanies), see [10℄. Sine
BτσBρ = τBσ
′Bρ−1 with σ′ = τ−1σρ, by (7.2), on passing to T\U(3)/T , these subsets
yield any 0, 1 and 2-ell, as well as the omplement of all these ells in T\U(3)/T . Hene, it
is this ommon subdivision to whih the ell deomposition onstruted above orresponds
on the level of Bruhat ells.
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