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We present a theoretical method to generate a highly accurate time-independent Hamiltonian gov-
erning the finite-time behavior of a time-periodic system. The method exploits infinitesimal unitary
transformation steps, from which renormalization group-like flow equations are derived to produce
the effective Hamiltonian. Our tractable method has a range of validity reaching into frequency–
and drive strength–regimes that are usually inaccessible via high frequency ω expansions in the
parameter h/ω, where h is the upper limit for the strength of local interactions. We demonstrate
exact properties of our approach on a simple toy-model, and test an approximate version of it on
both interacting and non-interacting many-body Hamiltonians, where it offers an improvement over
the more well-known Magnus expansion and other high frequency expansions. For the interacting
models, we compare our approximate results to those found via exact diagonalization. While the
approximation generally performs better globally than other high frequency approximations, the
improvement is especially pronounced in the regime of lower frequencies and strong external driv-
ing. This regime is of special interest because of its proximity to the resonant regime where the
effect of a periodic drive is the most dramatic. Our results open a new route towards identifying
novel non-equilibrium regimes and behaviors in driven quantum many-particle systems.
I. INTRODUCTION
Recent years have seen rapid progress in our under-
standing of dynamics and non-equilibrium phenomena in
quantum systems [1, 2]. This has been a result of experi-
mental advances in the ability to control cold atom [2–4]
and condensed matter systems [5–7], by developments
in time-resolved laser techniques [8, 9], and by the fact
that stepping into the time domain opens up new ways
of ultrafast control of material properties [5, 10, 11] and
access to different phases of matter. These include pho-
toinduced superconductivity [12, 13], hidden orders [14],
and metastable states [15], but also entirely novel phases,
such as time crystals [16, 17] and non-equilibrium topo-
logical phases [18, 19].
In particular, there has been growing interest in pe-
riodically driven (or Floquet) [20, 21] many-body sys-
tems, which can bear a close resemblance to equilibrium
systems [22]. The Floquet systems come in three estab-
lished thermodynamic classes: integrable [23–25], many-
body localized (MBL) [19, 26, 27], and generic interact-
ing ones [28]. The first two classes can avoid thermal-
ization, allowing for a notion of a Floquet phase of mat-
ter at long stroboscopic times t = nT , where T is the
period of the Hamiltonian, H(t + T ) = H(t), and n is
an integer. The physics of these phases is captured by
an effective, time-independent Floquet Hamiltonian HF ,
given via the time evolution operator over one period
∗These authors contributed equally to this work.
U(T ) = exp (−iHFT ).
In non-interacting systems HF can be used to dynami-
cally engineer interesting and topological band structures
[29–38], most notably Floquet topological insulators [39–
44]. Our main interest, however, is interacting systems
where HF can be engineered to drive phase transitions
[45, 46], or, in the case of Floquet-MBL systems, realize
new phases without equilibrium analogs [18, 19, 47–49].
Clean interacting Floquet systems are the least studied
of the three classes, perhaps because they were expected
to heat up to a featureless state with infinite effective
temperature [50, 51]. However, it was recently theoreti-
cally discovered that under very general conditions they
may remain in a prethermal state until exponentially long
times τ? [52–56], which has been verified numerically in
several models [57, 58].
The existence of a prethermal regime is important
because realistic systems usually contain integrability-
breaking perturbations that support it, and because the
thermalization (or more specifically, the energy absorp-
tion) time τ? can correspond to experimentally accessible
time scales. The existence of such a regime also implies
that there is interesting physics to be found at interme-
diate times 0 < t < τ? [52, 59], where one may use time-
dependent perturbations to drive dynamical phase tran-
sitions [60–63], control interactions [64, 65], or engineer
phase transitions and topological phases [66–70].
To understand the properties of a system in the
prethermal regime, it is convenient to use a description
in terms of the effective Hamiltonian, HF . It is, how-
ever, notoriously difficult to calculate HF or the exact
time-evolution operator U(t) for interacting systems, so
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2generally one uses an expansion technique to find an ap-
proximate, effective Hamiltonian in the high-frequency
limit. These include the Magnus expansion [71–73], ro-
tating frames [53], and many more [20, 67, 74–80]. Unfor-
tunately, these methods do not produce a cleanly conver-
gent expansion series for general systems. Instead, they
are asymptotic expansions, subject to an optimal cut-off
order which prevents them (in principle) from reaching
into the lower frequency regimes [53, 71]. By this state-
ment we do not mean to imply that methods such as
ours may not be subject to their own cut-offs but that
these cut-offs may differ [81]. Whether this is the case
for the exact version of the flow equations in this paper
is a matter that still has to be determined.
One of the more controlled descriptions of a system
occurs in the quasiequilibrium regime, W  ~ω  ∆,
where W is the bandwidth of the system, ω the driving
frequency (~ Planck’s constant), and ∆ is the gap to the
continuum of higher energy states. While this separation
of energy scales is quite feasible in cold atom systems, it
is harder to reach in solid state systems. Mott insulators
are the most promising class of systems in this regard,
but even there the range of frequencies is limited since we
typically have W ∼ 1eV and ∆ ∼ 1eV, which are of the
same order of magnitude. In addition, lower frequency
regimes are required for certain topological phases [18],
and are of interest in cold atom systems [82, 83], and in
the study of thermalization [84]. Hence, techniques to
handle lower frequencies are needed.
In this paper we improve on the limitations of previous
methods, and provide better access to lower frequencies
and higher driving strengths. To achieve this we intro-
duce a formalism to remove the time-dependent part of a
Hamiltonian using infinitesimal unitary transformations.
This results in flow equations for different couplings, rem-
iniscent of renormalization group calculations [85] and
Wegner’s flow-equation approach to diagonalizing Hamil-
tonians [86, 87]. There has also recently been progress in
using the Wegner flow to describe the time-evolution of
a many-body localized system [88], which however still
requires the solution of flow equations for each time-step
— a problem we avoid in our construction.
We note that while a flow equation method for finding
effective Floquet Hamiltonians exists in the literature,
it uses an approximate version of the Wegner generator
(keeping only terms proportional to ω in the generator)
[89] in Sambe space [90], where the approximation brings
up a question as to the range of validity. Our method dif-
fers in that we do not need to introduce Sambe space, and
our generator is obtained in a constructive manner and
differs completely from the Wegner generator. For our
method, we describe both the exact flow equations, and
ways to approximate them. We apply our method to the
Schwinger-Rabi model of a single spin in a magnetic field,
and also to four different spin chain Hamiltonians: (i) an
integrable XY model with antisymmetric exchange, (ii,
iii) two integrability breaking extensions of a J1-J2-type
XXZ model [91], and (iv) the transverse field Ising model.
The extendedXY model is driven by a transverse mag-
netic field, the first J1-J2-type XXZ model is driven
locally by a magnetic field in the x-direction, and the
second by a nearest neighbor Ising exchange interaction,
making for a time-dependent J1-J2 model [92, 93]. For
the transverse field Ising model we consider (i) a har-
monic driving case, and (ii) a case where the time evo-
lution operator factorizes into two matrix exponentials,
which allows us to find a family of different resummations
of the Baker-Campbell-Hausdorff (BCH) identity. This
observation leaves open the question of how to construct
the optimal effective Hamiltonian for a given time evolu-
tion operator (reverse of the usual situation in which one
seeks the optimal time evolution operator approximation
for a given Hamiltonian).
In this paper, we study the time evolution of the ex-
act models, and their effective models obtained in our
approach. We compare our results with those obtained
by the Magnus expansion. The integrability breaking
models are studied numerically using full exact diagonal-
ization, which provides an unbiased test of the validity
of our approach. We find that our flow method generally
outperforms the Magnus expansion, with significantly
greater accuracy as the resonant regime is approached,
as well as in the case when the time-dependent term in
the Hamiltonian is large. Both of these cases are of direct
physical relevance and interest. Our method thus opens
new possibilities in the analytical and numerical simula-
tion of time-dependent quantum many-particle systems,
and will facilitate the search for novel prethermal, and
non-equilibrium regimes.
Our paper is organized as follows. In Sec.II we de-
velop the general flow-equation formalism, and discuss
its structure and approximations. In Sec.III we relate the
general results obtained from the flow equation approach
to various high-frequency expansions used in the litera-
ture. In Sec. IV we test the flow equations on an exactly
solvable two level system and discuss in detail the proper-
ties of the fixed points of the flow equations and their sta-
bility. This discussion is continued in Sec. V for a many
body-system studied via a truncated ansatz where we
show it outperforms a high frequency Magnus expansion
and rotating wave approximation. In Sec.VI we introduce
four different one-dimensional spin chain Hamiltonians
we will use to assess the performance of the approximate
method described in Sec.III. In Sec.VII we summarize our
results for the different models. In Sec.VIII we compare
our results to a resummation of the Baker-Campbell-
Hausdorff identity that was of recent interest [81]. We
also show what advantages our approach has over a stan-
dard rotating frame approximation—namely that it can
be truncated when a rotating frame transformation is not
practically possible and that it still performs well under
these circumstances. In Sec.IX we present our main con-
clusions. Various technical details and formulas appear
in the appendices.
3II. GENERAL FORMALISM
We take the Schro¨dinger equation of a periodically
driven many-particle system as our starting point. Fol-
lowing Ref. [53], the Hamiltonian H(t) is split into a con-
stant part H0 =
1
T
∫ T
0
dtH(t), and a time-periodic term
V (t) = 1T
∫ T
0
dt1(H(t)−H(t1)) that averages to zero over
one period, 1T
∫ T
0
dtV (t) = 0. Thus, the time-dependent
Schro¨dinger equation takes the form,
i∂t |ψ0〉 = (H0 + V (t)) |ψ0〉 , (1)
where we have set Planck’s reduced constant ~ = 1.
We introduce a unitary transformation, U = eδΩ(t),
generated by an as yet undetermined quantity δΩ that
will be chosen to reduce the time-dependent term V (t).
The δ in front of the Ω indicates we keep the generator
infinitesimal, which ensures that the exponential can be
safely expanded to lowest order.
Let us now introduce a new wavefunction |φδs〉 =
U† |ψ0〉 = [1− δΩ(t)] |ψ0〉 and act with U(t)† = 1− δΩ(t)
(to leading order in δΩ) from the left on the Schro¨dinger
equation. This new wavefunction now fulfills the mod-
ified Schro¨dinger equation (keeping lowest order in δΩ
only),
i∂t |φδs〉 = (H(t)− i∂tδΩ(t)− [δΩ(t), H(t)]) |φδs〉 . (2)
One may read off a new Hamiltonian, which, since δΩ
is infinitesimal, can be written as
H˜(t) = H(t)− i∂tδΩ(t)− [δΩ(t), H(t)] . (3)
Up to this point, this treatment coincides with the use
of time-dependent generators [94]. We now, however,
choose δΩ very different from the Wegner generator. We
choose it such that it reduces the time dependent part of
the Hamiltonian V (t)→ (1− δs)V (t) by some infinitesi-
mal value δs,
δΩ = − i
T
δs
∫ t
0
dt1
∫ T
0
dt2(H(t1)−H(t2)), (4)
where the generator in Eq.(4) also has the nice property
that it vanishes at stroboscopic times T . Therefore, at
stroboscopic times, expectation values 〈Oˆ〉 of operators Oˆ
can be calculated without a change of basis. The behav-
ior at other times can be found by applying the unitary
transformation to the operator Oˆ.
One could now repeat the procedure of splitting the
Hamiltonian into a constant and a time average zero part
and then apply this infinitesimal unitary transformation
to find the Floquet Hamiltonian after an infinite amount
of steps (or an approximation to it by stopping after a
finite amount of steps). To simplify the process, we recog-
nize that one can track the progress of the unitary trans-
formations by a single flow parameter, s. To do so we
extend the functional dependencies of the Hamiltonian
to include this parameter, replacing H(t)→ H(s, t) and
H˜(t)→ H(s+δs, t). Note thatH(s, t) represents a family
of effective Hamiltonians interpolating between a start-
ing Hamiltonian H(0, t), and a Hamiltonian H(∞, t).
H(∞, t) is the Floquet Hamiltonian HF if V (∞, t) = 0.
It seems plausible that V (∞, t) = 0 and we find this to be
true in an explicit example and some limiting cases but
it remains to be shown rigorously. We set appropriate
boundary conditions by enforcing that s = 0 corresponds
to the initial, non-transformed Hamiltonian.
With this notation, Eq. (3) takes the form
H(s+ δs, t) = H(s, t)− δsV (s, t)
+ iδs
∫ t
0
dt1 [V (s, t1), H(s, t)] ,
(5)
with V (s, t) = 1T
∫ T
0
dt1(H(s, t) − H(s, t1)). One may
note that this leaves a residual time-dependence of
δs [V (t), H(t)] in Eq.(3), which is small in magnitude if
δs is small.
Taylor expanding the left hand side since δs is infinites-
imal we find,
dH(s, t)
ds
= −V (s, t) + i
∫ t
0
dt1 [V (s, t1), H(s, t)] , (6)
which is a central result of this work. We refer to Eq.(6)
as the exact flow equation. This equation is similar in
spirit to the infinitesimal unitary transforms that Wegner
[86] employs to diagonalize an interacting Hamiltonian in
the equilibrium case.
One can readily see that Eq.(6) has a fixed point with
the desired property V (s, t) = 0. This fixed point is
guaranteed to be stable for sufficiently large ω because
in this case the commutator term can be neglected. Un-
der these circumstances the time independent parts of
H(s, t) remain unchanged. More precisely equation (6)
then reduces to
dV (s, t)
ds
≈ −V (s, t), (7)
which trivially has the stable fixed point V (s, t) = 0 since
V (s, t) for this case can be treated like a scalar.
But what about smaller ω? Because an analytic un-
derstanding is difficult to achieve, we will discuss this in
the context of an explicit example in Sec.IV. While our
discussion gives a mechanism by which the fixed points
can be stable in general it does not give a rigorous proof.
How should one interpret the flow of s in Eq.(6)? Note
that H(s, t) is a Hamiltonian and therefore a linear sum
of the various energy contributions, and can be expressed
as a sum of linear operators with coefficients ci(s, t),
H(s, t) =
∑
i ci(s, t)Oˆi (similar in spirit to a Landau-
Ginzburg energy functional). The Oˆi operators are noth-
ing other than kinetic and potential energy terms appear-
ing in a Hamiltonian, such as a hopping term c†i cj in a
lattice model, an interaction term ni↑ni↓ on a lattice, or
a multiple-spin term (~Si · ~Sj)(~Sk · ~Sk) in a spin model,
4among many other possibilities. The coefficients ci(s, t)
describe the coupling constants (strength) of these terms.
This mathematical structure of H(s, t) =∑
i ci(s, t)Oˆi in turn also implies that −V (s, t) +
i
∫ t
0
dt1 [V (s, t1), H(s, t)] = −
∑
i gi(t, [cj(s, t
′)])Oˆi. Here
gi has a functional dependence on the cj(s, t
′) with
t′ ∈ [0, T ], because V (s, t) itself depends on the cj(s, t)
and it appears under an integral.
One may therefore write Eq. (6) as
dci(s, t)
ds
= −gi(t, [cj(s, t′)]); t′ ∈ [0, T ] , (8)
which is just a flow equation for the coupling parameters
ci(s, t) at different times. Note that the set of operators
Oˆi may include both the original operators, and ones
generated from the kinetic and potential energy terms
of the original Hamiltonian, Eq.(1), as the Hamiltonian
flows. In general, new terms are generated such as hop-
ping and interaction terms that involve more and more
sites of a lattice as the order of the transformation in-
creases. These new terms can in principle change the
balance of kinetic and potential energy in the effective
time-independent Hamiltonian and therefore may lead
to new physical regimes for a periodically driven many-
particle quantum system. The reason we write the flow
equations in this form is to emphasize that Eq.(6) actu-
ally describes couplings that flow as we reduce out the
time dependence and to show how this operator equation
corresponds to a numerically tractable scheme to deter-
mine couplings.
III. APPROXIMATIONS TO THE FLOW
EQUATIONS
It is important to note that Eq.(6) offers a convenient
starting point to approximate the Floquet Hamiltonian.
In particular, it allows us to improve on the various high
frequency expansions of the Floquet Hamiltonian that
have appeared in the literature. As an example, we can
find an analytically tractable equation if we set s = 0 only
for the terms V (s, t). This corresponds to removing the
original time dependent part V (t) from the Hamiltonian
via the rotating frame transformation [95] e−i
∫ t
0
dtV (t),
while generating other new time dependences. (This ap-
proximation is for convenience. Indeed in the following
section we will present an example in which we exactly
solve Eq. (6) without taking s = 0 in V (s, t).) To en-
sure that this approximation actually corresponds to the
aforementioned unitary transformation we also need to
restrict the range of s to [0, 1], rather than the previous
[0,∞).
Let us justify this approximation slightly more care-
fully by using an analogy. One may notice that Eq.(6)
is very similar in structure to the classical problem of a
first order differential equation,
df(t)
dt
= g(t, f(t)), (9)
where g(t, f(t)) would correspond to −V (s, t) +
i
∫ t
0
dt1[V (s, t1), H(s, t)] in our case and all the couplings
in H and V correspond to f(t).
A standard method of solving this class of
problems[101] is plugging in the initial condition
f(t)→ f0 = f(t = 0) on the right hand side. Integrating
both sides of the equation one finds a first approximation
to f(t), which we call f1(t). One may then repeat the
procedure and plug successive approximations fn(t) into
the right-hand side. This procedure is called Picard
iteration. In our case, it is the same as replacing
V (s, t)→ V (0, t) and H(s, t)→ H(0, t).
A variant of Picard iteration that quite often works
better is to only set f(t) = fn(t) in some places of
g(t, f(t)) but keep it as f(t) in others. This is a partic-
ularly helpful improvement when this is done in such a
way that some symmetries are explicitly kept that would
otherwise be destroyed[71]. For our case, if we only re-
place the first two V (s, t)→ V (0, t) but keep H(s, t) then
we find approximate flow equations,
dH(s, t)
ds
= −V (0, t) + i
∫ t
0
dt1 [V (0, t1), H(s, t)] , (10)
where s is set to run from zero to one only. As required
above, this still implements a unitary transformation,
which can be seen explicitly by reconstructing Eq. (10)
from a unitary transformation.
Introducing the dependence on the flow parameter s,
Eq. (3) reads
H (s+ δs, t) = H (s, t)− i∂tδΩ(s, t)− [δΩ(s, t), H(s, t)] .
(11)
One may plug in the manifestly anti-hermitian genera-
tor δΩ(s, t) ≡ δΩ(0, t) = −iδs ∫ t
0
dtV (0, t), correspond-
ing to a unitary transformation U . The result is Eq.(10).
Therefore, making such an approximation is a particu-
larly convenient improvement on a Picard iteration.
One may ask why s should run from zero to one as
claimed above. One reason for this is that in the lowest
order improved Picard iteration we neglect terms that are
proportional to s. Neglecting such terms is only justified
if s ≤ 1. Therefore, we let the flow parameter run from
zero to 1. If we reach a fixed point in this range of val-
ues or come close to it, then it is a good approximation.
Letting s run to higher values would not be justified and
may yield a bad result. Another reason we apply this ap-
proach is that we know that for infinite frequencies one
reaches a stable fixed point for s = 1. This can be seen
easily because Eq.(10) is then approximately given as
dV (s, t)
ds
≈ −V (0, t). (12)
This procedure also works well in other cases because
often at s = 1 one may be close to an unstable fixed
point (see, for example Fig.1). We should also mention
that the multitude of different possible fixed points (all
V (s, t) = 0) and their corresponding s value makes it
5difficult to estimate the size of the error from letting s
only run from zero to one. After all, often s = 1 is close to
a fixed point but there may be more fixed points further
out (for larger values of s). We will see this explicitly
in the next section where we work with the exact flow
equations.
Now let us return to discussing Eq.(10). One finds that
this also can be rewritten in terms of coupling constants
as,
dci(s, t)
ds
= −gi(t, cj(s, t)), (13)
where one can write gi(t, cj(s, t)) =
∑
j γij(t)cj(s, t) as
a linear combination of couplings cj(s, t). We are there-
fore left with a first order linear differential equation that
doesn’t couple coefficients cj at different times. Gone is
the more complicated structure of a functional in the ci.
The effective time-independent Hamiltonian is then given
by
Heff =
∑
i
c¯iOˆi, (14)
with c¯i =
1
T
∫ T
0
dt ci(1, t), where we have taken an av-
erage over one period, which is physically meaningful if
one is only looking at stroboscopic times. If one is inter-
ested in micromotions, one could in principle retain the
time-dependence of ci(1, t)–the important “flow” having
been taken into account in the parameter s, which has
now been set to unity.
The approximation in Eq.(10), setting s = 0 in V (s, t),
does not make any implicit assumptions, such as V (t) is
small. By contrast, many other high frequency approxi-
mations do make the assumption of smallness. As a re-
sult, our approach like the rotating frame approximation,
works especially well in the limit of strong V (t). We will
demonstrate this explicitly in later sections of this work.
It is important to pause for a moment and stress the
advantages our approximate method, Eq. (10), offers over
a rotating frame approximation, if the latter is carried
out exactly. Firstly, if the driving is complicated it is
often not possible to calculate the matrix exponential
needed for a rotating frame approximation or the rota-
tion induced on operators by such a matrix exponential
because it will generate infinitely many components of
the operator algebra. This is indeed the case with one of
our example models namely the square-wave driven Ising
model we discuss later. In this case our method allows
one to keep all orders in 1/ω with a truncated ansatz for
the Hamiltonian. That this method performs well can be
seen in the plot shown in Sec.VIII.
It is also important to recognize that, even if a rotating
frame approximation can be done exactly, usually most
terms in the Hamiltonian become time-dependent. In
most cases this makes a second rotating frame approx-
imation not possible. Our method allows one to avoid
this issue by truncating the ansatz Hamiltonian. Lastly,
in some cases one would like to prevent the generation
of any new terms and see what happens to the coupling
constants of a restricted set of terms. Thus, our method
provides a convenient starting point for many different
approximation schemes.
We would also like to stress that Eq. (10) implements
a unitary transformation exactly. Its solution therefore
still retains the full information of the original Hamilto-
nian. In this paper we will be content with discussing
results from the first order iteration only. Again, the for-
malism we present here lays the groundwork for further
development of approximation schemes.
Let us explicitly relate the first order iteration to the
more common high frequency approximations. For the
moment, neglect
∫ t
0
dt1 [V (0, t1), H(s, t)], which assumes
that all couplings in the Hamiltonian are negligible com-
pared to the driving frequency. This is an approximation
common to many of the high frequency approximations.
We then find that
H(s, t) ≈ H(0, t)− sV (t). (15)
Inserting this back into Eq. (10) and taking a time aver-
age we find
H(1, t) ≈ H0 + i
T
∫ T
0
dt
∫ t
0
dt1
[
V (t1), H0 +
1
2
V (t)
]
,
(16)
which is the lowest order of many common high frequency
approximations. Hence, our approximation agrees with
other approximations in the high frequency limit.
One should also note that there are other ways to
approximately solve the exact flow equation by directly
working with Eq.(6) and a truncated ansatz rather than
solving Eq.(10). We we will do this in one example in
Sec.V and will find that it indeed offers an improvement
to the methods above (rotating frame and high frequency
expansion) and opens the door to many semi-analytical
schemes.
Next, we turn to an application of our method to a
number of different Hamiltonians and compare our re-
sults with other approaches. We find the method nearly
always provides more accurate evolution than other ap-
proximations, and in many cases our method works sub-
stantially better, particularly as the strong coupling res-
onant regime is approached. This is also true if we solve
Eq.(10) with a truncated ansatz like on one of the cases
in Sec.VIII.
IV. FIXED POINT STABILITY AND THE
PROPERTIES OF THE EXACT FLOW
EQUATIONS
Because it is difficult to discuss the stability of the
flow equations in Eq.(10) analytically in full generality,
we consider a simple example model where the exact flow
equations can be written down explicitly. This will allow
us to identify a mechanism that makes the fixed point
stable. It is conjectured, but we stress not rigorously
6proven, that this mechanism will persist even for more
complicated systems. In Sec.V this conjecture will be
further supported. The current section serves as a means
to gain some insight into how the flow equations work.
We consider the Schwinger-Rabi model of a spin in a
rotating magnetic field,
H = Bzσz +Bp(sin(ωt)σy + cos(ωt)σx). (17)
For this model the Floquet Hamiltonian,
HF = −ω
2
+Bpσx + (Bz − ω
2
)σz, (18)
can be found for all frequencies (see for instance [102]).
Let us discuss how the flow equations apply to this
model. After repeatedly inserting the form of the orig-
inal Hamiltonian in our exact flow equations in Eq.(6)
(always including newly generated terms) we find that
the Hamiltonian H(s, t) takes the form,
H(s, t) =Z0(s)σz +X0(s)σx + YS(s) sin(ωt)σy
+XC(s) cos(ωt)σx + ZC(s) cos(ωt)σz,
(19)
and the flow equations for the couplings
{Z0, X0, YS , XC , ZC} are given as,
Z ′0(s) =
2YS(s)(X0(s)−XC(s))
ω
,
X ′0(s) =
2YS(s)(ZC(s)− Z0(s))
ω
,
Y ′S(s) =
2(Z0(s)XC(s)− ZC(s)X0(s))
ω
− YS(s),
Z ′C(s) =
2YS(s)(XC(s)−X0(s))
ω
− ZC(s),
X ′C(s) =
2YS(s)(Z0(s)− ZC(s))
ω
−XC(s),
(20)
(where the ′ denotes the derivative with respect to s)
with initial conditions,
Z0(0) = Bz, YS(0) = XC(0) = Bp,
ZC(0) = X0(0) = 0.
(21)
As expected from Eq.(6), we find that the fixed point
is YS = XC = ZC = 0, with arbitrary Z0 and X0.
This is the only fixed point. For this fixed point we
may carry out a stability analysis. That is, we expand
Eq. (20) around the fixed point to find linearized equa-
tions C′(s) = JC(s), where C = {Z0, X0, YS , XC , ZC} is
a vector of the couplings. The eigenvalues of the corre-
sponding Jacobian J are given as,
λ1 = λ2 = 0; λ3,4 = −1± 2
ω
√
Z20 +X
2
0 ; λ5 = −1.
(22)
It would appear that not all eigenvalues are guaran-
teed to be non-positive. In particular, one of the eigen-
values λ3,4 could be positive, which would imply that the
fixed point is unstable, and that the flow equations break
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FIG. 1: (Color online.) The couplings as a function of
flow parameter s for the Hamiltonian in Eq. (19) with
Bp = 3, Bz = 1, and ω = 1 in Eq. (17). This
corresponds to a low-frequency regime. Note that while
the couplings exhibit a non-trivial dependence on s
until sufficiently large s, the unitary evolution remains
stable down to small frequencies, as seen in the red
curve (exact flow) in Fig. 3. The couplings after the
range of the plot do not change within the limits of the
line thicknesses.
down. If the form of the Hamiltonian at the fixed point
reproduces that of Eq. (18) this could indeed be the case,
since there Z0 and X0 would be finite for arbitrarily small
ω. One might thus expect that flow equations would be
unable to reach a stable fixed point for low enough fre-
quencies. However, this outcome is avoided.
To see how this works, recall that the Floquet Hamil-
tonian HF is determined only up to some phases by
e−iHF
2pi
ω = U
(
2pi
ω
)
, (23)
where U(t) is the time evolution operator. That means
there are many different expressions for HF that would
be valid branches of the matrix logarithm of both sides
of Eq. (23). For very small ω a valid HF could be cho-
sen very small. Let us see what happens explicitly for
our flow equations. Namely let us choose couplings such
that Eq.(18) would correspond to an unstable fixed point.
How these couplings evolve under the flow equations can
be seen in Fig. 1.
In Fig.1 we see that the couplings made a few ap-
proaches to a fixed point V (s, t) = 0, but it wasn’t sta-
ble. However, the couplings Z0 and X0 kept shrinking
until a stable fixed point was reached. The matrix loga-
rithm, log(U(T )), has branches with relatively small HF
and the couplings continued flowing until a branch with
sufficiently small couplings to have a stable fixed point
was reached. In the language of the exact flow equa-
tions, Eq.(6), there existed a branch of the matrix log-
arithm log(U(T )) such that H(s, t) became sufficiently
small that the commutator
∫ t
0
dt1[V (s, t1), H(s, t)] could
7FIG. 2: (Color online.) The non-zero couplings as a
function of frequency ω at the end of the flow (large s
values in Fig. 1) for Bp = 3, Bz = 1. Note that in spite
of the rapid oscillations for small ω, the resultant
unitary evolution remains stable, as seen in the red
curve (exact flow) in Fig. 3.
be neglected when compared to V (s, t) and therefore a
stable fixed point was reached. We were able to observe
this effect in all cases we studied and it is plausible that
this could be a general mechanism that leads to stable
fixed points in our flow equations. This is illustrated in
Fig. 2.
From Figs. 1-2, one may suspect numerical issues.
However, this is not the case. Rather, the oscillations
stem from the fact that the flow equations do not con-
sistently stay on one branch of the matrix logarithm for
HF . Flowing to a stable fixed point means choosing the
branch of the matrix logarithm that corresponds to a
stable fixed point.
Indeed, if we take the time independent couplings in
Fig. 2 to calculate the time evolution operator at stro-
boscopic times and compare it to the time evolution op-
erator calculated via the standard method of a Trotter
expansion we find them to be identical. More specifi-
cally we calculate the l2 distance between two unitary
operators,
1
2
√
Ddim
‖U1(T )− U2(T )‖Frob ; ‖A‖Frob =
√
trAA†,
(24)
that was normed such that it takes values between zero
and one (Ddim is the dimension of the Hilbert space),
where one corresponds to the maximum distance between
two unitary operators and zero to agreement between the
two operators. A comparison is shown in Fig. 3. Details
of the rotating frame approximation and Magnus expan-
sion are given in appendix A). We find that the exact
flow equations–despite the couplings rapidly changing–
fully agree with the Trotter expansion as they should.
The wildly jumping couplings are therefore not a numer-
ical artifact.
V. EXACT FLOW EQUATIONS WITH A
TRUNCATED ANSATZ
In this section we discuss how the results from the
previous section seem to be quite generic by considering
a many-body system. We limit ourselves to a specific
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FIG. 3: (Color online.) Plot of the l2 distance between
the time evolution operator found by a Trotter
expansion and the exact time evolution operator
obtained by exactly solving the flow equations in
Eq. (6) given by Eq. (20) (red), the Magnus expansion
(blue) and the rotating frame approximation given by
Eq. (10) (black).
strongly driven Ising model given by,
H(t) =
∑
i
[σzi σ
z
i+1 + 4 cos(ωt)σ
z
i + 4 sin(ωt)σ
x
i ]. (25)
We choose this Hamiltonian because: (i) it has a rela-
tively strong external drive, (ii) a time-dependent term
that does not commute with itself at different times, and
(iii) because the time-dependence is convenient for study-
ing the flow equations. One may find flow equations by
making the truncated ansatz,
H(s) = H0(s) + e
iωtH+(s) + e
−iωtH−(s), (26)
with
Ha =
∑
i
[Caxσ
x
i + C
a
yσ
y
i + C
a
z σ
z
i + C
a
xxσ
x
i σ
x
i+1
+ Caxy(σ
x
i σ
y
i+1 + σ
x
i σ
y
i−1) + C
a
yyσ
y
i σ
y
i+1
+ Caxz(σ
x
i σ
z
i+1 + σ
x
i σ
z
i−1) + C
a
zzσ
z
i σ
z
i+1
+ Cayz(σ
y
i σ
z
i+1 + σ
y
i σ
z
i−1) + C
a
xzzσ
x
i σ
z
i−1σ
z
i+1],
(27)
where a ∈ {0,+,−} and the s dependence of the coupling
constants Ca was dropped for notational simplicity. We
do not discuss the specific form of the flow equations here
because they are rather complicated and not insightful.
Let us rather first have a look at how some of the cou-
plings behave for this system. Specifically let us first
look at one representative coupling as a function of flow
parameter s.
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FIG. 4: Coupling constant C+z as a function of flow
parameter s plotted for ω = 1.2.
As one may see from Fig.4, the coupling constant C+z
behaves similar to the ones in Fig.2 for the two level sys-
tem we solved exactly in the previous section. In particu-
lar, the coupling constant nearly approaches zero for the
fixed point multiple times before eventually a stable fixed
point is reached. This strengthens our interpretation that
our method might be kept stable by the mechanism we
provided in Sec.IV.
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FIG. 5: Plot of the coupling constant C0z as a function
of ω for the flow equations solved up to a point
s = 2, 000, 000, which is long after the fixed point has
been reached.
To get further evidence of this we plot in Fig.5 one of
the couplings as a function of ω and find it again to be
consistent with the mechanism we proposed in Sec.IV and
illustrated in Fig.2. We stress that this is not a rigorous
proof of our understanding of how the flow equations
manage to converge, but it is does provide good evidence
for the general structure of the convergence.
Let us now discuss these results further. One finds nu-
merically that letting s→∞ only certain terms survive.
Namely, as expected from the fixed point C±i → 0, one
is left with
H(s→∞) =
∑
i
[Cyσ
y
i + Czσ
z
i + Cxxσ
x
i σ
x
i+1 + Cyyσ
y
i σ
y
i+1
+ Czzσ
z
i σ
z
i+1 + Cyz(σ
y
i σ
z
i+1 + σ
y
i σ
z
i−1)].
(28)
The couplings in the range ω ∈ [8, 40] are well approxi-
mated by
C0xx =
0.99
ω
− 0.12 + 0.006ω − 0.00013ω2,
C0yy =
4.87
ω
+ 0.18 − 0.021ω + 0.0006ω2,
C0zz = −
5.75
ω
+ 0.87 + 0.022ω − 0.00067ω2,
Cyz = −52.07
ω2
+
7.35
ω
+ 0.1 − 0.0017ω,
C0y =
78.2
ω2
− 18.87
ω
+ 0.03 + 0.00013ω,
C0z =
13.24
ω
− 0.49 + 0.0066ω − 0.000011ω2.
(29)
Such fitted couplings allow for a semi-analytic under-
standing in some cases. One should note that for smaller
ω the expressions become much more complicated be-
cause of the non-analytic behavior of the couplings as
seen in Fig.5.
Let us show below how well our approximation [also
using results for smaller ω and not just the expression
in Eq. (29)] does when compared to the rotating frame
approximation and the Magnus expansion. We do not
explicitly give the expressions for the couplings in the
Magnus expansion and the rotating frame approximation
because they are cumbersome and do not provide much
physical insight. Instead, we refer the interested reader
Ref.[103]. From Fig.6, one finds that the flow equations
(with a truncated ansatz) perform better than both the
Magnus expansion and the rotating frame approxima-
tion. To stress that the comparison to the rotating frame
approximation is a fair one, we note that the operators
in Eq.(28) are the same as those appearing within the
rotating frame approximation. From this example, one
sees that the exact flow equations allowed one to find bet-
ter coefficients than those afforded by the rotating frame
approximation.
95 10 15 20 25 30 35
0.0
0.2
0.4
0.6
0.8
1.0
ωn
or
m
ed
l 2
di
st
an
ce
fro
m
ex
ac
t
Exact flow, trunc
RotFrame
Magnus
FIG. 6: Plot of the l2 distance between the exact time
evolution operator and the Magnus expansion (blue),
rotating frame approximation (orange) and the solution
of the exact flow equations but with a truncated ansatz
(green). The system size was L = 14 sites.
VI. EXAMPLE MODELS
To demonstrate the power and validity of the flow
equation approach for a wider range of many-body sys-
tems we will next consider a selection of quantum spin
chain (S = 12 ) models. Recall that the spin operators
Sx,y,zn fulfill the commutation relations,[
Sjm, S
k
n
]
= ijklδmnS
l
m, (30)
(j, k, l ∈ {x, y, z} and m,n label lattice sites) with the
special condition for S = 12 that
(Sjn)
2 =
1
4
1H, (31)
where 1H is the unit operator in the many-body Hilbert
space. Here jkl is the fully antisymmetric tensor and
δmn is the Kronecker delta function.
In this section we introduce four different spin mod-
els that exhibit different functional dependences of the
time-dependent term. The first model (XY spin chain) is
integrable, and in particular one-particle reducible. The
next two models are integrability-breaking modifications
of the XXZ spin chain, and the final model is a transverse
field Ising model which will be discussed independently
in Sec.VIII. These models possess a range of different
symmetries and form of the driving term. They will il-
lustrate the generality and mathematical structure of the
flow equation approach.
A. XY spin chain with antisymmetric exchange in
a driven magnetic field
As a first example model we choose an XY spin-chain
with an antisymmetric Dzyaloshinskii-Moriya exchange
interaction and a time-periodic magnetic field that both
point along the z-axis,
H(t) = H0 + V (t), (32)
where
H0 =
∑
i
(JxS
x
i S
x
i+1 +JyS
y
i S
y
i+1 +D(
~Si× ~Si+1)z+h0Szi ),
(33)
and
V (t) = h sin(ωt)
∑
i
Szi . (34)
Here, Jx/y is the strength of the exchange interaction in
the x/y−direction, D the strength of the antisymmetric
exchange, h0 the static magnetic field strength, and h the
strength of the magnetic field driving. This model has the
advantage that its instantaneous Hamiltonian can be di-
agonalized by applying a Jordan-Wigner transformation,
followed by a Bogoliubov transformation [91]. Further-
more, it has multiple coefficients, which can be varied
to check the validity of our approximation based on the
flow equations in a variety of cases. Note that the driving
term does not generally commute with the static part of
the Hamiltonian.
B. J1-J2-model with a driven magnetic field in the
isotropic plane
In order to find out if a new approximation scheme
is valuable for more realistic interacting systems, it is
important to go beyond non-interacting models. To this
end, we study the J1-J2-model [92, 93],
H(t) = H0 + V (t), (35)
where
H0 =
2∑
n=1
∑
i
(JnS
⊥
i S
⊥
i+n + J
z
nS
z
i S
z
i+n), (36)
and
V (t) =
∑
i
h(t)Sxi , (37)
with a time periodic magnetic field in the x-direction
h(t) = B·
{
1; 2npi < ωt < 2npi + pi
−1; 2npi + pi < ωt < 2(n+ 1)pi ; n ∈ Z,
(38)
where the time dependence was chosen to simplify
the numerical treatment done by exact diagonalization.
None of our physical conclusions—nor our flow equa-
tion method—rely on this piecewise constant form of
the time-dependence. It should be noted that Jn is the
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strength of the n-th neighbor exchange interaction in
the isotropic plane and Jzn is the exchange interaction
in z-direction. For a more compact notation we defined
S⊥i = (S
x
i , S
y
i , 0). We chose this model because the ex-
ternal magnetic field breaks magnetization conservation
and it therefore also allows us to see if the flow equation
approach works under circumstances where the driving
breaks a symmetry of the static part of the Hamiltonian.
C. J1-J2-model with time-dependent exchange
terms
We also applied the flow equation approach to a model
in which one of the spin-spin interaction terms is time-
dependent. The model we consider is another J1-J2
model given by,
H(t) = H0 + V (t), (39)
where
H0 =
∑
i
[
J1S
⊥
i · S⊥i+1 + Jz1Szi Szi+1 + J2Si · Si+2
]
,
(40)
and
V (t) = Jz1,0sign
(pi
ω
− t ·mod(2pi/ω)
)∑
i
Szi S
z
i+1, (41)
where mod denotes modulo. In this model, the time-
dependence is in an interaction term.
In Sec.VIII, we will consider one further spin model
(Ising model) separately because the structure of the
fixed point Hamiltonian is different than the three mod-
els introduced in this section. Together, these four spin
models and the example given in Sec.IV should provide
a compelling picture for the generality and power of our
method.
VII. RESULTS
In this section we study how well our flow equation ap-
proach performs compared to common high frequency ap-
proximations. We compare the approximate time evolu-
tion operators obtained through various approximations
to the exact time evolution operator (obtained by exact
diagonalization) at stroboscopic times.
We adhere to the following procedure: We first make
use of the translational invariance of our models and cal-
culate the exact time evolution operator Ukex(T ) and the
approximate time evolution operator Ukapprox(T ) at dif-
ferent points in k-space (momentum space). Then, we
calculate the mismatch of the approximate time evolu-
tion operator and the exact time evolution operator via,
E =
1
2N
√
Ddim
∑
k
∥∥Ukex(T )− Ukapprox(T )∥∥Frob , (42)
which is a quantity that takes values on the interval [0, 1],
with zero meaning perfect agreement and one meaning
the largest possible disagreement. Here, Ddim is the di-
mensionality of the Hilbert space for any given k-point,
N is the number of k-points that the sum runs over, and
‖A‖Frob :=
√
trAA† is the Frobenius norm.
Let us motivate this quantity: For a given point in k-
space this is just the l2 distance, Eq. (24), between two
unitary operators at this point in k-space divided by the
maximum l2 distance of two unitary operators. We aver-
age this quantity over all points of k-space. The Frobe-
nius norm provides us with a basis-independent measure
of how accurate unitary evolution of a quantum system
will be with various time-independent approximations to
the full time-dependent Hamiltonian. Similar formulas
are used in the context of quantum information science.
A. XY Spin chain with anti-symmetric exchange
Both the Magnus expansion [see Appendix B] and
the approximation via flow equations yield an effective
Hamiltonian of the form,
Heff =
∑
i
(J (a)x S
x
i S
x
i+1 + J
(a)
y S
y
i S
y
i+1 +D
(a)
+ S
x
i S
y
i+1
+D
(a)
− S
y
i S
x
i+1 + h0S
z
i ),
(43)
where a labels the approximation scheme, with different
coupling constants for different approximation schemes.
The details of the derivation are given in Appendix B.
There are newly generated terms in Eq. (43) compared
to Eq. (33). We note that a suitably chosen rotation in
spin space gives back the original undriven Hamiltonian
with ∆J = Jx − Jy modified.
The coupling constants for the leading order Magnus
expansion are,
J (M)x,y = Jx,y, D
(M)
± = ±D −
(Jx − Jy)h
ω
, (44)
and the results for the flow equation approach are,
J (F )x =
Jx + Jy
2
+
Jx − Jy
2
cos
(
2h
ω
)
J0
(
2h
ω
)
, (45)
J (F )y =
Jx + Jy
2
− Jx − Jy
2
cos
(
2h
ω
)
J0
(
2h
ω
)
, (46)
D
(F )
± = ±D −
Jx − Jy
2
sin
(
2h
ω
)
J0
(
2h
ω
)
. (47)
It should be emphasized that both approximations
agree in the limit of ω →∞— a general result mentioned
previously at the end of Sec.II. We also stress that, in the
case that h is much larger than all other coefficients, the
flow equation approximation works well even when ex-
panded around 2h/ω  1, which is not what one would
normally expect from a high frequency expansion. The
flow equation approach does not make the assumption at
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any point that V (t) is small, and therefore it handles this
regime more accurately.
We are particularly interested in quantum many-
particle systems with a large number of degrees of free-
dom. We therefore compute the mismatch E, Eq.(42), of
the time evolution operators for a long spin chain. We
plot the relative error E as a function of the number of
k-points to find out how many k-points are needed for
a stable result. (The details on how the time evolution
operator was calculated are given in Appendix C.) The
plot for the Magnus expansion and for the flow equation
approach are given in Fig.7. From Fig. 7 one can see
FIG. 7: (Color online.) Relative error, Eq.(42), of the
time evolution operator as a function of sampled
k-points for the (a) Magnus expansion and (b) flow
equation approach. Different driving frequencies
ω = 0.01, ω = 0.1, ω = 1 and ω = 3 are considered.
Note that the flow equation error is much smaller than
the Magnus expansion error, particularly at the lowest
frequencies. In both approximations, the error decreases
as the frequency increases. We consider the case of
D = 0.1, Jx = 1, Jy = 1.1, h0 = 1 and h = 1
that at 256 k-points the value of the relative error E has
stabilized. Therefore, for this model all further plots will
be done sampling 256 k-points.
To study the accuracy of the different approximations
as a function of frequency, we choose a set of coefficients
D = 0.1, Jx = 1, Jy = 1.1, h0 = 1, and h = 1, where
Jx was fixed at unity because one may divide the Hamil-
tonian by Jx to make it dimensionless. The strength of
D was chosen to be small since often the anti-symmetric
exchange is small when compared to the exchange inter-
actions. The other values were chosen to to be in a similar
range. The plot of the relative error E as a function of
frequency ω is given in Fig. 8.
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FIG. 8: (Color online.) Relative error E, Eq.(42), for
D = 0.1, Jx = 1, Jy = 1.1, h0 = 1 and h = 1 as a
function of driving frequency ω. Note how the flow
equation approach outperforms the Magnus expansion,
particularly at smaller ω.
From Fig. 8 one can see that the results from the flow
equation approach are valid down to much lower frequen-
cies ω. In fact, one can expect higher order Magnus
expansions to become worse at lower frequencies than
the first order Magnus expansion we plotted. This is
because the optimal cut-off order of the Magnus expan-
sion (and a number of other high frequency expansions)
shrinks with decreasing frequencies [53] unless couplings
are small enough to suppress this effect. It should also
be noted that the stuttering (wiggles) at low frequencies
seen in the plot is an effect that happens because the Uk
matrices are relatively small. For larger matrices this av-
erages out as we will see in interacting models to follow.
In Fig. 9 we show how well the approximation does as
a function of various couplings. From the plots it is clear
that the results obtained via the flow equation approach
are generally more accurate than the results from the
Magnus expansion. As expected from general arguments,
we find that the approximation does increasingly well for
large values of driving h. We now turn to non-integrable
models.
B. J1-J2 model with time-dependent magnetic field
in the x-direction
For this model both the Magnus expansion and the flow
equation approach yield effective Hamiltonians of the
form (for a general model, the terms–quantum operators–
appearing in the effective Hamiltonians need not be the
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FIG. 9: (Color online.) Relative error E, Eq.(42), as function of the different coupling constants in the Hamiltonian,
Eq.(32). Only one coefficient is varied in each subfigure, while the ones that are not varied are fixed at values of
D = 0.1 , ∆J = Jx − Jy = 0.1, J = Jx+Jy2 = 1.05, h0 = 1 and h = 1. We vary in (a) the driving magnetic field h, (b)
the static magnetic field h0, (c) the average exchange interaction J =
Jx+Jy
2 , (d) the anti-symmetric exchange
strength D and (e) the anisotropy of the exchange interaction ∆J = Jx − Jy.
same),
Heff =
2∑
n=1
∑
i
(
JnS
x
i S
x
i+1 + J
y,(a)
n S
y
i S
y
i+n
+ Jz,(a)n S
z
i S
z
i+n + Γ
(a)
n (S
z
i S
y
i+n + S
y
i S
z
i+n)
)
, (48)
where (a) labels the approximation scheme (either flow
or Magnus). The details of the calculation are given in
Appendix B.
It is important to note that one of the new terms,
Γn, can be removed by a suitable rotation in spin space,
which tells us that we went from an XXZ model to a XYZ
model followed by a rotation in spin space. The effective
coefficients for the Magnus expansion are
Jy,Mn = Jn,
Jz,Mn = J
z
n,
Γ(M)n = Bpi
Jzn − Jn
2ω
,
(49)
and for the flow equation approach
Jy,Mn =
1
2
(
(Jzn + Jn)− (Jzn − Jn)sinc
(
2piB
ω
))
,
Jz,Mn =
1
2
(
(Jzn + Jn) + (J
z
n − Jn)sinc
(
2piB
ω
))
,
Γ(M)n =
(Jzn − Jn)ω sin2
(
piB
ω
)
2piB
.
(50)
Calculating higher orders in the Magnus expansion for
this model yields extremely complicated effective Hamil-
tonians. The second order Magnus expansion already
gives a Hamiltonian that is a sum of 60 different opera-
tors with complicated prefactors. One tractable way to
improve on the first order Magnus expansion is via the
flow equation approach. The plots in Fig. 10 illustrate
the quality of the approximation for different frequen-
cies. These results are obtained numerically using exact
diagonalization for finite size systems, as described in
Appendix D.
One finds that the flow equations outperform the Mag-
nus expansion for all frequencies. For the plot of strong
driving magnetic field h this is especially pronounced.
There, the Magnus expansion for a large range of frequen-
cies gives poor results and the flow equations generally
give quite precise results.
One may also in this case ask how well the approxima-
tion does as a function of all the different coefficients. In
Fig. 11, we show a plot for different values of the coeffi-
cients. These plots were done only including the sector
k = 0 in k-space because this is numerically quicker and
because other points in k-space reproduce the same re-
sults.
Similar to the previous integrable model, for this non-
integrable model one can see that the flow equation ap-
proach outperforms the Magnus expansion for most pa-
rameters. The much higher accuracy for large values of h
should be emphasized. The details on how the time evo-
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FIG. 10: (Color online.) Plot of the normalized l2
distance between exact and approximate time evolution
operators for a chain of length L = 16, and parameters
J1 = −0.5, Jz1 = 1 and J2 = Jz2 = 0 plotted as a
function of frequency for driving magnetic field
strengths (a) B=0.5 and (b) B=5.
lution operator was obtained are contained in Appendix
D.
C. J1-J2 model with time-dependent exchange
interaction
Both the Magnus expansion and the flow equations
yield an effective Hamiltonian of the form (some of the
terms are zero for the Magnus case),
Heff =
∑
i
2∑
n=1
{
J (a)n S
⊥
i S
⊥
i+n + J
(a)
z,nS
z
i S
z
i+n
+D(a)n [Si+n+1 × Si+1 + Si−n−1 × Si−1]z Szi
+Q(a)n
[
Sxi S
x
i+n + S
y
i S
y
i+n
]
Szi−1S
z
i+n+1
}
, (51)
where S⊥i = (S
x
i , S
y
i , 0) and (a) labels the approximation
scheme.
The last two terms of Eq.(51) are newly generated
terms in the Hamiltonian. If Szi has an approximately
uniform orientation the terms proportional to D
(a)
n can
be interpreted as different range antisymmetric exchange
terms - treating Szi as a mean-field term. By the same to-
ken, in a mean field approximation the term proportional
toQ
(a)
n can be interpreted as exchange terms. Beyond the
mean-field case it is clear that higher order spin interac-
tions are generated. Such terms can lead to new physics
and can drive new phases.
The coupling constants within the flow equation ap-
proach [solving Eq.(10) exactly] are given by,
JFn =
1
2
Jn
[
1 + sinc
(
piJz1,o
ω
)]
,
JFz,1 = J
z
1 ; J
F
z,2 = J2,
DFn =
Jnω
piJz1,o
[
cos
(
piJz1,o
ω
)
− 1
]
,
QFn = 2Jn
[
1− sinc
(
piJz1,o
ω
)]
,
(52)
and within the Magnus expansion,
JMn = Jn; J
F
z,1 = J
z
1 ; J
M
z,2 = J2,
DMn = −
pi
2ω
JnJ
z
1,o; Q
M
n = 0.
(53)
While the form of the Hamiltonian in Eq.(51) is already
complicated (with three and four-spin interactions) it is
worth noting that the second order Magnus expansion
would become forbiddingly complicated with a sum of
over 100 operators, which makes even a numerical im-
plementation impractical. Therefore, the result from the
flow equations, while also complicated, is a significant
improvement on the first order Magnus expansion.
In Fig.12 we plot the frequency dependence of the ap-
proximation. One finds that the flow equation result is
much better in the lower frequency regime and outper-
forms the Magnus approximation significantly when the
external drive is relatively strong. The performance of
the two approximations as a function of the different cou-
plings is shown in the plots in Fig.13. Consistent with
the models previously discussed, the flow equation ap-
proximation does substantially better across all param-
eter regimes. For this case we made use of the QuSpin
package [96] to obtain a comparison to the exact result.
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FIG. 11: (Color online.) Plots of the normalized l2 distance for a chain of length L = 14 where we vary the various
coupling constants while keeping others fixed. Particularily we are (a) varying nearest neighbor exchange anisotropy
∆J = J1 − Jz1 , while keeping B = 1, average nearest neighbor exchange J = J1+J
z
1
2 = 1 and J2 = J
z
2 = 0 fixed, (b)
varying B, while keeping J1 = −0.5, Jz1 = 1 and J2 = Jz2 = 0 fixed, (c) varying J , while keeping ∆J = 1, B = 1 and
J2 = 0 fixed and (d) varying J2, while keeping ∆J = 1, B = 1 and J = 1 fixed.
VIII. COMPARISON WITH RESUMMATIONS
OF THE BAKER-CAMPBELL-HAUSDORFF
IDENTITY
In this section, we turn the logic around relative to the
conventional Hamiltonian–evolution operator relation-
ship. Up to this point in the manuscript, we have been
asking about computing an effective time-independent
Hamiltonian for a time-dependent problem, and we have
used this effective Hamiltonian to compute the time evo-
lution of the system. Now, we turn our attention to a
situation in which the time evolution operator is known
(in our case it takes a specific product form) and we wish
to determine an optimal Hamiltonian that can be used to
produce the desired time evolution. This may be useful
in certain quantum computing applications, for example.
A second goal of this section is to show that our method
has advantages over the rotating frame approximation in
that one can capture most of its features by a truncated
ansatz even when an exact rotating frame approxima-
tion cannot be calculated because the effective Hamilto-
nian would include infinitely many long range interacting
terms. This highlights an another important dimension
to our flow equation approach, beyond the examples il-
lustrating its use in earlier sections of the manuscript.
There has been a recent surge of interest in resum-
mations of the Baker-Campbell-Haussdorff (BCH) iden-
tity [81]. An important evolution case where the BCH
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FIG. 12: (Color online.) Plot of the normalized l2 distance between exact and approximate time evolution operators
for J1 = 1, J
z
1 = 2 and J2 = 0.2 plotted as a function of frequency for a spin chain with L = 14 sites. The driving
strength of the nearest neighbor exchange term in z-direction is (a) Jz1,o = 2 and (b) J
z
1,o = 6.
FIG. 13: (Color online.) Shown are plots of the l2 distance as a function of various coupling constants for a chain of
length L = 14. In plot (a) we vary the nearest neighbor exchange anisotropy ∆J = J1 − Jz1 and keep Jz1,o = 2,
J = 12 (J1 + J
z
1 ) = 1.5 and J2 = 0.2 fixed, in (b) we vary the driving strength of the exchange interaction in
z-direction Jz1,o and keep ∆J = −1, J = 1.5 and J2 = 0.2 fixed, in (c) we vary the average nearest neighbor exchange
interaction J and keep Jz1,o = 2, ∆J = −1 and J2 = 0.2 fixed and in (d) we vary the next nearest neighbor exchange
J2 while keeping J
z
1,o = 2, ∆J = −1 and J = 1.5 fixed.
identity is useful is when the time evolution opera- tor factorizes into a product of matrix exponentials
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e−iH1te−iH2t. This structure corresponds to multiple dif-
ferent Schro¨dinger equations. One possible correspon-
dence is to a delta function time dependence in the
Schro¨dinger equation. For example, the kicked trans-
verse field Ising model that is discussed in Ref. [81] has,
H1 = J
∑
i
σzi σ
z
i+1,
H2 =
∑
i
(hxσ
i
x + hzσ
z
i ),
(54)
and can be put into the form,
H(t) = H0 + V (t),
H0 =
∑
i
[
Jzσ
z
i σ
z
i+1 + hxσ
x
i + hzσ
z
i
]
,
V (t) =
∑
i
[hxσ
x
i + hzσ
z
i ] (δ(t)− 1),
(55)
where to stay close to the notation of Ref. [81] we use
Pauli operators σx,y,zi = 2S
x,y,z
i rather than the spin op-
erators we used earlier in our manuscript. Here δ(t) is
the Dirac delta function.
Another possibility is to rewrite the problem in terms
of a Heaviside θ function as,
H(t) = H0 + V (t),
H0 =
∑
i
[
Jzσ
z
i σ
z
i+1 + hxσ
x
i + hzσ
z
i
]
,
V (t) =
∑
i
[
hxσ
x
i + hzσ
z
i − Jzσzi σzi+1
]
(2θ(t− 1/2)− 1) .
(56)
Both choices lead to different flow equations and can
therefore be interpreted as leading to different resumma-
tions of the BCH identity. Thus, we discuss here these
two Hamiltonian choices for a given time evolution oper-
ator. As a matter of fact, there are infinitely many ways
to make a choice in the time dependence, and likely one is
an ideal choice. However, we will not discuss this issue of
the optimal choice any further. An important difference
between the two formulations is that the flow equations
in one case can be solved exactly and in the other case
require truncation. This allows us to assess how useful
our method is in a case where a rotating frame approxi-
mation cannot be calculated exactly. This example helps
to illustrate the point that even when the flow equations
are not solved exactly, they still give results beyond the
Magnus expansion.
One finds that within the lowest order in the BCH
expansion, the replica approximation used in Ref. [81]
and our flow equation approach lead to an approximate
Floquet Hamiltonian of the form,
H
(a)
eff =
∑
i
[
C(a)x σ
x
i + C
(a)
z σ
z
i + C
(a)
xx σ
x
i σ
x
i+1
+ C(a)yy σ
y
i σ
y
i+1 + C
(a)
zz σ
z
i σ
z
i+1
+ C(a)xy σ
x
i (σ
y
i−1 + σ
y
i+1) + C
(a)
xz σ
x
i (σ
z
i−1 + σ
z
i+1)
+ C(a)yz σ
y
i (σ
z
i−1 + σ
z
i+1) + C
(a)
xzzσ
x
i σ
z
i−1σ
z
i+1
]
, (57)
where a labels the approximation scheme. The different
approximations only differ in their coefficients (and some
coefficients may be zero). The coefficients themselves
offer little to illuminate our discussion. Therefore, their
derivation is given in Appendix E.
In Fig. 14 we show a comparative plot for the δ-type
and the Heaviside-type resummations. The plots are
done for spin chains of length L = 14 to get a smooth
plot. There are only small numerical differences for
longer spin chains.
In the plots one can see that the flow equation ap-
proach Eq.(10) does better for small values of coupling
strength than the Magnus expansion — in some cases also
better than the replica expansion. For large couplings, it
outperforms both.
From Fig. 14, one can see that the flow equation ap-
proach is the most reliable approximation with the mis-
match in some cases plateauing at values of around 0.1.
For those values one is still able to capture at least qual-
itative features of the time-evolution. Thus, the flow
equation approach offers a useful numerical strategy for
finding a Hamiltonian describing a given time-evolution.
This may be of practical importance in a wide variety of
applications where it is difficult to determine the under-
lying Hamiltonian from microscopic considerations, such
as may be the case in various types of quantum informa-
tion scenarios.
We would also like to stress that for the step-wise drive
the exact rotating frame transformation was not possi-
ble to calculate and therefore a truncated ansatz for the
Hamiltonian had to be employed to solve Eq.(10). One
can see that this truncated ansatz performs well (red
curve). It should be stressed that the truncated ansatz
performed similar to the case where an exact rotating
frame approximation was possible. Our method there-
fore allows one to capture properties of a rotating frame
approximation even when calculating a rotating frame
approximation exactly is not possible.
IX. CONCLUSIONS
In conclusion, we have introduced an accurate
“flow equation” approach to compute effective time-
independent Hamiltonians, valid for finite times (which
may be exponentially long) for periodically driven quan-
tum many-particle systems. We have demonstrated the
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FIG. 14: (Color online.) Plot of the normalized l2 distance between the exact time evolution operator and the
approximate time evolution operator for hx = h cos θ, hz = h sin θ, and θ = 0.643501 using the “δ-formulation” of
the flow equations in orange and the “Heaviside θ-formulation” in red. In plots (a-c) we keep Jz = 0.1 fixed and plot
different ranges of h values, which are (a) short range h, (b) medium range h and (c) long range h. Similarily in
plots (d-f) we keep h = 0.1 fixed and plot different ranges of Jz values, which are (d) short range Jz, (e) medium
range Jz and (f) long range Jz
power of the flow equation approach by illustrating how
one can reach into perturbatively inaccessible frequency
regimes, and shown that the approximation generally
yields an improvement over the Magnus expansion, and
that it can also outperform the rotating frame approxi-
mation. Furthermore, in many instances the results from
the flow equation approach also yield a practically ac-
cessible improvement on the first order Magnus expan-
sion where no other method appears to be available.
A straightforward application of the Magnus expansion
leads to an explosion in the number of different operators
that contribute to the effective Hamiltonian with coeffi-
cients that are tedious to evaluate. In our approach, one
is able to truncate the number of operators contributing
to the flow equations in a controlled way, which allows
one to keep fewer terms but find highly accurate coeffi-
cients. We have also demonstrated that our method com-
pares favorably to resummations of the Baker-Campbell-
Hausdorff identity, illustrating it shows its strength even
in niche applications, where more powerful methods are
to be expected. Our approach also has a wider range of
applicability than standard rotating frame approxima-
tions because, even if a rotating frame approximation is
impractical or not possible because the matrix exponen-
tial or the rotation of operators induced by it cannot be
calculated, our method allows for a truncated ansatz that
may still capture the important features of the transfor-
mation.
In summary, we hope that the demonstration of the
validity of our approximate method illustrates its power
and potential impact on time-dependent quantum many-
body systems. The method is completely general and
applicable to any form of time-dependent terms in the
Hamiltonian–be it through the potential energy, kinetic
energy, or both. With the accurate effective time-
independent Hamiltonians that one obtains, new access
is granted to potential prethermal regimes with proper-
ties not present in the equilibrium phase diagram of the
original Hamiltonian. Our results also open the door to
new opportunities for quantum control through Hamil-
tonian engineering to create desired properties out-of-
equilibrium. The effective Hamiltonian can be used to
compute any observable over finite times through the
standard formulas of statistical mechanics, in addition
to accurately governing the evolution of the quantum
states themselves. We hope our approach will inspire
new studies that exploit its flexibility and expand the
range of approximation schemes that can be employed
within it. With it, new regimes of cold atom, condensed
matter, and other systems will likely be uncovered and
manipulated in new ways.
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Appendix A: Spin in a rotating magnetic field
The first terms of the effective Hamiltonian corre-
sponding to Eq.(17) in a Magnus expansion are given
as,
Heff ≈
(
Bz − B
2
p
ω − 2BpBzω
− 2BpBzω
B2p
ω −Bz
)
. (A1)
Next, we calculate the Hamiltonian in the rotating frame
using Eq.(10). We make the ansatz,
H(s, t) =
(
B2(s) B0(s)− iB1(s)
B0(s) + iB1(s) −B2(s)
)
, (A2)
and find the flow equations
dB2(s)
ds
= −2Bp(B0(s)(cos(ωt)− 1) +B1(s) sin(ωt))
ω
,
dB0(s)
ds
=
2BpB2(s)(cos(ωt)− 1)
ω
−Bp cos(ωt),
dB1(s)
ds
=
2BpB2(s) sin(ωt)
ω
−Bp sin(ωt),
(A3)
with initial conditions,
B2(0) = Bz; B0(0) = Bp cos(ωt),
B1(0) = Bp sin(ωt).
(A4)
The solutions to the flow equations at s = 1 given our
boundary conditions at s = 0 are now given by,
B2 =
1
4
(4Bz − ω) cos
(
4Bp sin
(
tω
2
)
ω
)
−Bp sin
(
tω
2
)
sin
(
4Bp sin
(
tω
2
)
ω
)
+
ω
4
,
B0 =
1
4
sin
(
tω
2
)
(ω − 4Bz) sin
(
4Bp sin
(
tω
2
)
ω
)
,
−Bp sin
(
tω
2
)
cos
(
4Bp sin
2
(
tω
2
)
ω
)
,
B1 =
1
2
Bp sin(tω) cos
(
4Bp sin
(
tω
2
)
ω
)
,
− 1
4
(ω − 4Bz) cos
(
tω
2
)
sin
(
4Bp sin
(
tω
2
)
ω
)
.
(A5)
After taking an average over one period we end up with
the effective time independent Hamiltonian
Heff =
(
B2 B0
B0 −B2
)
B2 =
1
4
(
ω + (4Bz − ω)J0
(
4Bp
ω
)
− 4BpJ1
(
4Bp
ω
))
B0 = BpJ2
(
4Bp
ω
)
−BzJ1
(
4Bp
ω
)
.
(A6)
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Appendix B: Effective Hamiltonians
For the lowest order Magnus expansion the effective
Hamiltonian is,
Heff =
1
T
∫ t
0
dt
(
H(t) + i
∫ t
0
dt1 [H(t1), H(t)]
)
. (B1)
This will be a reference point for our flow equation ap-
proach.
1. Flow equation approach for the XY-spin chain
with anti-symmetric exchange
We find that at each flow-step of Eq.(10) the Hamilto-
nian H(s) retains the form
H(s, t) =
∑
i
(
c1(s, t)S
x
i S
x
i+1 + c2(s, t)S
y
i S
y
i+1
+c3(s, t)S
x
i S
y
i+1 + c4(s, t)S
y
i S
x
i+1 + c5(s, t)S
z
i
)
,
(B2)
where our initial Hamiltonian, Eq.(32), tells us that we
have the initial conditions
c1(0, t) = Jx,
c2(0, t) = Jy,
c3(0, t) = D,
c4(0, t) = −D,
c5(0, t) = h0 + h(t).
(B3)
Defining hI(t) :=
∫ t
0
dt′h(t′) we can compactly write
the flow equations for the coefficients as
dc1(s, t)
ds
= hI(t) · (c3(s, t) + c4(s, t)),
dc2(s, t)
ds
= −hI(t) · (c3(s, t) + c4(s, t)),
dc3(s, t)
ds
= hI(t) · (c2(s, t)− c1(s, t)),
dc4(s, t)
ds
= hI(t) · (c2(s, t)− c1(s, t)),
dc5(s, t)
ds
= −h(t).
(B4)
The solution at s = 1 is found as
c1(1, t) = J +
∆J
2
cos(2hI(t)),
c2(1, t) = J − ∆J
2
cos(2hI(t)),
c3(1, t) = D − ∆J
2
sin(2hI(t)),
c4(1, t) = −D − ∆J
2
sin(2hI(t)),
c5(1, t) = h0.
(B5)
Taking the explicit form h(t) = h sin(ωt), we can take
a time average over a period of the Hamiltonian and find
the approximate Hamiltonian at stroboscopic times as
Heff =
∑
i
(J (f)x S
x
i S
x
i+1 + J
(f)
y S
y
i S
y
i+1 +D
(f)
+ S
x
i S
y
i+1
+D
(f)
− S
y
i S
x
i+1 + h0S
z
i ),
J (f)x := J +
∆J
2
cos
(
2h
ω
)
J0
(
2h
ω
)
,
J (f)y := J −
∆J
2
cos
(
2h
ω
)
J0
(
2h
ω
)
,
D
(f)
± := ±D −
∆J
2
sin
(
2h
ω
)
J0
(
2h
ω
)
.
(B6)
2. Flow equation approach for the J1 − J2 model
with time dependent magnetic field in x-direction
We find that at each flow-step [using Eq.(10)] the
Hamiltonian has the form,
H(s, t) =
∑
n
∑
i
(
Cnxx(s, t)S
x
i S
x
i+n + C
n
yy(s, t)S
y
i S
y
i+n
+Cnzz(s, t)S
z
i S
z
i+n + C
n
yz(s, t)(S
z
i S
y
i+n + S
y
i S
z
i+n)
)
+
∑
i
h˜(s, t)Szi ,
(B7)
where our initial Hamiltonian, Eq.(35), gives us the
boundary conditions
Cnxx(0, t) = Jn,
Cnyy(0, t) = Jn,
Cnzz(0, t) = ∆Jn,
Cnyz(0, t) = 0,
h˜(0, t) = h(t).
(B8)
Defining hI(t) :=
∫ t
0
dt′h(t′) we find that an infinitesimal
step implies the flow equations
dCnxx(s, t)
ds
= 0,
dCnyy(s, t)
ds
= 2hI(t) · Cnyz(s, t),
dCnzz(s, t)
ds
= −2hI(t) · Cnyz(s, t),
dCnyz(s, t)
ds
= −hI(t) · (Cnyy(s, t)− Cnzz(s, t)),
dh˜(s, t)
ds
= −h(t).
(B9)
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The solution at s = 1 is found as
Cnxx(1, t) = Jn,
Cnyy(1, t) =
Jn
2
(
2 + 2Jzn − 1) sin2(hI(t))
)
,
Cnzz(1, t) =
Jn
2
(
2 + 2(Jzn − 1) cos2(hI(t))
)
,
Cnyz(1, t) =
Jn
2
(Jzn − 1) sin(2hI(t)),
h˜(1, t) = 0
(B10)
For the special case of
h(t) = B
{
1; 2npi < ωt < 2npi + pi
−1; 2npi + pi < ωt < 2(n+ 1)pi ; n ∈ Z
(B11)
we find
Heff =
2∑
n=1
∑
i
(JnS
x
i S
x
i+1 + J
y
nS
y
i S
y
i+n + J
z
nS
z
i S
z
i+n
+ Γn(S
z
i S
y
i+n + S
y
i S
z
i+n)),
Jyn :=
Jn
4
(
2Jzn −
(Jzn − 1)ω sin
(
2piB
ω
)
piB
+ 2
)
,
Jzn :=
Jn
(
(Jzn − 1)ω sin
(
2piB
ω
)
+ 2pi(Jzn + 1)B
)
4piB
,
Γn :=
(Jzn − 1)Jnω sin2
(
piB
ω
)
2piB
.
(B12)
Appendix C: Time evolution operator for the XY
model with time-dependent magnetic field in
z-direction
The equation for the time evolution operator in this
case has the form
i∂tU(t) =
∑
k
HkU(t), (C1)
with [Hk, Hk′ ] = 0, ∀k 6= k′. One may make a separation
of variables ansatz
U =
∏
k
Uk, (C2)
where we assume that [Uk, Uk′ ] = 0, ∀k 6= k′. Inserting
this ansatz into Eq.(C1) gives
i
∑
k
(∂tUk)
∏
k′ 6=k
Uk′
 = ∑
k
HkUk
∏
k′ 6=k
Uk′
 . (C3)
It is a sufficient condition for this equation to be fulfilled
that it is satisfied term by term. This yields
i(∂tUk) = Hk(t)Uk. (C4)
In our case generically Hk(t) has the form
Hk(t) = (c
†
k, c−k)
(
Hk11(t) H
k
12(t)
Hk21(t) H
k
22(t)
)(
ck
c†−k
)
. (C5)
An ansatz for Uk therefore is
Uk(t) =A
k
0(t) +A
k
1(t)c
†
kck +A
k
2(t)c
†
−kc−k +A
k
3(t)c−kck
+Ak4(t)c
†
−kc
†
k +A
k
5(t)c
†
−kc
†
kc−kck,
(C6)
which indeed fulfills [Uk, Uk′ ] = 0, ∀k 6= k′. Inserting the
ansatz in Eq.(C4) we find that it is consistent since no
further terms appear. By equating coefficients we find
∂Ak(t)
∂t
= i

−Hk22(t) 0 0 0 Hk21(t) 0
−Hk11(t) −Hk11(t)−Hk22(t) 0 0 −Hk21(t) 0
Hk22(t) 0 0 0 −Hk21(t) 0
−Hk21(t) −Hk21(t) −Hk21(t) −Hk22(t) 0 Hk21(t)
Hk12(t) 0 0 0 −Hk11(t) 0
0 −Hk22(t) Hk11(t) Hk12(t) −Hk21(t) −Hk11(t)
A
k(t), (C7)
as a linear system of equations for the coefficients Aki
from the ansatz, where we defined
Ak(t) = (Ak1(t), A
k
2(t), A
k
3(t), A
k
4(t), A
k
5(t))
T . (C8)
The initial conditions for a time evolution operator in
this notation are
Ak(0) = (1, 0, 0, 0, 0)T , (C9)
24
where T denotes the transpose here (not the period of
the time-dependent Hamiltonian). From here the time
evolution operator was evaluated numerically.
Appendix D: Numerical calculation of time
evolution operators using exact diagonalization
To study the J1-J2 models in Eqs. (35), (39) and their
approximate counterparts in Eqs. (48), (51) we employ
exact diagonalization [97]. We note that the time evolu-
tion of a given initial state is more efficiently calculated
using Krylov subspace methods, as in Ref. [57], and that
DMRG-based methods are more powerful in the Floquet-
MBL regime [98], being capable of reaching larger system
sizes. Here we want, however, to compare the full time
evolution operators using the most unbiased numerical
method possible. To calculate this operator for a given
(exact or approximate) Hamiltonian, we write
H (t) = H0 + V (t) , (D1)
where V (t) ≡ 0 for the time-independent effective Hamil-
tonians. We next “Trotterize” the problem by introduct-
ing discrete time steps tj = jT/Nsteps ≡ jδt, where δt is
chosen small enough not to affect the results. Here T is
the period of the time-dependent Hamiltonian. Then the
time evolution operator over a period is given by
U(T, 0) =
Nsteps−1∏
j=0
U (tj+1, tj) , (D2)
where, using a second-order Trotter-Suzuki decomposi-
tion [99], we write
U (t+ δt, t) = exp
[
− iδt
2~
V
(
t+
δt
2
)]
exp [−iδtH0/~]
× exp
[
− iδt
2~
V
(
t+
δt
2
)]
. (D3)
If the time-dependence of V (t) factors out, i.e. V (t) =
f(t)V0, the problem of calculating U(T, 0) can be reduced
to two matrix diagonalizations, of H0 and V0, respec-
tively, and numerically efficient matrix-matrix multipli-
cations. If one of the matrices is integrable the problem
can be simplified further, as in Ref. [37], but we do not
assume that here. We write H0 and V (t) in a basis im-
plementing translational invariance, and, for Eqs. (39),
(51) also magnetization conservation [97]. The full di-
agonalization of the two matrices is achieved using the
FEAST Eigenvalue Solver [100].
Appendix E: Transverse Ising model: BCH, Flow
and replica Hamiltonians
In this section we summarize the treatment of the
transverse Ising model.
1. Flow equations for the delta function model
The flow equations for the δ-function model, Eq.(55),
in our approximation, Eq.(10), are found as
dCF,δx (s, t)
ds
= −hx(δ(t)− 1),
dCF,δz (s, t)
ds
= −hz(δ(t)− 1),
dCF,δxx (s, t)
ds
= −4hz(t− 1)CF,δxy (s, t),
dCF,δxy (s, t)
ds
= 2(t− 1)[hz(CF,δxx (s, t)− CF,δyy (s, t))− hxCF,δxz (s, t)],
dCF,δyy (s, t)
ds
= 4(t− 1)[hzCF,δxy (s, t)− hxCF,δyz (s, t)],
dCF,δxz (s, t)
ds
= 2(t− 1)[hxCF,δxy (s, t)− hzCF,δyz (s, t)],
dCF,δyz (s, t)
ds
= 2(t− 1)[hzCF,δxz (s, t) + hx(CF,δyy (s, t)− CF,δzz (s, t))],
dCF,δzz (s, t)
ds
= 4hx(t− 1)CF,δyz (s, t),
(E1)
with initial conditions
CF,δx (0, t) = hxδ(t),
CF,δz (0, t) = hzδ(t),
CF,δzz (0, t) = Jz,
CF,δxx (0, t) = C
F,δ
xy (0, t) = 0,
CF,δyy (0, t) = C
F,δ
xz (0, t) = C
F,δ
yz (0, t) = 0.
(E2)
The solution at s = 1 gives coefficients
CF,δx/z = hx/z,
CFxx =
h2xh
2
zJz(12h− 8 sin(2h) + sin(4h))
8h5
,
CF,δxy =
h2xhzJz sin
4(h)
h4
,
CF,δxz =
hxhzJz
(
h
(
2h2z − h2x
)
+ sin(2h)
(
h2x − h2z
)− h2x sin(4h)4 )
2h5
,
CF,δzz =
Jz
(
4h
(
h4x + 2h
4
z
)
+ h4x sin(4h) + 8h
2
xh
2
z sin(2h)
)
8h5
,
CF,δyz =
hxJz sin
2(h)
(
h2x cos(2h) + h
2
x + 2h
2
z
)
2h4
,
CF,δyy = −
h2xJz(sin(4h)− 4h)
8h3
,
CF,δxzz = 0.
(E3)
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2. Flow equations for the Heaviside θ-function
model
The flow equations for the Heaviside θ-function model,
Eq.(56), in our approximation, Eq.(10), are found to gen-
erate an infinite amount of terms. This means an exact
solution of (10) is impossible in turn this also means that
a rotating frame approximation is impossible because
matrix exponentials and also the rotation of operators
induced by it cannot be calculated. Our method allows
to truncate terms and therefore find an approximate ro-
tating frame transformation. The terms that appear in
Eq.(57) are generated quickly when using an ansatz that
starts with the form of the original Hamiltonian, and
subsequently adding the new terms that appear to that
ansatz. This motivates one to include as many terms
from the Hamiltonian Eq.(57) as possible while still al-
lowing for a compact analytical result. We choose the
ansatz Hamiltonian,
HF,θAnsatz(s) =
∑
i
[
CF,θx σ
x
i + C
F,θ
z σ
z
i + C
F,θ
yy σ
y
i σ
y
i+1
+ CF,θzz σ
z
i σ
z
i+1 + C
F,θ
xz (σ
x
i σ
z
i−1 + σ
x
i σ
z
i+1)
+ CF,θyz (σ
y
i σ
z
i−1 + σ
y
i σ
z
i+1)
+ CF,θxzzσ
x
i σ
z
i−1σ
z
i+1
]
.
(E4)
The flow equations, Eq.(10), give us the following equa-
tions for the coefficients
dCF,θx (s, t)
ds
= −(4JzCF,θyz (s, t)fI(t) + hxf(t), )
dCF,θz (s, t)
ds
= −hzf(t),
dCF,θyy (s, t)
ds
= 4hxC
F,θ
yz (s, t)fI(t),
dCF,θxz (s, t)
ds
= 2hzC
F,θ
yz (s, t)fI(t),
dCF,θyz (s, t)
ds
= 2fI(t)(JzC
F,θ
x (s, t)− hzCF,θxz (s, t),
+ JzC
F,θ
xzz(s, t)− hxCyy(s, t) + hxCzz(s, t)),
dCF,θzz (s, t)
ds
= (Jzf(t)− 4hxCF,θyz (s, t)fI(t)),
dCF,θxzz(s, t)
ds
= −4JzCF,θyz (s, t)fI(t),
(E5)
where f(t) = θ
(
t− 12
)
, fI(t) = t+ (1− 2t)θ
(
t− 12
)
and
θ the Heaviside function.
The initial conditions are
CF,θx (0, t) = hx(f(t) + 1),
CF,θz (0, t) = hz(f(t) + 1),
CF,θzz (0, t) = −Jz(f(t)− 1),
CF,θxx (0, t) = C
F,θ
xy (0) = 0,
CF,sgnyy (0, t) = C
F,sgn
xz (0, t) = C
F,sgn
yz (0, t) = 0.
(E6)
The solution at s = 1 implies that the coefficients are
CF,sgnx = hx −
4hxJ
2
z
γ2
(
1− sin(γ)
γ
)
,
CF,sgnz = hz,
CFxx = C
F,sgn
xy = 0,
CF,sgnxz =
2hxhzJz
γ2
(
1− sin(γ)
γ
)
,
CF,sgnzz = Jz −
4h2xJz
γ2
(
1− sin(γ)
γ
)
,
CF,sgnyz =
2hxJz
γ2
(1− cos(γ)),
CF,sgnyy =
4h2xJz
γ2
(
1− sin(γ)
γ
)
,
CF,sgnxzz =
8hxJ
2
z
γ2
(
sin(γ)
γ
− 1
)
,
(E7)
where γ =
√
4h2x + h
2
z + 4J
2
z .
3. Result for the BCH idenity
For the BCH idenity one finds coefficients
CBCHx = hx,
CBCHz = hz,
CBCHzz = Jz,
CBCHyz = hxJz,
CBCHxx = C
BCH
xy = C
BCH
xz = C
BCH
yy = C
BCH
xzz = 0.
(E8)
4. Result for the replica approximation
The coefficients for the replica case were taken from
Ref.[81] as
CRx = hx
(
Jz cot(2Jz) +
1
2
)
,
CRz = hz,
CRzz = Jz,
CRyz =
1
2
hxJz,
CRxzz = hx
(
Jz cot(2Jz)− 1
2
)
,
CRxx = C
R
xy = C
R
xz = C
R
yy = 0.
. (E9)
