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In a nuclear reactor containment, wall condensation forms with noncondensable gases
and their accumulation near the condensate film leads to a significant reduction in heat
transfer. In the framework of nuclear reactor safety, the film condensation in the presence
of noncondensable gases is of high relevance with regards to safety concerns as it is closely
associated with peak pressure predictions for containment integrity and the performance
of components installed for containment cooling in accident conditions. In the present
study, CUPID code, which has been developed by KAERI for the analysis of transient two-
phase flows in nuclear reactor components, is improved for simulating film condensation
in the presence of noncondensable gases. In order to evaluate the condensate heat transfer
accurately in a large system using the two-fluid model, a mass diffusion model, a liquid
film model, and a wall film condensation model were implemented into CUPID. For the
condensation simulation, a wall function approach with a heat/mass transfer analogy was
applied in order to save computational time without considerable refinement for the
boundary layer. This paper presents the implemented wall film condensation model, and
then introduces the simulation result using the improved CUPID for a conceptual
condensation problem in a large system.
Copyright © 2015, Published by Elsevier Korea LLC on behalf of Korean Nuclear Society.1. Introduction
The filmwise steam condensation on a wall plays an impor-
tant role in the heat transfer processes in many industrial
applications. However, when noncondensable gases are pre-
sent during condensation, the heat transfer can be degraded
significantly by the gases accumulating near the interfaceho).
d under the terms of the
ich permits unrestricted
cited.
sevier Korea LLC on behabetween the liquid film and the gas mixture [1]. In the
framework of nuclear reactor safety, the film condensation in
the presence of noncondensable gases is of high safety rele-
vance since it is closely associated with peak pressure pre-
diction in the containment and performance of components
installed for the containment cooling in accident conditions,
such as passive containment cooling systems. Therefore, aCreative Commons Attribution Non-Commercial License (http://
non-commercial use, distribution, and reproduction in any me-
lf of Korean Nuclear Society.
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performed in order to investigate it and obtain accurate
knowledge of condensation rates.
Up to now, lumped parameter simulation codes have been
used for the prediction of thermal-hydraulic behaviors in
containment buildings due to their large volume and long
transient times which need to be simulated. Even though the
lumped parameter codes cannot reproduce multidimensional
phenomena adequately, acceptable estimates of heat transfer
can be provided in reasonable computational time since those
codes have been validated and improved against a vast
experimental database. Recently, however, with increasing
computing power,more andmore researchers are resorting to
computational fluid dynamics (CFD) in order to capture the
details of multidimensional phenomena more accurately in
nuclear applications, and hence overcome the drawbacks of
the lumped parameter codes [2].
A comprehensive benchmarking activity using CFD codes
for wall condensation was undertaken in the frame of SARNET
[3], with the aim of setting up and developingmodels for steam
condensation in conditions of interest for nuclear reactor con-
tainments. The benchmarking activity was performed against
CONAN [4] experimental facility by various participants. Two
different types of wall condensation models, in particular, the
diffusion of vapor towards the interface, were tested: a local
diffusion approach, which evaluates themass flux using Fick's
law approach; and the heat and mass transfer analogy, which
uses theheat andmass transfer coefficientmodels. The former,
sometimes referred to as a resolved boundary method [2], an-
alyzes the wall film condensation with a considerable refine-
ment ofmeshes close to the wall for an adequate evaluation of
the mass fraction gradient of noncondensable gas. The latter,
also known as a wall function method [2], does not require the
refined discretization close to the wall, but the application can
be limited to the conditions where the wall function is valid. In
the SARNET benchmark, generally satisfactory prediction re-
sults were obtained with the two approaches thanks to the
simplicity of the addressed system configuration. Martı´n-
Valdepe~nas et al. [5] also tested four different wall film
condensationmodels in the presence of noncondensable gases
using CFX-4 (AEA Technology Plc., Harwell, UK), an experi-
mental correlation approach with three different heat and
mass transfer analogy approaches. Recently, Vyskocil et al. [6],
Zschaeck et al. [7], and Dehbi et al. [1] analyzed wall conden-
sation heat transfer and an air-steammixture for containment
application using commercial CFDs, ANSYS-CFX (ANSYS Inc.,
Canonsburg, PA, USA) and FLUENT (ANSYS Inc.). The local
diffusion approach was applied and the performance of the
condensation models was tested on various experimental da-
tabases, such as CONAN test [4], PANDA [8], Kuhn test [9],
COPAIN [10], TOSQAN [11], and on experimental models
devisedbyUchida et al. [12], Tagami [13], Dehbi et al. [14], and so
on. Dehbi [2] simulated wall film condensation in the presence
of noncondensable gases using ANSYS FLUENT and investi-
gated the effect of near-wall mesh resolution on CFD pre-
dictions. He found that the wall function approach can under-
predict condensation rates at boundary layer onset but if the
boundary layer is developed, its predictions are reasonable.
In these CFD analyses listed above, a single-phase flow
approach was applied and the effects of the condensationprocess on the flow and species distribution in the mixture
phase were considered via user defined mass and energy sink
terms.A liquidfilmonacondensatewallwasneglectedand this
assumptionwas justified based on the fact that the condensate
filmheat transfer coefficient ismuch larger than theconvective
counterpartwhen thenoncondensable amounts are significant
[15]. In this way, most of the CFD analyses for the wall film
condensation have been performedwith the single-phase flow
approach and not much research has been carried out with
two-phase flow approaches. Mimouni et al. [16,17] proposed a
wall condensation model for NEPTUNE-CFD which in-
corporates the two-fluidmodel for its governing equations and
the condensation rate was estimated using the heat and mass
transfer analogy approach. The model was validated against
experimental data provided by TOSQAN [11] and COPAIN [10].
Meanwhile, a commercial CFD code, STAR-CCMþ [18], provides
the wall condensation simulation with a thin liquid film using
the fluid-film model. In the model, separate governing equa-
tions for the liquid film enable simulation of the falling liquid
film on a condensate wall. The heat and mass transfer of the
condensation in the presence of noncondensable gases is
evaluated using the local diffusion approach. These two wall
condensationmodels showed the advantages of the two-phase
flow approaches in taking into account the effect of liquid film
velocity on the gas velocity near the wall and their better
applicability to more general conditions.
In the present study, the wall film condensation model was
implemented into a computational multi fluid dynamics code
developed at KAERI, named CUPID [19], which uses the two-
fluid model for the governing equations. The ultimate objec-
tive of the implementation is extending its capability to the
condensation heat exchanger analysis of a passive contain-
mentcoolingsystem.Atfirst, since thecurrentversionofCUPID
does not include species mass transfer terms by a diffusion
process, which are of crucial importance for the estimation of
the noncondensable gas mass fraction on the liquid film sur-
face, they were added into the mass and energy equations of
CUPID. After that, the wall film condensation model was pro-
posed based on the two-phase flow approach. Considering the
large computational domain of the realistic application of the
model, the wall function approach was adopted for the model
without requiring a very fine computational grid. In this paper,
the addedmass diffusion terms are described and the code-to-
code verification result for the terms against a commercial CFD
code, STAR-CCMþ, is presented. Afterwards, the wall film
condensation model implemented into CUPID is summarized.
For the verification of the model, a conceptual problem in the
Dehbi [2] study was selected which dealt with a film conden-
sation in a large control volumeand the comparison resultwith
the results from literature are discussed in order to confirm the
validity of the implemented model.2. Implementation of mass diffusion model
into CUPID
The CUPID code has been developed at KAERI for a transient,
three-dimensional analysis of two-phase flows in light-water
nuclear reactor components [19]. It can provide both a
Fig. 1 e Conceptual problem for mass diffusion of a
noncondensable gas.
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porous medium or an open medium model for a two-phase
flow, respectively. It is based on a transient two-fluid, three-
field model for a two-phase flow. The two fluids are gas and
liquid, and the three fields refer to gas, continuous liquid, and
droplets. Relevant physical models have been developed to
close the governing equations, such as interfacial transfer
models and the equations of state. The CUPID code has been
validated against a set of test problems consisting of standard
conceptual problems and experimental data. Its governing
equations, numerical methods, and physical models are pre-
sented in Jeong et al. [20] and recent advances in the CUPID
code are summarized in Yoon et al. [21], including the paral-
lelization, coupling with the nuclear reactor system analysis
code for a multi-scale analysis, and its application for the
steam generator analysis.
CUPID includes the mass conservation equation of the
noncondensable gas so that the gas mixture of steam and a
noncondensable gas can be handled. Nevertheless, it neglects
the mass and energy transfer due to a species diffusion
induced by the spatial gradient of their mass fractions. This
limits its gas mixture simulation capability to a highly
convective flow where the effect of the mass diffusion can be
ignored. In the filmwise condensation simulation, however,
the speciesmass diffusion plays an important role to estimate
the noncondensable gasmass fraction in a computational cell.
If condensation occurs, the noncondensable gas accumulates
near the interface between the gasmixture and the liquid film.
At the same time, the accumulated noncondensable gas can
be diluted by the species mass diffusion. Therefore, the
noncondensable gas mass fraction can be over-predicted
without considering the mass diffusion because of the over-
estimated accumulation. This certainly results in the under-
estimation of the film condensation rate. For this reason, the
mass diffusion of the gas species and subsequent energy
transfer with the species transport were implemented in the
CUPID code to extend its capability to the film condensation.
The modified species mass conservation equation and the
energy transport equation are given by:
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where mn is the noncondensable gas mass fraction, hn is the
noncondensable gas enthalpy, hv is the vapor enthalpy, and D
is the effective diffusivity which is the sum of the molecular
diffusivity [22] and turbulent diffusivity [23]. The two terms
underlined were added for the film condensation simulation
in the present work.
For the verification of the implemented mass diffusion
model, a conceptual problem was analyzed and thecalculation result was compared with STAR-CCMþ result.
Fig. 1 gives the problem description and indicates the
computational domains, initial, and boundary conditions. The
two-dimensional channel has a 10mwidth and a 24m height,
the same as Dehbi's [2] conceptual problem. Initially, the
channel was filled with a steam-air mixture with 50% steam
by mass. Then, a steam-air mixture was injected from the
inlet with air mass fractions of 80% and 50% for the central
region and the other regions, respectively. The inlet fluid ve-
locity and temperaturewere 0.3m/s and 405 K. On the outlet, a
constant pressure boundary condition was imposed to 4.0
bars. The calculations were conducted with the standard k-ε
turbulence model and the gravitational force was excluded
focusing on the effect of the mass diffusion term; 24,000
(100  240) cells were used for the conceptual problem.
In total, three cases of calculations were carried out with
CUPID: (1) without the mass diffusion term (Case-1); (2) with
the mass diffusion term (Case-2); and (3) with mass diffusion
and 10 times larger mass diffusivity than Case-2, in order to
show its qualitative influence on the noncondensable gas
mass fraction (Case-3). Fig. 2 shows the calculation results of
the air mass fraction for the three cases. The gradual diffusion
of the noncondensable gas in the lateral direction and the
increase of themass diffusionwith themass diffusivity can be
simulated reasonably. For more quantitative verification of
the applied terms, the calculation result of the second case
was compared with the STAR-CCMþ calculation results in
Fig. 3, and they showed a very good agreement with each
other. Supported by these simulations of a conceptual prob-
lem, it was verified that the mass diffusion model had been
implemented into CUPID appropriately.
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Fig. 2 e Calculation results: effect of mass diffusion term. (A) Noncondensable gas mass fraction. (B) Noncondensable gas
mass fraction at the outlet.
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Fig. 3 e Code-to-code verification result: CUPID versus
STAR-CCMþ.
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model into CUPID
In the film condensation process, a thin liquid film is created
on the condensate wall and it flows down along the wall.
Generally, the thickness of the liquid film is too thin to resolve,
so a subgrid liquid filmmodel was implemented into CUPID in
order to capture its behavior. CUPID gives the liquid filmmass
flow rate (Gf), the pressure drop, and the gas velocity in the
wall adjacent cells to the liquid film model, then solves a
momentum equation for the liquid film with the given mass
flow rate and evaluates the wall and interfacial shear stresses.
The evaluated stresses are transferred to CUPID and employed
in the momentum equations of the two-fluid model. This
exchange of information between CUPID and the liquid film
model is repeated for all wall cells at every time step. The
liquid film model is presented by Ghiaasiaan [24] with a fully
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 5 6 7e5 7 8 571developed liquid film assumption. The momentum equation
of a liquid film is:
d
dy


ðvl þ EÞ dUldy

 1
rl
dP
dz
þ g sin q ¼ 0; (3)
where E is the eddy diffusivity in the liquid film and the cor-
relation of Mudawar and El-Marsi [26] was applied to it. For
boundary conditions, Ul ¼ 0 at the wall and dUl=dy ¼ ti=ml at
the interface were imposed. The interfacial shear stress is
expressed as:
ti ¼ _f 12 rg
Ug  UiUg  Ui; (4)
where _f is the interfacial friction factor which makes the
interfacial shear stress identical to the gas side shear stress
evaluated by the law of the wall [25]. The nondimensionalized
form of Eq. (3) can be numerically integrated if a mass flow (Gf)
is given and the liquid film thickness (df) is guessed. The ve-
locity profile can then be obtained. For the numerical inte-
gration, 16 computational nodes were used across the liquid
film thickness. The velocity profile is integrated to check the
satisfaction of Eq. (5) and if it is not satisfied, the guessed
liquid film thickness is modified until the convergence is
achieved, as shown in Fig. 4.
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Once the liquid film thickness and velocity profile are ob-
tained, the wall shear stress of the liquid and the interfacial
shear stress can be evaluated and used in CUPID's two-fluid
model momentum equations.
In order to verify the implemented liquid film model in
CUPID, a conceptual problem for a downward liquid film as
shown in Fig. 5, was simulated. The conceptual problem is the
simulation of the downward liquid film flow over a hypo-
thetical vertical wall which is 2 m long. The channel width is
0.25m andwater is assumed to enter the channel from the top
with a 0.12 kg/ms mass flow rate. The CUPID calculation re-
sults were compared with the analytical solution obtained
from Eqs. (3) and (5) and the STAR-CCMþ simulation results.
The liquid film thickness of CUPID was calculated from the
liquid volume fraction and the width of the first cell from the
wall. In the STAR-CCMþ calculation, the fluid-filmmodel [18],
which is devoted to thin film simulation, was applied. As
shown in Fig. 6, the predicted downward liquid velocities in
the wall adjacent cells were markedly decreased by the
implementation of thewall shear stressmodel.Without it, the
wall shear stress is under-estimated because the velocity
gradient across the thin liquid film cannot be taken into ac-
count which results in significantly over-predicted liquid ve-
locity. With the implemented model, the predicted liquid
velocity and the film thickness are in reasonably good agree-
ment with the analytical solution after being fully-developed
and the STAR-CCMþ calculation results as presented in0.1m
Liquid inlet
m = 0.12kg/m·s
Stagnant boundary condition
Initial condition
α = 1.0
Xn = 1.0
Cells: 20 × 100
2.0m
Fig. 5 e Conceptual problem for liquid film model.
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film thickness.
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simulation result was < 2%.
A wall film condensation model was implemented into
CUPID after the implementation of the liquid film model,
which combines the models proposed by Ghiaasiaan [24] and
Naylor and Friedman [27]. The following are the equations for
the wall film condensation model.
e The interface temperature
Ti ¼ Ts

Xv;iP

; (6)Fig. 7 e Vapor mole fraction near the condensation wall.where Ti represents interface temperature and Xv,i is a vapor
mole fraction at the interface. As shown in Fig. 7, mole frac-
tion of steam decreases relatively at the interface because of
noncondensable gas accumulation near the condensation
wall. Therefore, the mole fraction of the interface should be
estimated using bulk stream data transferred from CUPID.
The flow properties and variables at yþ ¼ 250 were selected for
the bulk stream values. This selection of the bulk properties
was devised from the methodology determining mean-flow
liquid temperature in boiling heat transfer simulations
[28e30].e Mass fraction at the interface
mv;i ¼ Xv;iMv
Xv;iMv þ

1 Xv;i

Mn
; (7)where Mv and Mn represent molecular weights of vapor and
noncondensable gas, respectively.
e Condensation mass flux.
The condensation mass flux is evaluated with and without
suction correction factors as below,
m
00 ¼ Kg;iBwithout suction correction;
m
00 ¼ Kg;iBqb with Bird's suction correction factor ðqbÞ;
m
00 ¼ Kg;iBqc with Dehbi's suction correction factor ðqcÞ;
(8)
where Kg;i is the mass transfer coefficient, B ¼

mv;imv;b
1mv;i
	
,
qb ¼ lnð1þBÞB , and qc ¼ 12 ð1þ qbÞ. Since there is a disagreement
about the widely used Bird approach for its over-estimation of
the condensation rate [1], two suction correction factors were
applied to investigate their effect. The mass transfer coeffi-
cient was obtained from the wall function approach intro-
duced in Martı´n-Valdepe~nas et al. [5] based on the heat and
mass transfer analogy as below.
Kg;i ¼ Hg;i

rgDg
kg
	
Sc
Pr
	1=3
(9)
In this equation, the mass transfer coefficient (Kg,i) was
evaluated from the convection heat transfer coefficient (Hg,i),
calculated using the wall law.
e Heat balance equation
Hg;i

Tg  Ti
 kf
df
ðTi  TwÞ þm00hfg ¼ 0; (10)
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model and the liquid-side heat transfer rate was obtained
with the assumption that the temperature profile of the liquid
film is linear.
A solution procedure is shown in Fig. 8 and the primary
unknown in Eqs. (6)e(10) is vapor mole fraction at the inter-
face. For the calculation, the mole fraction at the interface
(Xv,i) is assumed at first, and interface temperature (Ti) and
mass fraction of vapor (mv,i) are calculated using the mole
fraction. Thereafter, the condensation mass flux (m00) at the
gas/liquid interface was calculated using Eq. (8). Total mass
flow rate of a liquid film can then be obtained from the sum of
the condensation mass flow rate and the convective mass
flow rate from the upstream cell. When the total mass flow
rate is determined, the film thickness can be calculated from
the liquid film model. With the calculated film thickness, the
interfacial heat transfer coefficient, and the condensation
mass flux, the satisfaction of the heat balance equation at the
interface, Eq. (10), is evaluated. By an iterative solution
method, the solutions of Eqs. (6)e(10) can be obtained and the
calculation proceeds to the next cell.
In a bid to connect this wall film condensation model
described above with CUPID, the following terms in the gov-
erning equations of the two-fluid model were modified: wall
shear stress; wall heat transfer; interfacial area concentration;
interfacial shear stress; and interfacial heat transfer co-
efficients for gas and liquid.Fig. 8 e Flowchart of the waIn the original version of CUPID, the wall shear stress was
evaluated by assuming that the portions of the two phases
that cover the wall for the momentum exchange are deter-
mined from the volume fractions of each phase, and hence
the wall shear stresses for each phase are weightedwith them
as shown below,
_Mk;wall ¼ V$½akðmkVUkÞ; (11)
where, k is gas or liquid. If the wall condensation model is
activated, however, the wall is not covered by gas mixture but
solely by liquid and the momentum exchange between the
wall and a fluid should be considered for the liquid phase only.
To this end, the wall shear stress terms for two phases were
modified at first,
_Mg;wall ¼ 0; and _Ml;wall ¼ V$½ðmlVUlÞ: (12)
In addition to this, the wall shear stress is associated with
the velocity gradient in a liquid film obtained from the liquid
film model as follows,
mlVUl ¼ ml
Ul;1  Ul;0
dy
; (13)
where Ul,0 and Ul,1 are the wall velocity and the liquid velocity
at the first node from the wall in the liquid film subgrid,
respectively. With these modifications, the implemented
liquid film model explicitly imposes the wall shear stress to
the momentum equations of the two-fluid model.ll condensation model.
Fig. 9 e Conceptual problem for the film condensation
model.
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gas and the wall is set to zero and that between the liquid film
and the wall is calculated from the film condensation model,
q
00
l ¼ kl
Tl;1  Tl;0
dy
; (14)
where Tl,0 and Tl,1 are the wall temperature and the liquid
temperature at the first node from the wall in the liquid film
subgrid, respectively.
The interfacial area concentration appears in the interfa-
cial transfer terms of the two-fluidmodel. If the condensation
model is activated, considering the topology of the liquid film,
the interfacial area concentration is calculated as below,
ai ¼ AiVcell ¼
1
W
; (15)
where W is the width of the cell for two-dimensional quadri-
lateral mesh.
In the two-fluid model of CUPID, interfacial shear stress is
modelled with the relative velocity between two phases,
ti ¼ 12 firg
Ug  UlUg  Ul; (16)
where the velocities are phasic averaged ones in a cell. In the
filmwise condensation model, it is calculated with the inter-
face velocity as presented in Eq. (4) and for consistency in
interfacial momentum exchange evaluation between the
liquid film model and the two-fluid model, the interfacial
friction factor in the two-fluid model was modified as below,
ti ¼ 12 firg
Ug  UlUg  Ul ¼ 12 _frg
Ug  UiUg  Ui; (17)
fi ¼
_f
Ug  UiUg  UiUg  UlUg  Ul : (18)
The phase change rates are:
Gg;film ¼
Hg;i

Tg  Ti
þ Hf ;iðTw  TiÞ
hg  hf ; (19)
in the film condensation model, and
Gg;CUPID ¼
Hg;i;CUPID

Tg  Ts
þHf ;i;CUPIDTf  Ts
hg  hf ;s ; (20)
in CUPID. It should be noted that the saturation temperature
in the two-fluid model, Ts, is calculated using the noncon-
densable mass fraction and pressure at the cell center, mn,cell
and Pcell, respectively, but one in the film condensation model,
Ti is the saturation temperature estimated with the noncon-
densable gas mass fraction and the pressure on the interface,
mn,i and Pi. Therefore, in order to reproduce the phase change
rate evaluated by the film condensation model, the interfacial
heat transfer coefficients in CUPID needs to be calculated in
the following manner:
Hg;i;CUPID ¼
Hg;i

Tg  Ti

Tg  Ts
 hg  hf ;s
hg  hf
 ; (21)
Hf ;i;CUPID ¼
Hf ;i

Tf  Ti

Tf  Ts
 hg  hf ;s
hg  hf
 : (22)From these modifications of the wall and interfacial shear
stresses and wall and interfacial heat transfers in the two-
fluid model, CUPID becomes capable of reproducing the
phase change rate, the liquid velocity, and the liquid tem-
perature predicted by the film condensation model.4. Verification of the implemented model for
a large system
Using the improved CUPID code, the wall film condensation in
a large system was analyzed and the conceptual problem of
Dehbi [2] was selected for verification. Then, the CUPID
calculation result was compared with Dehbi's [2] single phase
analysis method performed with the wall function approach.
Verification was sought by comparing the CUPID calculation
results with those of two different approaches. Any discrep-
ancies were then investigated. In this section, Dehbi's [2]
conceptual problem is described and the calculation results
with the two approaches are compared and discussed.
Dehbi [2] simulated in two dimensions the flow over a hy-
pothetical vertical wall condenser which is 20m long and 10m
wide. A 2 m distance above and below the condensate wall are
allowed for adiabatic flow conditioning. Fig. 9 shows the
computational domain of the problem and boundary condi-
tions. A steam-airmixturewith 50% steambymass is assumed
to enter the channel from the topwith a small velocity of 0.3m/
s. Thefluid entrance temperature is set to 405Kand thedomain
Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 5 6 7e5 7 8 575is held at 4.0 bars pressure. The condensatewall temperature is
maintained at 360 K. For the calculations, the standard k-ε
turbulence model was applied. A mesh convergence test was
carried out for the wall heat flux and the liquid film thickness
along the condensate wall in three different meshes, 75  120,
100 180, and 125 240 as presented in Fig. 10. Independent of
the width of the first cell from the wall, reasonably converged
results couldbeobtained and themaximumheat fluxdeviation
between the calculation results in the finest and the second
finest meshes were 5.3% near the condenser top and the aver-
ageddifferencewas1.2%.Basedon this convergence test result,
the second finest mesh was selected for the present analysis
discussedbelow. For the chosenmesh, themean yþ value of the
wall adjacent cells was 52.2.
Figs. 11e14 show the CUPID simulation results conducted
with Dehbi's [2] suction correction factor in Eq. (8). As the gas
mixture meets the cold wall and the condensation starts, the
void fraction near the condensate wall decreases as shown in
Fig. 11 and the liquid film thickness consequently increases as
shown in Fig. 10B. At the same time, the air mass fraction in
the wall adjacent cells increases sharply near the condenser
top due to the reduction of the steam mass by the condensa-
tion as indicated in Fig. 12. Proceeding downward from the0 5 10 15 20
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Fig. 10 e Mesh convergence test result. (A) Heat flux. (B)
Liquid film thickness.condenser top, due to the increasing density of gas mixture
with the air mass fraction, the gas velocity is accelerated as
seen in Fig. 13. This results in the increase of turbulent vis-
cosity and accordingly, turbulent diffusivity. It should be
noted that the air mass fraction along the condensate wall is
determined by the sum between its accumulation due to the
wall condensation and the dilution due to the mass diffusion.
In the present simulation result of Fig. 12, the airmass fraction
increases rapidly as the condensation starts, but makes a
turnaround and decreases gradually as the turbulent mass
diffusion effect becomes significant. Due to increasing veloc-
ity along the condensate wall and the decreasing noncon-
densable gas mass fraction below a certain elevation, the wall
heat flux and the condensation mass flux increase as shown
in Fig. 14. On the contrary, if the mass diffusion term is not
considered in the two-fluid model, the noncondensable gas is
merely accumulated near the condensate wall. Fig. 12 com-
pares the noncondensable gas mass fractions with and
without the term. The saturation of the noncondensable gas
mass fraction was observed without the term as the mass
fraction in the bulk becomes equal to that on the interface
and, accordingly, the condensation does not occur any more.
Fig. 14 shows the halt of the condensation below 6 m down-
stream of the condenser top and thereafter, the wall heat
transfer is continued by the sensible heat transfer solely be-
tween the bulk and the interface. In this way, the mass
diffusion term plays a crucial role for an accurate condensa-
tion heat transfer analysis in a large system and by the
implementation of the present work, CUPID becomes appli-
cable to the condensation analysis with a CFD scale.
For verifying the implemented wall condensation model of
the CUPID code against the single phase approach, the CUPID
calculation result was compared with Dehbi's [2] calculation.
Fig. 15 shows the comparison results and three different cases
of CUPID calculations were presented; one without suction
correction, one with Dehbi's [2] suction correction factor, and
one with Bird's suction correction factor. With the application
of the suction correction factors, the heat flux curves were
shifted up and for all three cases, the increasing trend of the
wall heat flux along the condensate wall was reasonably
reproduced and comparable results could be obtained. How-
ever, the inclination of the heat flux curves were lower in the
CUPID simulation and therefore, the heat flux in the upper
part of the condensate wall (distance from the condenser top
< 5 m) was over-predicted, while that in the lower part was
under-predicted when compared with the single-phase
approach. This discrepancy can be explained by the relative
velocity between the gas and the interface. In the single-phase
approach, the wall boundary for the gas is the no-slip wall
since the liquid film is neglected. However, in the two-phase
approach, the wall boundary for gas is the downward liquid
film interface. As indicated in Fig. 13, the relative velocity
between the gas and the interface increases in the upper part
of the condenser where the gas velocity is rapidly increasing.
However, it makes a turnaround and slightly decreases below
a certain elevation. The momentum, heat, and mass transfers
are significantly influenced by the relative velocity and its
decreasemay cause the deceleration of the increasing trend of
the wall heat flux. However, in the single phase approach, the
decreasing trend of the relative velocity cannot be considered
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Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 5 6 7e5 7 8576and the evaluated wall heat flux increases more steeply than
in the CUPID result. This difference in the interface velocity
treatment can be attributed to the reason of the different
inclination of the heat flux, and the effect of the decreasing
relative velocity is deemed important when the condensate
wall is long so that the liquid film is accelerated sufficiently.
Despite this difference in the interface velocity treatment,
it was found from this code-to-code comparison that the
implemented wall film condensation model for the two-fluid
model produces comparable results to the single-phase
approach. However, this model is able to consider the ther-
mal resistance of the liquid film and the influence of the liquid
velocity on the gas velocity. This implies that the two-phase
flow approach can be applied for more general applications
where the thermal resistance of the liquid film cannot be
ignored due to a thick liquid film and a low noncondensable
gas mass fraction and where the interface velocity has a
considerable influence on the heat transfer.
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Nu c l E n g T e c h n o l 4 7 ( 2 0 1 5 ) 5 6 7e5 7 8 5775. Summary and conclusion
In the present study, a two-fluidmodel CMFD code, CUPIDwas
modified and improved for modeling wall film condensation
in the presence of noncondensable gases. At first, the mass
diffusion terms were added into the mass and energy equa-
tions of the previous version of CUPID in order to predict the
noncondensable gas mass fraction on the liquid film-gas
interface accurately and the implementation was verified
using the code-to-code comparison. Secondly, the liquid film
model which can evaluate the velocity and the thickness of
the liquid film was implemented and the shear stress terms
for the gas and liquid momentum equations were modified.
Eventually, a wall film condensation model was proposed,
which calculates the condensation rate from the energy con-
servation equation on the interface. For the evaluation of the
heat and mass transfer coefficients, the wall function0 5 10 15 20
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Fig. 15 e Comparison between CUPID and Dehbi's
calculation results.approach with the heat and mass transfer analogy was
applied. The two-fluid model provides the bulk stream infor-
mation to the wall condensationmodel at every time step and
the model evaluates the magnitudes of relevant terms in the
two-fluid model, such as the wall shear stress of liquid, wall
heat transfer rate of liquid, interfacial area concentration,
interfacial shear stress, interfacial heat transfer coefficients
for gas and liquid, etc. This implemented model was verified
by solving Dehbi's [2] conceptual problem and comparing the
results between single-phase and two-phase approaches. A
fairly good agreement was obtained between the present
approach and that of Dehbi [2] even though a discrepancy in
the inclination of the condensation heat flux was observed
due to the difference in the treatment of the interface velocity.
In the future, further validationwill be performedwith this
film condensation model for the two-fluid model against
various experimental databases, not only for the vertical flat
plate but also for tube geometry in order to extend its capa-
bility to a passive containment cooling system where a film
condensation occurs on a tube bundle.Conflicts of interest
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a area concentration (1/m)
A cell area (m2)
D effective diffusivity (m2/s)
e internal energy (J/kg)
E eddy diffusivity (m2/s)
f fanning friction factor
g gravity acceleration (m/s2)
h enthalpy (J/kg)
H heat transfer coefficient (W/m2K)
k thermal conductivity (W/mK)
K mass transfer coefficient (kg/m2s)
m mass fraction
m00 condensation mass flux (kg/m2s)
M molecular weight (kg/mol)
_M momentum exchange (kg/m2s2)
P pressure (Pa)
Pr Prandtl number
q00 heat flux (W/m2)
Sc Schmidt number
T temperature (K)
U velocity (m/s)
V Volume (m3)
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X mole fraction
Greek symbols
a void fraction
G mass flow rate (kg/ms)
d thickness (m)
q angle
m dynamic viscosity (kg/ms)
r density (kg/m3)
y kinematic viscosity (m2/s)
t shear stress (Pa)
Subscript
b bulk stream
f film
film film condensation model
g gas mixture
i interface
l liquid
n noncondensable gas
s saturated
v vapor
w wallr e f e r e n c e s
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