Purpose: The goal of this study was to characterize the accuracy and precision of cardiac T 2 mapping as a function of different factors including low signal-to-noise ratio (SNR), imaging in systole, and off-resonance frequencies. Methods: Bloch equation and Monte Carlo simulations were used to determine the influence of SNR and the choice of T 2 preparation echo time (TE T2prep ) increments on the accuracy and precision of high-resolution radial cardiac T 2 mapping at 3.0 T. Healthy volunteers were scanned to establish the difference in precision and inter-and intraobserver variability between T 2 mapping in diastole and systole, as well as the effect of SNR and off-resonance frequencies on the accuracy of T 2 maps. Results: The simulations demonstrated that a TE T2prep increment of $0.75 times the T 2 value of interest optimally increases the precision of the T 2 fit. Systolic T 2 maps were found to have a higher precision (P ¼ 0.002), but similar interand intraobserver variability compared with diastolic T 2 maps, whereas off-resonance frequencies beyond 6 100 Hz cause a significant decrease in both accuracy and precision (P < 0.05). 
INTRODUCTION
T 2 -weighted (T 2 w) MRI of the myocardium is a wellestablished technique for the detection of myocardial edema, which is associated with both acute and chronic cardiac pathologies (1, 2) . When combined with late gadolinium-enhanced (LGE) imaging after ischemic injuries, it may also allow delineation of the area at risk, which is of significant benefit for guiding therapy in patients (3) . However, conventional T 2 -weighted imaging has several limitations, such as the qualitative nature of the resulting images and signal variations due to proximity to the radiofrequency (RF) coils (4) . Direct quantification of the T 2 values of the myocardium with T 2 mapping addresses several of these limitations. Due to its quantitative nature, the user-dependent interpretation is eliminated and results can be directly compared between patients or sessions (5-7). The T 2 mapping techniques that have been established in recent years involve acquiring several images with different T 2 preparation module echo times (TE T2prep ), combined with a robust cardiac imaging pulse sequence. Imaging pulse sequences including spiral (8) , balanced steady-state free precession (bSSFP) (9, 10) and gradient-recalled echo (GRE) (7) have been used. Due to the different TE T2prep , the signal in each image has a different T 2 dependence. After the acquisition, T 2 values are computed by fitting an exponential decay curve across the images at each pixel using a two-parameter equation (9) . Highresolution radial cardiac T 2 mapping has been introduced recently (7) and may be of specific use in patients with thin myocardium, when available tissue volumes are small, or when small focal increases in T 2 need to be detected (11) .
Various studies have been conducted with the abovementioned approaches to establish reference T 2 values in healthy volunteers and patients (5, 7, 9, (12) (13) (14) (15) (16) (17) . Unfortunately, the imaging parameters used in these studies varied widely. First, although optimal echo times have been studied for conventional spin-echo T 2 mapping (18) , there is no agreed-upon standard for the use of an optimum TE T2prep series in conjunction with a gradient echo signal readout that results in the most accurate T 2 maps. Simultaneously, the already reported TE T2prep times have not been tested for their accuracy and precision in different SNR regimes. Accuracy in this case relates to how close the measured and "true" T 2 values are, while precision relates to the extent of the standard deviation. Second, to our knowledge, no quantitative comparison has been made to ascertain the accuracy or precision of T 2 maps obtained in diastolic and systolic acquisition windows. Finally, whereas the influence of off-resonance frequencies on myocardial T 1 mapping has been studied (19) , the accuracy of T 2 mapping as a function of offresonance has yet to be determined.
The purpose of the study was therefore to evaluate the accuracy and precision of radial high-resolution T 2 mapping as a function of the aforementioned influences to optimize the T 2 mapping protocol. More specifically, the study was conducted with four secondary goals: (1) to evaluate the T 2 mapping precision with different series of TE T2prep at different SNR levels using numerical simulations; (2) to compare the precision and inter-and intraobserver variability of cardiac T 2 mapping in diastole to that in systole in healthy volunteers; (3) to determine the correlation between SNR and the accuracy of the obtained T 2 maps; and (4) to ascertain the influence of off-resonance frequencies on T 2 mapping in healthy volunteers.
METHODS

Numerical Simulations
Bloch equation (20) simulations were used to model the behavior of the magnetization of a lung/liver-navigated T 2 -prepared radial GRE T 2 ; waiting period ¼ 3 heartbeats; simulated heart rate ¼ 60 bpm; simulated myocardial T 1 ¼ 1450 ms) at 3.0 T (Magnetom Trio; Siemens Healthcare, Erlangen, Germany) with a 32-channel chest coil (Invivo, Gainesville, Florida, USA) in MAT-LAB (MathWorks, Natick, Massachusetts, USA). The adiabatic T 2 prep module (21) consisted of two 10-ms HS10 adiabatic pulses (22) with a full inversion plateau of 2.2 kHz, flanked by a 2.2-ms 90 and a 1.9-ms À90 rectangular pulse. Root-sum-of-square coil combination of 32 complex channels was used in the simulation to include the noise floor bias that occurs with array coils (23) . The myocardial T 2 value was evaluated from 30 to 70 ms in steps of 5 ms. As described previously (7), there is a small but significant degree of T 1 recovery between the end of a T 2 prep and the center of the radial readout train (Supporting Figure S1 ). Although T 2 relaxation would normally cause the magnetization to exponentially decay to zero as a function of increasing TE T2prep , in the case of T 2 -prepared radial imaging, the signal decays to a non-zero equilibrium due to T 1 recovery. Using Bloch equation simulations, this non-zero equilibrium magnetization can be approximated by a fixed offset d for a given set of pulse sequence parameters, and is independent of TE T2prep itself, such that:
Here, M 0 refers to the longitudinal magnetization at TE T2prep ¼ 0 ms, and d ¼ 0.08 is the empirical offset that accounts for T 1 relaxation between the T 2 prep and signal acquisition for the set of pulse sequence parameters mentioned above (7) .
Using Equation 1, the relative signal of a hypothetical image pixel in the myocardium was calculated for a series of three different TE T2prep times, and the increment between the TE T2prep times was varied from 15 to 60 ms in steps of 5 ms. Equally spaced TE T2prep series were chosen for their expected balance between high signal after short T 2 relaxation durations and high contrast after long T 2 relaxation durations. Monte Carlo simulations (24) were then used to compare the accuracy and precision of T 2 mapping for different TE T2prep series as a function of SNR. Randomly generated noise with a Rician distribution (25) was added to the simulated signal to obtain SNR levels of 20 to 1000 at TE T2prep ¼ 0 ms. This signal with added noise was then fitted with the two-parameter Equation 1 to obtain the T 2 values. This was then repeated 10,000 times with different randomly generated noise per TE T2prep series and SNR level. The upper limit of the T 2 fit was empirically set to be 100 ms because the myocardial T 2 value at 3.0 T cannot physiologically be that long. The standard deviation of the fitted T 2 values at each SNR level was plotted against the TE T2prep series to determine the effect of the TE T2prep choice on the precision of T 2 mapping at different SNR levels. Similarly, the effect of the SNR on the T 2 fitting precision and accuracy was studied at T 2 ¼ 45 ms and TE T2prep ¼ [0-30-60] ms. Finally, a plot of the T 2 standard deviation against the TE T2prep series at different input T 2 values was made to study the effect of the T 2 value on the optimum TE T2prep increment. The behavior of the T 2 mapping at off-resonance frequencies from À250 to 250 Hz with steps of 5 Hz was determined using the Bloch equation simulations above, albeit with an extra parameter that incorporated the off-resonance excitation profiles of all RF pulses in the sequence (26) .
Comparison of T 2 Mapping in Diastole and Systole
To compare the precision and inter-and intraobserver variability of T 2 mapping in systole and diastole, 11 healthy volunteers (age, 30 6 3 yr; weight, 66 6 8 kg; heart rate, 59 6 4 bpm; men, n ¼ 6; women, n ¼ 5) were scanned. Permission from the Institutional Review Board of the University Hospital of Lausanne was obtained for all in vivo imaging studies, and written informed consent was obtained from all participants prior to the procedure. All volunteers were scanned using a routine T 2 mapping protocol, which includes end-expiration bSSFP cine imaging to characterize the cardiac motion, threedimensional localized cardiac B 0 shimming of the heart based on a gradient-echo field map (27) , followed by navigator-gated [gating window ¼ 4 mm; slice tracking factor ¼ 0.6 (28)] high-resolution radial T 2 -prepared GRE T 2 mapping. T 2 maps were acquired every three heartbeats with a segmented k-space radial acquisition, as described for the numerical simulations, with the following additional parameters: field of view ¼ 320 mm 2 ; 315 radial lines regridded into a 256 Â 256 matrix for an acquired in-plane resolution of 1.25 Â 1.25 mm 2 ; acquisition window duration ¼ 102.9 ms (21 Â 4.9 ms); and slice thickness ¼ 5 mm. The adiabatic T 2 prep module was used with three incremental TE T2prep times (0, 30, and 60 ms). For respiratory motion correction, a respiratory navigator module with a duration of 40 ms was applied between the T 2 prep and the acquisition. T 2 maps were acquired at a basal, midventricular, and apical level of the left ventricle in both systole and diastole. The systolic acquisition window was timed such that its center overlapped with the center of the cine frames at maximal contraction, while the diastolic acquisition window was timed to start at the first cine frame of relative cardiac quiescence.
T 2 map reconstruction and analysis was performed in MATLAB using a custom-written program. Here, the three source images were co-registered using an affine co-registration algorithm (29) , and the T 2 relaxation times were calculated for each pixel using Equation 1. The myocardium was then manually traced by conservatively drawing the endocardial and epicardial contours within the homogeneous myocardium (avoiding all regions with possible partial-volume effects from the blood pool) and divided into 16 segments according to the American Heart Association (AHA) segmentation guidelines (30) . In each segment, the average T 2 value and its standard deviation as well as the segmented myocardial wall thickness were calculated in both systole and diastole. The systolic and diastolic measurements were then grouped per slice as well as all grouped together. Paired two-tailed Student t tests were used to test for significant difference in T 2 values and wall thickness between diastole and systole, and the same t test was used between the absolute diastolic and systolic segmental standard deviation of all volunteers to calculate the difference in precision. A repeated-measures analysis of variance with a Tukey multiple comparison test was used to compare the systolic or diastolic T 2 values of the three slices with one another. The segmental analysis was performed by two independent and mutually blinded observers, as well as twice by the same blinded observer with a 2-wk waiting period between analyses. Bland-Altman plots including the mean difference and 95% confidence intervals (CI, defined as 1.96 times the standard deviation of mean difference) (31) were generated from these observations, and inter-and intraobserver variability were established. In order to ascertain the difference in variability between Bland-Altman plots, a paired two-tailed Student t test was used between the absolute differences of measurements used for intra-and interobserver variability. For these t tests, P 0.05 was considered statistically significant.
After performing this procedure for all segments in the three slices, the same inter-and intraobserver analyses were also performed for apical and lateral segments only, because these segments are often affected by increased partial volume effects and motion.
SNR Analysis
The results of the Bloch equation and Monte Carlo simulations for the TE T2prep series ¼ [0-30-60] ms were verified with a phantom study. A cylindrical phantom with a 10-cm diameter and three concentric compartments that approximate the relaxation times of muscle, fat, and blood was placed between two 6-cm stacks of blankets to approximate the distance of the RF coils to the heart. Spin-echo T 2 mapping (TR ¼ 7 s, TE¼ 6.3-400 ms in eight increments) was used as a gold standard for the T 2 value, while inversion-recovery spin-echo T 1 mapping (TR ¼ 7 s, inversion time TI ¼ 23-4000 ms in nine increments) was used to determine the T 1 value for the Bloch equation simulations and Equation 1. Next, the highresolution radial cardiac T 2 map was acquired 64 consecutive times to study the SNR. A T 2 map was reconstructed from the first repetition only and was compared with the SE T 2 map. The mean and standard deviation of each pixel were calculated over the 64 images with TE T2prep ¼ 0 ms, and the per-pixel SNR was mapped as the ratio of this mean and standard deviation. The similarity of the pixel-wise standard deviation and SNR in various "empty" regions of the image were assessed in regions of interest of 20 Â 20 pixels.
To determine the effect of SNR on the accuracy of the T 2 maps, an analysis of the SNR of the images used to calculate the diastolic T 2 maps described above was performed in MATLAB. The rationale was that if lower SNR increases the apparent T 2 value of the myocardium (i.e., lowers the accuracy) in the SNR regimes encountered in vivo, a significant correlation should be found between the SNR and T 2 values of the myocardial segments. To this end, diastolic images at the midventricle level were selected, and the SNR was approximated in the source images at TE T2prep ¼ 0 ms. The myocardium was again segmented according to AHA guidelines and the mean signal intensity of each segment was calculated. For the background noise, a region of interest with a minimum area of 250 pixels was drawn in a part of a lung close to the heart where no anatomical structures were identified. The SNR was then approximated as the average signal in the myocardial segment divided by the standard deviation of the noise region (32) . For every segment of the myocardium, a sample Pearson correlation coefficient r was calculated between the T 2 values and the SNR of all patients. This was repeated for all segments of all volunteers grouped together.
Effect of the Off-Resonance Frequency on the Accuracy of T 2 Mapping
To evaluate the effect of off-resonance frequencies on the accuracy of T 2 mapping, eight healthy volunteers were scanned (age, 29 6 4 yr; weight, 65 6 15 kg; men, n ¼ 4; women, n ¼ 4) using the above-described protocol for slices at the midventricular level. One T 2 map was acquired on-resonance and was used as a reference image in the study. T 2 maps were subsequently obtained with transmitter frequency offsets of À200 Hz, À100 Hz, À50 Hz, þ 50 Hz, þ 100 Hz, and þ200 Hz. Image analysis was performed in MATLAB using the same program as described above. Mean T 2 values along with their standard deviations were determined for all segments, at all frequency offsets. To determine the regional variation in accordance with off-resonance frequency, septal (segments 8 and 9) and lateral (segments 11 and 12) regions of the left ventricle were analyzed separately. The mean and standard error of the segmental T 2 values of all volunteers for each offset was calculated to determine the influence of off-resonance frequencies on T 2 mapping. Standard error was calculated instead of standard deviation, as the number of acquired maps per frequency offset varied, which is taken into account with the standard error (33) . Paired two-tailed Student t tests with Bonferroni correction were performed between the T 2 values of 0 Hz and each of the off-resonance T 2 maps in order to establish the statistically significant differences. For this t test, P 0.05 was considered significant. The observed T 2 values were also compared with the aforementioned Bloch equation simulations of off-resonance performance.
RESULTS
The Choice of TE T2prep Values and the Fitting Precision
At a given T 2 value, all TE T2prep series demonstrated the same trend for the tested SNR levels (Fig. 1a) . In addition to the standard deviation, SNR also affected the accuracy: the measured T 2 value tended to increase as SNR decreased (Fig. 1b) .The optimum TE T2prep increment (i.e., the series with the lowest standard deviation) increased with the simulated T 2 value (Fig. 1c) . All simulated series of three TE T2prep times showed a higher standard deviation at very short and long increments, and an optimum between TE T2prep ¼ [0-25-50] ms for T 2 ¼ 30 ms and TE T2prep ¼ [0-45-90] ms for T 2 ¼ 70 ms (Fig. 1c) .
Comparison of the Precision of T 2 Maps in Systole and Diastole
Out of the 11 volunteers scanned, the implemented protocol was not completed in 2 subjects (i.e., apical slice not acquired) due to time constraints. The average heart rate was 58.8 6 10.2 bpm (range, 40-75 bpm), while the acquisition duration per T 2 map was 4.5 6 0.6 min. All T 2 maps together yielded 162 segments in both diastole and systole, out of which 160 (98%) were eligible for analysis ( Fig. 2) : in two volunteers, the apical inferior segments were excluded in both systole and diastole due to inadequate map quality. The similarly sharp endoand epicardial borders in both systole and diastole demonstrate that little motion blurring and partial volume effects occurred.
The mean myocardial T 2 value was 41.7 6 5.1 ms for diastole and 41.6 6 4.5 ms for systole (P ¼ 0.8). Similarly, no difference between the individual slices in systole and diastole (Fig. 3) were found, suggesting that there is no physiological difference between the T 2 values measured in systole and diastole, and that the pulse sequence and analysis chain is not likely affected by the choice of the quiescent cardiac phase. However, the precision of the T 2 maps was lower in diastole than in systole (i.e., the aforementioned segmental standard deviations of 5.1 ms and 4.5 ms, respectively; P ¼ 0.002). The average segmented wall thickness in the basal, midventricular, and apical myocardium in diastole was 3.6 6 1.3, 3.4 6 1.2, and 2.4 6 0.8 pixels, respectively, whereas it was 6.8 6 1.5, 5.9 6 1.5, and 6.0 6 1.2 pixels in systole (P 0.004 between diastole and systole for all three slices).
Bland-Altman plots for intraobserver variability demonstrated that T 2 values measured in diastole had slightly larger differences (Fig. 4a,b) . The mean intraobserver difference for diastolic T 2 maps was À0.01 ms and the CI for diastole ranged from À1.89 to 1.87 ms, and the mean difference for systolic T 2 maps was 0.1 ms with the CI ranging from À1.5 ms to 1.6 ms. There was a statistically significant (albeit very small) difference between the spread of T 2 values in diastole and systole (P ¼ 0.05).
The Bland-Altman plots for interobserver variability demonstrated nearly the same variation in diastole as in systole (Fig. 4c,d ). The mean interobserver difference for diastole was 0.38 ms and the CI ranged from À2.05 ms to 2.8 ms, whereas for systole the mean difference was 0.35 ms and the CI was À2.1 ms to 2.8 ms. The difference in observation precision in diastole and systole was not statistically significant (P ¼ 0.86). Observer differences were similarly not significantly different when analyzing only the apical or only the lateral segments (Supporting Figs. S2 and S3) . 
Correlation of SNR and accuracy of T 2 maps
The phantom experiments (Fig. 5) confirmed that the T 2 value obtained with the cardiac T 2 mapping sequence matched the spin echo T 2 reference (T 2 ¼ 34.4 6 1.0 ms and 34.2 6 0.3 ms, respectively). The noise bias (i.e., the apparent SNR outside the phantom over 64 repeated acquisitions) caused by the coil combination was homogenous at 10.4 6 1.0 in all regions empty of signal. Similarly, the standard deviation of the signal varied with a maximum of 1.3% between the tested regions of interest, indicating that SNR measurements would only very mildly depend on the chosen region of interest for the noise measurement. The SNR in the muscle compartment of the phantom ranged from 71 to 162, which agrees with the standard deviation and T 2 value as simulated at these SNR levels in Figure 1b .
Segmental analysis of the volunteer source images of the aforementioned diastolic midventricular T 2 maps indicated that the SNR in the source images with TE T2prep ¼ 0 ms ranged from 47 to 205 for all six segments. The segmental analysis (30) demonstrated that in several volunteers, higher individual T 2 values were observed in the inferior segments (AHA segments 9, 10, and 11). However, the higher T 2 values in these segments were observed both at lower and higher SNR, and there were no significant correlations between segmental SNR and T 2 (all P > 0.1). The correlation between the SNR and T 2 values for all combined segments was furthermore also not significant (r ¼ 0.14, P ¼ 0.2).
Effect of Frequency Offsets on the Accuracy of T 2 Maps
T 2 -prepared GRE T 2 maps were obtained successfully in all eight volunteers. However, due to time constraints, maps could not be acquired at all frequency offsets in all subjects. One volunteer was excluded from statistical analysis due to persistent shimming problems in the on-resonance images.
FIG. 2. T 2 maps of an example volunteer at the left ventricular base, equatorial level, and apex in diastole (top row) and systole (bottom row). (a, b)
The T 2 maps demonstrate a homogeneous myocardium, which appears thicker in systolic than in diastolic images. The wall of the right ventricle is also more distinct in systole (white arrows) due to an increased thickness in this phase. (c, d) Contours indicate the segmented myocardium. A larger margin between the contour and the start of the epicardial wall can be observed in systole. (e, f) In the apical diastolic image, there is a region with elevated T 2 on the lateral side, which is not present in the systolic image (black arrow). The line in the map indicates where the T 2 profiles are generated. (g, h) T 2 profiles through the apical T 2 map. Vertical lines indicate the border of the segmented myocardium, which is significantly wider in the systolic profile. The color bar indicates T 2 values in ms.
FIG. 3. T 2 relaxation time measured at different anatomical levels
of the heart in diastole and systole. There were no significant differences in average T 2 value between diastole and systole in any slice, although a small trend to lower apical T 2 values can be observed in systole. Similarly, there was no significant difference between any two slices, although there was a trend (P ¼ 0.06 and P ¼ 0.07 with a repeated measures analysis of variance with Tukey's multiple comparison test) for differences between the base and midventricle.
Qualitative image analysis of the T 2 maps of the volunteers directly revealed that the frequency of the RF pulses has a significant effect on the accuracy of the T 2 maps (Fig. 6 ). There was a clearly visible link between segmental T 2 values and off-resonance, with higher T 2 values for increasing off-resonance frequency. In addition, the individual segments of the myocardium behaved differently within a given volunteer for the various frequency offsets.
Cumulative analysis of all the volunteers for the onresonance and off-resonance images indicated that the septal and lateral regions of myocardium behave differently as a function of the effect of frequency offsets, although there was a considerable amount of intersubject variation. The on-resonance mean T 2 value for the septal segments was 40 6 1.44 ms, whereas for the lateral segments, the mean T 2 value was 39 6 1.47 ms (Fig. 7) . At the frequency offset of þ50 Hz and À50 Hz, the septal segments showed minimal change in the T 2 values, while in the lateral segments the T 2 values and standard error were considerably higher, in part due to an outlier.
For both regions, the T 2 values with the offset of þ100 Hz were higher than those acquired on-resonance. Significant T 2 increases were observed in both regions for the offsets of À200 Hz and þ200 Hz (P < 0.001). The observed T 2 values at off-resonance frequencies were furthermore consistent with the Bloch equation simulations (Fig. 7, dotted line) .
DISCUSSION
Cardiac T 2 mapping has recently gained increasing popularity for the quantitative evaluation of myocardial edema. Investigating the accuracy and precision of radial high-resolution T 2 mapping is thus essential for the establishment of the robustness of this technique, as well values with the offset frequency of 0 Hz for both the regions were not statistically different (P ¼ 0.5), and the general behavior with an increased frequency offset was similar. However, the spread of T 2 values between the volunteers was significantly larger in the lateral segments, as evidenced by the larger standard error. (a) For septal regions, there was no statistically significant difference between the on-resonance T 2 values and frequency offsets of 650 Hz (P ¼ 0.7 and 0.6) and for the offset of þ100 Hz (P ¼ 0.1). For the offset of 6200 Hz, there was an elevation in the T 2 values that reached statistical significance (P < 0.001 and 0.007 for À200 Hz and þ200 Hz, respectively). (b) For the lateral region, there was no statistically significant difference between on-and off-resonance T 2 values for both 6 50 Hz (P ¼ 0.5) and 6100 Hz (P ¼ 0.1). There was a considerable increase in T 2 values for the offset 6200 Hz (P ¼ 0.007 and 0.02 for À200 Hz and þ200 Hz, respectively).
as for its further acceptance in clinical practice for the characterization of edema in diseases such as myocardial infarction (34) , graft rejection (35) , and myocarditis (36) .
Numerical Simulations Suggest Existence of an Optimal T 2 prep Series
For the simulated parameter set and relaxation times, the standard deviation of the three-value TE T2prep series was the highest when the TE T2prep values are small or large relative to the T 2 relaxation time of interest. A likely cause for this phenomenon is that there is an optimal balance between observing sufficient T 2 decay between the different TE T2prep on the one hand , and the TE T2prep being too dominated by noise on the other hand. Both the higher and lower simulated SNR regimens demonstrated this dependence on the TE T2prep increment. The optimal TE T2prep furthermore depended on the T 2 value itself: for the range of T 2 ¼ 35-65 ms that was encountered in human volunteer and patient myocardium at 3 T, the optimal TE T2prep increment was roughly 0.75 times the T 2 value of interest. Note that physical limitations such as artifacts due to increased susceptibility at longer TE T2prep are not taken into account in these simulations.
Akçakaya et al. (37) recently demonstrated that Cartesian cardiac T 2 mapping at 1.5T in combination with a þ90 /À90 pulse combination as TE T2prep ¼ 0 ms, a saturation pulse as TE T2prep ¼ 1 ms and a three-parameter fit (i.e., also fitting d in Eq. 1) allows for a more accurate T 2 estimation if all three of these changes are applied simultaneously. However, at 3 T, the þ 90 /À90 pulse combination with standard rectangular or sinc pulses (as used in the T 2 prep) may lead to significant artifacts due to magnetic field inhomogeneities, and a straightforward translation to higher field strength is therefore not easily obtained.
Radial Systolic T 2 Mapping Is at Least as Precise as Diastolic T 2 Mapping
The comparison of T 2 mapping in diastole and systole suggests that the precision is higher in systole, whereas their interobserver variability is similar and the intraobserver variability is lower in systole. The most likely explanation includes that despite the shorter time window without cardiac motion, systolic images offer a larger myocardial area due to myocardial contraction, which results in a larger myocardial pixel sample size, which in turn facilitates the manual selection of contours that exclude regions with partial volume effects near the endo-and epicardial borders. Especially in the apical region, where the myocardium is no longer perpendicular to the image plane and where there is a larger degree of motion, a smaller amount of myocardium without partial-volume effects is available. The papillary muscles are furthermore compacted to the degree that their inclusion or exclusion is no longer a problem. The end-systolic window position and duration are also less susceptible to heart rate variations than the mid-diastolic window. Moreover, the wall of the right ventricle is more appreciable in systole as compared to diastole, and thus systolic radial T 2 mapping could be more readily applied to study the right ventricular myocardium as well.
These findings remain to be confirmed in patients who might have shorter or less reproducible systolic rest periods and more heterogeneity in terms of the T 2 values of the myocardium.
In a recent study by Tessa et al. (38) , breath-held T 2 mapping with a Cartesian bSSFP readout and voxel size of 2.0 Â 2.2 Â 6 mm 3 was applied at 1.5 T in diastole in systole, and it was concluded that systolic T 2 mapping does not cause an increase in artifacts and increases the number of evaluable segments in the heart. An elevation of the apical T 2 values was observed in volunteers and patients when using diastolic T 2 mapping, but this elevation was not found when using systolic T 2 mapping. This elevation in the apical T 2 values was not found in our study, which might be explained by the use of T 2 mapping with a high-resolution (over three times smaller voxels) and a motion-robust radial readout (at the cost of a significant increase in scan time), and thus more available voxels without partial volume effects.
The SNR of the In Vivo Images Is Sufficiently High to Avoid T 2 Overestimation
The numerical simulations demonstrated that as SNR gets lower, T 2 is overestimated, most likely due to the Rician nature of the noise and the root-sum-of-squares combination of the coil elements (23). However, as long as the SNR is 50 or greater, this overestimation is 2 ms or smaller. In the in vivo SNR measurements in the images of the healthy volunteers, the SNR was found to be higher than 50 in all but one analyzed segment. Given that there is no further correlation between the segmental T 2 values and their SNR, and that the standard deviations in the segments are on the order of 3-5 ms, it appears likely that the in vivo T 2 value is not overestimated due to insufficient SNR for the used parameter set. It should be noted that even though the phantom experiments demonstrated that there is no regional dependence of the noise level or bias in the image, single-image SNR measurements obtained from images acquired with multielement coils should be considered as an approximation only.
Off-Resonance Regions Cause Significant T 2 Mapping Artifacts
Off-resonance frequencies are among the challenges at higher field strengths due to B 0 inhomogeneities in the region of the heart. Because this effect appears as an artifactual myocardial T 2 increase that can be interpreted as edema, it is important to explore this effect and to propose a solution to minimize it. A study on modified Look-Locker inversion recovery T 1 mapping demonstrated that after cardiac shimming, the mean offresonance frequency at 3.0 T is 15. 4 6 29.3 Hz (19) . In the same study, off-resonance greater than 80 Hz was observed in four of 18 subjects at 1.5 T, which resulted in more significant T 1 estimation errors that could erroneously be interpreted as subtle regional variation of T 1 .
In the present study, the septal and lateral regions of the myocardium that were studied for off-resonance effects demonstrated different behavior in each subject, although averaged over all volunteers, the effects were similar for both regions and were consistent with the Bloch equation simulations. The anatomical location of the myocardium that was imaged thus also plays a role in off-resonance frequency effects due to the local magnetic field inhomogeneities, which in turn occur due to magnetic susceptibility differences at tissue-air interfaces such as the heart-lung interface (40) . Because AHA segments 11 and 12 are adjacent to the lungs, this likely explains why there was more variation in the T 2 values for all the investigated frequency offsets in these segments (Fig. 7b ).
An interesting observation was made in the T 2 maps of the volunteer who was excluded from the statistical analysis: the positive changes in the frequency offset locally improved the T 2 values. The mean T 2 value in the midseptal region (segments 8, 9) was 56.6 6 3.4 ms on the on-resonance T 2 map, whereas in the images with an offset of þ50 Hz and þ100 Hz, the mean T 2 value decreased to 52 6 0.7 ms and 49 6 5.6 ms, respectively (Fig. 8) . A possible explanation for this improvement is that the images acquired on-resonance were already experiencing local off-resonance effects due to inferior shimming, and changing the frequency decreased this off-resonance effect.
This study has some limitations. The main concern in high-resolution T 2 mapping is the prolonged acquisition time, which governs the choice of only three data points for T 2 mapping. Naturally, this may affect the accuracy and precision of the T 2 maps. To take full advantage of the benefits that come with a higher number of wellselected TE T2prep while maintaining the spatial resolution, scan time shortening is mandatory. Therefore, novel image acceleration techniques such as compressed sensing (41) or k-space-weighted image contrast filtering (42) remain to be explored in this context. These experiments were furthermore performed with a conventional adiabatic T 2 -Prep sequence (21) . Recently, T 2 prep modules have been developed that improve fat signal suppression (26) and permit outer volume suppression (43) , both of which might improve radial image quality. Additionally, the general findings in the healthy volunteers should also be confirmed in cohorts of patients with a specific pathology to more specifically validate our findings. It should also be noted that, besides the pulse sequence parameters, there also is a minor dependence of the T 2 fitting on the T 1 relaxation time through the d parameter of Equation 1 (7, 10) .
CONCLUSIONS
We investigated the accuracy and precision of radial high-resolution cardiac T 2 mapping as a function of several potential confounding factors using numerical simulations and imaging in healthy volunteers at 3 T. Monte Carlo simulations demonstrated that the linear increment between the individual TE T2prep times has an influence on the precision, and that aTE T2prep increment of 0.75 times the T 2 value of interest is recommended when three TE T2prep times are used.
The volunteer studies demonstrated that systolic T 2 mapping is at least as precise as diastolic T 2 mapping, and that there is no statistically significant difference between the T 2 values measured in either quiescent cardiac phase. There was no correlation between the segmental SNR levels and the T 2 values in healthy volunteers, which indicates that the SNR was always sufficient to avoid T 2 overestimation. Furthermore, frequency offsets larger than 6100 Hz have a large and detrimental effect on the accuracy of T 2 maps, and adequate shimming is mandatory for optimal performance.
It is of significant interest that all of the aforementioned confounders only cause apparent increases in T 2 , and never apparent decreases. This means that these confounders can only lead to false positive errors, which decrease specificity, but not sensitivity.
In summary, the above findings will help better guide protocol definition and help justify sample sizes of studies that include T 2 mapping. 
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Additional Supporting Information may be found in the online version of this article. Figure S1 . Bloch equation simulations of the dependence of the T 2 fit on local T 1 relaxation time. It can be observed that as T 1 increases (as it does in for example edematous tissue), the fitted T 2 slightly decreases, thus causing a slight underestimation of the concomitant T 2 increase. Given that in the case of a $30% T 1 increase, as can occur in myocardial infarction, T 2 increases by $55% (Bulluck et al., J Cardiovasc Magn Reson 2015;17:73), this concomitant 4% underestimation appears to be small. Figure S2 . Observer variability in the apical segments only. (a, b) The intraobserver variability for diastole and systole demonstrated no significant difference (P 5 0.56). (c, d) The interobserver variability had a larger CI in the diastolic than in the systolic T 2 maps: -2.5 to 3.08 ms and 22.1 to 2.2 ms, respectively. However, this difference was also not statistically significant at P 5 0.21. Figure S3 . Observer variability in the lateral segments only. (a, b) The intraobserver variability for diastolic T 2 mapping appears to be slightly higher than that in systole with the CI from 21.7 ms to 1.8 ms and 21.1 ms to 1.6 ms, respectively. However, these differences were not significant (P 5 0.31). (c, d) The same trend could be observed for interobserver variability, where the diastolic T 2 mapping had a slightly larger CI than the systolic T 2 mapping: 22.2 ms to 2.8 ms and 1.7 ms to 2.8 ms, respectively. However, this difference was again not statistically significant (P 5 0.53).
