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SUMMARY
Synthetic aperture radar (SAR) is one of the most versatile tools ever invented for
imaging. Due to its better Rayleigh resolution SAR imaging provides the highest quality
radar imagery. These imagery are used for many applications including but not limited
to terestrial mapping, disaster reconnaissance, medical imaging and military applications.
SAR images can be produced using different kinds of imaging geometries such as stripmap,
spotlight, circular and elevation circular. There are also various image processing tech-
niques used to reconstruct the images. Some of these methods are digital reconstruction via
range stacking, digital reconstruction via time domain correlation and backprojection, po-
lar format processing, Stolt format processing (digital reconstruction via spatial frequency
interpolation) and range-Doppler imaging. Imaging techniques or geometries which can
improve the resolution of the reconstructed imagery is always desired in the SAR imaging.
In this dissertation both the linear and nonlinear frequency modulated chirp signals
are discussed. The most widely used frequency modulated chirp signal, linear frequency
modulated chirp signal, and some of its properties such as spectrum, point spread function
and matched filter are summarized. A new nonlinear frequency modulated chirp signal
which has the form of exp(jηt1.75) and named as t0.75 frequency modulated (t0.75FM) chirp
signal is introduced, which can be used to improve the image resolution. Compared to
the generally used linear frequency modulated chirps, this chirp is shown to be capable
of reducing the sidelobes of the point spread function without having an adverse effect on
signal-to-noise ratio and mainlobe width of the point spread function. It is also shown that
adopting a same bandwidth same slew rate approach, t0.75FM chirp has a shorter pulse
duration compared to linear frequency modulated chirp therefore is more efficient. It is
also discussed that t0.75FM can have some other potential uses such as when used in hybrid
chirps it can help to improve the resolution.
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In order to validate the new offered chirp signal, spotlight SAR imaging geometry to-
gether with 2D polar and Stolt format reconstruction algorithms are considered. The syn-
thetic examples are generated using both chirps with polar and Stolt format processing
and it is shown that t0.75FM chirp can improve the resolution compared to the LFM chirp.
Reconstructed imagery provides a synthetic data basis for testing the change detection
methodology and algorithms.
A new change detection method which depends on the idea of generating two different
final change maps of the initial and final images, is offered. First final change map is obtained
by cumulatively adding the sequences of change maps in such a manner that common change
areas are excluded and uncommon change areas are included in the successive change maps.
The second final change map is obtained by comparing the first and the last images in the
temporal sequence. This method requires at least three image sequence to be employed and
can be generalized to longer temporal image sequences. The purpose of this approach is to
provide a double check mechanism to the conventional approach and thus can reduce the
probability of false alarm. The specific algorithms utilized for testing this method are the
widely used correlation coefficient change statistic and the intensity ratio change statistic
algorithms. Therefore these algorithms and the probabilistic selection of the threshold
criteria is discussed as well.
This method together with the algorithms mentioned are first applied to synthetic data
generated by Stolt format processing. It is shown that the method works on synthetic
data. The method together with the algorithms mentioned are also applied to two case
studies of real disasters, one is 2010 Gulf of Mexico oil spill and the second is 2008 China
Sichuan earthquake. It is shown that two final change map method can reduce the false
identifications of the changes. Also it is shown that intensity ratio change statistics is a
better tool for identifying the changes due to oil contamination.
The data used in this study is acquired by Japanese Aerospace Agency’s Advanced





Synthetic aperture radar (SAR) is a radar system which provides high resolution maps used
for imaging targets including but not limited to terrains, planets, civilian infrastructure
and military operations. Airborne warning and control systems, surveillance target attack
systems and NASA space shuttle systems are equipped with this radar system. This system
is also used for medical imaging methods.
Generally SAR imaging is classified according to the imaging geometry . Some of these
classes are stripmap, spotlight, circular and elevation circular SAR imaging.
Images of the targets are constructed using some special signal processing techniques.
Some of these techniques are digital reconstruction via range stacking, digital reconstruc-
tion via time domain correlation and backprojection, polar format processing, Stolt format
processing (digital reconstruction via spatial frequency interpolation) and range-Doppler
imaging.
One of the most dominant techniques used to extract information from SAR images is
called change detection (CD) technique. This technique relies on making comparison be-
tween the images taken at different times to detect the changes occured. While mainly used
for disaster reconnaissance purposes, CD technique is also used for military reconnaissance.
SAR imaging, or more generally imaging discipline, is always open for new contributions
which can lead to better quality images.


















Figure 1: Flowchart of dissertation contributions.
More specifically; in chapter 2 of this dissertation a summary of the SAR imaging history,
modalities and reconstruction methods are presented.
In chapter 3, the temporal and the spatial frequency modulated chirp signals are dis-
cussed. Most commonly used form of chirp signals is linear frequency modulated (LFM)
signal. The detailed analysis of LFM signals, including some of its properties such as spec-
trum, point spread function and matched filter, is presented. Additionally a new nonlinear
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frequency modulated chirp signal which has the form of exp(jηt1.75) and named as t0.75
frequency modulated (t0.75FM) chirp signal is introduced. Compared to the generally used
linear frequency modulated chirps, this chirp is shown to be capable of reducing the side-
lobes of the point spread function without having an adverse effect on signal-to-noise ratio
and mainlobe width of the point spread function. It is also shown that adopting a same
bandwidth, same slew rate approach t0.75FM chirp has a shorter pulse duration compared
to linear frequency modulated chirp therefore is more efficient. It is also discussed that
t0.75FM can have some other potential uses such as when used in hybrid chirps it can help
to improve the resolution.
In chapter 4, the spotlight SAR imaging geometry, with a concentration on polar and
Stolt format processing reconstruction methods, is discussed. Some examples of synthetic
imagery are reconstructed using both processing techniques are presented. Additionally
comparison of synthethic imagery reconstructed with LFM and t0.75FM chirps are per-
formed, for both of the processing techniques.
One of the most widely used family of techniques used to extract information from SAR
images is called change detection algorithms. These techniques rely on making compari-
son between the images taken at different times to detect the changes occured. Although
mainly used for disaster reconnaissance purposes, change detection technique is also used
for military reconnaissance. In chapter 5, a new change detection method which depends
on the idea of generating two different final change maps of the initial and final images, is
offered. First final change map is obtained by cumulatively adding the sequences of change
maps in such a manner that common change areas are excluded and uncommon change
areas are included in the successive change maps. The second final change map is obtained
by comparing the first and the last images in the temporal sequence. This method requires
at least three image sequence to be employed and can be generalized to longer temporal
image sequences. The purpose of this approach is to provide a double check mechanism
to the conventional approach and thus can reduce the probability of false alarm. The spe-
cific algorithms utilized for testing this method are the widely used correlation coefficient
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change statistic and the intensity ratio change statistic algorithms. Therefore these algo-
rithms and the probabilistic selection of the threshold criteria are discussed as well. This
two final change map method together with the algorithms mentioned are applied to syn-
thetic data reconstructed by the Stolt format processing which provides higher resolution
imagery compared to polar format processing and obeys the real imaging scenarios better.
In chapter 6, the two final change map method together with the algorithms mentioned
are applied to real disaster data which is acquired by Japanese Aerospace Agency’s Ad-
vanced Land Observing Satellite (ALOS). Technical properties of the ALOS system are
presented. The two disasters considered are the 2010 Gulf of Mexico oil spill and the 2008
China Sichuan earthquake. A brief history of these disasters and use of SAR data in as-
sessing those type of disasters are presented as well. While oil spill is an evolving type
of disaster, the earthquake is an impulsive type. The correlation coefficient change statis-
tic and the intensity ratio change statistic algorithms as well as the two final change map
method are tested on these disaster imagery. It is shown that correlation coefficient change
statistic has a better performance on assessing the changes occured in bright pixel areas
whereas the intensity ratio change statistic is a better choice for the oil spill detection,
especially in the vicinity of lands. The use of both statistics may be necessary to detect
the changes in the bright or dark pixel regions. It is also shown that the number of false
alarms can be significantly reduced using the double check mechanism introduced by two
final change map method.
In chapter 7, conclusions and the recommendations for future work are presented.
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CHAPTER II
SYNTHETIC APERTURE RADAR (SAR) IMAGING
Remote sensing techniques are fundamental ways of creating terrestrial maps therefore
assessing natural hazards and disasters [34]. Some of these techniques are synthetic aperture
radar (SAR), optical, multispectral, thermal, ultra-violet (UV) and digital elevation model
(DEM) imaging techniques [34]. These techniques has some advantages and disadvantages
compared to each other. For example SAR imaging provides high resolution and high
precision data as well as it can be used in all weather conditions [34]. It can also be used
during day or night. However its accuracy may depend on the acquisition geometry and
wavelength [34]. SAR side-looking acquisition geometry creates distortion and shadowed
regions in the image [34]. Coherent SAR imaging is also very sensitive to the scattering
of electromagentics waves from the target therefore does not work well for vegetated areas
[34]. Optical imaging provides high resolution data and for some case studies it is shown
that optical imagery can perform better than SAR imagery in assessing the changes due to
disasters [34] however optical imaging can only be performed during day time and generally
areas covered are not as large as the areas covered by SAR imaging. Multispectral imaging
technique provides spectral information about the scene however band-limited imaging may
result in loss of the spatial resolution [34]. Thermal and UV techniques are well tested and
widely used however they provide relatively low spatial resolution and they require very
high temporal resolution to monitor the changes [34]. DEM technique gives very precisive
elevation measurements therefore can be used in observing the volumetric changes due to
disasters such as landslides [34]. However DEM data especially when acquired by light
detection and ranging (LiDAR) sensors is expensive and takes considerable amount of time
[34]. In this dissertation SAR remote sensing technique and imagery is considered however
the enhancements to the incoherent SAR change detection offered can also be used in other
remote sensing change detection studies.
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SAR is a high quality imaging technique originally developed for airborne radar systems.
The motivation behind SAR technique is to improve the cross range resolution of a radar
imaging system. The cross-range (or lateral) Rayleigh resolution ∆R of an antenna with





where λ is the wavelength and R is the range [48]. The resolution can be improved by
making D larger. However, antenna size is limited by practical limitations. The concept
of a synthetic aperture was introduced in 1951 by Carl Wiley, an engineer employed at
the Goodyear Aircraft Corporation [33]. By introducing a synthethic aperture the effective
diameter of the antenna can be increased. Therefore the Rayleigh resolution given by
equation (1) can be improved. Although he filed for a US patent for his invention, it was
not until 1965 the patent was issued [33]. For his invention Wiley used the name Doppler
beam sharpening instead of synthetic aperture radar .
L. J. Cutrona of the University of Michigan and C. W. Sherwin of the University of
Illinois developed the same ideas from a spectral point of view [4]. Joint effort between
these two universities was conducted in 1953 under the project name Project Wolverine.
This project resulted in a high resolution combat surveillance radar system [4]. Due to
lack of high performance computers and signal processing algorithms, early systems were
made up of optical components such as lens performing Fourier transforms and holographic
recording techniques. With the advance of digital computers and invention of efficient signal
processing algorithms such as fast Fourier transforms, radar systems are revolutionized and
today their hardware consists of digital components instead of optical analog components
[14]. Currently SAR imaging has a wide range of applications including but not limited to
terresterial topographic imaging, airborne and spaceborne reconnaissance, underground re-
source exploration, mine detection, missile tracking and medical imaging [48]. SAR imaging
became one of the most critical inventions of the 20th century.
There are modalities of SAR imaging operations which are generally named after imaging
geometry. Most commonly used mode is stripmap SAR imaging. In stripmap imaging, the
radar platform flies in a linear path and ground strips are imaged without any beam steering.
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This modality is used when large areas of terrain needs to be mapped [48].
Another widely used mode is spotlight SAR imaging. In spotlight SAR, the radar
platform again flies in a linear path but by electronical or mechanical beem steering a
ground spot is targeted at distinct times of the flight. This modality can provide better
resolution imagery compared to stripmap SAR imaging modality [48].
There are also some imaging modalities where radar platform flies in a nonlinear orbit.
Two of these methods are circular SAR imaging and elevation circular SAR imaging. In
circular imaging radar platform flies in a circular orbit. The circular SAR is capable of
producing acceptably good imagery with a partial or full rotation and also is capable of
generating image slices along the vertical axis of the target function [47]. Another recently
offered modality is elevation circular SAR imaging. In elevation circular SAR imaging the
radar platform not only flies in a circular orbit but also changes elevation along the orbit
[22].
In forward looking SAR imaging the radar platform illuminates a ground target located
in the direction of flight instead of illuminating an area sidewards as sidescan SAR imaging
scenarios discussed above. A detailed discussion of forward looking SAR used for runway
imaging can be seen in [4] and [15].
Volumetric SAR (VolSAR) imaging is a recently emerging technique discussed in [4]
which can be used to reconstruct the volumetric images of the target scene. VolSAR imaging
can be applied to all known imaging geometries discussed above. VolSAR imaging heavily
depends on 3D signal processing. A discussion of 3D signal processing can be seen in [8].
After image reconstruction process the resulting 3D VolSAR imagery consists of so called
voxels instead of 2D imagery containing pixels. VolSAR imaging can be achieved for the all
modalities listed above and can be named as stripmap VolSAR, spotlight VolSAR, circular
VolSAR, elevation circular VolSAR and forward looking VolSAR [4]. A detailed discussion
of the VolSAR imaging can be seen in [4].
There are also various image reconstruction methods used for the different types of the
imaging scenarios discussed above. SAR signal processing techniques used for these image
reconstruction methods can be classified as Fresnel (truncated Taylor series), Fraunhofer
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(plane wave) approximations or Huygens-Fresnel approximation-free method [4]. Depending
on the basics of the underlying ideas reconstruction algorithms are given special names. For
example, stripmap SAR image reconstruction can be performed by Stolt format (also known
as digital reconstruction via spatial frequency interpolation), range stacking, time domain
correlation or backprojection algorithms [48]. Spotlight SAR image reconstruction can be
performed by polar format, Stolt format, reconstruction in squint spatial coordinates, digital
reconstruction via range stacking, time domain correlation or backprojection algorithms as
discussed in [48]. Circular SAR image reconstruction can be performed by Stolt format and
digital reconstruction via range stacking and via time domain correlation and backprojection
algorithms [48]. Elevation circular SAR image reconstruction can be achieved by time
domain correlation, plane wave approximation or wavefront reconstruction techniques [22].
Forward looking SAR can be performed via any of the reconstruction methods mentioned
above depending on the illuminated geometry.
SAR imaging heavily depends on Fourier analysis whose discussion can be seen in [12].





The range resolution due a pulse is given by ∆R =
cTp
2 where c is the speed of light and Tp
is the pulse duration [36]. Resolution can be improved by using a shorter pulse but in order
to satisfy an average power limit, Tp can not be infinitely small [14]. Modern radar systems
can overcome this difficulty by transmitting phase-coded long pulses [14]. Compression of
these signals is performed with signal processing operations after reception [14]. Some of
these phase-codings are linear frequency modulated codes, Barker codes, chirp-like phase
codes, Golomb’s codes, Huffman codes and asymptotically perfect codes as given in [36].
The most popular choice for an analog phase-coded waveform is linear frequency-modulated
(LFM) waveform [14]. LFM waveforms are popular because of the ease of signal generation
and processing [14]. Another name used for this waveform is chirp because an audio signal
of changing frequency over time is similar to a bird’s chirp [14]. The LFM chirp signals
are not only used in SAR systems but also in conventional radar systems [14]. SAR phase
histories usually contains both temporal and spatial chirp elements [4].
In this section both the temporal and spatial chirp waveforms are discussed. The analysis
for the linear frequency modulated waveforms is presented. A similar discussion can be seen
in [30]. Additionally a new type of chirp signal, whose phase function is of the form t1.75, is
offered and its properties are summarized in the following sections. This new chirp signal
is named as t0.75 frequency modulated (t0.75FM) chirp waveform.
3.1 Temporal Chirp Signals
In this section chirp signals which are frequency modulated in the time domain are discussed.
The analysis for the linear frequency modulated waveforms are presented as well as a new
type of chirp signal, which is named as t0.75 frequency modulated waveform, which has
certain advantages over the linear frequency modulated waveform, is offered.
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3.1.1 Linear Frequency Modulated Chirp Signals
The most commonly used form of the chirp signal in radar signal processing is the linear
chirp signal which is also known as linear frequency modulated (LFM) chirp signal. The
LFM chirp can be written as
p(t)LFM = exp(jαt2) (2)
where j is the imaginary number with j2 = −1 and α is called the slew rate. In the
Figure (2) a plot of LFM chirp given in equation (2) can be seen for α = 100.




















Figure 2: LFM chirp signal phase map.
As it can be seen in the Figure (2) the LFM chirps exhibit a linearly varying phase
modulating function. Therefore it is called linear frequency modulated chirp. Linearly
increasing or decreasing LFM chirps are used in SAR signal processing [4]. In this section
only linearly increasing LFM chirps are considered.
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Spectrum of LFM Chirps For image reconstruction process it may be necessary to use
the spectrum of the LFM chirps depending on the reconstruction methodology. The Fourier
transform of the LFM signal given by equation (2) can be written as




















By completing the argument of the integrand to a square one can rewrite the equation (3)
as follows
























































































































which is the spectrum of the LFM chirp given by the equation (2). It is useful to note
that an LFM chirp in time domain has a spectrum which is an LFM chirp in the frequency
domain.
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Pulse LFM Chirps In radar signal processing the LFM chirps are used with a windowing
function since it is only possible to generate a finite duration waveform. The pulse LFM





where Tp is the pulse duration and
Π(Tp)(t) =

1 if − Tp/2 ≤ t ≤ Tp/2
0 if otherwise
(12)
is the windowing function. The plot of the pulsed LFM chirp given in equation (11) is
essentially the same plot given in Figure (2) with the windowing function mentioned above.
Spectrum of Pulse LFM Chirps For image reconstruction process it may be necessary
to use the spectrum of the pulse LFM chirps depending on the reconstruction methodology.
The Fourier transform of the pulse LFM chirp can be written as
PΠ(2αTp)















































































































As given in [3], the definite Fresnel integral is defined as
























A plot of C(ω) and S(ω) can be seen in the Figure (3) below.













Figure 3: The real and imaginary parts of Fresnel integral.
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The plot of the equation (23) which is the Fourier transform of the pulse LFM chirp
given by equation (11) can be seen in the Figure (4) for α = 2.























Figure 4: Fourier transform of the pulse LFM chirp signal.
Matched Filtering for LFM Chirp Signals Matched filtering is the primary method
used to detect the presence of a known signal, or template, in an unknown signal. It
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can be performed by correlating the known signal with the unknown signal. Matched
filtering can be performed in time or frequency domains by using Fourier transforms and
convolutions. Matched filtering is extensively used in radar and sonar signal processing,
telecommunications and some other branches of signal processing.













, where n = 1, 2, ...
(24)
where p is the known signal. The Fourier transform of the equation (24) is









If the bandwidth is infinite, that is if P (ω) nonzero, then the range imaging can be performed
by an operation called source deconvolution. But in practice it is not possible to use a signal
with infinite bandwidth. Therefore for this purpose we are using the matched filtering.
Matched filtering is also used to remove additive white noise when the signal is corrupted
[36],[48]. Performing matched filtering in the frequency domain



































is the point spread function. Matched filtered signal can also be written as









where ⊗ is the time domain convolution. Inverse Fourier transform of P ∗(ω) is p∗(−t) which
is the time domain matched filter. For instance if the radar bandwith is ω ∈ [ωc−ωo, ωc+ωo]










Some researchers use the normalized version of the equation (29) such as [48]. Then the
target function can be formed by















Considering the Fourier transform of the LFM chirp signal given in the equation (10) one
can perform its matched filtering as follows
psfLFMt (t) = IFT
ω
1D






































which gives the target scattering function f(x).
3.1.2 t0.75 Frequency Modulated Chirp Signals
Besides the typical LFM chirp signals discussed in the previous section there are other
types of chirp signals called nonlinear frequency modulated (NLFM) chirps. A summary of
existing NLFM chirps can be seen in [18]. The motivation behind offering a new chirp is
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to improve the image resolution as well as to achieve a form which can be implemented in
the hardware optimally. There are various ways to check if the offered chirp is improving
the resolution or not. Most commonly used method is to evaluate autocorrelation or point
spread function of the chirps in comparison and to check if the sidelobes are reduced as
well as to look at the mainlobe width. As a tradeoff sidelobe reduction causes the mainlobe
width to be increased which is an undesired effect, therefore it is desired to be limited.
Sidelobes of the autocorrelation functions of a chirp signal can be reduced to any level
by applying a nonuniform amplitude function however this method results in reduced SNR,
hard to implement and causes an increase in the mainlobe width [16]. Therefore, there are
various forms of NFLM chirps offered in the literature which do not rely on this method. In
this section a new NLFM chirp signal is offered which is named as t0.75 frequency modulated
(t0.75FM) chirp signal. As discussed in the coming sections this chirp can achieve a reduction
in the sidelobes of the autocorrelation function without having an adverse effect on the
mainlobe width and SNR. Also this chirp can reach the same bandwidth of the LFM with
the same slew rate using a shorter pulse duration, or reversely the same bandwidth of the
LFM with the same pulse duration using a smaller slew rate. Therefore it more effective
for hardware.
t0.75FM chirp signal given in the following form
p(t) = exp(jηt1.75) (36)
where η is the slew rate. In Figure (5) a plot of t0.75FM chirp given in equation (36) can
be seen for η = 100.
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Figure 5: t0.75FM chirp signal phase map.
The chirps, which have phase functions of the form tp, where p is a noninteger such that
1.5 < p < 2 show the similar tradeoffs in sidelobe reduction and mainlobe width increase of
their point spread functions as will be discussed in the coming sections. Therefore p = 1.75
is selected as the mean value of this interval.
In order to calculate the bandwidth of the t0.75FM chirp signal it is necessary to write
the time derivative of the phase function as
φ̇(t) = 1.75ηt0.75 (37)
For a pulse with Ts = 0, Tf = Tp the bandwidth of the t
0.75FM chirp signal becomes
B = 1.75ηT 0.75p (38)
In order to perform a fair comparison between chirps generally same bandwidth approach











Since the values of TpLFM in radar imaging problems is generally on the order of microsec-
onds, this relation states that same bandwidth can be achieved using a shorter pulse of
t0.75FM chirp compared to the pulse of the LFM chirp. Therefore the t0.75FM chirp is more
efficient.
Spectrum of t0.75FM Chirp Signals The Fourier transform of the t0.75FM chirp signal
given by equation (36) can be expressed as






Asymptotic methods provide good approximations to the integrals which can not be evalu-
ated analytically such as the integral given in the equation (41). One of the most powerful
asymptotic methods is the method of stationary phases [7]. A discussion of the method of
stationary phases is provided in the Appendix B. Implementing the method of stationary
phases given in Appendix B one can write the phase function of the integral given in the
equation (41) as
Λ(t) = ηt1.75 − ωt (42)
First derivative of the phase function can be written as
Λ̇(t) = 1.75ηt0.75 − ω (43)




Stationary point, ts, can be found by setting
Λ̇(ts) = 1.75ηt
0.75
s − ω = 0 (45)
which leads to ts ≈ ω4/3/2.11η4/3. The phase function, Λ, and the second derivative of the











Following the method of stationary phases analysis given in the Appendix B the approxi-
mation of the integral given in the equation (41) can be obtained as







































Numerical FFT of t0.75FM Chirp
MSP Analysis of the FT of t0.75FM Chirp
Figure 6: Comparison of the numerical and asymptotic Fourier transforms of the t0.75FM
chirp signal.
In the Figure (6) a comparison of the numerical and method of stationary phases evalua-
tion of the one sided Fourier transform of the t0.75FM chirp signal is presented for α = 2×106
and pulse duration window [0, 0.1].
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Pulse t0.75FM Chirp Signals In radar signal processing the t0.75FM chirps can be used
with a windowing function since it is only possible to generate a finite duration waveform.





where Tp is the pulse duration and
Π(Tp)(t) =

1 if 0 ≤ t ≤ Tp
0 if otherwise
(50)
is the windowing function. The plot of the pulsed t0.75FM chirp given in the equation (49)
is essentially the same plot given in the Figure (5) with the windowing function mentioned
above.
Spectrum of Pulse t0.75FM Chirp Signals The Fourier transform of the pulse t0.75FM
chirp signal given by the equation (49) can be expressed as


















7/3/η4/3) if ts ≈ ω4/3/2.11η4/3 ∈ [0, Tp]
0 if otherwise
(52)
The expression in upper branch of the equation (51) is derived previously for the t0.75FM
chirp signals and the expression in the lower branch of the equation (51) is guaranteed by
the Riemann-Lebesgue lemma discussed in the Appendix B.
Matched Filtering for t0.75FM Chirp Signals The matched filter for the t0.75FM chirp
signal can be obtained by following the process given in equations (24) to (32). Considering










Calculating this function numerically a comparison of the point spread functions of the
LFM and t0.75FM chirps presented in the Figure (7) below for a bandwidth of 100 MHz































PSF of the LFM Chirp
PSF of the t0.75FM Chirp
Figure 7: Comparison of the point spread functions of the LFM and t0.75FM chirp signals-1.
For the given parameters the comparison of the point spread functions of the LFM and
t0.75FM chirps suggest that -3 dB mainlobe width of LFM chirp is around 8.77 × 10−9s
where as t0.75FM chirp has a -3 dB mainlobe width of approximately 9.53 × 10−9s. The
ratio of these two parameters yield to a value of approximately 1.08 which suggests that the
mainlobe of the point spread function of the t0.75FM chirps is slightly larger than that of
the LFM chirp, almost unrecognizable. Also reading of peak sibelobe values approximately
lead to -13.25 dB for LFM chirp and -14.15 dB for the t0.75FM chirp. Therefore a reduction
of 0.90 dB can be achieved using the t0.75FM chirp without having an adverse effect on the
mainlobe width of the point spread function, therefore image quality can be improved.
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Repeating the same analysis for a bandwidth of 60 MHz and a time window of [0, 1 ×
10−6]s for both chirps which have different chirp rates, one can obtain the Figure (8) pre-
sented below.






























PSF of the LFM Chirp
PSF of the t0.75FM Chirp
Figure 8: Comparison of the point spread functions of the LFM and t0.75FM chirp signals-2.
For the given parameters the comparison of the point spread functions of the LFM and
t0.75FM chirps suggest that -3 dB mainlobe width of LFM chirp is around 1.48 × 10−8s
where as t0.75FM chirp has a -3 dB mainlobe width of approximately 1.56 × 10−8s. The
ratio of these two parameters yield to a value of approximately 1.05 which suggests that the
mainlobe of the point spread function of the t0.75FM chirps is slightly larger than that of
the LFM chirp, almost unrecognizable. Also reading of peak sibelobe values approximately
lead to -13.25 dB for LFM chirp and -14.30 dB for the t0.75FM chirp. Therefore a reduction
of 1.05 dB can be achieved using the t0.75FM chirp without having an adverse effect on the
23
mainlobe width of the point spread function, therefore image quality can be improved.












which gives the target scattering function f(x).
Other Possible uses of the t0.75FM Chirp Signal As it can be seen in [18] and [16],
researchers are mainly interested in reducing the sidelobes of the point spread functions of
the LFM either by applying nonuniform windowing or by offering new type of nonlinear
frequency modulated waveforms. As mentioned before, although applying nonuniform win-
dowing can reduce the sidelobe levels to any level desired, this method causes a loss in the
signal-to-noise ratio [16]. Therefore there are some different forms of nonlinear frequency
modulated chirps offered in the literature to reduce the sidelobe levels of the point spread
functions.
A widely used chirp is a hybrid chirp which has the derivative of the phase function of

































where β, γ are two parameters generally selected as β = 0.5, γ = 1.4 and where B is the
bandwidth [16]. It is useful to mention that for β = 0 the hybrid chirp reduces to the LFM
chirp and for β = 1 the hybrid chirp reduces to a chirp with tan-frequency modulation.



































again where the β, γ are two parameters which can be selected as β = 0.5, γ = 1.4 and
where B is the bandwidth. Following the necessary steps mentioned for the calculation of
the point spread functions one can obtain the results presented below.
For a bandwidth of 100 MHz and a time window of [0, 100 × 10−6] s for both hybrid
chirps and the LFM chirp, one can obtain the following point spread functions presented in
the Figure (9).
For the given parameters the comparison of the point spread functions of the LFM, tan-
LFM and tan-t0.75FM chirps suggest that -3 dB mainlobe width of LFM chirp is around
8.77× 10−9s where as tan-LFM and t0.75FM chirps have -3 dB mainlobe widths of approx-
imately 10.68× 10−9s and 11.06× 10−9s, respectively. The ratio of the mainlobe widths of
the hybrid chirps to the mainlobe width of LFM chirp yield to approximately 1.21 and 1.26
which suggests that the mainlobe width of the point spread function of the hybrid chirps
are larger than that of the LFM chirp. Also reading of peak sibelobe values approximately
lead to -13.25 dB for LFM, -18.52 dB for the tan-LFM and -22.14 dB for the tan-t0.75FM
chirps. Therefore a reduction of 5.27 dB can be achieved using the tan-LFM instead of
LFM and a further reduction of 3.62 dB can be obtained by using tan-t0.75FM instead of
tan-LFM, thus a total reduction of 8.89 dB. Therefore image quality can be improved using
t0.75FM chirp in the hybrid form as well.
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PSF of the LFM
PSF of the tan−LFM hybrid
PSF of the tan−t0.75FM hybrid
Figure 9: Comparison of the point spread functions of the LFM and hybrid chirp signals-1.
Repeating the same analysis for a bandwidth of 60 MHz and a time window of [0, 1 ×
10−6]s for all chirps which have different chirp rates, one can obtain the Figure (10) presented
below.
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PSF of the LFM
PSF of the tan−LFM hybrid
PSF of the tan−t0.75FM hybrid
Figure 10: Comparison of the point spread functions of the LFM and hybrid chirp signals-2.
For the given parameters the comparison of the point spread functions of the LFM, tan-
LFM and tan-t0.75FM chirps suggest that -3 dB mainlobe width of LFM chirp is around
1.48× 10−9s where as tan-LFM and t0.75FM chirps have -3 dB mainlobe widths of approx-
imately 1.76 × 10−8s and 1.84 × 10−8s, respectively. The ratio of the mainlobe widths of
the hybrid chirps to the mainlobe width of LFM chirp yield to approximately 1.18 and 1.24
which suggests that the mainlobe width of the point spread function of the hybrid chirps
are larger than that of the LFM chirp. Also reading of peak sibelobe values approximately
lead to -13.25 dB for LFM, -19.62 dB for the tan-LFM and -22.23 dB for the tan-t0.75FM
chirps. Therefore a reduction of 6.37 dB can be achieved using the tan-LFM instead of
LFM and a further reduction of 2.61 dB can be obtained by using tan-t0.75FM instead of
tan-LFM, thus a total reduction of 8.98 dB. Therefore image quality can be improved using
t0.75FM chirp in the hybrid form as well.
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3.2 Spatial Chirp Signals
In this section chirp signals which are wavenumber-modulated in the spatial domain are
discussed. The commonly used slow-time chirp signal in linear aperture SAR is the slow-
time hyperbolic phase modulation
p(u) = exp(−j2kωrn(u)) (61)
where rn(u) is the sensor-to-scatterer distance as a function of aperture u. Using rn(u) =√





x2n + (u− yn)2
]
(62)
Using the Taylor series expansion the Fresnel formula for rn becomes




A comparison of the rn and its Fresnel approximation given in the equation (63) can be















Figure 11: Hyperbolic and parabolic phase functions.
Using the Fresnel approximation given by the equation (63) one can rewrite the chirp
given in equation (62) as







which is an approximately LFM chirp signal modulated in the aperture domain.
Spectrum of Spatial Chirp Signals Consider the expression given in equation (62).









x2n + (u− yn)2
]
exp(−jkuu)du (65)




x2n + (u− yn)2 − kuu (66)
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The first derivative of the phase function can be written as
Λ̇(u) =
2kω(yn − u)√
x2n + (u− yn)2
− ku (67)
The second derivative of the phase function can be written as
Λ̈(u) = − 2kωx
2
n
(x2n + (u− yn)2)
3/2
(68)





− ku = 0 (69)
which leads to us = yn− kuxn√
4k2ω−k2u
. Evaluating the phase function and its second derivative
at this stationary point one obtains
Λ(us) = −
√




















Finite Aperture Spatial Chirp Signals In radar signal processing the spatial chirps
are used with a windowing function since it is only possible to generate a finite duration
waveform. The spatial chirp can be written as
pΠ(2L) (u) = Π(2L)(u) exp(−j2kωcrn(u)) (73)
where 2L is the synthetic aperture length and
Π(2L)(u) =

1 if − L ≤ u ≤ L
0 if otherwise
(74)
is the windowing function.
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Spectrum of Finite Aperture Spatial Chirp Signals The Fourier transform of the
finite aperture spatial chirp signal given by the equation (73) can be expressed as



























is suppressed in the first branch. The expression in
upper branch of the equation (76) is derived previously for the spatial chirp signals and the
expression in the lower branch of the equation (76) is guaranteed by the Riemann-Lebesgue
lemma discussed in the Appendix B.
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CHAPTER IV
SPOTLIGHT SYNTHETIC APERTURE RADAR IMAGING
Early stripmap SAR systems were developed beginning in the 1950s, but spotlight SAR
systems needed to wait until about 1980s. In the early 1960s a group of scientists of the
Willow Run Laboratories, sponsored by the Air Force to study the identification of the
spaceborne objects, were working on fine resolution imaging of the rotating objects [14].
Although the first experiments performed on a platform with a small size later experiments
are performed over large areas of terrain using airborne SAR sensors [14]. This work can be
viewed as the earliest work in spotlight SAR imaging. The data collected during experiments
are recorded using analog optical techniques. Until 1969 the scientist were trying to record
the data in the rectangular format which deteriorated the fine resolution. After then they
started to record the data in polar format which made the fine resolution spotlight imagery
possible [14]. This technique is now widely accepted as the polar format processing technique
in the radar imaging. With the maturation of the digital computers in 1970s the analog
systems are replaced with digital systems. Today digital SAR processor heavily based on
digital memories and FPGA technologies are able to perform real time image reconstruction,
both for spotlight imaging and other SAR modalities.
Spotlight SAR image reconstruction can be achieved by few different methods. Some
of these are polar format processing, Stolt format processing and range-Doppler imaging.
In this chapter a comparison of the polar format processing and the Stolt format process-
ing algorithms using both the LFM and t0.75FM chirp signals is presented. Polar format
processing is a valid approximation for the unmanned aerial vehicle (UAV) SAR systems
with long range small spot size imaging situations. Stolt format processing is also used in
satellite SAR systems and it can also be implemented for stripmap imaging modality. The
synthetic examples reconstructed in this chapter provides a basis for assessing the change
detection methods presented in the chapter 5 of this dissertation.
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A more detailed and complete discussion of the spotlight SAR imaging can be seen in
[14], [48], [46], [23], [4].
4.1 Spotlight SAR Imaging Geometry
Two dimensional imaging geometry for spotlight SAR can be seen in the Figure (12) below
which is valid for ground plane imaging. The slant plane imaging can also be treated
similarly.
Figure 12: Spotlight imaging geometry for polar format processing.
The x and y coordinates denote the range and cross-range distances. These are also
called fast time and slow time distances. The transmitting and receiveing radar moves along
a linear path given by x = Xc. The synthetic aperture is denoted by u, where u ∈ [−L,L].
The illuminated region is a disk of radius Xo which is also called the spotlighted region. The
radar hardware generates a time-dependent pulsed signal p(t) which can be LFM or t0.75FM
chirps discussed in Chapter 3. Since the aircraft speed is much slower than the speed of
light it is a valid approximation to accept the receive and transmit mode coordinates to be
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the same.
In reality flight geometry deviates from the straight path, therefore motion compensation
algorithms and hardware are widely used. The idealized flight motion case are considered
throughout this dissertation.
4.2 Spotlight SAR via Polar Format Processing
Polar format reconstruction can be achieved using two different approximations as given in
[48]. The first approximation is plane wave approximation and the second approximation
is narrow bandwith narrow beamwidth approximation. In this dissertation polar format
reconstruction via plane wave approximation is considered. The derivations followed in this
chapter is given by [46].
Polar format processing for SAR image formation is based on the far field Fraunhofer
approximation of wave field theory. A detailed discussion of the Fraunhofer approximation
can be seen in [25]. The imaging geometry of polar format applications is constrained to
ensure the Fraunhofer approximation is accurate.
Continuous Model Considering the SAR imaging geometry presented in figure (12) total












where ff(x, y) is the target area’s scattering function, u is the synthetic aperture, t is time,
c is the propagation speed of the electromagnetic wave which is the speed of light and
integration is carried out over points (x, y) which rests in disk of radius Xo. Taking the
fast-time Fourier Transform and performing baseband conversion one obtains [46]






(Xc − x)2 + (Yc + u− y)2
]
dxdy (78)
For simplicity defining Ss(ω, u)/P (ω) or its matched filtered form that is Ss(ω, u)P ∗(ω)


















Transforming variables from (x, y) coordinate system to (x′, y′) coordinate system as given
















Making the following plane wave approximation [46]
2kω
√(√
X2c + (Yc + u)
2 − x′
)2
+ y′2 ≈ 2kω
(√


































This can be written as [46]




X2c + (Yc + u)
2
)]
FF ′(kx′ , ky′) (84)
where
kx′ = 2kω and ky′ = 0 (85)
Making the transformation from (kx′ , ky′) to (kx, ky) wavenumber system and using the
analysis given in Appendix B one obtains [46]




X2c + (Yc + u)
2
)]
FF (kx, ky) (86)
This expression leads to [46]









kx = 2kω cos(θc) = 2kω
Xc√




ky = 2kω sin(θc) = 2kω
Yc + u√




The inverse 2D Fourier transform can be used to construct the target reflectivity function
ff(x, y) using FF (kx, ky) given in the equation (87). This completes the all necessary steps
for polar format processing algorithm for spotlight SAR. In the Figure (58) the polar format
processing algorithm flowchart is presented.
Fourier Transform
(t, u) → (ω, u)
Doppler Dechirp
Interpolations
kx(ω, u) = 2kω cos θc(u)
ky(ω, u) = 2kω sin θc(u)
Inverse Fourier Trans-




ss(t, u) Ss(ω, u)
Ŝs(ω, u)
F̂F (kx, ky)f̂f(x, y)
Figure 13: Polar format processing algorithm flowchart.
Discrete Model If the number of scatterers in the spotlight region is finite then one
can use a discrete model. The discrete model for polar format processing of spotlight SAR














which is the recorded signal by the radar hardware. In equation (90) n is the number of
scatterers in the scene and ffn(xn, yn) is the scattering function of a scatterer located at
xn, yn which rests inside a disk of radius Xo. Taking the fast-time Fourier Transform and
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Making the following plane wave approximation
2kω
√(√









































This can be written as




X2c + (Yc + u)
2
)]
FF ′(kx′ , ky′) (97)
where
kx′ = 2kω and ky′ = 0 (98)
Making the transformation from (kx′ , ky′) to (kx, ky) wavenumber system and using the
analysis given in appendix B one obtains




X2c + (Yc + u)
2
)]
FF (kx, ky) (99)
This expression leads to










kx = 2kω cos(θc) = 2kω
Xc√




ky = 2kω sin(θc) = 2kω
Yc + u√
X2c + (Yc + u)
2
(102)
The inverse 2D Fourier transform can be used to construct the target scattering function∑
n ffn(xn, yn) using FF (kx, ky) given in the equation (100). This completes the all nec-
essary steps for polar format processing algorithm for spotlight SAR with finite number of
scatterers in the scene.
Constraints for Validity In this section the constraints for validity of the polar format
processing algorithm considering only the broadside case, that is, Yc = 0 is discussed. Plane
wave approximation in the equation (82) introduces an error [46]
kω(x
2 sin2 θc + y
2 cos2 θc + xy sin 2θc)
Xc
(103)
where only significant terms are considered. For a small target spot with a disk of radius











A weaker approximation can be obtained rewriting equation (103) as [46]
kω(x







The last term in the equation (105), kωy
2/Xc, is independent of the radar position u.
Associating this term with the scattering function a new target scattering function can be






For narrow bandwidth radar signal the frequencies can be approximated by center frequency










where kωc is the center frequency of the radar signal. The first phase term in the equa-






The wavelengths of the radar signal is on the interval [kωmin , kωmax ]. Thus the central
























The constraint given in the equation (113) is the requirement for the plane wave ap-
proximation to be acceptable and polar format processing inversion to be valid.
4.2.1 Polar Format Processing using LFM Signals
In this section 9 examples of spotlight imaging using polar format processing with LFM
chirp signals are presented. Therefore for the p(t) in the equation (90) the expression given
in the equation (2) and its corresponding matched filter is used.
The first example is for a single scatterer located at x = 0m, y = 0m with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m. In the Figure (14) the recorded SAR signal
















Figure 14: Measured SAR signal of a single scatterer at x = 0m, y = 0m-broadside mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal









Figure 15: Fast-time matched filtered SAR signal of a single scatterer at x = 0m, y = 0m-
broadside mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the












































Figure 16: Compressed SAR signal spectrum of a single scatterer at x = 0m, y = 0m-
broadside mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction












Figure 17: Polar format SAR reconstruction of a single scatterer at x = 0m, y = 0m-
broadside mode.
The second example is for a single scatterer located at x = 0m, y = 0m with the
parameters Xc = 1500m, Yc = 500m, Xo = 100m, L = 150m. In the Figure (18) the

















Figure 18: Measured SAR signal of a single scatterer at x = 0m, y = 0m-squinted mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal










Figure 19: Fast-time matched filtered SAR signal of a single scatterer at x = 0m, y = 0m-
squinted mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the










































Figure 20: Compressed SAR signal spectrum of a single scatterer at x = 0m, y = 0m-
squinted mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 21: Polar format SAR reconstruction of a single scatterer at x = 0m, y = 0m-
squinted mode.
The third example is for a single scatterer located at x = 20m, y = 20m with the
parameters Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m. In the Figure (22) the recorded
















Figure 22: Measured SAR signal of a single scatterer at x = 20m, y = 20m-broadside mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal









Figure 23: Fast-time matched filtered SAR signal of a single scatterer at x = 20m, y = 20m-
broadside mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the












































Figure 24: Compressed SAR signal spectrum of a single scatterer at x = 20m, y = 20m-
broadside mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction








Figure 25: Polar format SAR reconstruction of a single scatterer at x = 20m, y = 20m-
broadside mode.
The fourth example is for a single scatterer located at x = 20m, y = 20m with the
parameters Xc = 1500m, Yc = 500m, Xo = 100m, L = 150m. In the Figure (26) the

















Figure 26: Measured SAR signal of a single scatterer at x = 20m, y = 20m-squinted mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal










Figure 27: Fast-time matched filtered SAR signal of a single scatterer at x = 20m, y = 20m-
squinted mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the










































Figure 28: Compressed SAR signal spectrum of a single scatterer at x = 20m, y = 20m-
squinted mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 29: Polar format SAR reconstruction of a single scatterer at x = 20m, y = 20m-
squinted mode.
The fifth example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 70m, y2 = −60m,
x3 = −70m, y3 = 60m, x4 = −60m, y4 = 75m, x5 = 60m, y5 = −75m with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m. In the Figure (30) the recorded SAR signal





















Figure 30: Measured SAR signal of 5 scatterers-broadside mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal














Figure 31: Fast-time matched filtered SAR signal of 5 scatterers-broadside mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the












































Figure 32: Compressed SAR signal spectrum of 5 scatterers-broadside mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 33: Polar format SAR reconstruction of 5 scatterers-broadside mode.
The sixth example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 70m, y2 = −60m,
x3 = −70m, y3 = 60m, x4 = −60m, y4 = 75m, x5 = 60m, y5 = −75m with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m. In the Figure (34) the recorded SAR





















Figure 34: Measured SAR signal of 5 scatterers-squinted mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal














Figure 35: Fast-time matched filtered SAR signal of 5 scatterers-squinted mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the










































Figure 36: Compressed SAR signal spectrum of 5 scatterers-squinted mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 37: Polar format SAR reconstruction of 5 scatterers-squinted mode.
The seventh example is for 25 scatterers uniformly distributed inside a square with
coordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m. In the Figure (38) the recorded SAR signal




















Figure 38: Measured SAR signal of 25 scatterers-broadside mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal













Figure 39: Fast-time matched filtered SAR signal of 25 scatterers-broadside mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the





























] Slow−time Dechirped SAR Signal Spectrum












Figure 40: Compressed SAR signal spectrum of 25 scatterers-broadside mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 41: Polar format SAR reconstruction of 25 scatterers-broadside mode.
The eighth example is for 25 scatterers uniformly distributed inside a square with
coordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m. In the Figure (42) the recorded SAR




















Figure 42: Measured SAR signal of 25 scatterers-squinted mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal













Figure 43: Fast-time matched filtered SAR signal of 25 scatterers-squinted mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the





























] Slow−time Dechirped SAR Signal Spectrum










Figure 44: Compressed SAR signal spectrum of 25 scatterers-squinted mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction








Figure 45: Polar format SAR reconstruction of 25 scatterers-squinted mode.
The ninth example is for 25 scatterers uniformly distributed inside a square with co-
ordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 10000m, Yc = 0m, Xo = 100m, L = 300m. In the Figure (46) the recorded SAR

















Figure 46: Measured SAR signal of 25 scatterers-far field broadside mode.
Applying the matched filtering operation along t axis to the signal given in the Fig-






Fast−time Matched Filtered SAR Signal










Figure 47: Fast-time matched filtered SAR signal of 25 scatterers-far field broadside mode.
After 2D Fourier transforming and matched filtering in the u domain one obtains the
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Figure 48: Compressed SAR signal spectrum of 25 scatterers-far field broadside mode.
Performing the PFA wavenumber interpolations and using 2D inverse Fourier transform













Polar Format SAR Reconstruction






Figure 49: Polar format SAR reconstruction of 25 scatterers-far field broadside mode.
4.2.2 Polar Format Processing using t0.75FM Signals
In this section the imagery reconstructed by LFM and t0.75FM chirps using polar format pro-
cessing are compared. 3 example images which are reconstructed by polar format processing
for spotlight imaging geometry are presented. Therefore for the p(t) in the equation (90),
the expression given in the equation (2) for LFM chirp and the expression given in the
equation (36) for t0.75FM chirp are used.
The first example is for a single scatterer located at x = 0m, y = 0m with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m with signal parameters Tp = 1 × 10−6s,
fc = 200 × 106 Hz, fo = 10 × 106 Hz. In the Figure (50) the image reconstructed by PFA













Polar Format SAR Reconstruction with LFM chirp






Figure 50: Polar format SAR reconstruction of a single scatterer at x = 0m, y = 0m-
squinted mode-using LFM chirp.
The image reconstructed by PFA with t0.75FM chirp signal, which can be seen in the
Figure (51), is almost identical to image reconstructed by LFM chirp with reduced sidelobes













Polar Format SAR Reconstruction with t0.75FM chirp






Figure 51: Polar format SAR reconstruction of a single scatterer at x = 0m, y = 0m-
squinted mode-using t0.75FM chirp.
The second example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 14m, y2 =
−12m, x3 = −14m, y3 = 12m, x4 = −12m, y4 = 15m, x5 = 12m, y5 = −15m with the
parameters Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m with signal parameters Tp =
10×10−6s, fc = 200×106 Hz, fo = 15×106 Hz. In the Figure (52) the image reconstructed














Polar Format SAR Reconstruction with LFM chirp






Figure 52: Polar format SAR reconstruction of 5 scatterers-broadside mode-using LFM
chirp.
The image reconstructed by PFA with t0.75FM chirp signal, which can be seen in the
Figure (53), is almost identical to image reconstructed by LFM chirp with reduced sidelobes













Polar Format SAR Reconstruction with t0.75FM chirp






Figure 53: Polar format SAR reconstruction of 5 scatterers-broadside mode-using t0.75FM
chirp.
The third example is for 25 scatterers uniformly distributed inside a square with co-
ordinates (−25m,−25m), (−25m, 25m), (25m, 25m), (25m,−25m) with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m with signal parameters Tp = 5 × 10−6s,
fc = 200 × 106 Hz, fo = 12 × 106 Hz. In the Figure (54) the image reconstructed by PFA













Polar Format SAR Reconstruction with LFM chirp






Figure 54: Polar format SAR reconstruction of 25 scatterers-broadside mode-using LFM
chirp.
The image reconstructed by PFA with t0.75FM chirp signal, which can be seen in the
Figure (55), is almost identical to image reconstructed by LFM chirp with reduced sidelobes













Polar Format SAR Reconstruction with t0.75FM chirp






Figure 55: Polar format SAR reconstruction of 25 scatterers-broadside mode-using t0.75FM
chirp.
4.3 Spotlight SAR via Stolt Format Processing
In this section the Stolt format processing algorithm used to construct the images of spot-
lighted region is discussed. In some of the literature, as in [48], the term digital reconstruc-
tion via spatial frequency interpolation instead of Stolt format processing is used. Based
on the analysis given for migration by Fourier Transform scheme in [49] it is preferred to
use the term Stolt format processing eventhough the same idea is originally developed for
seismic imaging (see [9] and [50]). In this section the derivations given in [48] are followed.
Spotlight SAR imaging geometry for Stolt format processing can be seen in the Figure (56)
below
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Figure 56: Spotlight imaging geometry for Stolt format processing.
It is useful to note that Stolt format processing is performed in the aperture coordinate
system and no switching to the scene or rotated scene coordinate system is necessary.














where σn is the radar cross section of the n
th scatterer, xn and yn are its coordinates, u
is the synthetic aperture and c is the speed of electromagnetic wave, which is the speed of
light. The fast time Fourier transform of the signal given in equation (114) can be written
as [48]







(xn)2 + (yn − u)2
]
(115)
where kω = ω/c is the wavenumber. Applying the slow-time Fourier transform relation
given by equation (72) to the equation (115) and suppressing amplitude factors one obtains
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[48]







4k2ω − k2uxn − jkuyn
)
(116)
Defining two new functions as [48]
kx(ω, ku) =
√
4k2ω − k2u and ky(ω, ku) = ku (117)
one can rewrite equation (116) as [48]
SS(ω, ku) = P (ω)
∑
n
σn exp (−jkx(ω, ku)xn − jky(ω, ku)yn) (118)




σnδ(x− xn, y − yn) (119)




σn exp(−jkxxn − jkyyn) (120)
Using the equation (120) one can rewrite the equation (118) as [48]
SS(ω, ku) = P (ω)FFo [kx(ω, ku), ky(ω, ku)] (121)
which leads to [48]




As pointed out in the matched filtering sections of LFM and t0.75FM chirp signals, for a
bandlimited signal, for the reconstruction it is not possible to use the the equation (122).
Therefore the construction via fast time matched filtering is performed so that for the
recorded SAR signal FF (kx, ky) spectrum becomes [48]
FF [kx(ω, ku), ky(ω, ku)] = P ∗ (ω)SS(ω, ku) = |P (ω)|2
∑
n
σn exp(−jkxxn − jkyyn) (123)
where ku ∈ [−2kω, 2kω] and ω ∈ [ωc − ωo, ωc + ωo]. The sample spacing in the slow time






where Nu is the number of synthetic aperture samples of the SAR signal given in the
equation (115) and ∆u is the sample spacing in u domain. Since ky = ku the mapping into
ky domain is evenly spaced but for kx we use the relation [48]
kx =
√
4k2 − k2u (125)
Discretizing the equation for ky we obtain [48]
abky = aku = a∆ku (126)
where a = 1, 2, ..., Nu, b = 1, 2, ..., Nω and Nω is the number of samples in the fast time
frequency, ω, domain. Discretizing the equation for kx one obtains [48]
abkx =
√
4 bk2ω − aku (127)
where




are the evenly spaced collocation points in the kω = ω/c domain and ∆ω is the sample
spacing of the fast time frequency ω. Therefore the sampled fast time frequency collocation
points become ωb = cbkω. A graphical representation of this interpolation process can be
seen in the Figure (57) below
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Figure 57: Spatial frequency mapping for discrete wavenumber data.
In the case of long range spotlight or stripmap SAR imaging the slow time wavenumber,
ku, is much smaller than the wavenumber, kω, that is, |ku|  kω. When the conditions
|ku|  kω and 2ωo  ωc are satisfied the interpolation problem can be avoided by using
the approximation [48]
kx ≈ 2kω (129)
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This approximation in the wavenumber data assignment causes slight degradations in the
reconstructed images, but results in severe degradation when used in the phase function
given below [48]
exp [−jkx(ω, ku)xn] (130)
Since in majority of imaging situations the target area is not located at the center of
synthetic aperture, that is Yc 6= 0, so that baseband conversion of the target area is necessary.
For these squinted SAR systems baseband conversion can be obtained by
FFb(kx, ky) = FF (kx, ky) exp (jkxXc + jkyYc) (131)
where FFb denotes the baseband spectrum of the target’s scattering function. Using the
equation (117) in the equation (131) one obtains [48]
FFb [kx(ω, ku), ky(ω, ku)] = P
∗(ω)SS(ω, ku) exp [jkx(ω, ku)Xc + jky(ω, ku)Yc]








The squinted mode reconstruction can also be accomplished by 2D matched filtering.
Considering the radar signal scattered from a single reflector located at the center of the
target area [48]









one can obtain its 2D Fourier Transform as [48]




4k2ω − k2uXc − jkuYc
)
(134)
Therefore the baseband reconstruction can also be achieved by 2D matched filtering as
follows [48]
FFb [kx(ω, ku), ky(ω, ku)] = SS(ω, ku)SS
∗
o(ω, ku) (135)
In the case Yc = 0, SAR mode is known to be broadside mode. The whole analysis given
for squinted mode can be followe for broadside mode as well, with Yc = 0. In the Figure (58)
one can see the Stolt format processing algorithm steps given above in a flowchart format.
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Fourier Transform






ky(ω, ku) = ku
Inverse Fourier Trans-
form (kx, ky) → (x, y)
P ∗(ω)SS∗o(ω, ku)
ss(t, u) SS(ω, ku)
F̂F (kx, ky)f̂f(x, y)
Figure 58: Stolt format processing algorithm flowchart.
From this point forward FF instead of FFb, the baseband Fourier Transform of the
target’s scattering function, is used. Using evenly spaced data, kx = b∆kx , one can perform
the interpolation as follows [48]
FF (kx, abky) =
∑
b








is the sinc interpolating function. To achieve computational efficiency one can use a win-
dowing function so that [48]
FF (kx, abky) =
∑
|kx−b∆kx |≤Ns∆kx








is the windowing function. The signal v(kx) can be any window. Selecting the Hamming
window as given below [48]
v(kx) =

0.54 + 0.46 cos( πkxNs∆kx
) for |kx| ≤ Ns∆kx
0 otherwise
(140)
In Figure (59) the Hamming window for Ns = 128 is presented.



















Figure 59: Hamming window.
In the simulations which are presented in the subsections 4.3.1 and 4.3.2 interpolation
from evenly spaced data is used. The process of interpolation from unevenly spaced data
can be seen in [48].
88
4.3.1 Stolt Format Processing using LFM Signals
In this section 9 examples of spotlight imaging, using Stolt format processing with LFM
chirp signals, is presented. Therefore for the p(t) in the equation (114) the expression given
in the equation (2) and its corresponding matched filter is used.
The first example is for a single scatterer located at x = 0m, y = 0m with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m. This is the same scene illustrated in
example 1 of the section 4.2.1. In the Figure (60) the wavenumber coverage for Stolt format
processing is presented.
















Spotlight SAR Wavenumber Coverage
Figure 60: Spotlight SAR wavenumber coverage of a single scatterer at x = 0m, y = 0m-
broadside mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum








Figure 61: Stolt format SAR reconstruction spectrum of a single scatterer at x = 0m, y =
0m-broadside mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction








Figure 62: Stolt format SAR reconstruction of a single scatterer at x = 0m, y = 0m-
broadside mode.
The second example is for a single scatterer located at x = 0m, y = 0m with the
parameters Xc = 1500m, Yc = 500m, Xo = 100m, L = 150m. This is the same scene
illustrated in example 2 of the section 4.2.1. In the Figure (63) the wavenumber coverage
for Stolt format processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 63: Spotlight SAR wavenumber coverage of a single scatterer at x = 0m, y = 0m-
squinted mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum







Figure 64: Stolt format SAR reconstruction spectrum of a single scatterer at x = 0m, y =
0m-squinted mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction








Figure 65: Stolt format SAR reconstruction of a single scatterer at x = 0m, y = 0m-squinted
mode.
The third example is for a single scatterer located at x = 20m, y = 20m with the
parameters Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m. This is the same scene illustrated
in example 3 of the section 4.2.1. In the Figure (66) the wavenumber coverage for Stolt
format processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 66: Spotlight SAR wavenumber coverage of a single scatterer at x = 20m, y = 20m-
broadside mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum








Figure 67: Stolt format SAR reconstruction spectrum of a single scatterer at x = 20m, y =
20m-broadside mode.














Stolt Format SAR Reconstruction








Figure 68: Stolt format SAR reconstruction of a single scatterer at x = 20m, y = 20m-
broadside mode.
The fourth example is for a single scatterer located at x = 20m, y = 20m with the
parameters Xc = 1500m, Yc = 500m, Xo = 100m, L = 150m. This is the same scene
illustrated in example 4 of the section 4.2.1. In the Figure (69) the wavenumber coverage
for Stolt format processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 69: Spotlight SAR wavenumber coverage of a single scatterer at x = 20m, y = 20m-
squinted mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum







Figure 70: Stolt format SAR reconstruction spectrum of a single scatterer at x = 20m, y =
20m-squinted mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction








Figure 71: Stolt format SAR reconstruction of a single scatterer at x = 20m, y = 20m-
squinted mode.
The fifth example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 70m, y2 = −60m,
x3 = −70m, y3 = 60m, x4 = −60m, y4 = 75m, x5 = 60m, y5 = −75m with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m. This is the same scene illustrated in
example 5 of the section 4.2.1. In the Figure (72) the wavenumber coverage for Stolt format
processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 72: Spotlight SAR wavenumber coverage of 5 scatterers-broadside mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum






Figure 73: Stolt format SAR reconstruction spectrum of 5 scatterers-broadside mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction












Figure 74: Stolt format SAR reconstruction of 5 scatterers-broadside mode.
The sixth example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 70m, y2 = −60m,
x3 = −70m, y3 = 60m, x4 = −60m, y4 = 75m, x5 = 60m, y5 = −75m with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m. This is the same scene illustrated in
example 6 of section 4.2.1 section. In the Figure (75) the wavenumber coverage for Stolt
format processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 75: Spotlight SAR wavenumber coverage of 5 scatterers-squinted mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum






Figure 76: Stolt format SAR reconstruction spectrum of 5 scatterers-squinted mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction












Figure 77: Stolt format SAR reconstruction of 5 scatterers-squinted mode.
The seventh example is for 25 scatterers uniformly distributed inside a square with
coordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m. This is the same scene illustrated in
example 7 of the section 4.2.1. In the Figure (78) the wavenumber coverage for Stolt format
processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 78: Spotlight SAR wavenumber coverage of 25 scatterers-broadside mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum










Figure 79: Stolt format SAR reconstruction spectrum of 25 scatterers-broadside mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction












Figure 80: Stolt format SAR reconstruction of 25 scatterers-broadside mode.
The eighth example is for 25 scatterers uniformly distributed inside a square with
coordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m. This is the same scene illustrated in
example 8 of the section 4.2.1. In the Figure (81) the wavenumber coverage for Stolt format
processing is presented.
109

















Spotlight SAR Wavenumber Coverage
Figure 81: Spotlight SAR wavenumber coverage of 25 scatterers-squinted mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum









Figure 82: Stolt format SAR reconstruction spectrum of 25 scatterers-squinted mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction











Figure 83: Stolt format SAR reconstruction of 25 scatterers-squinted mode.
The ninth example is for 25 scatterers uniformly distributed inside a square with co-
ordinates (−50m,−50m), (−50m, 50m), (50m, 50m), (50m,−50m) with the parameters
Xc = 10000m, Yc = 0m, Xo = 100m, L = 300m. This is the same scene illustrated in
example 9 of the section 4.2.1. In the Figure (84) the wavenumber coverage for Stolt format
processing is presented.
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Spotlight SAR Wavenumber Coverage
Figure 84: Spotlight SAR wavenumber coverage of 25 scatterers-far field broadside mode.
Applying the matched filtering operation along t and u axes to the recorded SAR signal










Stolt Format SAR Reconstruction Spectrum






Figure 85: Stolt format SAR reconstruction spectrum of 25 scatterers-far field broadside
mode.
After 2D inverse Fourier transforming one obtains the scene scattering function given













Stolt Format SAR Reconstruction








Figure 86: Stolt format SAR reconstruction of 25 scatterers-far field broadside mode.
4.3.2 Stolt Format Processing using t0.75FM Signals
In this section the imagery reconstructed by LFM and t0.75FM chirps using Stolt format pro-
cessing are compared. 3 example images which are reconstructed by Stolt format processing
for spotlight imaging geometry is presented. Therefore for the p(t) in the equation (114),
the expression given in the equation (2) for LFM chirp and the expression given in the
equation (36) for t0.75FM chirp are used.
The first example is for a single scatterer located at x = 0m, y = 0m with the parameters
Xc = 1500m, Yc = 500m, Xo = 100m, L = 100m with signal parameters Tp = 1 × 10−6s,
fc = 200 × 106 Hz, fo = 10 × 106 Hz. In the Figure (87) the image reconstructed by SFA













Stolt Format SAR Reconstruction with LFM chirp












Figure 87: Stolt format SAR reconstruction of a single scatterer at x = 0m, y = 0m-squinted
mode-using LFM chirp.
The image reconstructed by SFA with t0.75FM chirp signal, which can be seen in the
Figure (88), is almost identical to image reconstructed by LFM chirp with reduced sidelobes,













Stolt Format SAR Reconstruction with t0.75FM chirp












Figure 88: Stolt format SAR reconstruction of a single scatterer at x = 0m, y = 0m-squinted
mode-using t0.75FM chirp.
The second example is for 5 scatterers located at x1 = 0m, y1 = 0m, x2 = 14m, y2 =
−12m, x3 = −14m, y3 = 12m, x4 = −12m, y4 = 15m, x5 = 12m, y5 = −15m with the
parameters Xc = 1500m, Yc = 0m, Xo = 100m, L = 150m with signal parameters Tp =
10×10−6s, fc = 200×106 Hz, fo = 15×106 Hz. In the Figure (89) the image reconstructed














Stolt Format SAR Reconstruction with LFM chirp







Figure 89: Stolt format SAR reconstruction of 5 scatterers-squinted mode-using LFM chirp.
The image reconstructed by SFA with t0.75FM chirp signal, which can be seen in the
Figure (90), is almost identical to image reconstructed by LFM chirp with reduced sidelobes













Stolt Format SAR Reconstruction with t0.75FM chirp








Figure 90: Stolt format SAR reconstruction of 5 scatterers-squinted mode-using t0.75FM
chirp.
The third example is for 25 scatterers uniformly distributed inside a square with co-
ordinates (−25m,−25m), (−25m, 25m), (25m, 25m), (25m,−25m) with the parameters
Xc = 1500m, Yc = 0m, Xo = 100m, L = 100m with signal parameters Tp = 5 × 10−6s,
fc = 200 × 106 Hz, fo = 12 × 106 Hz. In the Figure (91) the image reconstructed by PFA













Stolt Format SAR Reconstruction with LFM chirp












Figure 91: Stolt format SAR reconstruction of 25 scatterers-broadside mode-using LFM
chirp.
The image reconstructed by SFA with t0.75FM chirp signal, which can be seen in the
Figure (92), is almost identical to image reconstructed by LFM chirp with reduced sidelobes













Stolt Format SAR Reconstruction with t0.75FM chirp

















Comparisons between imagery acquired at different times can be performed by mathematical
tools known as change detection algorithms. They are used to extract information about
the changes occuring in a scene such as the magnitude, location and the direction of the
change. Change detection algorithms are widely used in digital image and video processing
[51] to detect temporal changes occuring in one or multiple scenes. They have the capability
to detect very subtle changes which may seem insignificant to human eye. They may be
used to assess not only intensity values but also the phase values which the human eye is
not capable of doing.
For ideal change detection mapping, the data should be acquired by the same or at least
similar sensor and must be recorded using the same spatial resolution, viewing geometry,
spectral bands and time of the day [37]. Depending on the expected changes, the anniversary
dates may also have an important effect on the quality of the change detection mapping
[37].
Change detection mapping and analysis can be applied to various types of imagery
obtained by different sensing systems such as radar, optical, multispectral or lidar and can
be applied in diverse disciplines including but not limited to remote sensing, surveillance,
medical imaging, civil infrastructure and underwater sensing. In this dissertation the radar
imagery obtained by SAR sensors is considered. SAR imagery is widely used for both civilian
and military reconnaissance. Earthquake, flood, tsunami, hurricane damage assessment,
monitoring oil spills, extreme snow and ice conditions, fires, deforestation, illegal ship traffic,
structural damages, military constructions and operations are a few examples to mention
where the airborne and satellite SAR imagery is widely used.
Currently there are many change detection algorithms available for use. It is possible to
create a classification matrix or tensor of change detection algorithms. One possiblity is to
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make a classification based on the dimensions of the imagery, as 2D or 3D change detection
algorithms. Depending on if the user selection is required or not, change detection algo-
rithms can be classified into two categories; unsupervised and supervised change detection.
Recent studies may also allow us to make a classification depending on whether the change
detection is performed in the image domain or in a transformed domain. A comparison
of wavelet domain and Fourier domain change detection is given in [52]. The most widely
accepted categorization, depending on whether the phase values of the imagery are used
or not, is to classify them as coherent or incoherent change detection; therefore, in this
dissertation the change detection algorithms are discussed under these headings.
5.1 Incoherent Change Detection
Incoherent change detection identifies changes in the mean backscattered power of the scene
by comparing sample estimates of the mean backscatter power taken from the repeat pass
image pair. Typically the sample estimates are obtained by spatially averaging the image
pixel intensities (gray levels) over local regions in the image pair. The mean backscatter
power of a scene is determined by the structural and dielectric properties of the scene and
thus may be used to detect changes [41].
As given in [42] the most widely used change detection methods are image differencing
and ratioing. In differencing, the intensities (gray levels) of the images taken at two different
times are substracted on a pixel-by-pixel basis. In ratioing, the intensities of the images
are divided on a pixel-by-pixel basis and often described in decibel scale. Rignot and van
Zyl provides a comparison of these methods using a probabilistic model for the thresholds
where they assume that image intensities have a gamma distribution [42]. They also test
another method known as decorrelation of speckle. It turns out that image differencing and
ratioing helps to determine the position as well as the magnitude of the changes occuring
whereas decorrelation method only helps detecting the position of the change [42].
A good summary of the existing incoherent change detection methods is given in [39]
under subtitles unsupervised and supervised approach.
The unsupervised change detection is performed by separating two multispectral images
123
into a single band or multiband image in which the change can be detected. In contrast,
supervised classification methods requires the selection of a training set to determine the
classes [39]. Unsupervised techniques perform change detection algorithms by extracting
the change map of the images acquired at two different times. Besides image differencing
and ratioing, some other unsupervised change detection methods are offered by researchers.
Some of these are normalized difference vegetation index, change vector analysis, principal
component analysis, expectation maximization, Markov random field, reduced Parzen es-
timation, maximum a posteriori probability, object level change detection and maximum
autocorrelation factor [39].
The supervised change detection methods require the selection of a region of interest
to determine the classes. This approach is more flexible and effective than the unsuper-
vised change detection methods [39]. Among the supervised techniques, the most common
category is postclassification comparison. This technique performs change detection by
comparing the change maps that were obtained by classifying independently two images of
the target obtained at different times [39]. Other methods are based on direct multidata
classification, support vector machines, hidden Markov chains and neural networks.
5.2 Coherent Change Detection
Coherent Change Detection (CCD) uses the magnitude of the sample complex cross correla-
tion of an interferometric SAR image pair to quantify changes in the transduced amplitude
and phase of the image pixels. Since the transduced pixel amplitude and phase is sensitive
to the relative spatial geometry of the scattering contributions within a pixel, CCD has
the potential to detect very subtle scene changes when compared to traditional incoherent
methods [41]. Additionally the CCD image co-registration step is easier than that of CD
[33].
The majority of the CCD methods depend on evaluating the coherence between two
images where coherence is generally calculated using correlation coefficient, a statistical
tool used in statistics and many engineering branches including digital image processing
[24]. For example three different CCD techniques which depends on coherence estimation,
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named mean level detector, ordered coherence statistic and censored mean level detector
are discussed and an improvement to those techniques is offered in [11]. In some of the
literature such as in [33] and [41] a probabilistic method is usually employed for the selection
of thresholds along with the coherency calculations.
There are also some deterministic CCD methods recently offered in the literature. A
physics based method for coherency calculations for SAR signals reflected from rough soil
surfaces is given in [54]. Scattering from soil surface as modeled by Kirchhoff approximation
can be seen in [5]. This model is used to calculate the phase values of the scattered radar
signal which allows the CCD to be performed.
Additional information about CD and CCD techniques and their potential uses can be
seen in [33] or [38].
5.3 Proposed CD Methods and Their Verification against Synthetic Im-
agery
There is a vast amount of literature on the CD and CCD topics as discussed above. However
in the majority of works, the SAR imagery is selected in such a way that it is already possible
to discriminate the changed and unchanged regions with naked eye. The main reason behind
this fact is that CD suffers from high probability of false alarm rates for given probabilites
of detection. It is desirable to reduce the false alarm rate for a given probability of detection
or increase the probability of detection for a given false alarm rate.
In this section a new change detection methodology which leads to two final change
maps is offered (Figure (93)). Although it is utilized using the CD methods, it can be
extended to CCD methods as well. Having a time sequence of n images of the same target
area two final change maps are generated.
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Image A Image B Change Map˙1
Image B Image C Change Map˙2
Image C Image D Change Map˙3
Image Y Image Z Change Map˙n-1






Figure 93: Proposed two final map change detection method.
First change map is obtained by cumulatively adding the successive change maps and the
second change map is obtained by comparing the first and the last image in the temporal
sequence. Cumulative addition is performed in a manner that common changed areas
between the change map sequence is excluded to prevent accounting for a change first
appears and then disappears. However uncommon changed areas between the change map
sequence is included in an absolute fashion. By adopting this approach two different change
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maps between first and the last image can be generated. The changes present in both of
the change maps are critical since they are more likely to indicate a detected change, not
a false alarm. The changes which are not present in both of the change maps are more
likely to be the deficit of the change detection algorithm, thus can be paid less attention
or can be ignored. Since more than one change maps are generated using this approach
sampling and the accuracy of the change maps increases therefore lower false alarm rates for
a given probability of detection can be achieved. This method can provide a double-check
mechanism for majority of the CD or CCD algorithms used in the CD literature. This
approach is summarized by the flowchart given in Figure (93), in which the addition should
be understood as the cumulative addition of changes in the successive change maps. Due
to available data this process is applied to the time sequences of n=3 images.
Additionally although some of types disasters, such as earthquakes, are extensively
studied and various algorithms are tested on them, other types of disasters, such as oil spills
which have an evolving nature as discussed in this dissertation, are not as widely studied.
For these purposes the correlation coefficient change statistic and the intensity ratio change
statistic algorithms are utilized in this dissertation together with the two change maps
method discussed above and they are applied to synthetic as well as the earthquake and
the oil spill imagery.
Correlation Coefficient Change Statistic The total correlation coefficient between
two images can be expressed by
γ̂
total
= γ̂SNR γ̂base γ̂scene γ̂vol γ̂proc (141)
where γ̂SNR denotes the decorrelation due to relative backscatter signal to receiver noise ratio
[11], γ̂
base
denotes the decorrelation that arises due to mismatch in the acquisition geometries
between first and repeat-pass data collections [11], γ̂scene denotes the decorrelation in the
scene, γ̂
vol
and γ̂proc denote the decorrelations due to scattering from a volume when a
nonzero baseline is used in the acquisition and image processing, respectively [11]. Similar
discussions about the partial contributions to the correlation coefficient can be seen in [42],
[55]. These parameters is generally taken as γ̂SNR γ̂base γ̂vol γ̂proc ≈ 1 so that γ̂scene can be
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regarded as the primary indicator of the total change in the correlation. From now on for
the sake of brevity γ̂ is used instead of γ̂scene .









where N is the number of pixel points in the neighborhood of the pixel (x, y) and generally
taken as N = 3× 3 or N = 5× 5 [41]. As given in Appendix C, Cauchy-Schwarz inequality
guarantees that γ̂ ∈ [0, 1]. Since γ̂ is the change parameter γ̂ = 1 refers to no change whereas
γ̂ = 0 refers to a very significant change in the reflectivity of the pixel. Generally a threshold
is used to make a decision as to whether there is change or not between two images. Also
when the coherent change detecion methods are adopted, the phase values of images become
important. In order to have a valid correlation coefficient for CCD, the complex conjugate
of either the first or the second image should be taken in the equation (142).
A simple threshold can be applied to the correlation coefficient in order to determine the
changed and unchanged regions in a scene. The selection of threshold exhibits a tradeoff
between the probabilites of detection (Pd) and false alarm (Pfa) therefore related probability
density functions (pdf) need to be discussed.
The pdf of the correlation coefficient statistic is derived as [53], [41]
p(γ̂|γ,N) = 2(N − 1)(1− γ2)N γ̂(1− γ̂2)N−2 2F1(N,N ; 1; γ2γ̂2) (143)
where γ is the underlying scene coherence given by
γ = E{(mr)(nr)} mr = f/σf nr = g/σg (144)
with mr and nr are the unit speckle noise components, E{} is the expected value operator
and E{If} = σ2f , E{Ig} = σ2g . 1F2 denotes for Gauss hypergeometric function which is
defined as [3]











where Γ denotes the gamma function. A plot of this pdf can be seen in the Figure (94)
below.















Pdf for underlying correlation of 0.0
Pdf for underlying correlation of 0.6
Figure 94: Pdf of correlation coefficient change statistics for an underlying scene coherence
of 0.0 and 0.6 for N = 9.
This pdf is tested against experimental data and due to its agreement it is widely used
in change detection studies such as [53], [41]. Based on this pdf, the Pfa and Pd can be




p(γ̂|γ = γunchanged)dγ̂ ; Pd =
∫ T
0
p(γ̂|γ = γchanged)dγ̂ (146)
which is equal to
P =



















2N + 2l − 2− 2k
] (147)
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which defines the Pd and Pfa as
P =

Pd, for γ = γchanged,
Pfa, for γ = γunchanged.
(148)
For the case γchanged = 0 then P = Pd becomes [41]









2N − 2− 2k
(149)
Threshold to be used in the correlation coefficient change statistic method can be decided
by making use of Pd vs. Pfa graphs. In the Figure (95) Pd vs. Pfa, (or sometimes referred
to as Receiver Operating Characteristics (ROC)) curves for γchanged = 0 and γunchanged =
0.40, 0.60, 0.75, 0.90 for N = 9 is presented. A probability of detection of Pd = 0.8 can be












































Figure 95: ROC curve for correlation coefficient change statistic obtained with underlying
unchanged correlation coefficients of 0.40, 0.60, 0.75, 0.90 and changed correlation coefficient
of 0.0 for N = 9.
Generally Pfa on the order of 10
−2 is used in the literature as the acceptable probability
of false alarm values [41]. One can reduce the Pfa significantly, at least one order of
magnitude, by making the sampling window, N , larger [41]. In Figure (96) Pd vs. Pfa
(ROC) curves for γchanged = 0 and γunchanged = 0.60 for N = 4, 9, 16, 25 is presented. As it
can be seen on the figure, increasing N , e.g. from 16 to 25 provides, an order of magnitude












































Figure 96: ROC curve for correlation coefficient change statistic obtained with underlying
unchanged correlation coefficients of 0.6 for N = 4, 9, 16, 25.
However the window size should be commensurate with the disturbance size in the scene
in order to prevent contributions from both changed and unchanged pixels [41].
In simulations with the synthetic data, the correlation coefficient change statistic thresh-
old T = 0.9 with the window size of N = 25 is used. The synthetic data is not a random
variable therefore discussing the related Pd and Pfa is trivial. However these ROC graphs
are utilized to decide on a threshold to be used for the SAR imagery discussed in chapter 6.
Intensity Ratio Change Statistic Another widely used change detection method is the
intensity ratio change statistic [41]. Initially one starts with computing the intensity values
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The pdf of these intensities follow a gamma distribution as given in [42], [53], [41]. Detection





which has various forms offered in the literature. A succesful version of this detector was
proposed in [53] and is given by
r̂ =

R̂, if R̂ ≤ 1,
R̂−1, if R̂ > 1.
(152)
The values of r̂ rests between 0 and 1 and a simple threshold can be applied to detect the
changed and unchanged areas [41]. The probability density function (pdf) associated with











where R = E{If}/E{Ig} and E denotes the expected value. A plot of this pdf can be seen
in the Figure (97) below.
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3 dB change in mean backscatter
5 dB change in mean backscatter
Figure 97: Pdf of intensity ratio change statistics for an unchanged scene (0 dB) and scenes
with 3 dB and 5 dB change in the backscatter for N = 9.
This pdf is tested against experimental data and due to its agreement it is widely used
in change detection studies such as [53], [41]. Based on this pdf one can calculate the Pfa




















where R0 = E{If}/E{Ig} with E{If} and E{Ig} are the mean backscattered power in the
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where R1 = E{If}/E{Ig} with E{If} and E{Ig} are the mean backscattered power in
the changed regions of the scene [41]. Analytical expressions for these integrals are given








































Change in backscatter ratio=1dB
Change in backscatter ratio=3dB
Change in backscatter ratio=5dB
Change in backscatter ratio=10dB
Figure 98: ROC curve for the intensity ratio change statistic obtained with R0 = 0 dB and
R1 = 1 dB, 3 dB, 5 dB, 10 dB for N = 9.
It is useful to note that for Pd = 0.7 and N = 9 intensity ratio change statistics with
R1 = 3 dB and correlation coefficient change statistic with γunchanged = 0.60 shows a
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quite similar behavior with both result at Pfa = 0.07. Additionally, as it can be seen in
the Figure (98) above for a backscatter ratio change (R1) of 3 dB and for Pd = 0.7 the
probability of false alarm turns out to be Pfa ≈ 0.35 which is an unacceptably high value












































Figure 99: ROC curve for the intensity ratio change statistic obtained with R0 = 0 dB and
R1 = 3 dB for N = 4, 9, 16, 25, 36.
As it can be seen in Figure (99) above, increasing N from 9 to 25 results decreases the
Pfa from 0.35 to 0.06, for Pd = 0.7 and R1 = 3 dB. However the window size should be
commensurate with the disturbance size in the scene in order to prevent contributions from
both changed and unchanged pixels [41].
In simulations with the synthetic data the intensity ratio change statistic threshold
T = 0.5 with the window size of N = 25 is used. The synthetic data is not a random
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variable therefore discussing the related Pd and Pfa is trivial. However these ROC graphs
are utilized to decide on a threshold to be used for the SAR imagery discussed in chapter 6.
Verification of the CD Methods using Synthetic Imagery In this section, the
two final change map CD method proposed above is tested by applying the specific CD
algorithms summarized. For this purpose, synthetic images are reconstructed using Stolt
format processing, which provides higher resolution imagery compared to polar format
processing, is used.
In simulations with the synthetic data, the correlation coefficient change statistic thresh-
old T = 0.9 and the intensity ratio change statistic threshold T = 0.5 with the window size
of N = 25 is used. The synthetic data is not a random variable, therefore discussing the
related Pd and Pfa is trivial. Two examples can be seen in the Figures (100) and (101)
below.
In the first example three successive images with some artifical changes injected are
presented. Initially the scene has 3 scatterers located, however one of the scatterers is
first relocated and then one other scatterer is removed. Using the correlation coefficient
change statistic and the intensity ratio change statistic algorithms the two final change map
method offered is tested. Changed regions are indicated as white pixels throughout this
dissertation. As can be seen in the Figure (100) below, the change maps between the first
and the third image (CM 3) is the same as the change map obtained by cumulatively adding
the change maps between the first and the second (CM 1) and the second and the third
(CM 2) images. Also joint change areas of the two final change maps are presented. This





























































































































































































































Figure 101: Change maps of synthetic imagery-example 2.
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In the second example, three successive images with some artifical changes injected are
presented. Initially the scene has 5 scatterers located, however two of the scatterers are first
relocated and then two others are added. Using the correlation coefficient change statistic
and the intensity ratio change statistic algorithms the two final change map method offered
is tested. As it can be seen in the Figure (101) above the change maps between the first and
the third image (CM 3) is the same as the change map obtained by cumulatively adding the
change maps between the first and the second (CM 1) and the second and the third (CM 2)
images. Also joint change areas of the two final change maps are presented. This approach




Besides many uses for nondisaster monitoring purposes, SAR imagery is extensively used
for monitoring various types of natural hazards and disasters [34]. They include but are
not limited to oil spills, earthquakes and faults, landslides, flooding, volcanic activity, fires,
hurricanes and tsunami runups. Satellite systems became indispensible tools for early warn-
ing and post disasters assessment studies since they provide a global picture of the disaster
area which is critically important to identify the effected areas due to disaster. Compared
to some small scale monitoring systems they can also provide information about the extent
of the disaster in the inhabited areas. A detailed review of the satellite sensors and image
processing techniques used for monitoring the natural hazards and disasters can be seen in
[34].
In this dissertation two types of disasters are considered; oil spill and earthquake trig-
gered landslides. Oil spill disaster is an evolving type of disaster wheras earthquake is an
impulsive type of disaster. Additionally CD methods are not widely tested against oil spill
imagery which is a new contribution, whereas the earthquake imagery help the new offered
CD method to be tested against a classical type of disaster imagery. The case studies
focused on are the 2010 Gulf of Mexico oil spill and the 2008 China Sichuan earthquake
triggered landslides. While there are various satellite systems in operation only a few of
them offer pre- and post-disaster imagery of the inspected regions. Among these satellite
data, that provided by Advanced Land Observing Satellite of Japan Aerospace Exploration
Agency is used in this dissertation.
6.1 Data Acquisition System
The data used in this study is obtained from the Advanced Land Observing Satellite (ALOS)
of Japan Aerospace Exploration Agency (JAXA). ALOS has been launched by JAXA on
January 24, 2006. With a total weight of 4000 kg, ALOS has an orbital revisit period of 46
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days [44]. It is powered with a 7 kW 9-segment solar array paddle which has a dimension
of 3 m by 22 m [44].
The mission of ALOS is to contribute to cartography, disaster monitoring and earth
resource survey as well as to advance land-observing technology [28]. For disaster monitoring
the repeat cycle is the most crucial parameter of a satellite system. The ALOS has a mean
repeat cycle of 24 hours and for the worst case its repeat cycle becomes 48 hours [28].
The ALOS is equipped with three sensors. Panchromatic remote sensing instruments for
stereo mapping (PRISM) and advanced visible and nearinfrared radiometer type 2 (AVNIR-
2) are two optical sensors on ALOS. The third sensor is phased array type L-band synthetic
aperture radar (PALSAR) which is an improved version of JERS-1’s synthetic aperture
radar [28]. In this study, the data provided by the PALSAR sensor of ALOS is used.
The PALSAR’s antenna has 4 segments and has 80 T/R modules on them. The size
of PALSAR’s antenna is 3.1 m by 8.9 m. With this relatively small size, the Doppler
bandwidth and the orbit altitude of 691 km, the pulse repetition frequency varies between
1500 Hz and 2500 Hz along the orbit of the ALOS [44]. PALSAR is capable of generating
electromagnetic waves with a scattering angle of 8 to 60 degrees from the earth’s surface
[28]. PALSAR is a fully polarimetric instrument which can operate in fine beam mode
with single polarization (HH or VV), dual polarization (HH+HV or VV+VH) or quad
polarimetry (HH+HV+VH+VV) [44]. PALSAR can also operate in wide-swath ScanSAR
mode with single polarization (HH or VV) [44]. The center frequency of PALSAR is 1270
MHz (23.6 cm). The bandwidth for the single polarization mode of the PALSAR is 28 MHz
whereas the bandwidths for dual polarization, quad polarization and ScanSAR modes are
14 MHz [44]. With these parameters, the range and azimuth resolutions at 41.5 degrees are
approximately for single polarization 9 m by 10 m, for dual polarization 19 m by 10 m, for
quad polarization 30 m by 10 m and for ScanSAR mode 71 m by 157 m [44]. Additional
information about the ALOS satellite can be seen in [28] and [44].
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6.2 Oil Spill Monitoring using SAR Imagery
SAR imagery is widely used for monitoring the ocean environment. The SEASAT satellite
which was launched by USA in 1978 was the first satellite used to monitor the ocean
environment and it was the first civilian SAR satellite. After that satellites ERS-1, ERS-
2, RADARSAT-1, RADARSAT-2, ENVISAT and ALOS were placed on their orbits for
monitoring both the ocean and land surface.
Measurements of sea ice, ocean surface waves and spectra, wave refraction and breaking,
upwelling, ocean currents and current gradients, oceanic internal waves and solitons, wind
speed and direction, marine atmospheric boundary layers, underwater topography and de-
tection of ships and wakes are just a few examples to mention where SAR imaging is used
[32]. SAR imagery is also used to detect oils and surfactants [32].
Oil on the ocean surface can result from seepage from seabottom, can be released from
ships or can be spilled from offshore platforms after catastrophic collapses, fires or even
under normal operating conditions. Short gravity-capillary waves on the ocean surface
are the most responsible components of the ocean wave spectra for the radar backscatter
where Bragg scattering is the dominant mechanism [32]. Since mineral oil on the ocean
surface damps these gravity-capillary waves, radar backscatter is reduced and therefore oil
appears as dark patches in the SAR imagery of the ocean [32]. Unfortunately dark patches
on the ocean surface are not only due to mineral oil so that unambiguous identification
of the oil becomes extremely hard. Turbulent ship wakes, rain impinging on the ocean
surface, grease or ice floating on the ocean surface, wind speed reduction in the wind
shadow provided by islands or mountains and ocean temperature differences can cause dark
patches in the imagery by reducing the backscatter which is described by Bragg scattering
[32]. These processes can lead to false identification of oil patches on the ocean surface.
Some algorithms are developed to minimize the risk of false identification such as given in
[20] and [21].
In terms of hydrodynamics, oil spill on the ocean surface can be treated as a two layer
flow. In order to model oil spill on the ocean surface, realistic ocean wave models such
as given in [6] can be extended for two layer flow including the capillary effects which
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are characterized by surface tension and curvature of the ocean surface [35]. Using these
extended models, scattering of electromagnetic waves from the ocean surface can be modeled
by the methods described in [5]. Some similar studies can be seen in [32] where generally
approximate ocean models are used. While these studies can provide a better understanding
of the physics which governs the scattering of microwaves from the ocean surface they may
not be the best way to understand the larger dynamics of oil spill on the ocean surface.
A summary of the existing oil spill detection techniques is given in [13] where they are
classified under two categories, manual and automatic inspection. In manual inspection,
operator goes over the whole image to determine the dark spots which is a time consum-
ing and open to human errors process [13]. In contrast, the automatic oil spill detection
algorithms consists of dark spot detection, feature extraction and classification steps [13].
In section 6.2.2 change detection method and algorithms discussed in chapter 5 are
utilized. The focus is on the Gulf of Mexico oil spill which happened in 2010, April 20.
Utilizing the change detection techniques given in chapter 5 an assessment of the oil spill
and a verification of the change detection techniques using the SAR imagery provided by
PALSAR sensor of the ALOS satellite is provided.
6.2.1 2010 Gulf of Mexico Oil Spill
The 2010 Gulf of Mexico oil spill, also referred to as the Deepwater Horizon oil spill, the BP
oil spill and the Macondo blowout is an oil spill in the Gulf of Mexico on the coordinates
(28.737 N, 88.387 W) which flowed for three months in 2010 between the April, 20th and
the July, 15th [2]. It is the largest accidental marine oil spill in the history of the petroleum
industry [2]. The spill started with the explosion of the Deepwater Horizon oil rig. The
explosion killed 11 workers on the platform and injured 17 others [2]. An estimated 8400
m3 per day was escaping from the well with a decaying rate. Until the capping of the
wellhead on 15 July 2010 an estimated total of 780000 m3 of crude oil was released to the
environment [2].
In the beginning of the spill, oil was spread southerly due to winds [2]. By the April 25th,
the oil spill covered 1500 km2 and was as close as 50 km from the Chandeleur Islands, the
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habitat for many species [2]. 5 days later the area over which oil had spread had increased
to 10000 km2 [2]. An image of the early stage of the 2010 Gulf of Mexico oil spill taken on
May 2nd by ENVISAT satellite can be seen in the Figure (102) below.
Figure 102: 2010 Gulf of Mexico Oil Spill obtained by ENVISAT on May 2nd.
On May 19th, the National Oceanic and Atmospheric Administration (NOAA) tracking
the spill using the ENVISAT data announced that oil had reached the loop current, which
is a clockwise current in the Gulf of Mexico flowing towards Florida and then joins the Gulf
Stream along the east coast of U.S. [2]. On June 29th, the NOAA decided that the oil
slick could no longer reach to the loop current and stopped tracking offshore oil predictions
inside the loop current area [2].
The 2010 Gulf of Mexico oil spill caused extensive damage to marine life and to the
tourism and fishing industries of the area [2]. Many marine animals died or were disabled
or mutated due to spill. The tourism and fishing industries suffered losses as high as several
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billions of dollars [2]. In late November 2010 the amount of Louisiana shoreline affected
by oil was 510 km and the total area over which oil was spread was as high as 180000
km2 despite efforts to stop spreading of the spill and forcing it to mix with water by using
chemical dispersing agents [2].
It is crucially important to track such an oil spill in order to identify the effected areas
and take some precautions to save the areas under threat in a similar future event. The
primary way of achieving a global assessment of this kind of big impact disasters is using
the satellite data. In section 6.2.2, utilizing the change detection methods discussed in the
chapter 5, an example of applying SAR CD methods to the 2010 Gulf of Mexico oil spill
imagery is provided.
6.2.2 2010 Gulf of Mexico Oil Spill Assessment Using CD Methods
The oil spill images used in this study are obtained in three different regions in the Gulf of
Mexico oil spill area. The locations of the acquired imagery and the location of the 2010
Figure 103: Locations of satellite data for Gulf of Mexico Oil Spill.
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Gulf of Mexico oil spill can be seen in the Figure (103) above.
Table 1: Satellite Imagery for the 2010 Gulf of Mexico Oil Spill
Scene ID Acquisition Date Path No. Frame Polarization
ALPSRP229470570 05/16/2010 164 570 HH+HV or VV+VH
LOCATION 1 ALPSRP236180570 07/01/2010 164 570 HH+HV or VV+VH
ALPSRP242890570 08/16/2010 164 570 HH+HV or VV+VH
ALPSRP193440580 09/11/2009 163 580 HH+HV or VV+VH
LOCATION 2 ALPSRP200150580 10/27/2009 163 580 HH+HV or VV+VH
ALPSRP240410580 07/30/2010 163 580 HH+HV or VV+VH
ALPSRP231220550 05/28/2010 162 550 HH+HV or VV+VH
LOCATION 3 ALPSRP237930550 07/13/2010 162 550 HH+HV or VV+VH
ALPSRP244640550 08/28/2010 162 550 HH+HV or VV+VH
Figure 104: Image ALPSRP229470570-Acquisition Date 05/16/2010.
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At each location three different images acquired at different times, thus a total of nine
images, are analyzed in this section. The specific names, acquisition dates, path and frame
numbers and polarizations of these images are tabulated in the Table (1) above. The co-
registered images acquired at location 1 can be seen in the Figures (104), (105) and (106)
above and below
Figure 105: Image ALPSRP236180570-Acquisition Date 07/01/2010.
The oil spill in the vicinity of the peninsula is visible to naked eye as can be seen in the
figures. In Figure (107) the histograms of the image pixel values of the imagery acquired
at location 1 are presented. It can be seen on the histograms that while the image pixel
values follow a normal distribution, the dark patches due to oil spill introduces a spike in
the histograms especially in the first histogram. Also due to very high image pixel values on
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the peninsula resulting from high reflectivity of the land compared to sea, the histograms
show another spike at the high intensities.








































































































































Figure 107: Histograms of oil spill imagery collected on location 1.
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For the correlation coefficient change statistics algorithm, the selection of representative
changed and unchanged areas lead to γchanged ≈ 0.45 and γunchanged = 0.92, respectively.
This result confirms that in terms of the correlation coefficient change statistic, the correla-
tion between images are very high even in the totally changed regions therefore the change
detection becomes harder. Additionally the correlation coefficient change statistic is more
sensitive to the changes in the bright pixel areas than to the changes in the dark pixel areas.
Therefore when the oil spill is in the vicinity of land, correlation coefficient change statistics
behaves poorly. For a threshold of T = 0.6, the change maps can be obtained with the
probabilites of Pd ≈ 0.90 and Pfa ≈ 0.35. Although having this high value of probability
of false alarm which is decided at the expense of having a high probability of detection
to capture the oil spill changes in the vicinity of the peninsula, the correlation coefficient
change statistic algorithm behaves poorly in detecting the changes due to oil spill as it can
be seen in the Figures (108) and (109) below.
For the intensity ratio change statistics algorithm, the selection of representative changed
and unchanged areas lead to R0 ≈ 0 dB and R1 ≈ 5.05 dB. With a threshold of T = 0.5, the
change maps can be obtained with the probabilites of Pd ≈ 0.95 and Pfa ≈ 0.01 which can
be read from the ROC curves presented in chapter 5. The intensity ratio change statistic
performs excellent for detecting the oil spill changes which causes the pixels to appear dark,
even in the vicinity of the peninsula which has a bright appearance. This is mainly because
the intensity ratio measure is more sensitive to the changes in the dark pixels compared to




















































































































































Figure 109: Final change maps of oil spill imagery collected on location 1.
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Additionally as it can be seen in the Figures (108) and (109) above, two final change map
method proposed can be used as a double-check mechanism and can reduce the probability of
false alarm. This method works well both for the correlation coefficient change statistic and
the intensity ratio change statistic algorithms. The probabilities of false alarm and detection
of the joint change map can be calculated as Pfa ≈ 0.352 = 0.12 and Pd ≈ 0.902 = 0.81
for the correlation coefficient change statistic. For the intensity ratio change statistic these
probabilities for the joint change map can be calculated as Pfa ≈ 0.012 = 0.0001 and
Pd ≈ 0.952 = 0.90. Although the joint change maps obtained causes a small amount of
reduction in Pd it can be very beneficial for reducing the Pfa significantly. When higher
values of Pd is used in obtaining the two change maps, the joint change map will suffer less
from the loss of Pd, almost to an insignificant level.
The co-registered images acquired at location 2, which shows the Chandeleur Islands,
can be seen in the Figures (110), (111) and (112) below
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Figure 110: Image ALPSRP193440580-Acquisition Date 09/11/2009.
In the Figure (113) the histograms of the image pixel values of the imagery acquired
at location 2 are presented. It can be seen on the histograms that the image pixel values
follow a normal distribution due to lack of large dark areas (due to oil spill) or large bright
areas (due to land).
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Figure 111: Image ALPSRP200150580-Acquisition Date 10/27/2009.
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Figure 113: Histograms of oil spill imagery collected on location 2.
As it can be seen in change maps presented in the Figures (114) and (115) below, the
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correlation coefficient change statistics algorithm for the imagery acquired at location 2 is
again more sensitive to the changes on the bright areas due to land of Chandeleur Islands.
However the intensity ratio change statistic is more successful in capturing the oil spill
changes which can be seen in the third image in the temporal sequence. Therefore the
second and the third change maps obtained by the intensity ratio change statistics (Ratio
CM 2, Ratio CM 3) can be used to decide the extent of the oil spill. Additionally it
can be realized from the figures that two final change map method increases the number
of change map sample therefore can effectively be used to reduce the probability of false
alarm, both for correlation coefficient change statistic and intensity ratio change statistic.
The probabilities of false alarm and detection of the joint change map can be calculated as
Pfa ≈ 0.352 = 0.12 and Pd ≈ 0.902 = 0.81 for the correlation coefficient change statistic.
For the intensity ratio change statistic these probabilities for the joint change map can be
calculated as Pfa ≈ 0.012 = 0.0001 and Pd ≈ 0.952 = 0.90. Although the joint change maps
obtained causes a small amount of reduction in Pd it can be very beneficial for reducing the
Pfa significantly. When higher values of Pd is used in obtaining the two change maps, the
joint change map will suffer less from the loss of Pd, almost to an insignificant level.
It is useful to mention that Chandeleur Islands is a very dynamics coastal region which
is subject to hurricanes, floods, waves and therefore coastal erosion. For this reason they
suffer erosion losses. Correlation coefficient change statistic can be used as a critical change

















































































































































Figure 115: Final change maps of oil spill imagery collected on location 2.
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The co-registered images acquired at location 3 can be seen in the Figures (116), (117)
and (118) below
Figure 116: Image ALPSRP231220550-Acquisition Date 05/28/2010.
In the Figure (119) the histograms of the image pixel values of the imagery acquired at
location 3 are presented. It can be seen on the histograms that the image pixel values follow
a normal distribution, however due to a large area affected by the oil spill in the second
image of the sequence, second histogram exhibits a spike around pixel value of 50.
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Figure 117: Image ALPSRP237930550-Acquisition Date 07/13/2010.
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Figure 119: Histograms of oil spill imagery collected on location 3.
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For the correlation coefficient change statistics algorithm on this image set, the selection
of representative changed and unchanged areas lead to γchanged ≈ 0.30 and γunchanged = 0.69,
respectively. Using a threshold of T = 0.5, we can obtain the change maps for Pd ≈ 0.93
and Pfa ≈ 0.08. The parameters for the intensity ratio change statistics is the same as
before.
As it can be seen in change maps presented in the Figures (120) and (121) below,
although the intensity ratio change statistics still performs better, the correlation coefficient
change statistics is also successful in determining the extent of the contaminated areas due
to the oil spill. This is mainly because there is no land in the scene so that there are
only very few bright pixels. Due to this reason, the correlation coefficient change statistics
performs better compared to its previous performance. Also the first image in the sequence
has a denser oil surfactant compared to the second image, therefore the corresponding pixels
are darker. This causes the CD methods to behave better since change measures get more
different from the thresholding values.
Additionally the two final change map method helps to reduce the number of false
alarms. This can be realized by comparing the change map between the first and the third
images (CM 3) and the joint change map (Joint CM) obtained by intersecting the CM 3
and the additions of CM 1 and CM 2, both for the correlation coefficient and the intensity
ratio change statistics. The probabilities of false alarm and detection of the joint change
map can be calculated as Pfa ≈ 0.082 = 0.0064 and Pd ≈ 0.932 = 0.87 for the correlation
coefficient change statistic. For the intensity ratio change statistic these probabilities for
the joint change map can be calculated as Pfa ≈ 0.012 = 0.0001 and Pd ≈ 0.952 = 0.90.
Although the joint change maps obtained causes a small amount of reduction in Pd it can
be very beneficial for reducing the Pfa significantly. When higher values of Pd is used in
obtaining the two change maps, the joint change map will suffer less from the loss of Pd,

















































































































































Figure 121: Final change maps of oil spill imagery collected on location 3.
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6.3 Landslide Monitoring using SAR Imagery
SAR and other types of imagery are also extensively used for detection and monitoring the
landslides [34]. The majority of landslide detection and monitoring is performed by differ-
ential synthetic aperture radar interferometry (InSAR) [19]. SAR image processing, image
pair registration, coherence measurement, interferogram production, phase unwrapping,
phase conversion to deformation and performing deformation analysis are the necessary
steps for InSAR processing [19]. Currently InSAR techniques are succesfully employed to
measure slowly advancing landslides with a rate of millimeters to centimeters per month
[19]. A detailed review of InSAR technique and applications can be seen in [43].
InSAR technique has some drawbacks. First of all, InSAR can only measure the dis-
placements in the slant range direction and the displacements in the along track direction
can not be measured [19]. Secondly InSAR techniques require the phase information which
can not be applied to the imagery providing intensity information only. Additionally res-
olution of the InSAR technique is limited by the spatial and temporal resolution of the
imaging SAR system [19].
The approach adopted in this dissertation is to use the change detection algorithms to
make an assessment of the earthquakes and earthquake triggered landslides. The specific
change detection algorithms utilized are discussed in chapter 5. The primary advantage
of the proposed approach is that it does not require phase imagery which may be a strict
limitation when the existing SAR systems and data are considered. Change maps are
generated comparing the pre- and post-earthquake imagery which can be used to determine
the extent and the propagation rate of the landslide provided that the temporal and spatial
resolution of the data is high enough.
In section 6.3.2 the change detection methods discussed in the chapter 5 are utilized.
The focus is on the China Sichuan earthquake triggered landslides which happened on 2008,
May 12. Utilizing the change detection techniques given in chapter 5, an assessment the
earthquake triggered landslides and a verification of the change detection techniques using
the SAR imagery provided by PALSAR sensor of the ALOS satellite was performed.
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6.3.1 2008 China Sichuan Earthquake and Landslide
The 2008 China Sichuan earthquake, also known as Wenchuan earthquake hit the Sichuan
province of China On May 12 with a surface wave magnitude (Ms) 8.0 and a moment mag-
nitude (Mw) 7.9 [1]. A discussion of these magnitudes can be seen in [45]. The epicenter of
the earthquake was the Wenchuan County on the west-northwest of Chengdu with location
(30.986N, 103.364E) [1]. The focal depth of the earthquake was 19 km. The estimated
number of fatalities and injuries are 69197 and 374176 respectively [1]. It is also felt in the
nearby regions as far as 1700 km away [1]. Due to the 2008 China Sichuan earthquake 4.8
million people are left out homeless and as high as 15 million people are affected [1]. It is
the 21st deadliest earthquake of all time. A detailed discussion of the 2008 China Sichuan
earthquake statistics can be seen in [1] and a detailed discussion of its tectonics can be seen
in [31].
Figure 122: Landslide triggered by 2008 China Sichuan earthquake-photo courtesy of Zhu
Wei-Xinhua/AP.
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Earthquake and strong aftershocks, some above 6 (Mw), triggered many landslides in
the affected regions. One of the landslides can be seen in Figure (122).
The primary way of achieving a global assessment of this kind of large disaster is using
satellite data. In section 6.3.2, utilizing the change detection methods discussed in the
chapter 5, an example of applying SAR CD methods to the 2008 China Sichuan earthquake
imagery is provided.
6.3.2 2008 China Sichuan Earthquake and Landslide Assessment Using CD
Methods
The earthquake images used in this study are obtained in three different regions in the
Sichuan province of China. The locations of the acquired imagery and the epicenter of the
2008 China Sichuan earthquake can be seen in the Figure (123) below
Figure 123: Locations of satellite data for China Sichuan Earthquake.
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Table 2: Satellite Imagery for the 2008 China Sichuan Earthquake
Scene ID Acquisition Date Path No. Frame Polarization
ALPSRP101610600 12/21/2007 475 600 HH or VV
LOCATION 1 ALPSRP108320600 02/05/2008 475 600 HH or VV
ALPSRP128450600 06/22/2008 475 600 HH or VV
ALPSRP101610610 12/21/2007 475 610 HH or VV
LOCATION 2 ALPSRP108320610 02/05/2008 475 610 HH or VV
ALPSRP128450610 06/22/2008 475 610 HH or VV
ALPSRP105840600 01/19/2008 474 600 HH or VV
LOCATION 3 ALPSRP112550600 03/05/2008 474 600 HH or VV
ALPSRP125970600 06/05/2008 474 600 HH or VV
Figure 124: Image ALPSRP101610600-Acquisition Date 12/21/2007.
At each location three different images acquired at different times, thus a total of nine
images, are analyzed in this section. The specific names, acquisition dates, path and frame
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numbers and polarizations of these images are tabulated in the Table (2) above. The co-
registered images acquired at location 1 can be seen in the Figures (124), (125) and (126)
above and below
Figure 125: Image ALPSRP108320600-Acquisition Date 02/05/2008.
In the Figure (127) the histograms of the image pixel values of the imagery acquired at
location 1 are presented. It can be seen on the histograms that the image pixel values follow
a normal distribution, however there is a spike in the bright pixels due to the west side of
mountains and residental areas in the scenes, since these areas have to higher reflectivity.
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Figure 127: Histograms of earthquake imagery collected on location 1.
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From applying the correlation coefficient change statistics algorithm to earthquake im-
ages, the selection of representative changed and unchanged areas lead to γchanged ≈ 0.32
and γunchanged = 0.68, respectively. Using a threshold of T = 0.51, we can obtain the change
maps for Pd ≈ 0.92 and Pfa ≈ 0.10. For the intensity ratio change statistics algorithm, the
selection of representative changed and unchanged areas lead to R0 ≈ 0 dB and R1 ≈ 3.01
dB. With a threshold of T = 0.6, the change maps can be obtained with the probabilites
of Pd ≈ 0.74 and Pfa ≈ 0.07 which can be read from the ROC curves presented in the
chapter 5. The resulting change maps can be seen in the Figures (128) and (129) below.
Similar to the oil spill case, the correlation coefficient change statistics is more likely to
detect the changes in the areas which has brighter pixels since correlation coefficient measure
is more sensitive to the changes in these areas rather than dark pixel areas such as lakes,
dams, mountains. On the other hand intensity ratio change statistics is more sensitive to the
changes in the areas with dark pixels due to the ratioing adopted as a measure. Therefore

















































































































































Figure 129: Final change maps of earthquake imagery collected on location 1.
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Additionally as it can be seen in the Figures (128) and (129) above, two final change
map method proposed can be used as a double-check mechanism and can reduce the number
of false alarms significantly. This method works well both for the correlation coefficient
change statistic and the intensity ratio change statistic algorithms. The probabilities of
false alarm and detection of the joint change map can be calculated as Pfa ≈ 0.12 = 0.01
and Pd ≈ 0.922 = 0.85 for the correlation coefficient change statistic. For the intensity
ratio change statistic these probabilities for the joint change map can be calculated as
Pfa ≈ 0.072 = 0.005 and Pd ≈ 0.742 = 0.55. Although the joint change maps obtained
causes a small amount of reduction in Pd it can be very beneficial for reducing the Pfa
significantly. When higher values of Pd is used in obtaining the two change maps, the joint
change map will suffer less from the loss of Pd, almost to an insignificant level.
Figure 130: Image ALPSRP101610610-Acquisition Date 12/21/2007.
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The co-registered images acquired at location 2 can be seen in the Figures (130), (131)
and (132) above and below
Figure 131: Image ALPSRP108320610-Acquisition Date 02/05/2008.
In the Figure (133) the histograms of the image pixel values of the imagery acquired
at location 2 are presented. It can be seen on the histograms that the image pixel values
follow a normal distribution, however there is a spike in the bright pixels due to the west
side of mountains and residental areas in the scenes.
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Figure 132: Image ALPSRP128450610-Acquisition Date 06/22/2008.
The resulting change maps can be seen in the Figures (134) and (135) below. Similar
to the oil spill case, the correlation coefficient change statistics is more likely to detect the
changes in the areas which has brighter pixels since correlation coefficient measure is more
sensitive to the changes in these areas rather than dark pixel areas such as lakes, dams,
mountains. On the other hand intensity ratio change statistics is more sensitive to the
changes in the areas with dark pixels due to the ratioing adopted as a measure. Therefore



































































































































































































































































































































Figure 135: Final change maps of earthquake imagery collected on location 2.
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Additionally as it can be seen in the Figures (134) and (135) above, two final change map
method proposed can be used as a double-check mechanism and can reduce the number of
false detections. This method works well both for the correlation coefficient change statistic
and the intensity ratio change statistic algorithms. The probabilities of false alarm and
detection of the joint change map can be calculated as Pfa ≈ 0.12 = 0.01 and Pd ≈ 0.922 =
0.85 for the correlation coefficient change statistic. For the intensity ratio change statistic
these probabilities for the joint change map can be calculated as Pfa ≈ 0.072 = 0.005 and
Pd ≈ 0.742 = 0.55. Although the joint change maps obtained causes a small amount of
reduction in Pd it can be very beneficial for reducing the Pfa significantly. When higher
values of Pd is used in obtaining the two change maps, the joint change map will suffer less
from the loss of Pd, almost to an insignificant level.
Figure 136: Image ALPSRP105840600-Acquisition Date 01/19/2008.
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The co-registered images acquired at location 3 can be seen in the Figures (136), (137)
and (138) above and below
Figure 137: Image ALPSRP112550600-Acquisition Date 03/05/2008.
In the Figure (139) the histograms of the image pixel values of the imagery acquired
at location 3 are presented. It can be seen on the histograms that the image pixel values
follow a normal distribution, however there is a spike in the bright pixels due to residental
areas in the scenes.
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Figure 138: Image ALPSRP125970600-Acquisition Date 06/05/2008.
The resulting change maps can be seen in the Figures (140) and (141) below. Similary
to the oil spill case, the correlation coefficient change statistics is more likely to detect the
changes in the areas which has brighter pixels since correlation coefficient measure is more
sensitive to the changes in these areas rather than dark pixel areas such as lakes, dams,
mountains. On the other hand intensity ratio change statistics is more sensitive to the
changes in the areas with dark pixels due to the ratioing adopted as a measure. Therefore




























































































































































































































































































Figure 141: Final change maps of earthquake imagery collected on location 3.
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Additionally as it can be seen in the Figures (140) and (141) above, two final change map
method proposed can be used as a double-check mechanism and can reduce the probability
of false alarm. This method works well both for the correlation coefficient change statistic
and the intensity ratio change statistic algorithms. The probabilities of false alarm and
detection of the joint change map can be calculated as Pfa ≈ 0.12 = 0.01 and Pd ≈ 0.922 =
0.85 for the correlation coefficient change statistic. For the intensity ratio change statistic
these probabilities for the joint change map can be calculated as Pfa ≈ 0.072 = 0.005 and
Pd ≈ 0.742 = 0.55. Although the joint change maps obtained causes a small amount of
reduction in Pd it can be very beneficial for reducing the Pfa significantly. When higher
values of Pd is used in obtaining the two change maps, the joint change map will suffer less
from the loss of Pd, almost to an insignificant level.
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CHAPTER VII
CONCLUSION & RECOMMENDATIONS FOR FUTURE WORK
In this dissertation both the linear and nonlinear frequency modulated chirp signals are
discussed. The most widely used frequency modulated chirp signal, linear frequency mod-
ulated chirp signal, and some of its properties such as spectrum, point spread function and
matched filter are summarized. A new nonlinear frequency modulated chirp signal which
has the form of exp(jηt1.75) and named as t0.75 frequency modulated (t0.75FM) chirp signal
is introduced. Compared to the generally used linear frequency modulated chirps, this chirp
is shown to be capable of reducing the sidelobes of the point spread function without having
an adverse effect on signal-to-noise ratio and mainlobe width of the point spread function.
It is also shown that adopting a same bandwidth same slew rate approach, t0.75FM chirp
has a shorter pulse duration compared to linear frequency modulated chirp therefore is more
efficient. It is also discussed that t0.75FM can have some other potential uses such as when
used in hybrid chirps it can help to improve the resolution.
In order to validate the new offered chirp signal, spotlight SAR imaging geometry to-
gether with polar and Stolt format reconstruction algorithms are considered. The synthetic
examples are generated using both chirps with polar and Stolt format processing. Recon-
structed imagery provides a synthetic data basis for testing the change detection method-
ology and algorithms.
A new change detection method which depends on the idea of generating two different
final change maps of the initial and final images, is offered. First final change map is obtained
by cumulatively adding the sequences of change maps in such a manner that common change
areas are excluded and uncommon change areas are included in the successive change maps.
The second final change map is obtained by comparing the first and the last images in the
temporal sequence. This method requires at least three image sequence to be employed and
can be generalized to longer temporal image sequences. The purpose of this approach is
192
to provide a double check mechanism to the conventional approach and thus to reduce the
probability of false alarm. The specific algorithms utilized for testing this method are the
widely used correlation coefficient change statistic and the intensity ratio change statistic
algorithms. Therefore these algorithms and the probabilistic selection of the threshold
criteria is discussed as well.
This method together with the algorithms mentioned are first applied to synthetic data
generated by Stolt format processing which provides higher resolution imagery compared
to polar format processing and obeys the real imaging scenarios better. It is shown that
the method works on synthetic data. The method together with the algorithms mentioned
are also applied to real disaster data which is acquired by Japanese Aerospace Agency’s
Advanced Land Observing Satellite (ALOS). The two disasters considered are the 2010 Gulf
of Mexico oil spill and the 2008 China Sichuan earthquake. While oil spill is an evolving
type of disaster, the earthquake is an impulsive type. The correlation coefficient change
statistic and the intensity ratio change statistic algorithms as well as the two final change
map method are tested on these disaster imagery. It is shown that correlation coefficient
change statistic has a higher performance on assessing the changes occured in bright pixel
areas whereas the intensity ratio change statistic is a better choice for the oil spill detection,
especially in the vicinity of lands. The use of both statistics can be necessary to detect the
changes in the bright or dark pixel regions. It is also shown that the number of false alarms
can be significantly reduced using the double check mechanism introduced by two final
change map method.
As a future work in the signal processing part, SAR imaging is always open for new
imaging geometries and reconstruction methods. Also development of new waveforms used
in the imaging which can provide reduced sidelobes of the point spread functions while
keeping the changes mainlobe widths of the point spread functions acceptably low, as well
as preserves the signal-to-noise ratio of the waveform and can more easily and efficiently be
generated in the hardware is always desired.
As a future work on change detection, the two final change map method offered in
this dissertation can be tested with other change detection algorithms both for 2D and
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3D, except with those which give identically the same result of the direct comparison of
the first and the last image in the sequence, such as simple differencing or log-ratioing.
Additionally the two final change map method can also be implemented together with
coherent change detection techniques, again except for the trivial cases. Also the change
detection method proposed can be tested on other types of disaster such as floods, tsunamis,
hurricanes. Another possible direction is defining a correlation coefficient based on Hölders
inequality. Correlation coefficient based on the Hölders inequality can be adopted as a
general tool of statistics and can also be applied for change detection purposes. Since
Hölders inequality gives equal or unequal weights to image pixel values, it can be used
to put unequal weight to the repeat-pass imagery pixels. This may give researchers a
flexibility with the threshold values used for testing the changed or unchanged hypothesis.
Also since the resolutions in the range and azimuth direction of a SAR system may differ, a
correlation coefficient based on Hölders inequality can be used to overcome this difficulty. A
correlation coefficient with two or more input vectors can be adopted between two or more
images. There is also a tendency towards performing the change detection not in the image
but in a transformed domain. Some of the transforms which can be used for this purpose
are the Walsh, Hadamard, Hotelling, Hough and discrete cosine transforms in addition to
widely adopted Fourier transforms.
Another possible contribution would be using the change detection methods to assess
the quality of synthetically generated images. For example comparisons between different




METHOD OF STATIONARY PHASES
Integrals which can not be evaluated in terms of elementary functions can be approximated
by asymptotic methods. One of the most commonly used asymptotic methods is the method
of stationary phases. Most commonly used form of the method of stationary phases is





If the first derivative of phase function is zero at a point that point is called stationary
point. Denoting the stationary point as xs it can be concluded that Λ̇(ts) = 0. The Taylor
series expansion of the phase function around stationary point can is given by


















dx and using Fresnel integrals







which provides an asymptotic approximation to the expression given by equation (156). A
more general discussion of the method of stationary phases can be found in [7],[40] and
[10]. In this section the derivation given in [7], which is not restricted to the second order
in Taylor series expansion, is closely followed.






Riemann-Lebesgue lemma states that∫ b
a
f(t)ejωtdt→ 0, as ω → +∞, (161)
provided that
∫ b
a |f(t)| dt exists. Riemann-Lebesgue lemma is also valid for the generalized
Fourier integrals in the form of I(ω) given in the equation (160). For I(ω)→ 0 as ω → +∞,
|f(t)| has to be integrable, Λ(t) has to be continuously differentiable on [a, b] and Λ(t) has
to be nonconstant on any subinterval of [a, b] [7].
Generalized Fourier integrals of the form given in equation (160) can be written as a
sum of integrals in which Λ
′
(t) vanishes only at one integral limit. Such a point is called a
stationary point. Selecting a as the stationary point, that is Λ
′
(a) = 0, and for Λ
′
(t) 6= 0








where ε is a small positive number. The second integral in the equation (162) decays like
1/ω as ω → ∞ since there are no stationary points in the interval a + ε ≤ t ≤ b. Leading
behavior of the first integral in the equation (162) can be obtained by replacing f(t) by f(a)
and Λ(t) by Λ(a) + Λ(p)(a)(t − a)p/p! where Λ(p)(a) 6= 0 but Λ′(a) = ... = Λ(p−1)(a) = 0.













dt, as ω → +∞, (163)
Letting z = t−a and replacing ε by∞, which introduces negligible vanishing errors like










dz, as ω → +∞, (164)
For Λ(p)(a) > 0 the integration contour can be rotated from real-z axis by an angle π/2p







For Λ(p)(a) < 0 the integration contour can be rotated from real-z axis by an angle


















, as ω → +∞, (167)
where the factor ejπ/2p needs to be used if Λ(p)(a) > 0 or the e−jπ/2p needs to be used if




tm−1e−tdt (Re(m) > 0) (168)
Equation (167) is an asymptotic approximation of the generalized Fourier integral given
by equation (160). It is useful to note that for p = 2 and ω = 1 expression given by
equation (167) reduces to expression given by equation (159).
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APPENDIX B
ROTATIONS OF FOURIER TRANSFORMS
In this appendix it is shown that Fourier transform of a rotated function is equal to the
rotated Fourier transform of the original function. A similar analysis can be seen in [48] or
[33]. Let























 = Ψx (172)
The Jacobian of the transformation is
|J | = cos2(θc) + sin2(θc) = 1 (173)
Taking the Fourier transform of the equation (169) and using the Jacobian of the rotation





























dx = F (kx) (176)
which leads to the property











 = Ψkx (178)
Therefore it can be concluded that Fourier transform of a rotated function is equal to the




In this appendix the derivation of well known Cauchy-Bunyakovsky-Schwars inequality of
mathematics is presented. The correlation coefficient is defined based on this inequality in
chapter 5.
Cauchy-Bunyakovsky-Schwarz Inequality Cauchy-Bunyakovsky-Schwarz inequality
is given by
|f · g| ≤ ‖f‖2 ‖g‖2 (179)
where f and g are any vectors. While a different derivation can be seen in [29], the derivation
given in [27] is closely followed. One starts with the inequality
(f + βg) · (f + βg) ≥ 0 (180)
where β is a scalar. This inequality is guaranteed by the definition of a dot product [27].
Noting that f · f = ‖f‖22 and g · g = ‖g‖
2
2 we can rewrite the equation (180) as
‖f‖22 + 2βf · g + β
2 ‖g‖22 ≥ 0 (181)
Regarding β as a variable and f and g fixed parameters the left hand side of the equa-
tion (181) is minimized when ∂(L.H.S)/∂β = 0 which leads to
2f · g + 2β ‖g‖22 = 0 (182)
therefore
β = − f · g
‖g‖22
(183)









which can be simplified as
‖f‖22 ‖g‖
2
2 ≥ (f · g)
2 (185)
Taking the square root of the expression in the equation (185) one can obtain the Cauchy-
Bunyakovsky-Schwarz inequality given by the equation (179). If the vectors f and g are
N dimensional real valued vectors then using the definition of the norm the equation (179)











If the f and g are N dimensional complex valued vectors then using the definiton of the
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