Previous research has shown that eye-movements change depending on both the visual features of our environment, and the viewer's top-down knowledge. One important question that is unclear is the degree to which the visual goals of the viewer modulate how visual features of scenes guide eye-movements. Here, we propose a systematic framework to investigate this question. In our study, participants performed 3 different visual tasks on 135 scenes: search, memorization, and aesthetic judgment, while their eye-movements were tracked. Canonical correlation analyses showed that eye-movements were reliably more related to low-level visual features at fixations during the visual search task compared to the aesthetic judgment and scene memorization tasks. Different visual features also had different relevance to eye-movements between tasks. This modulation of the relationship between visual features and eye-movements by task was also demonstrated with classification analyses, where classifiers were trained to predict the viewing task based on eye movements and visual features at fixations. Feature loadings showed that the visual features at fixations could signal task differences independent of temporal and spatial properties of eye-movements. When classifying across participants, edge density and saliency at fixations were as important as eye-movements in the successful prediction of task, with entropy and hue also being significant, but with smaller effect sizes. When classifying within participants, brightness and saturation were also significant contributors. Canonical correlation and classification results, together with a test of moderation versus mediation, suggest that the cognitive state of the observer moderates the relationship between stimulus-driven visual features and eye-movements.
tion, brightness, edge density, entropy, and saliency of fixation), and whether that relationship is moderated by the cognitive state of observers, which we operationalized as the states induced by three viewing tasks (i.e., search, memorization, and aesthetic preference).
According to the cognitive relevance hypothesis, eye-movement patterns when performing different visual tasks are driven by top-down factors that intentionally direct fixations toward informative task-relevant locations (Henderson, Brockmole, Castelhano, & Mack, 2007; Henderson, Malcolm, & Schandl, 2009; see Henderson, 2013) . For example, Castelhano et al. (2009) investigated how task instructions influence specific eye-movement control parameters. In their study, participants viewed color photographs of natural scenes under two instruction sets: (a) searching a scene for a particular item or (b) remembering characteristics of that same scene. They found that the viewing task biased aggregate eye-movement measures such as average fixation durations and average saccade amplitudes. Mills et al. (2011) also examined the influence of task set on spatial and temporal characteristics of eye movements during scene perception. They found that task set affected both spatial (e.g., saccade amplitude) and temporal characteristics of fixations (e.g., fixation duration). Both results lend support to the cognitive-relevance hypothesis because the task that one performs alters eye-movement patterns in systematic ways.
In addition to the cognitive relevance hypothesis, another hypothesis that describes different types of contributions to attention and gaze control, called the saliency hypothesis, focuses more on bottom-up control of eye-movements based on the visual features of the stimuli. The major tenet of this theory is that our eyes are directed, in a bottom-up fashion, to low-level image discontinuities such as bright regions, edges, color differences, and so forth, which are termed salient regions (Itti et al., 1998; Itti & Koch, 2000; Koch & Ullman, 1985; O'Connell & Walther, 2015; Parkhurst et al., 2002; Treisman & Gelade, 1980; Walther & Koch, 2006) . For instance, some evidence suggests that in a search task, the location containing the most salient stimulus initially receives attention. Following inhibition of the most salient location, the location containing the next salient element receives spatial attention and so forth until the target is found (Wolfe, 1994) . However, it could be that these results are modulated by the viewer's objectives.
Building upon these models and the evidence for them, we constructed a hybrid model, which is depicted in Figure 1 , showing the hypothesized relationships between eye movements, the visual environment, and cognitive state. The a path represents how stimulus-driven features could affect gaze control mechanisms in ways that can be observed through the eye-movement outputs of fixation durations and saccade amplitudes. Existence of this path is supported by the body of research consistent with the saliency hypothesis. The b path represents how the top-down context of viewing directly affects gaze control mechanisms, again observed through fixations and saccades. Existence of this path is supported by research consistent with the cognitive relevance hypothesis as well as studies demonstrating that cognitive states can be systematically predicted to some degree from differences in eye movement patterns using machine learning classification methods (Borji & Itti, 2014; Henderson, Shinkareva, Wang, Luke, & Olejarczyk, 2013; . 1 While the previous literature suggests that bottom-up (the a path) and/or top-down (the b path) processes are at play to guide our overt attention/eye movements, vision scientists have only recently started to investigate the extent to which cognitive and stimulus-driven aspects of scene viewing independently or interactively contribute to viewing behavior in an explicit manner, and many aspects of this possible interaction are yet to be determined (e.g., see Anderson, Ort, Kruijne, Meeter, & Donk, 2015; O'Connell, & Walther, 2015) . Of course, the degree of involvement of each aspect could be dependent on the nature of the task and stimulus. For example, whether the task is attentionally demanding or not, as well as whether there are well-defined strategies learned through experience to perform the task, could make viewing behavior more or less dependent on the stimulus. To assess this question one could hypothesize that there is a c path, as shown in Figure 1 , which represents the modulation of the relationship between the visual environment and gaze control by the top-down context of the viewer. In this study, we hypothesized that this moderation exists and tested its existence in two ways, directly by canonical correlation analysis, and indirectly by classification analysis.
First, we performed three different canonical correlation analyses where the relationship between extracted stimulus-driven features and eye-movements (the a path) was assessed under three different visual tasks: (a) search, (b) memorization, and (c) aesthetic judgment. The stimulus-driven features that were used to define the visual environment included low-level color features (local hue, saturation, and brightness of the fixations), low-level This document is copyrighted by the American Psychological Association or one of its allied publishers.
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spatial features (grayscale local entropy and edge density), and low-level salience. These features were chosen because they have been previously shown to successfully summarize scenes and behavioral reactions to those scenes (e.g., see Berman et al., 2014; Kardan, Demiralp, et al., 2015; Walther & Koch, 2006) . The eye-driven features that were used to define gaze control were fixation durations, saccade amplitudes, and their interactions with time passed while viewing. These features and the shapes of their distributions have been successfully used to summarize components of gaze control (e.g., see Castelhano et al., 2009; Borji & Itti, 2013) . If the relationship between stimulus-driven features and eye characteristics systematically change based on the visual task, the c path should exist and improve the fit of the model. Second, we examined the same moderation question with a classification analysis, which provides an estimate of the reproducibility of the moderation effect.
2 To do so, we performed a visual task classification analysis (i.e., predicting the viewing task) based on stimulus-driven and eye-movement features. In this analysis we regressed out stimulus-driven features from the eye movements to make them independent of one another. If the a path is independent of the visual task and not moderated by it (i.e., if the c path ϭ 0), then it does not contribute to successful classification of cognitive goals, and removing the a path should not change the predictability of goals based on eye characteristics. Alternatively, if top-down context moderates a (c is nonzero), visual features can independently signal cognitive state differences because the classifiers can capitalize on the modulation of a to discern tasks.
In summary, in this study we set out to determine if top-down aspects of viewing may modulate the relationship between bottom-up stimulus features and eye movement dynamics (i.e., gaze control), and assess the extent to which this could happen.
Method Participants
We used the data collected for our previous study , where 72 Edinburgh undergraduate students with normal or corrected to normal vision participated in our experiment. All participants were naïve concerning the purposes of the experiment and provided informed consent as administered by the Institutional Review Board of the University of Edinburgh.
Apparatus
Eye movements were recorded via an SR Research Eyelink 1000 eye tracker (spatial resolution of 0.01°) with a sampling rate of 1,000 Hz. Participants were seated 90 cm away from a 21-in. CRT monitor. Head movements were minimized with a chin and head rest. Although viewing was binocular, eye movements were This document is copyrighted by the American Psychological Association or one of its allied publishers.
recorded from the right eye. The experiment was controlled with SR Research Experiment Builder software.
Stimuli and Tasks
Materials. 135 unique full-color 800 ϫ 600 pixel (32 bits; subtending 25.8 ϫ 19.4) photographs of real-world scenes from a variety of scene categories were used during the initial task phase of the experiment.
Procedure. The scenes were split into blocks of 45 images and participants were instructed to perform one of three tasks during each block: Search for an object (with word template), memorize the scene for a subsequent old/new recognition test, or aesthetic preference (1 ϭ dislike to 4 ϭ like). All scenes were presented for 8 s. The order of tasks and the scenes used in each of the tasks were rotated across nine participant groupings using a dual-Latin square design. This ensured that every order of task and combination of scenes within each task was represented at least once across the nine participant groupings.
During the search task, an object name was presented (e.g., fish, hand fan, keys, vase, pigeon, wig, etc.) in Ariel font, vertical height 1.62 cm for 800 ms followed by a fixation cross for 200 ms. The scene was displayed for 8 s. If the participant located the search target they responded by pressing a trigger on the controller (Microsoft Sidewinder), but the scene remained on the screen until the 8 s were over.
3 The Search task was preceded by three practice trials. The behavioral results showed that in 88.3% of the search trials, the target was found by the participant (participant pressing button as well as his or her fixation coordinates containing the object).
During the aesthetic preference task, participants were instructed to examine the scenes and then rate how much they liked each scene, which were each presented for 8 s. After each scene a response screen appeared asking the participant to indicate on a 1-4 scale how much they liked the scene (1 ϭ dislike, 4 ϭ like). Responses were made via four buttons on the controller. Three practice trials were presented at the start of the preference task. During the scene memorization task, scenes were presented for 8 s. Participants were not required to make any responses during the initial encoding phase and no practice was given. In the memory test phase of the experiment (i.e., recognition memory test), 134 of the original scenes were presented with half mirrored horizontally and 22 new scenes were presented (half of these new scenes had also been flipped to ensure any reverse text in the images could not be used as an indicator of whether a scene was old) for 3 s. The participants were then asked whether each scene was old, new, or an altered version of one they had seen before. They were also asked to identify the task in which they saw old or altered images. The behavioral results showed that in 73.6% of memory test trials, participants correctly identified the image as old, new, or altered. Finally, in 60.5% of trials, participants correctly identified the source task (whether it had previously been seen in the search task, the memorization task, or the preference task) of an old or altered image.
Fixation-related features. Eye-movement features. In the canonical correlation analyses, we computed four eye movement features for each trial: (a) mean fixation duration and (b) its interaction with time (mean duration weighted with time passed during viewing) and (c) mean saccade amplitude and (d) its interaction with time (mean saccade weighted with time passed during viewing). In the classification analyses, we also used these additional eye movement features: the number of fixations and the standard deviation and skewness of fixation durations and saccade amplitudes. We added these features to the classification analyses because it has been shown that the shape of the distribution of eye movements vary across visual tasks in systematic ways (e.g., see Castelhano et al., 2009; Henderson & Luke, 2014; . We used the MATLAB functions mean, std, and skewness to compute these features.
Local visual features. Our visual image features included edge density, hue, saturation, brightness, entropy, and saliency. To quantify the value of different visual features at each fixation, we first generated the feature map of each image. The maps for the first four visual features (edge density, hue, brightness, saturation) were created using MATLAB (Release 2014a, The MathWorks, Inc., Natick, MA) as in Berman et al., (2014) and Kardan, Demiralp, et al. (2015) . Mean values of hue for every fixation, as well as the average hue of the images were calculated using the directional (circular) mean (Circular Statistics Toolbox for MATLAB; see www.kyb.mpg.de/~berens/circStat.html). The saliency maps were created using the Saliency Toolbox 2.3, in MATLAB as in Walther and Koch (2006) . Figure 2 shows a sample image and its saliency map based on intensity, orientation, and color conspicuity maps. It is noteworthy that although saliency is calculated based on the integration of low level visual features and biological considerations such as inhibition of return processes, it is a stimulus driven feature (i.e., no fixation data) and thus is grouped with edge density, entropy, and other low-level stimulus driven features.
After the maps were created, for each fixation time point, a 600 ϫ 800 Gaussian mask (the same size as the images) 4 was centered at that corresponding fixation location with horizontal and vertical standard deviations of x ϭ y ϭ 58 pixels (2°of visual angle). This Gaussian map was then multiplied by the feature map to obtain local feature maps. For example, Figure 3 shows a sample image, its edge map, and the masked fixation neighborhoods of the edge map (every third fixation is plotted, i.e., Fixations 1, 4, 7, . . ., 19) . Figure 4 shows another sample image and its saturation map with the masked fixation neighborhoods of the saturation map in the same manner.
Next, we normalized the visual features' values for each fixation. This was done by dividing the average value from the masked feature map's pixels by the average amplitude of the mask for that fixation to generate the normalized local visual feature value. Finally, the mean feature value across all pixels of the image was subtracted from each local feature value on that image, so that the fixation features are corrected for the global baseline of that visual feature. 3 We used the entire 8 s in the analysis because we previously have shown that including fixations made after finding the object does not artificially help distinguishing the search task from other tasks. If anything, it makes search trials resemble other tasks a little more (see . 4 Please notice that a 600 ϫ 800 matrix (mask) corresponds to an 800 ϫ 600 image, because the dimensions of a matrix go as rows by columns whereas dimensions of a photo are usually reported as width by height. 5 Notice that average amplitude of the mask for a fixation is the maximum value possible for a local visual feature both for central and peripheral fixations on the scene, thus this step normalizes values to [0 1] range. This document is copyrighted by the American Psychological Association or one of its allied publishers.
The local grayscale entropy for each fixation neighborhood was calculated as entropy ϭ Ϫ ͚nϭ1 256 ͑p n *log 2 p n ͒ , where p n is the probability value of the nth bin (out of 256 bins) of the grayscale intensity histogram (i.e., number of pixels with the intensity value ϭ [n -1, n) over the total number of pixels in the neighborhood). The neighborhood for a fixation was indicated by a circle with radius ϭ 2°(58 pixels) and centered at the specific fixation's coordinates (i.e., a neighborhood contains 10,568 pixels or fewer depending on whether some of the neighborhood falls out of image boundaries). The overall grayscale entropy of each image was also subtracted from each local entropy value on that image.
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Spatial positions. Spatial positions of fixations have also been shown to carry information about bottom-up and top-down contributions to overt attention (e.g., O'Connell and Walther, 2015) . Spatial patterns of fixations can also help to discriminate between tasks (Borji & Itti, 2014; Coco & Keller, 2014; Mills et al., 2011) . Therefore, we added the spatial positions of fixations and positionweighted visual features to our models. This was done by having three variables coding right, down, and proximity to the center of the coordinates for each fixation. Right and down are simply the Cartesian coordinates of a fixation from the center, normalized to [Ϫ1, 1] range, with the right side, and lower parts of the image being positive. The closeness to center was measured as the Gaussian distance ( x ϭ 4°, y ϭ 3°) of the center of each fixation from the center of the image (as opposed to Euclidian distance). We did this because our principal component analysis on the coordinates showed that Gaussian distance explained slightly more of the variance of the spatial positions than Euclidian distance.
The interaction of a specific visual feature with spatial position was calculated by first multiplying each fixation's value of right, down, and center by the z score of a visual feature's value. Then, to avoid overcrowding the models with too many variables, we Figure 3 . A sample image, its edge map, and the masked fixation neighborhoods of the edge map (every third fixation is plotted, i.e., Fixations 1, 4, 7, . . ., 19) . Gray to white pixels show intensity of edges at respective fixations. See the online article for the color version of this figure.
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performed a PCA on the Feature ϫ Position values and reduced them into one variable (the first principal component of the three interactions), which explained at least 70% of the total variance in the three vectors. Thus, for every visual feature, there is one interaction term with the spatial positions.
Results

Canonical Correlation Analysis: Method
In a canonical correlation analysis (Hotelling, 1936; Johnson & Wichern, 1992) , first, the weights that maximize the correlation of the two weighted sums (linear composites) of each set of variables (called canonical roots) are calculated. Then the first root is extracted and the weights that produce the second largest correlation between the summed scores is calculated, subject to the constraint that the next set of summed scores is orthogonal to the previous one. Each successive root will explain a unique additional proportion of variability in the two sets of variables. There can be as many canonical roots as the minimum number of variables in either of the two sets, which is four in this analysis. Therefore, we obtain four sets of canonical weights for each set of variables, and each of these four canonical roots have a canonical correlation coefficient which is the square root of the explained variability between the two weighted sums (canonical roots).
To obtain canonical weights for variables and canonical correlation coefficients relating eye-movements to visual features, we used the same approach as in Kardan, Gozdyra, et al. (2015) for each visual task separately and then compared the loadings between tasks to look for systematic changes in the relationships between eye-movements and visual features based on the visual task (moderation).
We first performed a canonical correlation analysis on the z scores of the variables using MATLAB. For a more straightforward interpretation and a better characterization of the underlying latent variables, instead of using the canonical weights, we calculated the Pearson correlation coefficients (canonical loadings) of This document is copyrighted by the American Psychological Association or one of its allied publishers.
each observed variable in the set with the weighted summed scores for each of the four linear composites. This way, each canonical root (linear composite) could be interpreted as an underlying latent variable whose degree of relationship with each of the observed variables in the set (how much the observed variable contributes to the canonical variate) is reflected in the observed variable's loading. Each variable is represented by the loading of the observed variable and its error bar, which is the 95% confidence interval calculated by bootstrapping the data (1,000 samples with replacement) and choosing the symmetrical range around each average that contains 95% of all values in the loading distribution. The partial r 2 of every variable on the X side (side of latent variable consisted of visual features from the Figure 1 ) of the canonical analysis (within a single component) is then calculated as the square of its loading in that component, multiplied by the sum of the squared loadings of the variables on the Y side (the latent variable consisted of eye-movements from the Figure 1) , multiplied by the shared variance of the two latent variables (R 2 ) in that component. Summing the partial r 2 of a variable across the components then results in the proportion of variance in eyemovements explained by that specific variable, because the components are orthogonal to each other.
To investigate the relationship between eye-movement features (saccade amplitudes, fixation durations, and their interactions with time passed viewing in the trial) and the stimulus-driven features (hue, saturation, brightness, edge density, entropy, and saliency), their interactions with positions (Hue ϫ Position, Saturation ϫ Position, Brightness ϫ Position, Edge Density ϫ Position, Entropy ϫ Position, and Saliency ϫ Position), and the spatial locations (right, down, center), we performed canonical correlation analyses relating these two sets of variables separately for the three different visual tasks (search, memorization, and preference) based on the model presented in Figure 1 . We then compared the differences in the partial r 2 of each visual feature across tasks to investigate the task-dependent changes in the relationship between visual features and eye-movements.
Canonical Correlation Analysis: Results
Canonical correlation analyses revealed that fixation durations, saccade amplitudes, and their interactions with time of viewing were reliably related to spatial positions, visual features, and the interaction of visual features with positions in all three tasks. In all four canonical components, a significant amount of variance of eye-movements was explained by visual features and spatial locations (see Supplementary Materials, Figures S1-S12) . To contrast the proportions of variance explained by each visual feature in each task, we calculated the partial r 2 for each feature and its interaction with positions in each component and then summed them across the four components as explained in the methods section above. The results are shown in Figure 5 , which contrasts the proportion of variance in eye-movements explained by each of the visual features, indicated by different colors, between tasks.
Eye-movements were related to visual features more strongly in the search task than in both the memory task (Fischer's Z ϭ 6.00, p Ͻ .001 7 ) and the preference task (Z ϭ 7.77, p Ͻ .001). Specifically, saturation (Z ϭ 6.85, p Ͻ .001), entropy (Z ϭ 8.57, p Ͻ .001), and saliency (Z ϭ 3.48, p ϭ .011) explained more of the variance in eye-movements in the search task compared to the preference task. In addition, saturation (Z ϭ 3.04, p ϭ .050) and entropy (Z ϭ 5.07, p Ͻ .001) were more related to eye-movements in the search task than in the memory task. Although the total explained variance of eye-movements by visual features was not found to be different between the preference and the memory tasks, the relative contributions of different features were different. Saturation (Z ϭ 3.81, p ϭ .002) and entropy (Z ϭ 3.50, p ϭ .011) were more predictive in the memory task, and hue (Z ϭ 6.85, p Ͻ .001) was more predictive of eye-movements in the preference task.
Classification Analysis: Methods
Classifiers. Throughout this study, we used four distinct classifiers: linear discriminant (LD), quadratic discriminant (QD), linear Gaussian naïve Bayesian classifier (GNB-L), and nonlinear Gaussian naive Bayesian classifier (GNB-N), as our previous work has indicated that the differences in the assumptions of these different classifiers can lead to different levels of performance when using eye-tracking variables to predict behavioral tasks . Implementation of the classifiers was provided by the classify function in the Statistics toolbox in MATLAB (the classifier type was set to linear, quadratic, diagLinear, and diagQuadratic, respectively). These classifiers use a multivariate Gaussian distribution to model the classes and classify a vector by assigning it to the most probable class. The LD classification model contains an assumption of homoscedasticity, that is, that all classes are sampled from populations with the same covariance matrix. For our purposes, this assumption means that (a) the variance of each feature does not change across tasks, and (b) the correlation between each pair of features is the same for all tasks. The QD makes no such assumption, and instead estimates the covariance matrices separately for each class (that is, the variances of and the correlations between features are allowed to differ across tasks).
The GNB classifiers impose a constraint that the covariance matrices are diagonal (in our case, this implies that the eyemovement features are uncorrelated); furthermore, linear GNB makes a further assumption of homoscedasticity, whereas nonlinear GNB does not make this assumption (that is, GNB-L assumes that the variance of each feature is the same across tasks, and GNB-N allows it to differ). Because the interactions between features are ignored by both versions of GNB, these two classifiers are univariate; whereas LD and QD are multivariate classifiers because they use the feature interactions to predict the class. Another distinction is between linear and nonlinear classifiers: The assumption of homoscedasticity is equivalent to separating the classes with a linear plane, otherwise the classes are separated with a nonlinear curved surface (therefore, both QD and GNB-N are nonlinear classifiers, whereas LD and GNB-L are both linear).
Cross-validation procedure. All classifiers were evaluated using a cross-validation approach. A subset of trials was used to train the classifier, and the task was predicted for the trials that were not included in the training set. We used two approaches 7 All p values are Bonferroni corrected for 21 comparisons yielding an alpha of 0.0024. This document is copyrighted by the American Psychological Association or one of its allied publishers.
for separating the data into training and test sets. The first approach used a within-participant classification, training and testing on data within the same participant in an iterative fashion. At each iteration, one trial from a single task was held out for testing, and the remaining trials (134 trials in total across all tasks) were used to train the classifier; this process was repeated until each trial was tested. 8 The second approach used an across-participant classification in which all trials for a particular participant were iteratively tested using all of the trials from the remaining 71 participants for training. Likewise, this process was iterated until all trials for all participants had been tested.
Feature loadings. The relative importance of each of the stimulus-driven features in the classifications was evaluated by removing the feature and also regressing it out of all of the remaining variables (i.e., the residuals of the other variables enter the classification analysis). For the eye-movement characteristics, all the stimulus-driven features were first regressed out of fixation durations and saccade amplitudes for each task before entering classifications (i.e., their residuals were used for the classification). The relative importance of each of the eyemovement characteristics was then evaluated by removing it, its interaction with time of viewing, and its standard deviation and skewness from all participants' data. After removal, we computed the difference in task prediction accuracy relative to prediction using the full set of features. This difference in accuracy was computed for all trials in within-participant and all 72 participants in across-participant classification and this This document is copyrighted by the American Psychological Association or one of its allied publishers.
accuracy drop was used as the variable's contribution to the classification.
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Classification Analysis: Results
Within-participants. All classifiers performed significantly better than chance in predicting the visual task performed (see Table 1 ) within participants. As can be seen in the boxplots in Figure 6a , the distribution of prediction accuracies for all participants was always better than chance (except for GNB-L), with the nonlinear GNB classifier having the best performance. Confusion matrices 10 in Panel (b) of Figure 6 show that the GNB-N classifier achieved the best average accuracy, and had the best specificity in differentiating all three tasks from each other equally well. Panel (c) of Figure 6 shows the feature loadings for the GNB-N classifier (See Feature Loadings section under Method). Results show that attended visual features signal task goal differences, with fixation saturation, entropy, edge density and saliency contributing the most and hue and brightness also contributing in distinguishing the goal of observers based on their own behavior (within-participant). Eye-movement characteristics also signal goal differences even with all the stimulus-driven features regressed out of them. Recall that when a visual feature was excluded from classification, its interaction with time of viewing was also removed. Therefore, each feature's loading includes the contribution of that feature's interaction with time of viewing as well.
Across-participants. All classifiers performed significantly better than chance in predicting the visual tasks (see Table 2 ) across participants, as well. However, as one would expect, performance of classifiers was worse compared to within-participant classifications due to between-participants heterogeneity (see . Figure 7a shows the distribution of prediction accuracies for all participants was always better than chance only in LD. Confusion matrices also show that LD had the best specificity in differentiating all 3 tasks from each other equally well. Panel (c) of Figure 7 shows the feature loadings in LD classification across participants. Again, the results showed that attended visual features signaled task goal differences, with fixation edge density and saliency contributing the most and entropy also contributing in distinguishing the goal of observers based on the other participants' eye-movement behavior (i.e., across-participants). Compared to the within-participant analysis, color preference (hue) seems not to generalize across participants in distinguishing their goal at hand. Here again, eye-movement characteristics such as saccade amplitudes, fixation durations and the number of fixations also signal goal differences (even with all the stimulus-driven features regressed out of them).
Discussion
In this study, we showed that an observer's visual task (at least when the tasks are as distinct as search, memorization, and aesthetic judgment) systematically change an observer's eyemovements and the visual features they fixate on through the duration of the viewing task (i.e., over time of the task). The visual goal an observer pursues places the observer in different mindsets, and this moderates how visual features contribute to their eyemovement behavior. We provide evidence for this in two ways. Directly, we found that locations with higher entropy, and salience (containing more visual information), as well as more saturated colors relate to eye-movements more when performing a visual search task, but these relationships are reliably smaller (sometimes much smaller) when people have other visual goals such as memorizing a scene or judging the aesthetic beauty of a scene. This finding has an immediate implication for the modeling of overt attention: salience-based attention models do not tell the whole story if the context/mental state of the viewer is not considered (e.g., see Parkhurst, Law, & Niebur, 2002) . This is because salience's (as well as some other stimulus-driven features') systematic relevance to overt attention can vary between tasks (e.g., salience for aesthetic judgment is not as important compared to salience for the visual search task). Indirectly, using classifications analysis we found that differences in attended locations with regards to local edge density, entropy, and salience were related to goal differences across individuals.
We argue that the task-dependency of the size of the relationships between visual features and eye-movements show a moderated effect (i.e., the interaction between visual task and the visual environment as shown by path c in Figure 1 ). The assumption here is that the change of the relationship between stimulus-driven features and eye-movements (change in a) is directly due to the task (arrow c), and is not mediated by the eye-movements, which one might argue against. This argument is based on the possibility that arrow a is bidirectional, and hence the observed change in its magnitude based on the task is not a direct moderation of the forward a path (i.e., from image features to eye-movements), but is caused by a mediation of eye-movements through a backward a path (from eye-movements to image features). This appears to be a possibility at first glance because the canonical analysis that is used to measure a is a covariance-based analysis that has no directionality (bidirectional).
9 Another way to look at the feature loadings is to introduce only one visual feature and its interaction with time, and examine the classification' prediction accuracy versus chance. This method gives inflated contributions for each visual feature because features are correlated and the contributions are not unique to singular features when adding features in isolation. However, this method provides additional information about each feature's contribution to successful classification when compared with the elimination method. The results from this method are in Figures  S26 and S27 of the Supplementary Materials. 10 Confusion matrices show the probability of true positive (diagonal) and false positive (off-diagonal) predictions. Higher values on the diagonal and lower values off diagonal show better performance. More similar values on the diagonal shows that the average accuracy is not driven by exceptional performance in detecting one specific task. Note. LD ϭ linear discriminant; QD ϭ quadratic discriminant; GNB-L ϭ linear Gaussian naïve Bayes; GNB-N ϭ Nonlinear Gaussian naïve Bayes. All classifiers performed well above chance (.33 ). This document is copyrighted by the American Psychological Association or one of its allied publishers.
This alternative explanation (mediation) assumes that the specific changes in the distributions of saccades and fixation durations (that comprise the eye-movements latent variable) based on the task (path b) have consequently caused the visual features to change (hence causing a change in path a due to the mediation by eye-movements). To test this possibility, we took scan-paths from the search task, which were made on images 1, 2, 3, . . ., 135 and assigned them to a random permutation of the images, and recalculated the visual features at those fixations. We performed the same operation for the memorization task and the preference task, This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
and ran the same canonical analyses, relating newly calculated visual features with the eye-movement variables in each task (that has same distributions and time interactions as before). If we found that the relationship between the newly calculated visual features and eye-movements still systematically changed by task, the mediation hypothesis would be supported. On the other hand, if the change in a due to task is dependent on the visual features to begin with (hence an interaction between task and visual features), this procedure will remove all the differences in path a between the tasks and make a for every task zero, because the moderation effect is dependent on path a; so by randomizing the scanpaths on different images, the interaction between a and b becomes zero as well. We performed this analysis, and the results showed that all relationships between visual features and eye-movements were removed similarly across tasks (see Figure S13 in the Supplementary Material). This means that any task-dependent changes in the eye-movements that is correlated with the visual features and we found in our results has to be due to a mechanism that is dependent on the visual features to begin with (i.e., an interaction between the task type and the visual features). Therefore, the differences in path a based on the tasks are not caused by the changes in the distribution of fixation durations, saccade amplitudes, and their interaction with time, but rather are caused by the task interacting with the visual features. Importantly, our results not only support the model we proposed by providing evidence for the a (saliency hypothesis) and c pathways, they also support the b pathway (cognitive relevance hypothesis). The b pathway represents a direct and independent relationship between top-down context of the viewer and gaze control. To show this, in the classification analyses we removed any linear relationship that existed between the low-level visual features and the eye-movements by regressing them out of fixation durations and saccades before introducing them into the classification analyses. Feature loadings for both within-and acrossparticipant classifications showed that even after removing the possible effects of local visual features on eye-driven characteristics within each task, the distinction of these characteristics between different tasks still systematically signaled the observer's visual goal. Hence, visual goal can, independent of low-level properties of the visual environment, change eye-movement behavior (in addition to its interactive effect). This finding provides strong support for the cognitive relevance theory. An alternative, but less likely account would be that there are other local low-level visual features that are independent of all of the six visual features that we measured, which guide the eyes differently for the three visual tasks and would account for all of this direct contribution we found.
Our second finding was related to the importance of each visual feature in guiding eye-movements across different tasks, and to determine which features are more idiosyncratic (i.e., subject to individual differences) and which are more generalizable. Canonical correlation analyses showed that visual features seem to be more tightly relevant to eye-movements in the search task compared to the memorization and the aesthetic judgment tasks. Specifically, locations with higher "information" density in the scene (higher entropy, and salience) tend to be more relevant to overt attention when the visual search task is performed. This could be the result of the time-limited nature of the visual search task (i.e., one only has 8 s to find the target), which may make a place with denser information more carefully assessed to avoid having to return to it again. Tasks with no time-dependent goals such as aesthetic judgment, on the other hand, could be done more arbitrarily with little or no cost of "missing something." It is a bit surprising that we did not find a larger systematic relationship between eye-movements and low-level visual features in the scene memorization task compared to aesthetic judgment, because, from an information processing point of view, it is cost-effective to look for "denser information" when trying to encode a "summary" of the scene. However, it could be the case that for memorization strategies that rely on higher-level semantic content of the scenes (relationship between the objects, social content, etc.) are much more effective. Those strategies may be more diverse and idiosyncratic and low-level features such as salience may not be able to capture them (Birmingham, Bischof, & Kingstone, 2009 ; also see: Khosla, Raju, Torralba, & Oliva, 2015) . Finally, attended colors in the scene could also become relevant or irrelevant based on the goal of a task in a systematic way. This is inferred based on local hue's relationship with overt attention being relatively large in the preference task, but not the other two tasks.
In our previous research , we found that saccades and fixations were most prone to changes across viewing time when performing visual search, moderately prone to changes across viewing time in the memory task, and were most homogenous for aesthetic judgments. Thus, we inferred that adaptive alterations in eye-movement behavior were more drastic in search, more modest in memorization (with a less immediate goal), and relatively small in preference judgments over the time course of scene viewing. Those results suggested that the gaze control system could be modeled as a control system with feedback, where the gain on the feedback component changes based on the task or cognitive goal. When the gain of the feedback component of the gaze control system is turned up and is comparable to the gain of the feed-forward component of the system, more temporally and spatially drastic eye-movements are likely to happen (as in the search task), whereas smaller gain on the feedback component (e.g., aesthetic judgment) makes eye-movements less variable . Interestingly, the current study's results could point to a similar process. The moderation of the relationship between the stimulus-driven visual features and eye-movements (the c pathway) could be due to the same process that modulates the gain of the feedback in the model of the gaze control system that was just described based on our previous work . When the gain of the feedback component of the gaze control system is turned up Note. LD ϭ linear discriminant; QD ϭ quadratic discriminant; GNB-L ϭ linear Gaussian naïve Bayes; GNB-N ϭ Nonlinear Gaussian naïve Bayes. All classifiers performed well above chance (.33).
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and is comparable to the gain of the feed-forward component of the system, large feedback causes (a) more stimulus-dependency in eye-movements and (b) more dynamic alterations to fixations demonstrated by more temporally and spatially drastic fixations. This leads to (a) more stimulus-adaptive overt-attention output (search task in this study) and (b) less temporally and spatially homogenous overt-attention output (search task in , where overt attention deployments are reflected in the eye-movement behavior. If, however, the gain of the feedback component is set to be small relative to the feed-forward LGNB ϭ Linear Gaussian Naive Bayes; NLGNB ϭ Non-linear Gaussian Naive Bayes. See the online article for the color version of this figure. This document is copyrighted by the American Psychological Association or one of its allied publishers.
component, the eye-movement output will be less varied and less skewed (preference task in , as well as less dependent on the visual features of the stimulus (preference task in current study).
In this study, we reduced the top-down cognitive context of the viewer into the goal of one out of three possible tasks. This is probably the main limitation of our study, because there are many more potential variables that can play a role in setting the "context" for the viewer. For example, familiarity/novelty of the scenes and their semantic content can put people in different levels of arousal or systematically change their motivations, which could interact with what features of the environment they attend to. Another example is the age or culture of the observer, which could potentially affect the top-down control of viewing. In our future work, we aim to assess the model in a more comprehensive manner and also look for neural evidence for different components of the proposed model. In summary, these findings suggest that the cognitive state of observer, as indexed by the instructed visual task, moderates the relationship between low-level features of the visual environment and overt attention of the observer. This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
