The variational approach to signal restoration calls for the minimization of a cost function that is the sum of a data fidelity term and a regularization term, the latter term constituting a 'prior'. A synthesis prior represents the sought signal as a weighted sum of 'atoms'. On the other hand, an analysis prior models the coefficients obtained by applying the forward transform to the signal. For orthonormal transforms, the synthesis prior and analysis prior are equivalent; however, for overcomplete transforms the two formulations are different. We compare analysis and synthesis 1 -norm regularization with overcomplete transforms for denoising and deconvolution.
INTRODUCTION
The restoration, or reconstruction, of a signal from noisy measurements arises in many applications. We assume the classical observation model of the form y = Hx + n (1) where H represents a known linear operator, x is the signal to be restored (estimated) and n is additive white Gaussian noise. The operator H can represent blurring, sub-sampling, masking, a Fourier transform (as in the case of magnetic resonance imaging), or any combination of these and other linear operators. If H is the identity operator, then the problem is one of signal denoising. If H represents convolution, then the problem is one of deconvolution. We do not assume that y is of the same size as x (the operator H need not be square, it may be either a 'tall' or 'wide' matrix).
Arguably the most often used approach for restoring the signal x is based on minimizing an objective function of the form
The first term, y − Hx 2 2 , is known as the 'data fidelity' term because it measures the consistency between the estimated signal x and the measured data y; its form results from the white Gaussian nature of the noise in (1) . The second term, R(x), is the 'regularizer' or 'penalty', and corresponds to the negative log prior from a Bayesian estimation perspective. The regularizer is chosen so as to reflect prior knowledge about x and is designed to yield large values when the behaviour of x is very different from its expected behaviour. For example, if it is known that x should be a smooth (low-frequency) signal then R(x) may be chosen to be the energy of the output of a high-pass filter. If it is known that x should be a piecewise-constant signal, then is is appropriate to set R(x) to be the total variation 47 of x. The parameter λ is the regularization parameter, which is used to control the degree of regularization.
Much recent research on the restoration of natural signals has shown that regularization based on sparsity can be very effective. This result relies on the sparse representation in an appropriate domain of the signal being restored. For example, the wavelet transform and related transforms provide moderately sparse representations for many signals and images. To exploit wavelet-domain sparsity, the regularizer, R(x), should be a measure of the sparsity of the wavelet coefficients of x. For example, R(x) may be chosen to be the number of non-zero wavelet coefficients (the 0 -norm). However, the 0 -norm is not convex and therefore the objective function J(x) can be difficult to minimize in general. As an alternative, the 1 -norm is often used instead of the 0 -norm because it is convex and yet promotes sparsity. (But see Ref. 44 for algorithms and extensive examples on real images showing the superiority of the 0 -norm in comparison with the 1 -norm).
In performing wavelet-based signal/image restoration 39, 41, 57 by minimizing an objective function of the form (2), several questions arise: the choice of the transform, the way sparsity is measured, the selection of the regularization parameter λ, and the availability of algorithms minimizing the objective function J(x). In this paper, we exclusively use the 1 -norm, and we do not address the selection of λ.
The main goal of this paper is to compare two problem formulations for using wavelet-regularization signal restoration. Given a specific wavelet transform to be used for the regularization, we consider the 'analysis-prior' and the 'synthesis-prior' formulations of the problem. For some signal restoration problems, the two formulations give quite different results.
The analysis prior formulation uses an objective function of the form:
Here, the regularization term is the 1 -norm of Ax. The symbol A represents the transform, and Ax is the transform of x.
On the other hand, the synthesis prior formulation uses an objective function of the form:
Again, the goal is to minimize J(w), but now the restored signal, x, is given by Sw. The symbol S represents the 'inverse' transform, and w represents the transform coefficients (e.g. wavelet coefficients). In this formulation, the signal to be restored, x, is modeled as a synthesis of atoms.
A basic, known, result is that if A is an orthonormal transform (A A t = A t A = I) then, with S = A t , the analysis and synthesis priors are equivalent. The same is true more generally if A is invertible. Their minimization gives the same restored signal x. However, otherwise, the two formulations are different. Note: in the orthonormal denoising case (H = I and AA t = A t A = I), the solution is given directly by soft-thresholding in the transform domain.
In this paper, we focus on the use of overcomplete wavelet transforms (an expansive transform maps an N -point signal x to M wavelet coefficients with M > N). Then, the matrix A is tall, and the matrix S = A t is wide. For these wavelet transforms, the analysis prior and synthesis prior formulations give different results. The analysis formulation (3) and synthesis formulation (4) for signal restoration has been discussed by several authors, see Refs. 8, 9, 17, 27, 44 . A focus of this paper is the way the low-pass coefficients of a wavelet transform are dealt with. Our experiments are based on the exclusion of the low-pass coefficients from the regularization term because, as we discuss below, the low-pass coefficients of many signals and images are often not sparse. An important topic is the development and implementation of efficient algorithms for minimizing the 1 regularized objective functions (3) and (4) and we refer the reader to papers, eg Refs. 1, 8, 9, 16, 32.
ALGORITHMS

Analysis Prior
An algorithm for minimizing the analysis-prior objective function, (3) , is given by the Chambolle-type algorithm: 
where the superscript i is the iteration index. 
Synthesis Prior
An algorithm for minimizing the synthesis-prior objective function (4) , is given by iterative thresholding:
where the superscript i is the iteration index, and soft(x, T ) is the soft-threshold function with threshold T ,
applied element-wise. For convergence of (8) to the minimizer of (4), we can set α ≥ maxeig(S t H t HS). Relatively recently, it has been found that convergence is ensured even if this lower bound is halved. 7, 19, 34 Algorithm (8) is known as iterated soft-thresholding (IST) or as the thresholded-Landweber (TL) algorithm. 21, 22, 28, 30 Like the algorithm (5-7), the IST algorithm is simple to implement, requiring only procedures to apply A, A t , H, and H t . However, for some problems this algorithm converges slowly. The use of the 1 norm as a regularizer for linear inverse problems is a central part of sparsity-based signal restoration, and the development of fast algorithms for the minimization of (4), and generalizations thereof, is an active area of research. Faster algorithms are given in Refs. 2, 5, 11, 26, 31, 36, 56. Note that the objective function (4) is essentially a special case of (3). Algorithms for the minimization of (3) can be used to minimize (4), but not vice versa.
SUBBAND-DEPENDENT REGULARIZATION
In wavelet-domain signal restoration, it is common to model the statistical distribution of wavelet coefficients differently in different subbands. For example, the variance of wavelet coefficients is generally smaller in highfrequency subbands than in low-frequency subbands. Accordingly, in wavelet-based signal restoration via the minimization of an objective function, it is appropriate to individually weight subbands in the regularization term. To this end, we partition the wavelet coefficients w into blocks, each block corresponding to a single subband:
where w LP represent the low-pass wavelet coefficients (the 'scaling' coefficients at the lowest-resolution scale). For convenience, we use ';' to denote vertical concatenation. There are a total of K + 1 subbands. For 1D wavelet transforms, there is usually a single subband at each scale. For 2D wavelet transforms, each scale usually has several subbands, but there is still usually a single low-pass subband.
The statistical distribution of wavelet coefficients of natural signals has been extensively studied. It has been found that the distribution of wavelet coefficients is generally heavy-tailed with a sharp peak at zero. 40 Equivalently, the wavelet coefficients are somewhat sparse. However, this statistical behaviour does not extend to the low-pass coefficients. The low-pass wavelet coefficients of a natural signal are generally far from sparse.
Because the low-pass wavelet coefficients are not sparse, it is not justified to penalize them in the objective function with the 1 -norm. It is for this reason that, in wavelet-domain thresholding for signal denoising, the lowpass wavelet coefficients are usually unprocessed (usually, no thresholding is applied to the low-pass coefficients). In this paper, we exclude the low-pass wavelet coefficients from the regularization term (the 1 norm).
In critically-sampled wavelet transforms with a sufficient number of levels, there will be only a few lowpass coefficients, therefore, whether one includes them in the regularization term will often make only a small difference in the result. However, in order that the regularization term follow more closely the behaviour of wavelet coefficients, in the numerical results in the following sections, we do not include the low-pass wavelet coefficients in the regularization term. It is for this reason that we explicitly partition the wavelet coefficients into subbands -we will treat the low-pass wavelet coefficients separately.
Analysis Prior
We partition the matrix A into blocks, each block corresponding to a single subband:
so that the wavelet coefficients in subband w k are given by A k x. Then, with λ LP = 0, the analysis-prior objective function (3) becomes:
with λ k ≥ 0 for k = 1, . . . , K. For the low-pass subband, we set the regularization parameter, λ LP , equal to zero, because the low-pass wavelet coefficients are generally not sparse.
To minimize the objective function (10) we use algorithm (5-7), however, the expression involving λ in (6) must be interpreted as:
Note that the objective function (10) is an example of a compound regularizer. 
Synthesis Prior
Similarly, for the synthesis prior, we partition S into blocks as:
Then the synthesis-prior objective function (4) becomes:
with λ k ≥ 0 for k = 1, . . . , K. An algorithm to minimize (11) is given by:
Remarks
If the wavelet transform is denoted W, then for the analysis prior objective function (3) we will use A = W; for the synthesis prior objective function (4) we will use S = W t . We will use the same regularization parameters for analysis and synthesis priors.
In this paper, we use wavelet transforms for which W t W = I. That is, SA = I. In other words, the wavelet transforms we will use are either orthonormal (in the critically-sampled case) or tight frames (in the overcomplete case).
SIGNAL RESTORATION EXAMPLES
In this section we compare the analysis prior and synthesis prior for 1D signal restoration using the undecimated dyadic discrete wavelet transform 18 (UDWT). * In Section 4.1 we consider the denoising problem and in Section 4.2 we consider the deconvolution problem.
Denoising
We first consider the denoising of a piecewise constant signal using the undecimated Haar transform. Specifically, we use the 512-point 'Blocks' signal from WaveLab. 23 The noisy signal is obtained by adding zero-mean white Gaussian noise with standard deviation 0.01.
The minimization of the analysis prior objective function J(x) in (3) was performed with 100 iterations of the algorithm in Section 2.1; and the minimization of the synthesis prior objective function J(x) in (4) was performed with 100 iterations of the algorithm in Section 2.2.
In addition to the undecimated Haar transform, we will use the orthonormal Haar transform for comparison. For the orthonormal Haar transform, the analysis and synthesis prior objective functions are equivalent (they give the same signal x when minimized). Furthermore, the objective functions are exactly minimized by waveletdomain soft-thresholding.
One-level Haar:
The first example uses only a single decomposition level of the Haar transform, as that is the most basic form. Fig. 1a illustrates the RMSE as a function of the regularization parameter λ. (As there is a single decomposition, the number of subbands in the regularization term is K = 1. We do not include the low-pass coefficients; we set λ LP = 0.) Note that denoising using the synthesis prior gives a poor result; in this example, the result obtained using the synthesis prior is slightly worse than the noisy signal itself. However, the result obtained using the analysis prior is good. Even though both objective functions use exactly the same transform (the one-level undecimated Haar transform), the results are very different. As illustrated in Fig. 1a , denoising using the one-level orthonormal Haar transform is better than the undecimated case with the synthesis prior, but is worse than the undecimated case with the analysis prior.
This example highlights the difference between the analysis and synthesis priors for signal restoration. This example also highlights the advantage of overcomplete transforms, but shows that how they are utilized (analysis versus synthesis) can make a substantial difference in the results.
The synthesis prior with the one-level UDWT performs poorly in this example because the noisy signal can be reasonably well represented using only the low-pass subband. The synthesis prior as we have formulated it, represents the signal as the output of the undecimated wavelet transform, yet it regularizes (penalizes) only the high-frequency subband. Therefore, minimizing J(x) over the set of all wavelet coefficients including the low-pass coefficients, without regularizing (penalizing) the low-pass coefficients, will put most of the signal energy into the low-pass coefficients. There are several approaches to address this issue with the synthesis prior when it is used with overcomplete wavelet transforms. (1) One approach is to set λ LP to a small positive value instead of setting it to zero. This way, the low-pass coefficients are slightly penalized. For some signals, this may work well, however, the low-pass coefficients rarely exhibit sparsity and therefore including the low-pass coefficients in the regularization term, which is chosen specifically to induce sparsity, is not well justified. (2) Another approach is to use more than a single decomposition level. In that case, the low-pass coefficients are a smaller fraction of the total set of coefficients. As we will see below, using more levels decomposition levels does improve the * The UDWT is also called the translation-invariant wavelet transform and the stationary wavelet transform. result obtained using the synthesis prior, but it is still worse than both the analysis prior and the orthonormal transform. (3) A third approach is to minimize the synthesis-prior objective function over only the wavelet coefficients w 1 , . . . , w K , and to fix w LP . In this case, w LP can be set equal to the low-pass coefficients obtained by applying the the wavelet transform to the degraded signal. 10 Then, the absence of w LP from the regularization term is not problematic, however, the low-pass coefficients will be noisy. Otherwise, this approach requires a method for estimating w LP . For denoising, one could use the low-pass coefficients of the noisy signal, however, for deconvolution and general inverse problems, the choice of w LP constitutes another restoration/estimation problem.
For the analysis prior, excluding the low-pass coefficients from the regularization term by setting λ LP = 0 does not introduce any problem. The low-pass coefficients are not required for the representation of x because the objective function to be minimized depends directly on x, not on a set of wavelet coefficients. The analysis-prior does not depend on the representation of a signal as a sum of weighted atoms, so it is not adversely affected by the lack of regularization of a subset of weighting coefficients.
The analysis-prior objective function, based on a one-level undecimated Haar transform with λ LP = 0, can be written as
where the filter coefficients h are
The regularization term consists of only a single high-pass subband, and the Haar high-pass filter is simply a first-order difference. Writing out the objective function explicitly gives,
The regularization function is well known as the total variation of the signal x, denoted TV(x):
Minimizing (12) is known as TV denoising. Therefore, 1D TV denoising is a special case of wavelet-based denoising, where specifically, the wavelet transform is the undecimated one-level Haar transform and the analysisprior is used with λ LP = 0.
The use of TV for signal denoising started in 1992. 47 It has been shown extensively that total variation is a very effective regularizer for inverse problems in signal and image processing, 14, 15, 37, 43, 55 like denoising, deconvolution, demosaicing, inpainting, compressed-sensing, etc. TV regularization penalizes differences between adjacent samples and therefore encourages the solution to be piecewise constant. Therefore, it is especially effective for signals and images that are piecewise constant, but also works well for natural imagery. The study of TV regularization for solving inverse problems is a very active area of research, in particular, the development of fast algorithms for the minimization of TV-based objective functions. The relationship between wavelet (Haar) denoising and TV denoising has been described in Ref. 52 , however, as illustrated in Fig. 1a , the relationship for 1D signals is an exact equivalence provided the analysis-prior formulation (3) of wavelet signal restoration is considered, rather than the synthesis formulation.
Figure 1a also illustrates that denoising by minimizing the analysis-prior does not introduce Gibbs-like artifacts. The denoising signal is without ringing around the discontinuities.
Three-level Haar:
We repeat the denoising experiment illustrated in Fig. 1a , but now we use three-level Haar transforms instead of one-level Haar transforms. In this case, for the orthonormal Haar transform we set λ 1 = λ 2 = λ 3 = λ and λ LP = 0 as before. We regularize each subband with the same regularization parameter. (This corresponds to soft-thresholding each subband with the same threshold.) For the undecimated Haar transform, the filters for each subband have a different norm; to account for this, we set the regularization parameters as λ 1 = λ, λ 2 = λ/ √ 2, λ 3 = λ/2, and λ LP = 0. This accounts for the noise variance being different in successive bands of the undecimated wavelet transform.
The results are illustrated in Fig. 1b . Each of the three schemes provide improved results with three levels compared to one level. Yet, the synthesis-prior result is very poor compared to the other two methods. Again, the analysis-prior gives the best result. Note that the analysis-prior is no longer equivalent to TV denoising, yet the result is very similar to that in Fig. 1a .
Three-level Daubechies:
In this example, we consider the denoising of a piecewise smooth signal using the wavelet transform with Daubechies filters. 20 For denoising signals that are not piecewise constant, it is usually more effective to use a Daubechies wavelet transform with a few vanishing moments rather than the Haar transform (which has one vanishing moment).
Here, the test signal is the 512-point 'piece-regular' signal from WaveLab. 23 The noisy signal is obtained by adding zero-mean white Gaussian noise with standard deviation 1.0. The noisy signal is illustrated in Fig. 2 . We perform denoising using the three-level orthonormal wavelet transform, and the three-level undecimated wavelet transform; the latter with both the analysis prior and the synthesis prior. Figure 2 illustrates the RMSE as a function of the regularization parameter, λ. The plot shows that, of the three methods, the undecimated wavelet transform gives the best denoising result when used with the analysis prior, yet gives the worst denoising result when used with the synthesis prior. However, the difference between the three methods is not as substantial for this example as it was for the denoising of the 'blocks' signal using the Haar transform in Fig. 1 . The restored signal, illustrated in Fig. 2 correspond to the value of λ minimizing the RMSE.
Denoising the 'piece-regular' signal using the undecimated Haar transform with the analysis prior (equivalently, TV denoising) would give a denoised signal with a 'stair-case' artifact. The stair-case effect is well documented in the TV denoising literature. 24, 25 On the other hand, denoising using an undecimated Daubechies wavelet transform with several vanishing moments, applied as an analysis prior, with λ LP = 0, serves as a generalization of TV that accommodates signals that are piecewise smooth instead of piecewise constant. Higher order TV penalty functions have been studied previously 51 in order to apply the TV concept effectively to piecewise smooth signals. This example illustrates that the undecimated wavelet transforms used with the analysis prior, is another way to extend the TV concept to higher orders.
The joint use of TV and wavelets/curvelets for denoising piecewise regular functions has been proposed by several authors. 24, 25, [48] [49] [50] As TV regularization (for one-dimensional signals) is equivalent to wavelet-based regularization (with analysis prior and λ LP = 0), the use of both TV and wavelets for regularizing an inverse problem can be interpreted as the use of two wavelet transforms simultaneously. The analysis prior formulation, (3), describes this case, where A is a concatenation of the two wavelet transforms.
The equivalence between TV and the undecimated Haar transform (as an analysis prior) does not extend to two-dimensions. The 2D Haar transform gives three subbands at the first level, while 2D TV is based on a single penalty term. However, the use of overcomplete 2D wavelet transforms with analysis priors, may be an effective alternative to TV for images that are not piecewise constant.
Deconvolution
The deconvolution problem is considered here. We use the same two signals considered in Section 4.1, namely 'blocks' and 'piece-regular'. We convolve each signal with a 10-point moving average with unity dc gain, h(n) = 0.1, n = 0, . . . , 9 and add independent white Gaussian noise (for 'blocks' we use standard deviation of 0.02 while for 'piece-regular' we use a standard deviation of 0.1.) The degraded signals are illustrated in Fig. 3 . Note that the blurring function h(n) is far from being invertible.
For restoring the 'blocks' signal we use the three-level Haar transform (orthonormal and undecimated, the later with both the analysis and synthesis prior). Similarly, for restoring the 'piece-regular' signal we use the three-level Daubechies wavelet transform with three vanishing moments. We used 1000 iterations of the algorithms in Sections 2. Many more iterations are required than for denoising because of the ill-conditioning of H. Faster algorithms will require fewer iterations, for example the algorithms of Refs. 1, 2, 56. However, minimizing execution time was not our main concern here because for these one-dimensional signals the basic algorithms in Sections 2 did not consume substantial execution time. Figure 3 illustrates the RMSE as a function of λ. In this example, the undecimated wavelet transforms with the synthesis prior give similar performance as the orthonormal transforms. However, the undecimated wavelet transforms with the analysis prior gives markedly better results, moreover, the result has very little ringing around the discontinuities.
CONCLUSION
The use of wavelet-domain sparsity-based priors is an effective method for the restoration of many natural signals. For denoising, it is well-recognized that overcomplete wavelet transforms improve denoising performance. is used and the low-pass wavelet coefficients are not regularized, then an overcomplete wavelet transform can yield results that are inferior to an otherwise similar orthonormal transform. We have suggested that the lowpass coefficients should not be regularized because the low-pass coefficients do not exhibit sparse behaviour. In contrast to the synthesis prior, the analysis prior formulation does not depend on the low-pass coefficients and is therefore not adversely affected when they are not regularized. This illustrates the type of problem for which the analysis prior formulation is more effective than the synthesis prior formulation. It is also interesting to note that in 1D the highly effective total variation prior is a special case of an analysis prior formulation where the overcomplete wavelet transform is the one-level undecimated Haar transform and where the low-pass coefficients are unregularized (λ LP = 0). The effectiveness of TV, together with ineffectiveness of the synthesis prior formulation of the same transform (see Fig. 1a) , suggests that the analysis prior might be an appropriate formulation for signal restoration more generally (see Fig. 2 ).
Note that the 1 -norm is quite simplistic when compared with other models. 33, 45 For example, when used for denoising with an orthonormal wavelet transform, the 1 -norm regularizer leads to pure soft-thresholding in the wavelet domain. It does not take into account the statistical dependence among neighboring coefficients (spatially and in successive scales) which is known to improve performance. It is expected that subband-adaptive (or context adaptive) regularizers would give better results. However, the purpose of this paper is to compare the analysis prior and synthesis prior formulations for the signal restoration problem. Improved priors may improve the performance of both the analysis and synthesis-prior formulations.
APPENDIX A. INFORMAL DERIVATION OF ANALYSIS PRIOR ALGORITHM
We provide an informal derivation of the simple algorithm presented in Section 2.1 for the minimization of (3). Using the majorization-minimization (MM) approach, 4 an algorithm for finding the minimizer of (3) is:
where α > maxeig(H t H).
The second step is a denoising problem, for which an iterative algorithm is given by (23)- (24) in Section A.1. Using just one iteration of (23)-(24) per denoising step gives the algorithm (5)-(7).
A.1 Denoising
For denoising, we need to minimize the objective function
Taking the derivative of J(x) gives
∂J(x) ∂x
= 2x − 2b + λA t ΛAx, where Λ is the diagonal matrix, Λ = diag(1./|Ax|), where ./ represents element-wise division. Setting the derivatives to zero gives the matrix equation
The same system of equations is derived using the majorization-minimization approach 4, 29 which also provides convergence results. This is a non-linear system of equations for x because Λ depends on x. However, it suggests the iteration
