Abstract. We establish a one term Szegö type asymptotic formula with a sharp remainder estimate for a class of integral operators of the pseudodifferential type with symbols which are allowed to be non-smooth or discontinuous in both position variable and momentum. An example is an operator with the kernel
Introduction and statement of the main results
In this paper we study Szegö type asymptotics for operators of pseudodifferential type with discontinuous symbols in the higher dimensional case. This problem was introduced in [W3] (see Remark 1.3), we refer also to [W2, LS] where certain related results can be found, and for example to [W1] for a more detailed account of the results in this area.
Let d ∈ N, let | · | denote the Lebesgue measure in R d , set H := L 2 (R d ) and let · k be the standard norm in L k (R d ), k = 1, 2, ∞. Denote by · , · S2 , · S1 the operator norm, the Hilbert-Schmidt and the trace-class norm in H, respectively. Let S(R d ) stand for the Schwartz class and denote by the integration over R d . Let F andˆdenote the Fourier transform: F x→u [g(x)] := g(u) := e −iu·x g(x) dx, g ∈ H. For a function g ∈ L 2 (R d ) denote its L 2 modulus of continuity by ω 2 [g](h) := g(· + h) − g(·) 2 , h ∈ R d . For a set Ω ⊂ R d denote by χ Ω its characteristic function. We characterize the regularity of the set Ω in terms of ω 2 [χ Ω ]: assume that χ Ω ∈ L 2 (R d ) (i.e. |Ω| < ∞) and that there exist 0 < β Ω ≤ 1 and c Ω > 0 such that Let Ω h stand for the translation of Ω by h ∈ R d . The left-hand side of (1.1) equals (1.2) χ Ω (· + h) − χ Ω (·) 2 2 = |Ω \ Ω h | + |Ω \ Ω −h |, which gives the geometrical meaning of (1.1). Introduce a projection P : H → H by (P g)(x) := χ Ω (x)g(x), x ∈ R d , g ∈ H. Following H. Widom [W3] we consider a family of integral operators A λ : H → H, λ ≥ 2, of pseudodifferential type with a non-smooth or discontinuous symbol. Let A λ , λ ≥ 2, have the kernel
where σ (is measurable and) satisfies the following mild condition Define
and assume ψ ∈ L 1 (R d ) and for certain 0 < β ≤ 1 and c > 0
See Remark 1.4 below for an example of such σ. Setting λ = h −1 , h > 0, in (1.3) we can obtain semiclassical type asymptotics. We study the asymptotics of the trace of
3), such a study is motivated by the following question: what can be said about a function if its restriction to Ω and the restiriction of its Fourier transform to Γ are known, see [W3] . An order sharp estimate for the trace of (1.6) is found in Theorem 1.2 below in two settings; we assume either that f is analytic, or A λ is self-adjoint and f has a bounded second derivative. Theorem 1.2 is a generalization of the classical Szegö limit theorem [Sz] , see e.g., [W1, LS] for a review of related results. The following result is basic for the proof of Theorem 1.2. Theorem 1.1. Let β, σ, A λ , β Ω , Ω be as above. Then there exist two constants c(Ω, σ) and C(Ω, σ) such that one has, for λ ≥ 2,
and
and the same estimate holds for (I − P )A λ P 2 S2 . The estimate (1.8) is sharp on the described class of σ, that is for a certain σ (which can be chosen so that the corresponding A λ is self-adjoint) an opposite to (1.8) inequality holds with a different constant C(Ω, σ). The condition S(σ) < ∞ holds for a wide class of σ, see Remark 1.4 below.
Theorem 1.2. Let the assumptions of Theorem 1.1 hold. Assume further that either (i) S(σ) < ∞ and f is analytic on a neighborhood of {z : |z| ≤ S(σ)}, or (ii) A λ is self-adjoint for all λ ≥ 2, and f is such that f ′′ ∈ L ∞ (R). Then the operator (1.6) is trace-class. Moreover, there exists a constant C(Ω, σ) such that one has, for λ ≥ 2,
In both cases, the estimate (1.11) is sharp, that is for certain f and σ, an opposite to (1.11) estimate with a different constant C(Ω, σ) holds.
In the case of analytic f we prove slightly more, namely that the sharp estimate (1.11) holds with the trace-class norm of (1.6) in the left-hand side. See subsections 2.1 and 2.2 for the proofs of Theorem 1.1 and Theorem 1.2, respectively. It is possible to compute the leading term in the asymptotics of Tr P f (P A λ P )P in certain special cases. Corollary 1.3. (i) Let Ω and Γ be two bounded domains with C ∞ boundaries. Assume that the symbol σ does not depend on y, and that σ(x, ξ) = τ (x, ξ)χ Γ (ξ), where τ ∈ S(R 2d ). Let f be analytic on a neighborhood of the disc {z : |z| ≤ τ ∞ } and satisfy f (0) = 0. Then the operator f (P A λ P ) is trace-class, and furthermore, for any ǫ > 0 there exist two constants C(Ω, Γ, τ, ǫ) and Λ(ǫ) ≥ 2 so that, for λ ≥ Λ(ǫ),
(ii) Let (1.1) hold and assume that the symbol σ is real-valued, depends only on ξ and (1.5)
Then f (P A λ P ) is trace-class and there exists a constant C(Ω, σ) such that, for λ ≥ 2, (1.13)
The proof of part (i) follows from the functional calculus results developed in [W3] , see subsection 2.3. Part (ii) is proved as follows. Under the above assumptions A λ is self-adjoint, λ ≥ 2, and also the operator f (A λ ) is well-defined and has
, is trace-class since it is a composition of two Hilbert-Schmidt opera-
. Now we simply write the trace of P f (A λ )P as the integral of its kernel over the diagonal.
Remark 1.1. Let χ Ω , χ Γ satisfy (1.15) below with 0 < β Ω , β ≤ 1, respectively, and set σ(x, y, ξ) := χ Γ (ξ) (this example is considered in the proof of Theorem 1.1). The order sharp remainder estimate in (1.13) for β Ω = β shows that the set with less regular boundary contributes to the order of the remainder. In the case β Ω = β the logarithmic factor persists even for Ω, Γ with C ∞ boundaries (in which case β Ω = β = 1). This is because the symbol χ Ω (x) χ Γ (ξ) χ Ω (y) has discontinuities in both the position variables x, y and the momentum variable ξ.
Remark 1.2. The leading term Tr P f (A λ )P in the asymptotics of Tr P f (P A λ P )P in (1.12) and (1.13) is of Weyl type. It is written as an integral over the diagonal (x, x, ξ) of the corresponding to λ phase volume. Remark 1.3. In [W3] , a second order generalization of (1.12) has been conjectured and proved in the case when one of the sets Ω, Γ is a half-space, and the other compact with smooth boundary. This still open conjecture was the motivation for the present work.
Remark 1.4. Let Γ ⊂ R d be such that for some 0 < β ≤ 1 the function χ Γ satisfies (1.1) with γ = β (see also Lemmas 1.4, 1.5 below). Set σ(x, y, ξ) = τ (x, y, ξ) χ Γ (ξ), where τ is satisfies for some c = c(τ ) < ∞ (1.14) sup
A standard application of the Cauchy inequality implies that there is
2 . Now for (1.10). If σ(x, y, ξ) is a classical zeroth order (parameter dependent) symbol in the sense of pseudodifferential operators, then S(σ) < ∞ is a standard result, see e.g. [GrSj, W3] . However we are interested here in σ with limited regularity for which no such general results are available. We restrict ourselves to the following standard example in which irregularities in x and, most importantly, in ξ are allowed. Assume σ = σ(x, ξ) (we only need S(σ) < ∞ when A λ is not assumed to be self-adjoint) is of the form τ (x, ξ) χ(ξ). Then A λ =Ã λ F −1 χF wherẽ
χF ≤ 1 (this factor is allowed to be quite irregular). Now sup λ≥2 Ã λ < ∞ follows from the standard estimate for the bilinear form. The only assumption we make isφ(u) :
Again by the Cauchy inequality
where Γ is as before, and sup x |F ξ→u τ (x, ξ)| ≤ c (1 + |u|) −d−1 as in (1.14), then both (1.5) and S(σ) < ∞ hold.
In the proof of Theorem 1.1 we use the following auxiliary results. They are concerned with a two-sided version of the estimate (1.1): assume that g ∈ L 2 (R d ) is such that there exist 0 < γ < 2 and c 1 , c 2 > 0 so that
Let us call the domain between two concentric spheres in R d a spherical layer.
Lemma 1.4. For any d ∈ N and 0 < β Ω ≤ 1 there exists a compact sphericallysymmetric set Ω ⊂ R d , which is a countable union of concentric spherical layers, such that χ Ω satisfies (1.15) with γ = β Ω .
(ii) the upper estimate in (1.15) implies the upper estimate in (1.16).
Lemma 1.4 is proved in subsection 2.4. Lemma 1.5 for γ = 1 was proved in [BCT, Lemma 2.10, 4 .2], the proof for γ ∈ (0, 2) is analogous and is left to the reader, see also [Gi1, Lemma 3.4 .1]. (If one introduces an average of ω 2 [g](h) over |h| ≤ ǫ, then the upper estimates in this modification of (1.15), and in (1.16) become equivalent, and do the lower ones, see [Cl, Gi2] .)2. Proofs 2.1. Proof of Theorem 1.1. We denote λ-independent constants (that may depend on Ω, σ) by c k , k ∈ N. Let us consider P A λ (I − P ) S2 only, the case of (I − P )A λ P ) S2 is completely analogous. 1. We show first the upper estimate (1.8). We have (2.1)
where we have applied (1.4). We change variables x − y = 2x ′ , x + y = 2y ′ and drop the primes, then the right-hand side of (2.1) becomes
Since χ Ω takes values 0 or 1
Therefore (2.1) and (2.2) imply (2.3)
For the first integral using (1.1) and then making a change of variable u = 2λx we obtain
For the third integral in (2.3) we note that (ω 2 [χ Ω ](2x)) 2 ≤ 2 χ Ω 2 2 = 2|Ω| and so setting u = 2λx and using (1.5) we obtain
Consider now the second integral in (2.3) . Set Ψ(r) := S d−1 ψ(rθ) dS θ , r ≥ 1, and note that by (1.5)
We have (2.5)
ds and integrating by parts we obtain
Then in view of (2.4)
2. Let us now prove the sharpness of the estimate (1.8). We choose arbitrary 0 < β Ω , β ≤ 1. By Lemma 1.4 there exist two sets Ω, Γ such that χ Ω , χ Γ ∈ L 2 (R d ) satisfy the two-sided estimate (1.15) with the power β Ω and β, respectively. Apply Lemma 1.5(i) toχ Γ . Then for some
Set σ(x, y, ξ) := χ Γ (ξ) (then the corresponding A λ is self-adjoint) and ψ(u) := |χ Γ (u)| 2 . Note that in this case in (2.1) we have an equality and therefore (2.6)
where we have use the lower estimate in (1.15) for χ Ω and after that proceeded in the same way as in (2.5). This together with (2.6) proves for this particular A λ , λ ≥ 2,
The sharpness of the estimate (1.8) is proved. 3. Finally we prove (1.7). Analogously to (2.6) we get
for all λ ≥ 2. This finishes the proof of Theorem 1.1.
Proof of Theorem 1.2.
It is important that in both cases the fact P A λ ∈ S 2 implies that the operator (1.6) is trace-class, and also that in this case the absolute value of the trace of (1.6) can be estimated as follows: there exists a constant C(Ω, σ) such that one has, for λ ≥ 2, (2.8)
In the case of self-adjoint A λ , (2.8) was proved in [LS, Theorem 1.2] (note that ∪ 0≤t≤1 ∪ λ≥2 spec A λ ⊂ R). In the case of analytic f the idea of the proof goes back to [W2] . More precisely, denote Q := I − P and note that for any m ∈ N, m ≥ 2 (2.9)
The latter sum has m(m−1) 2 terms each containing both P A λ Q and QA λ P . Hence (2.10)
Recall (1.10) and note that (2.8) (even with P f (P A λ P )P − P f (A λ )P S1 in the left-hand side) holds for any f (z) analytic on a neighborhood of {z : |z| ≤ S(σ)}. Note finally that for f (z) = z 2 and a self-adjoint A λ
. This together with the sharpness in Theorem 1.1 implies sharpness in Theorem 1.2.
2.3. Proof of Corollary 1.3. We need to prove the case (i). By Theorem 1.2 we only have to analyze Tr(P f (A λ )P ), f analytic. We use the functional calculus developed in [W3] . Denote by op τ the depending on the parameter λ ≥ 2 operator with Schwartz kernel (2π)
Next, by [W3, Lemma 2], for any ǫ > 0 there exist C(ǫ) and Λ(ǫ) ≥ 2 such that for all m ∈ N and λ ≥ Λ(ǫ) (2.11)
for some δ > 0. Taking ǫ < δ in (2.11) finishes the proof of Corollary 1.3.
2.4. Proof of Lemma 1.4. Here we write β := β Ω for brevity and denote the Lebesgue measure in
The case β = 1 is trivial, any compact set with C 1 boundary and non-empty interior would do. Let us therefore assume 0 < β < 1. We start with d = 1. We construct a set Ω with the required properties as a (finite union of sets each of which is a) countable union of closed intervals obtained by a process similar to the construction of a Cantor set. The difference is that we do not remove but rather add intervals. Let 0 < α < ∞, I α := [0, α] and 0 < q < 1. We explain how q is related to the given β later. We construct the set Ω α as follows. We start with an empty set and at the 0th step we add the middle qth part of I α to Ω α . Each of the remaining intervals has length αQ, where Q := 1−q 2 . Note that 0 < Q < 1 2 . Then we take the middle qth part of each of the two remaining intervals and do not add it to the set Ω α . Each of the four remaining intervals has length αQ 2 . Now we take the qth middle part of each of the four intervals and add it to Ω α . This completes the 1st step of the construction of Ω α . We continue in this manner. The set Ω α we get in the end will possess the following properties:
1. For each k ∈ N, it contains 2 2k intervals of length αqQ 2k ; 2. Half of these 2 2k intervals will have an interval of length αqQ 2k−1 , at a distance of αQ 2k+1 to the right, which does not contain points from Ω α . For any k ∈ N introduce notation
and consider the shift of the set Ω α to the right by
units. Recall that Q ∈ (0, 1/2) and set β := 1 − log 2 log 1/Q ∈ (0, 1). (Actually we start with a given β ∈ (0, 1) and after that define Q and q = 1 − 2Q ∈ (0, 1).) By the properties 1 and 2 above for h as in (2.12) (2.13)
We note that in (2.12), c 1 Q 2k ≤ h ≤ c 2 Q 2k , where c 1 := α(q + Q) and c 2 := α(qQ −1 + Q) do not depend on k. In particular Q 2k ≥ 1 α(qQ −1 +Q) h for h as in (2.12), and hence (2.13) implies (2.14)
(
for h as in (2.12), and therefore for h ∈ k∈N [a
k−1 , and so the latter union may have gaps. We wish (2.14) to hold for all small h. In order to fulfill this condition, we consider a finite union of the scaled sets Ω α for appropriate α. More precisely, the first set in the union is the set Ω 1 corresponding to α = 1. Then (2.14) holds for
qQ+Q 2 > 1 is independent of k and α. Now for this γ we construct the set Ω γ . For this set (2.14) holds (with a different constant) for h ∈ k∈N [γa
for all k ∈ N and α > 0. Now consider the union of Ω 1 with its shift by 2 units to the right (Ω γ − 2). For this set (2.14) holds (with a different constant)
k ]. Now we construct the scaled sets Ω γ 2 , · · · , Ω γ N , where a finite number N ∈ N is determined by the independent of k and α condition
(1 + γ j−1 ) .
Due to the fact that the number N is finite, (2.14) for this set Ω holds (with a different constant) for (1)
k−1 , k ∈ N. Therefore (2.14) holds for the set Ω with some constant for all small h.
Let us explain why the estimate opposite to (2.14) holds for the same β. Again since N is finite it is enough to consider one set Ω α with an arbitrary α > 0. Choose first any k = 2, 3, · · · and h = a In the case d ≥ 2 for a given β ∈ (0, 1) we take the constructed above for that β set Ω, shift it by 1 unit to the right and consider the set Ω (d) := Ω × S d−1 . Because the set Ω is compact, we see that for some c 1 , c 2 > 0
≤ c 2 |h| β for all h ∈ R d of small enough length. (To see that consider a cone of a sufficiently small angle, so that the d-dimensional measure is roughly a constant times length along Ω.) The proof of Lemma 1.4 is complete.
