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We study spin-dipole oscillations of a binary fermionic mixture at nonzero temperatures. We apply
the atomic-orbital method combined with the Monte Carlo technique based sampling to probe finite
temperatures. Our results agree quantitatively with recent experiment, G. Valtolina et al., Nat.
Phys. 13, 704 (2017), showing the appearance of the ferromagnetic phase at stronger repulsion
between components when the temperature is increased.
The long-standing picture of itinerant ferromagnetism
posed by E. Stoner in his 1933 pioneering work [1] is
now being tested experimentally. As it was predicted
in [1], free (i.e. not localized) electrons become ferro-
magnetic when a short-range screened Coulomb repul-
sion between opposite spin particles gets strong enough
to overcome the Fermi pressure. To verify the original
Stoner’s idea one needs a system free of all these, typical
for solids, beyond short-range repulsion effects [2]. Cold
fermionic atoms seem to be the solution. Indeed, by us-
ing fermionic atoms one can study the interplay between
fermionic quantum pressure and the short range inter-
atomic repulsive interactions [3–9]. Hence, the question
whether a strong repulsion between atoms can overcome
the effect of a pressure, which tends to dispose atoms
in the whole available space, and lead to formation of
spatial domains can be addressed.
Attempts have been already undertaken to verify ex-
perimentally the Stoner’s idea of itinerant ferromag-
netism [5–9]. The enthusiasm for the use of cold fermionic
atoms, however, quickly weakened. The reason is that
the repulsive Fermi gas is, in fact, a metastable state as
it corresponds to the excited many-body energy branch
[10]. While driving the atoms into the strong repul-
sive regime, the process of forming bound states be-
comes more competing and the bound molecular states
are formed. These bound states are reached through the
three-body collisions which become crucially important
near the Feshbach resonance.
To avoid difficulties related to pairing effect, in the
experiment [9] 6Li atoms mixture was initially prepared
in a state which mimic the ferromagnetic one. For that,
both components, held in a cigar-shaped harmonic trap,
were first spatially separated by using a magnetic field
gradient. When the overlap between two atomic clouds
was negligible, the optical repulsive barrier was turned
on and the magnetic gradient put off.
Two kinds of experiments were performed with the sys-
tem prepared in such a state. In the first type the spin
dynamics is investigated by sudden switching off the opti-
cal barrier. In this case the frequencies of the spin-dipole
mode are measured, they are extracted from the time de-
pendent behavior of the relative distance between centers
of two spin clouds. This measurement reveals the exis-
tence of the critical repulsion. In the weakly interacting
regime the spin-dipole frequency decreases with the in-
crease of the intercomponent repulsion. This softening of
the spin-dipole mode continues until some critical repul-
sion strength is reached. For stronger interaction the spin
dynamics changes qualitatively, the clouds stop to pass
through each other and start to bounce off each other
with frequency higher than the trap frequency. The spin-
dipole mode is studied for two temperatures only, much
below the Fermi temperature.
In the second experiment the stability of two spin do-
mains is investigated. For that the separating optical
barrier is removed adiabatically and the spin diffusion ef-
fect is observed below and above the critical interaction
strength. No detectable spin-dipole oscillations are ex-
cited in this case. Instead, the magnetization of the sam-
ple is measured and the time windows of constant mag-
netization are observed above the critical repulsion. The
duration of time windows is, however, finite because of
relaxation of the system to the lower-lying energy branch.
The periods of constant magnetization start to appear at
the interaction strength very close to that at which the
spin-dipole frequency, after continues decreasing, shows
a sudden jump to higher values. Thus, both kinds of ex-
periments support the existence of the critical repulsion,
above which the paramagnetic phase becomes unstable
in favor of the ferromagnetic one [1, 11–16].
To model the experiment of [9] we use the Hartree-
Fock approximation (already applied to study various
mixtures of cold atoms [17–20]), i.e. we treat all fermionic
atoms individually by assigning single particle wave func-
tions to each of them. These wave functions, so called
atomic orbitals, depend both on spatial and spin degrees
of freedom. Then the many-body wave function of the
system ofN indistinguishable fermionic atoms, in its sim-
plest form, can be approximated by the single Slater de-
terminant
Ψ(x1, ...,xN ) =
1√
N !
∣∣∣∣∣∣∣∣∣
φ1(x1) . . . φ1(xN )
. .
. .
. .
φN (x1) . . . φN (xN )
∣∣∣∣∣∣∣∣∣ .
(1)
The coordinates xn (n = 1, ..., N) of atoms include spa-
tial and spin variables and φn(x) (n = 1, ..., N) are
the orthonormal spin-orbitals. Here we consider a two-
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2component Fermi gas, then the spin-dependent part of
the spin-orbitals is twofold. As in experiment [9], we as-
sume a balanced mixture of two spin states.
Fermions occupying the same spin state do not inter-
act. The only considered interaction in the system is the
repulsion between different spin atoms. At low temper-
atures, on many occasions, it is well described by the
contact potential with the coupling constant g, related
to the s-wave scattering length a via g = 4pi~2a/m. For
such spin-dependent interactions, the time-dependent
Hartree-Fock equations for the spatial parts of the spin-
orbitals, φ+n (r, t) and φ−n (r, t), can be written as
i~
∂
∂t
φ±n (r, t) = Hsp φ±n (r, t) (2)
for n = 1, ..., N/2. The effective single-particle Hamilto-
nian is given by Hsp = − ~22m∇2 +Vtr(r) + g n∓(r, t) with
atomic densities of components (normalized to the num-
ber of atoms in each component), n+(r, t) and n−(r, t),
defined as n±(r, t) =
∑N/2
n=1 |φ±n (r, t)|2.
However, to retrieve quantitatively the results of ex-
periment [9] an oversimplified description of particles’
interactions should be improved. One needs to include
the many-body correlations raised by the interactions.
This can be done by modifying the many-body wave
function (1) by including the Jastrow correlation terms.
The quantumMonte Carlo variational calculations with a
trial wave function of the Jastrow-Slater form have been
already successfully applied to the mixtures of degenerate
gases [11, 21]. Note, however, that a much simpler ap-
proach, the lowest order constrained variational method
[22, 23], exists and can be safely used to get a good ap-
proximation to the results of quantum Monte Carlo cal-
culations [24, 25]. The time-dependent extension of this
simplified approach is accessible as well.
The other way to include correlations is to introduce
effective interactions. It was already proposed in [20],
where the zero temperature spin-dipole oscillations of
two-component Fermi gas were investigated. The idea is
to renormalize the coupling parameter in the two-particle
contact potential in a way to be able to fulfill the well
known energy expansion in powers of the dimensionless
parameter kFa, where kF is the Fermi wave number. For
two-component system this energy expansion, with up to
third order terms, reads [26]
E
NεF
=
3
5
+
2
3pi
(kFa) +
4
35pi2
(11− 2 ln 2) (kFa)2
+ 0.23 (kFa)
3 + ... , (3)
where εF is the Fermi energy. The term proportional
to kFa is just the mean-field expression for the inter-
action energy. The next term, derived first by Huang
and Yang [27], takes into account the modification of the
intermediate states due to the Pauli exclusion principle.
The last one results from the three-body correlations [28]
and, in principle, depends on s- and p-wave scattering
lengths as well as on the s-wave effective range. The
value given in (3) is just the one calculated for the hard-
sphere potential case. To follow the formula (3) one has
to renormalize the coupling constant locally [29], which
effectively results in the replacement of gn± term in Eqs.
(2) by gn± + A(4/3n
1/3
∓ n± + n
4/3
± ) + B(5/3n
2/3
∓ n± +
n
5/3
± ), where A = 3ga(6pi2)1/3(11 − 2 ln 2)/35pi and B =
3ga2(6pi2)2/3pi/4× 0.23 [20].
To extend our analysis by including temperature ef-
fects on spin-dipole oscillations of a two-component
Fermi gas, we allow to populate single-particle states of
energies higher than the Fermi energy. It is done with the
help of the Monte Carlo technique based sampling. Since
each component constitutes an ideal gas, we consider a
grand canonical ensemble for a system of non-interacting
fermions. The probability of populating a one-particle
state φn of energy εn is given by the Fermi-Dirac dis-
tribution pn = (exp[β(εn − µ)] + 1)−1, where β deter-
mines the bath temperature (β = 1/kBT ) and µ is the
chemical potential. We generate, according to this prob-
ability, a number of many-particle configurations (states)
for both components for each temperature. Technically
speaking, a many-body state is built by going through
the set of considered single-particle states and accepting
each of them with the probability pn. For that for each
single-particle state φn a random number r from the in-
terval [0, 1] is drawn and compared with the probability
pn. The single-particle state is accepted provided r < pn.
The numbers of atoms in each component slightly differ
from one configuration to the other but on average they
are the same provided the number of many-body states
drawn is large enough.
To follow the above prescription we need to fix the
value of the chemical potential for each fermionic com-
ponent. The chemical potential and the temperature are
two control parameters in the grand canonical ensemble.
They can be related to the average number of atoms and
the average energy in the ensemble. To find the chemi-
cal potential corresponding to the given average number
of atoms, 〈N〉, at a given temperature one must solve
the equation
∑nmax
n=1 (exp[β (εn − µ)] + 1)−1 = 〈N〉, the
left-hand side of which is just the sum of average occupa-
tions of all considered single-particle states. Throughout
this work we have 〈N〉 = N/2 = 24 for each component
and the number of single-particle states taken into ac-
count is nmax ≈ 4 × 103. The chemical potential found
in this way is close to the one given by the low tempera-
ture Sommerfeld expansion for a gas in a harmonic trap
µ = εF [1 − (pi2/3)(kBT/εF )2], for temperatures up to
0.45TF (TF is the Fermi temperature). The above Som-
merfeld expansion turned out to be correct for the ideal
Fermi gas trapped in a harmonic potential for tempera-
tures even up to 0.55TF [30].
In this way, having given the temperature T and the
average number of atoms N/2 in each component, we
sample, with the help of the Fermi-Dirac distribution,
the many-particle states space for a two-spin Fermi gas.
3FIG. 1: Spin-dipole oscillations of atomic clouds for increased
interaction strength, kF a, at the temperature T/TF = 0.4.
The relative distance d(t) between the centers of mass of two
spin clouds is shown as a function of time. Each value d(t)
is an average over 10 configurations. The number of atoms is
N/2 = 24.
Then, for each many-particle state we abruptly remove
the barrier separating components and start dynamics of
two atomic clouds. For that we numerically solve the set
of Eqs. (2) [31] for different temperatures and the inter-
action strengths kFa. Here, kF is the Fermi wave number
equal to kF = (24N)1/6/aho, where aho = (~/mωho)1/2
and ωho is the geometrical average of trapping frequen-
cies. As in experiment [9], the axial and radial trap
frequencies are equal to ωz = 2pi × 21Hz and ω⊥ =
2pi × 265Hz. We monitor the separation d(t) between
the centers of mass of two atomic clouds as a function
of time. The distance d(t) differs, in general, between
configurations, therefor the results are averaged over 10
samples. In Fig. 1 we plot averaged d(t) for the temper-
ature T/TF = 0.4 and for different interaction strengths.
We depict three qualitatively distinct regimes of dynam-
ics of the system. For low and high enough kFa (upper
and lower frames, respectively) d(t) clearly oscillates. In
the crossing regime the oscillations are strongly dumped
(middle frame and Fig. 3).
Analyzing data as in Fig. 1, we fit the averaged dis-
tance d(t) to c0 + c1t + c2 e−Γt sin (ωSDt+ ϕ). Figs. 2
and 3 summarize our results with respect to the fitting
parameters ωSD and Γ. For weak repulsion two atomic
clouds behave as miscible fluids. In the limit of noninter-
acting clouds they oscillate with the frequency equal to
the axial trap frequency. When the repulsion increases
the frequency gets lower, down to 0.5ωz at zero temper-
ature [20]. This, so called mode-softening effect is di-
minished for higher temperatures, see Fig. 2. When the
strength of the repulsion is increased further we observe
the qualitative change in the response of the system. Two
atomic clouds become immiscible. For temperatures up
to T/TF = 0.4 atomic clouds oscillate with the frequency
below 2ωz just after crossing the critical region and close
to twice the axial frequency for larger kFa. The critical
value of kFa is shifted up for higher temperatures. This
can be understood based on the Stoner’s model of itin-
erant ferromagnetism. In this model the repulsion be-
tween fermions counteracts fermionic quantum pressure.
Since the Fermi pressure of an ideal gas gets larger with
the temperature [32], the stronger repulsion is needed
to overcome the pressure. The same reason causes the
decline of the effect of mode-softening for higher temper-
atures.
FIG. 2: Frequencies of the spin-dipole mode of a repulsive
two-component Fermi gas plotted as a function of kF a for
different temperatures, increasing from top to bottom. The
higher temperature impedes the formation of the ferromag-
netic phase, therefor the separation of the components occurs
for larger kF a.
Results presented in Fig. 3, showing damping rates
of the spin-dipole oscillations, are in agreement with ex-
perimental observations [9]. Below the critical repulsion,
while the frequency ωSD decreases, the damping of the
oscillations strongly increases. Beyond the critical region,
when the spin-dipole mode frequency ωSD jumps to the
value of 2ωz, the damping is significantly reduced. This
behavior holds for all considered temperatures.
Finally, we gather our data in Fig. 4, where we plot the
values of the critical repulsion (kFa)cr for studied tem-
peratures. The numerical results are denoted by blue
bullets and come from the analysis of oscillations of the
spin-dipole modes as in Fig. 2. We also show the exper-
imental data, red crosses, taken from Ref. [9], which are
collected based on the measurement of the stability of the
4FIG. 3: Damping rates for different repulsion strengths and
a number of temperatures. As in experiment [9], we find a
strong increase of the damping of the spin-dipole oscillations
while approaching the critical repulsion. After crossing the
critical region the damping of oscillations gets again low.
ferromagnetic state against the spin diffusion. According
to [9], metastable ferromagnetic state appears for the re-
pulsion kFa very close to the one at which the frequency
of the spin-dipole mode exhibits a sudden jump to high
values. Indeed, our numerical results are in agreement
with experimental data, even though they are obtained
for a system much smaller than studied in [9]. Such be-
havior, i.e. the independence of (kFa)cr on the number
of particle was already recognized in Ref. [20] for a zero
temperature case.
To understand this universal behavior for a gas at
nonzero temperatures we adopt the Stoner’s picture of
itinerant ferromagnetism. To find the critical value of
repulsive interactions we compare the kinetic energy of
the gas to the interaction energy [33]. For a uniform
system at zero temperature, within the Thomas-Fermi
approximation, it gives (kFa)cr = pi/2. Including tem-
perature, through the lowest order Sommerfeld expan-
sion for the internal energy [32], into considerations one
has (kFa)cr = pi/2 [1 + 5pi2/12 (T/TF )2]. Two correc-
tions to this formula are needed. First, we know from
the experiment [9] and a number of theoretical papers
[11, 20, 34, 35] that at zero temperature the critical re-
pulsion is, in fact, smaller and closer to one. In Ref. [20],
to get the correct value, we renormalized the coupling
constant in the interparticle interactions consulting cor-
relations in this way. Second, the temperature dependent
factor should correspond rather to the harmonic potential
case. Therefor, we have (kFa)cr ≈ [1 + 2pi2/3 (T/TF )2]
and the border between paramagnetic and ferromagnetic
phases is denoted in Fig. 4 as a dotted line. An agree-
ment with numerics holds only for low temperatures as
the Sommerfeld expansion does apply in this range. We
can improve an agreement by calculating the energy of
the system according to the grand canonical ensemble
rules as E(T ) =
∑nmax
n=1 εn(exp[β (εn − µ(T ))] + 1)−1.
The results, i.e. T/TF as a function of (kFa)cr =
E(T )/E(T = 0) are visible in Fig. 4 as blue squares.
Now, an agreement remains at the quantitative level for
all temperatures.
FIG. 4: Critical value of the repulsive interaction strength,
(kF a)cr, at a given temperature obtained from the analysis of
the spin-dipole mode as in Fig. 2 (blue bullets, with additional
horizontal bars showing the extent of dispersion). Beyond
(kF a)cr the system remains in the ferromagnetic state (gray
area). The red crosses are the experimental data taken from
Ref. [9] (Fig. 3d), related to the measurement of a diffusion of
two spin domains. The blue bullets come from numerics, after
averaging over 10 configurations for each temperature. The
dotted line is plotted based on the lowest-order Sommerfeld
expansion, whereas for the case of blue squares the energy is
calculated numerically. The solid line is a power-law fit to the
numerical points for temperatures T/TF < 0.4. The number
of atoms is N = 48.
In summary, we have studied dynamics of a repulsive
two-component Fermi gas at nonzero temperatures. We
utilize the atomic-orbital method and apply the Monte
Carlo sampling to probe many-particle states due to fi-
nite temperatures. We find a quantitative agreement
with experimental results of [9] showing the dependence
of the critical repulsion kFa, indicating the transition
to the ferromagnetic phase, on the temperature. The
critical strength kFa increases with temperature in ac-
cordance with the Stoner’s picture of itinerant ferromag-
netism.
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