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Estructura de la Memoria y cuestiones de estilo.
La memoria se estructura en capı´tulos y e´stos, a su vez, en secciones, subsecciones y subsec-
ciones de e´stas – que se vera´n marcadas por el sı´mbolo ¤ –, siendo siempre el texto que precede
a la primera seccio´n una introduccio´n, donde se describe el contenido del estudio e incluyen las
referencias ba´sicas.
En el texto se evitara´ escribir caracteres en cursiva, la cual se empleara´ para voces en len-
gua extranjera o enfatizar una frase. Se usara´n los caracteres en negrita no so´lo tanto para indicar
capı´tulos, secciones, teoremas, lemas, proposiciones, tablas, demostraciones sino tambie´n para los
operadores que se considerara´n a lo largo de esta memoria – en ocasiones aparecera´n en estilo
griego –.
Dada la gran cantidad de nomenclatura contenida en el texto y a fin de evitar confusiones, se
han empleado las posibilidades ofrecidas por LATEX para realizar una estricta separacio´n, segu´n
sea el concepto que se asocia a la notacio´n. Por ejemplo, los conjuntos se denotan con las letras
huecas; C, P, etc; los funcionales C, U, etc, y los polinomios con minu´sculas, p(x), salvo los
cla´sicos y sus generalizaciones.
Por otro lado, cuando se diga p(s) uno esta´ abusando de la notacio´n queriendo decir p(x(s)).
Mientras que si se escribe p(xk(s)) donde xk(s) = x(s+ k2 ) siendo k ∈ Z, uno se esta´ refiriendo
al cambio de variable usual x → xk(s) aplicado sobre p, dicie´ndose en este caso que p es un
polinomio en xk del grado el que corresponda.
Adema´s, debido a la gran cantidad de fo´rmulas que aparecen en esta memoria habra´ ocasiones
en la que el mismo sı´mbolo indique cosas distintas en diferentes capı´tulos, de ahı´ que, aunque en
estos casos se indicara´, el lector debera´ distinguirlos segu´n el contexto en las que se encuentren,
por ejemplo, A, Λ, H, etc.
La numeracio´n de los resultados o expresiones esta´ de acuerdo con su ubicacio´n en el texto.
Ası´, la Proposicio´n 3.2.4 indica la cuarta posicio´n de la seccio´n segunda del tercer capı´tulo, y la
fo´rmula (3.22) indica la vige´simosegunda expresio´n del capı´tulo tercero.
Tambie´n, conviene destacar que las fo´rmulas centradas, cuando ocupan ma´s de un renglo´n, y
un renglo´n es la continuacio´n del anterior, se pone el signo matema´tico en el u´ltimo al comienzo
de la lı´nea (ya sea, +, ×, −, etc.), por ejemplo:
[σ(s) + τ(s)∇x1(s)]∆Pn(s)∆x(s) =
γnλ2n
[2n]q
Pn−1(s)
+
[
λn
[n]q
τn(s)
τ ′n
− λn∇x1(s)− λ2n[2n]q (x(s)− βn)
]
Pn(s).
Referente a la bibliografı´a, se intentara´ citar las fuentes originales. Para distinguir entre libros y
artı´culos pondremos el tı´tulo de los primeros en cursiva.
Por u´ltimo, en la medida de lo posible se tratara´ de estructurar este trabajo segu´n su compo-
nente histo´rica, adema´s se tratara´ de no introducir ma´s notacio´n de la estrictamente necesaria.
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I
Los polinomios ortogonales cla´sicos

1
Introduccio´n
1.1. Breve introduccio´n histo´rica
La Teorı´a de funciones especiales es bien conocida por su importancia dentro de la Fı´sica-
Matema´tica y, ma´s concretamente, la de los polinomios ortogonales por su aplicacio´n en las ma´s
diversas a´reas de la ciencia actual. De hecho, el estudio de forma sistema´tica de tales funciones
comienza a finales del siglo XVIII cuando se trataban de resolver problemas relativos a la meca´nica
celeste. Estas funciones son solucio´n de la ecuacio´n diferencial de segundo orden:
σ˜(x)
d2
dx2
y(x) + τ˜(x)
d
dx
y(x) + λy(x) = 0, (1.1)
donde σ˜ y τ˜ son polinomios de grado a lo ma´s 2 y 1, respectivamente, y λ es una constante.
La teorı´a de polinomios ortogonales, adema´s de estar estrechamente relacionada con las ecuacio-
nes diferenciales, tambie´n esta´ vinculada con la teorı´a de aproximacio´n y la de fracciones con-
tinuas, es ma´s, la conexio´n con esta u´ltima dan lugar al nacimiento de la teorı´a general sobre
polinomios ortogonales.
Quiza´s los trabajos de Thomas Jan Stieltjes Jr. (1856-1894) sobre fracciones continuas permiten
ver de una manera clara dicha relacio´n con los polinomios ortogonales. Ma´s concretamente, Stielt-
jes en su famoso ensayo Recherches sur les fractions continues [135], publicado po´stumamente,
desarrollo´ la teorı´a general de las S-fracciones. Stieltjes probo´ que bajo ciertas condiciones so-
bre sus para´metros, la sucesio´n de denominadores, {pn}n≥0, de dichas fracciones formaban una
sucesio´n de polinomios ortogonales (SPO), es decir,
grd pn = n,∫ ∞
0
pn(x)pm(x)dµ(x) = δn,m, n,m = 0, 1, . . . , donde δn,m es la delta de Kronecker1 y
µ es una medida positiva soportada en [0,+∞).
Adema´s de los trabajos de Stieltjes, se deben destacar tambie´n los realizados por el matema´tico
ruso Pafnuti Lvovich Chebyshev, el cual estudio´ una gran variedad de problemas relacionados con
1δn,m vale 1 si n = m y 0 si n 6= m.
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los polinomios ortogonales, llegando a ellos al tratar de resolver ciertos problemas aplicados.
De ahı´ que tanto a Stieltjes como a Chebyshev se les consideren los padres de la teorı´a de polino-
mios ortogonales que estaba por llegar a principios del siglo XX quedando consolidada en 1939
con la aparicio´n de la monografı´a Orthogonal Polynomials de Gabor Szego¨ [136].
Dentro de la gran familia que forman los polinomios ortogonales (respecto a medidas soportadas
sobre el eje real) se encuentran los polinomios ortogonales cla´sicos esta´ndar (Hermite, Laguerre y
Jacobi) los cuales satisfacen, segu´n probo´ S. Bochner [49] en 1929, una ecuacio´n diferencial del
tipo (3.1).
Los teoremas de caracterizacio´n indican las principales propiedades que caracterizan a las fami-
lias cla´sicas. Una de sus versiones ma´s conocidas, y a su vez de la ma´s antiguas, se debe a Sonin
la cual consiste en definir los polinomios cla´sicos como los u´nicos polinomios ortogonales que
satisfacen la propiedad que sus derivadas, {P ′n}n≥0, tambie´n son ortogonales, demostrando que
los polinomios de Jacobi, Laguerre y Hermite son cla´sicos.
Dicha propiedad, que fue redescubierta por W. Hahn en 1935, tambie´n recupero´ los polinomios
de Bessel2 no considerados por Sonin.
Una extensio´n “evidente” de los polinomios cla´sicos esta´ndar se debe a H. L. Krall quien en
1938 estudio´ el problema de determinacio´n de soluciones polino´micas de una ecuacio´n diferencial
de orden 2n (n > 1) encontrando condiciones necesarias y suficientes que debı´an satisfacer dichas
soluciones. En 1940 clasifico´ las ecuaciones de cuarto orden con soluciones polino´micas [89]. En
1978, A. M. Krall [88] estudio´ estos nuevos polinomios (no cla´sicos) – los cuales son ortogonales
respecto a medidas obtenidas a partir de las cla´sicas mediante la adicio´n de una o dos masas de
Dirac – cuyo estudio inicio´ las investigaciones en un nuevo campo de las funciones especiales: los
polinomios semicla´sicos [73, 103], el cual se encuentra en pleno desarrollo en la actualidad. Ma´s
detalles se pueden encontrar en [21] y [22] y las referencias contenidas en e´stas.
Volviendo al marco de los polinomios ortogonales cla´sicos, hay dos grandes conjuntos de
polinomios ortogonales cla´sicos que surgen al discretizar la ecuacio´n diferencial (1.1) las cuales
sera´n descritas con algo ma´s de detalle en el capı´tulo 3.
El primero consiste en discretizar (1.1) considerando una red uniforme, aproximando las derivadas
de primer y segundo orden adecuadamente, obtenie´ndose la siguiente ecuacio´n en diferencias de
segundo orden
σ(s)∆∇y(s) + τ(s)∆y(s) + λy(s) = 0, (1.2)
donde σ(s) = σ˜(s) − 12 τ˜(s), τ(s) = τ˜(s), λ es una constante, y ∆ y ∇ son los operadores en
diferencias finitas progresivas y regresivas, respectivamente, con
∆f(s) = f(s+ 1)− f(s), y ∇f(s) = f(s)− f(s− 1).
El segundo consiste en discretizar la ecuacio´n (1.1) considerando una red no uniforme obtenie´n-
dose la ecuacio´n en diferencias de segundo orden
σ(s)
∆
∆x
(
s− 12
)∇y(s)∇x(s) + τ(s)∆y(s)∆x(s) + λy(s) = 0, (1.3)
donde σ(s) = σ˜(x(s))− 12τ(s)∆x
(
s− 12
)
, τ(s) = τ˜(x(s)), y λ es una constante.
Esta u´ltima forma de discretizar la ecuacio´n (1.1) da lugar a la teorı´a de los q-polinomios la cual ha
sido desarrollada por un sinnu´mero de autores destacando los trabajos de R. Askey, J. A. Wilson,
T. H. Koornwinder, T. S. Chihara, A. F. Nikiforov, V. B. Uvarov, N. M. Atakishiev, S. K. Suslov,
2Los polinomios de Bessel, que son ortogonales respecto a una medida soportada sobre la circunferencia unidad
{z ∈ C : |z| = 1}, aunque fueron considerados por diversos matema´ticos (e.g. Burchnall y Chaundy en 1931 [53]),
fueron H. L. Krall y O. Frink quienes los “presentaron” formalmente en 1949 en y les dieron su nombre por su relacio´n
con las funciones de Bessel.
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entre otros. Ve´ase, por ejemplo, [33, 40, 66, 82, 86, 116].
Ma´s detalles sobre la historia de los polinomios ortogonales y las funciones especiales se pueden
encontrar, entre otros, en [10, 8, 56, 66, 67, 118, 136].
1.2. Importancia del tema
La teorı´a de funciones especiales y, ma´s concretamente, la teorı´a de polinomios ortogonales
constituyen unas de las fuentes ma´s apreciadas por la cantidad de aplicaciones en la matema´tica
y en la fı´sica actual con la que e´stas aparecen relacionadas. Entre ellas se encuentra la teorı´a de
nu´meros, el ana´lisis nume´rico, la teorı´a de operadores, la teorı´a de representacio´n de grupos y la
meca´nica cua´ntica.
Dentro de la variedad de problemas que se pueden encontrar relacionados con dichas teorı´as,
conside´rese el siguiente problema que esta´ ı´ntimamente vinculado con uno que se desarrollara´ en
esta memoria y que, a su vez, esta´ relacionado con la teorı´a de operadores.
Construir el a´lgebra de simetrı´as dina´mica para el oscilador armo´nico, el cual viene definido
en la meca´nica cua´ntica no relativista por el Hamiltoniano
H := −~ω
2
(
ξ2 − d
2
dξ2
)
= ~ω
(
N+
1
2
)
, (1.4)
donde ξ =
√
mω/~x es la coordenada adimensional, N es el operador nu´mero de partı´culas,
N := a† ◦ a,
y los operadores creacio´n y destruccio´n se definen como
a =
1√
2
(
ξ +
d
dξ
)
, a† =
1√
2
(
ξ − d
dξ
)
,
los cuales satisfacen la relacio´n de conmutacio´n
[a,a†] := a ◦ a† − a† ◦ a = I. (1.5)
Obse´rvese que en el caso del oscilador armo´nico (1.4) no hay mucha diferencia entre el Hamil-
toniano H y el operador N. Ası´, N satisface las mismas relaciones de conmutacio´n (1.5) con los
operadores creacio´n y destruccio´n a y a†.
La teorı´a de simetrı´as dina´micas [45, 98] esta´ basada en estudiar bajo que´ circunstancias se puede
construir, teniendo en cuenta los operadores relacionados con un sistema fı´sico, ciertas a´lgebras
de Lie que no so´lo incluyan al Hamiltoniano y los operadores de simetrı´a sino tambie´n a los
operadores creacio´n y destruccio´n que, en general, no conmutan con el Hamiltoniano.
Definicio´n 1.2.1. Se dice que a es un operador creacio´n (resp. b es un operador destruccio´n) si
existen una sucesio´n de autofunciones, {ϕn}n≥0, asociadas al Hamiltoniano H, y una sucesio´n
de nu´meros complejos, {un}n≥0, (resp. {dn}n≥0) tales que
a[ϕn] = unϕn+1, (resp. b[ϕn] = dnϕn−1).
Adema´s, el Hamiltoniano H, los operadores a, a†, y el operador I forman un ´Algebra de Lie
cerrada, lo cual permite encontrar el espectro de H y da, por definicio´n, el grupo de simetrı´as
dina´mico del oscilador [114].
Teniendo en cuenta esto, las autofunciones independientes del Hamiltoniano forman una base de
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una representacio´n irreducible de la correspondiente ´Algebra de Lie dina´mica.
En este caso se conoce la solucio´n del problema planteado anteriormente. Una vez que se ha
factorizado el Hamiltoniano (o, equivalentemente, el operador N) en te´rminos de los operadores
creacio´n a† y destruccio´n a, uno puede construir explı´citamente el a´lgebra de Lie cerrada su(1, 1)
con los generadores
K0 :=
1
2~ω
H = 1
2
(
N+
1
2
)
, K+ :=
1
2
(a†)2, K− :=
1
2
a2. (1.6)
De hecho, no es difı´cil verificar que tales generadores satisfacen las relaciones de conmutacio´n
esta´ndar
[K0,K±] = ±K±, [K−,K+] = 2K0,
del a´lgebra su(1, 1). Es conocido que las representaciones unitarias irreducibles de este a´lgebra
son los autovalores del operador Casimir
C := K20 −K0 −K+ ◦K− = s(s− 1)I. (1.7)
Un ca´lculo directo del operador Casimir (1.7) considerando (1.6) muestra que el autovalor s(s−1)
en este caso particular es igual a − 316 . Esto significa que el para´metro s es, bien 14 , bien 34 . Ca-
da uno de estos valores de s define una representacio´n unitaria irreducible del a´lgebra su(1, 1):
D+( 14) consiste en las autofunciones del HamiltonianoH que se corresponden con los autovalores
n + 14 , n = 0, 1, . . . del generador K0, mientras que D+( 34) se corresponde con los autovalores
n + 34 del mismo generador K0. Ası´ de esta forma uno obtiene el espectro En = ~ω(n +
1
2) del
Hamiltoniano H, sin resolver el problema de autovalores para la ecuacio´n de Schro¨dinger corres-
pondiente. Para ma´s detalles referentes a este problema ve´ase [15]. Una vez descrito con cierto
detalle este ejemplo, en esta memoria, se considerara´ un problema ana´logo dando la solucio´n para
la gran mayorı´a de las familias cla´sicas no so´lo dentro de las tablas de Hahn y de Askey, sino tam-
bie´n de las familias ∆-cla´sicas sin llegar a entrar en detalle en lo referente a las representaciones
unitarias irreducibles asociadas a las a´lgebras de Lie obtenidas.
Dicho problema ha sido estudiado dentro del marco de los polinomios ortogonales cla´sicos, entre
otros, por Yu. F. Smirnov [127, 128, 129], N. M. Atakishiev [34, 36], S. K. Suslov [37, 38], R.
Askey [30, 31], M. Lorente [94, 95], y G. Bangerezako [42, 43]. Y dentro del marco de los poli-
nomios ortogonales semicla´sicos, entre otros, por A. P. Magnus [44].
El primer problema que se considerara´ esta´ ı´ntimamente relacionado con el me´todo de fac-
torizacio´n de tipo Infeld & Hull – aunque Darboux y Schro¨dinger lo habı´an considerado antes
[59, 121, 122] – los cuales lo emplearon para buscar soluciones analı´ticas de cierta clase de ecua-
ciones diferenciales [74].
Ma´s tarde, Miller extendio´ dicho me´todo a ecuaciones en diferencias [112] y q-diferencias
– en el sentido de Hahn – [113]. Algunos de los trabajos ma´s recientes pueden encontrarse, por
ejemplo, en [13, 14, 16, 34, 35, 41, 94, 95, 129, 134].
Posteriormente se realizara´ un desarrollo de la obtencio´n de los operadores creacio´n y des-
truccio´n en el contexto ma´s general siempre sin salirse del marco de los polinomios ortogona-
les cla´sicos. Dicho estudio es interesante desde el punto de vista de la teorı´a espectral ya que
se podra´ describir el a´lgebra dina´mica cerrada asociada a las familias cla´sicas y, por tanto, se
podra´ obtener otro tipo de propiedades de tipo espectral, e incluso analı´tico, de tales funciones.
Por otro lado, tambie´n es de vital importancia el estudio de propiedades que caractericen a las
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familias de polinomios ortogonales cla´sicos, los denominados Teoremas de caracterizacio´n. Di-
cho problema fue originalmente considerado por Hahn [71] en el que caracterizo´ los polinomios
ortogonales cla´sicos esta´ndar. Posteriormente se han ido obteniendo nuevos Teoremas de carac-
terizacio´n tanto para los polinomios ortogonales ∆-cla´sicos como para los q-polinomios (ve´ase
[2, 9, 56, 65, 111]). Para ma´s detalles relativos a los Teoremas de caracterizacio´n ve´ase §2.4.
La relevancia de estos resultados esta´ claramente justificada dado que permite caracterizar a
las familias cla´sicas. En particular, las relaciones de estructura permiten obtener, entre otros, re-
sultados relacionados con la teorı´a espectral de funciones especiales como se vera´ ma´s adelante.
Para la realizacio´n de esta memoria se han empleado diversas te´cnicas entre las que se encuen-
tran la teorı´a general de operadores, la teorı´a general de funciones de variable compleja, la teorı´a
de Representacio´n de Grupos, y la teorı´a de ´Algebras tanto conmutativas como no conmutativas.
1.3. Resultados ma´s relevantes
En esta memoria se ha puesto especial e´nfasis en el estudio de las propiedades ma´s relevantes
de los polinomios ortogonales cla´sicos, y ma´s concretamente de los q-polinomios
Durante el estudio de las familias de los q-polinomios se ha supuesto la ma´xima generalidad
posible, esto es, se ha considerado la red ma´s general posible
x(s) = c1(q)qs + c2(q)q−s + c3(q),
donde c1, c2 y c3 son constantes que pueden depender del para´metro complejo q, pero no de s.
En este sentido, se consideraron diversos problemas los cuales permitiesen, por un lado tomar
destreza en el ca´lculo de propiedades algebraicas relativas a los q-polinomios, y por otro el cono-
cimiento de diversas propiedades de tipo algebraico de los mismos.
En primer lugar se considero´ el problema de encontrar dos operadores lineales de primer orden,
L+n y L−n , tales que diesen la factorizacio´n de tipo Infeld & Hull del siguiente operador lineal de
segundo orden
Hn := e−∂s
√(
σ(s) + τ(s)∇x1(s)
)
σ(s+ 1)
1
∆x(s)
+
√(
σ(s) + τ(s)∇x1(s)
)
σ(s+ 1)
1
∆x(s)
e∂s
−
((
σ(s) + τ(s)∇x1(s)
)
∆x(s)
+
σ(s)
∇x(s) − λn∇x1(s)
)
I,
siendo e∂s el operador desplazamiento, con e±∂sf(s) = f(s± 1).
Es decir, que las siguientes relaciones se satisficieran
un(s+ 1)Hn = L−n+1 ◦ L+n − h∓n I,
un(s)Hn+1 = L+n ◦ L−n+1 − h∓n I,
donde un es cierta funcio´n y h∓n cierta constante para cada n = 0, 1, . . . .
En [16] dicho problema se resolvio´ de forma general da´ndose fo´rmulas explı´citas de tales opera-
dores.
Posteriormente, se considero´ un me´todo de factorizacio´n que consistı´a en encontrar dos operado-
res, a y b, tales que
1. Factorizasen al operador lineal de segundo orden
b ◦ a = C A(s)∇x1(s)Hq
1
A(s)
◦ I + E I,
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donde C y E son ciertas constantes, A es cierta funcio´n que no se anula en el intervalo de
ortogonalidad [a, b], y
Hq := e−∂s
√(
σ(s) + τ(s)∇x1(s)
)
σ(s+ 1)
1
∆x(s)
+
√(
σ(s) + τ(s)∇x1(s)
)
σ(s+ 1)
1
∆x(s)
e∂s
−
((
σ(s) + τ(s)∇x1(s)
)
∆x(s)
+
σ(s)
∇x(s)
)
I,
2. Verificasen la siguiente propiedad de conmutatividad
[a,b]ς := a ◦ b− ςb ◦ a = I.
Adema´s, tambie´n se analizo´ bajo que´ condiciones los operadores, a y b eran mutuamente adjuntos,
i.e.
〈aΨ,Φ〉 = 〈Ψ,bΦ〉, Ψ,Φ ∈ P,
donde 〈., .〉 representa el producto interior respecto al cual las autofunciones asociadas, ϕn, son
ortonormales.
En [14] se dieron condiciones necesarias y suficientes bajo las cuales el problema tiene solucio´n
da´ndose una gran variedad de ejemplos, algunos de los cuales conocidos y otros nuevos, con sus
respectivos operadores, asimismo se dieron condiciones suficientes sobre los operadores a y b
para que fueran mutuamente autoadjuntos.
Aprovechando dichos resultados, en [13] se obtuvieron resultados ana´logos para el caso ∆-cla´sico
tanto en el caso acotado (Hahn y Kravchuk) como el no acotado (Meixner y Charlier) describiendo
el a´lgebra dina´mica de simetrı´a para los polinomios de Meixner y Kravchuk.
Adema´s, durante el perı´odo de investigacio´n se realzo´ el intere´s por el estudio de las familias
de la escala superior tanto de la tabla de Hahn como de la de Askey, tales como los polinomios
de Askey-Wilson, q-Racah, los q-polinomios grandes de Jacobi, entre otros. De hecho, en [27], se
obtuvieron las propiedades fundamentales de los q-polinomios de Racah uα,βn (x(s), a, b) ası´ como
de sus duales u˜α,βn (x(s), a, b), vie´ndose adema´s la conexio´n de los coeficientes de Clebsch-Gordan
y el q-Algebra SUq(2).
Finalmente se realizaron dos trabajos relacionados con la teorı´a de los q-polinomios semicla´sicos.
En el primero de ellos se realiza un estudio acerca de los lı´mites de polinomios (q-polinomios
de tipo Krall) que son ortogonales respecto a funcionales lineales q-cla´sicos perturbados via la
adicio´n de una o dos masas a dichos funcionales (para ma´s detalles ve´ase [17]) y en el segundo
se obtuvieron nuevos Teoremas de caracterizacio´n para los polinomios q-semicla´sicos (para ma´s
detalles ve´ase [58]).
Antes de entrar a dar los detalles de co´mo se obtuvieron estos resultados, en el siguiente capı´tulo
se dara´ un breve repaso de las familias de polinomios ortogonales cla´sicos.
2
Preliminares
En este capı´tulo se dara´n las nociones ba´sicas acerca de las familias cla´sicas analizando algu-
nas de sus propiedades ma´s importantes. Como se menciono´ en el capı´tulo anterior, el conjunto de
las familias cla´sicas esta´ constituido por tres grandes grupos:
1. Los polinomios cla´sicos esta´ndar, que son las soluciones polino´micas de la ecuacio´n dife-
rencial lineal de segundo orden
σ˜(x)
d2
dx2
y(x) + τ˜(x)
d
dx
y(x) + λy(x) = 0, (2.1)
donde σ˜ y τ˜ son polinomios de grado a lo ma´s 2 y 1, respectivamente, y λ es una constante
independiente de x.
2. Los polinomios∆-cla´sicos, que son las soluciones polino´micas de la ecuacio´n en diferencias
lineal de segundo orden
σ(s)∆∇y(s) + τ(s)∆y(s) + λy(s) = 0, (2.2)
donde σ(s) = σ˜(s) − 12 τ˜(s), τ(s) = τ˜(s) son polinomios de grados a lo ma´s 2 y 1,
respectivamente, y λ es una constante independiente de s.
3. Los q-polinomios, que son las soluciones polino´micas de la ecuacio´n en diferencias lineal
de segundo orden
σ(s)
∆
∆x
(
s− 12
)∇y(s)∇x(s) + τ(s)∆y(s)∆x(s) + λy(s) = 0, (2.3)
donde σ(s) = σ˜(x(s))− 12τ(s)∆x
(
s− 12
)
, τ(s) = τ˜(x(s)), y λ es una constante indepen-
diente de s.
Esta memoria se centrara´ en estudiar propiedades y aplicaciones relacionadas con los q-polino-
mios. Pero antes de realizar dicho estudio se vera´n, en primer lugar, algunas propiedades generales
que involucran a todas las familias cla´sicas y, posteriormente, se mostrara´n algunas propiedades
relacionadas directamente con los q-polinomios.
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2.1. Los espacios P y P′
En este trabajo se considerara´n polinomios p(x) = amxm + · · · + a1x + a0 como funciones
polino´micas en x y con coeficientes complejos, i.e. p ∈ P, donde por P se designara´ al espacio
vectorial de los polinomios de variable compleja con coeficientes en C y por Pm al subespacio
vectorial de los polinomios de grado a lo ma´s m. Con la topologı´a definida por la norma ‖.‖m,
donde, para p ∈ Pm, se define
‖p‖m =
m∑
i=0
|ai|,
el espacio Pm es de Banach. De hecho, se tiene que Pm ⊂ Pm+1, m ≥ 0 (inclusio´n estricta) y
es claro que la topologı´a de Pm es la misma a la inducida por la topologı´a de Pm+1. Por lo tanto,
como
P =
⋃
m≥0
Pm,
de la teorı´a de los espacios localmente convexos se conduce a considerar, para P, la topologı´a
lı´mite inductivo estricto definida por la sucesio´n {Pm}m≥0. Como los espacios Pm son de Fre´chet
ya que son de Banach entonces, con esta topologı´a, P es un espacio completo.
El dual topolo´gico de P sera´ representado por P′,
P′ = {u : P→ C |u lineal y continua}.
y, dado p ∈ P, se representara´ por 〈u, p〉 a la imagen de p por u. En particular, para p de la forma
xn, el nu´mero complejo un, definido por 〈u, xn〉, se denominara´ momento de orden n de u.
De entre todos los posibles elementos de P′, debido al intere´s que se tendra´ para la teorı´a que se
desarrollara´, se destacara´n los siguientes:
1. La medida de Dirac en el punto c ∈ C: se denotara´ por δc (o δ(x− c)) y viene definida por
〈δc, p〉 = p(c), p ∈ P.
2. Funcionales definidos por funciones peso: dada una funcio´n ω, no negativa e integrable
sobre R, satisfaciendo que
∫
R ω(x)dx > 0 y que, para cada n ≥ 0,
∣∣ ∫
R x
nω(x)dx
∣∣ < ∞ –
en estas condiciones, se dira´ que ω es una funcio´n peso – se puede definir un elemento uω
de P′ por
〈uω, p〉 =
∫
R
p(x)ω(x)dx, p ∈ P, (2.4)
cuyos momentos vendra´ dados por
(uω)n =
∫
R
xnω(x)dx, p ∈ P.
No´tese que en el caso de un funcional “discreto”, dada una funcio´n ω no negativa satisfa-
ciendo que
∞∑
s=0
ω(s)∇x1(s) > 0,
y que sus momentos sean finitos, i.e.
∞∑
s=0
xn(s)ω(s)∇x1(s) <∞, n = 0, 1, . . .
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se dice que ω es una funcio´n peso – se puede definir un elemento uω de P′ – por
〈uω, p〉 =
∞∑
s=0
p(s)ω(s)∇x1(s), p ∈ P, (2.5)
donde, como antes, x1(s) = x(s+ 12).
3. Funcionales de momentos: dada una sucesio´n de nu´meros complejos {µn}n≥0, se dira´ que el
funcional u ∈ P′ es un funcional de momentos determinado por {µn}n≥0 si 〈u, xn〉 = µn,
n = 0, 1, . . .
2.2. La propiedad de ortogonalidad
En general, en esta memoria, cuando se diga que {Qn}n≥0 es una sucesio´n de polinomios se
considerara´ que, para cada n ≥ 0, grdQn ≤ n, en el caso en que grdQn = n, n ≥ 0, la sucesio´n
de polinomios {Qn}n≥0 se dira´ libre. Se adoptara´ tambie´n el convenio Qn ≡ 0 si n < 0.
Definicio´n 2.2.1. Sea u ∈ P′ un funcional de momentos y {Pn}n≥0 una sucesio´n de polinomios
(SP). Se dira´ que {Pn}n≥0 constituye una sucesio´n (o un sistema) de polinomios ortogonales
(SPO) respecto al funcional u si se cumplen las siguientes condiciones:
1. grdPn = n, n = 0, 1, . . . ,
2. 〈u, PnPm〉 = knδn,m, (kn 6= 0), n,m = 0, 1, . . . .
En la mayorı´a de los ejemplos considerados de SPOs, el funcional u asociado esta´ definido
por una funcio´n peso ω, como en (2.5). Por ejemplo, es fa´cil verificar que los polinomios de
Chebyshev de primera especie, Tn(x) = cos(n arc cos(x)), n = 0, 1, . . . , satisfacen las relaciones
de ortogonalidad ∫ 1
−1
Tm(x)Tn(x)
dx√
1− x2 =
{
pi
2 si n > 0,
pi si m = n = 0.
Por lo que el funcional correspondiente funcional u admite una representacio´n integral del tipo
(2.4), con ω(x) = 1/√1− x2.
Aunque en muchas ocasiones u viene definida a trave´s de una integral de Riemann-Stieltjes,
〈u, p〉 =
∫
R
p(x)dψ(x), p ∈ P, (2.6)
donde ψ es una funcio´n no decreciente, acotada y con un espectro1 infinito.
Proposicio´n 2.2.1. [56] Sea u un funcional de momentos y {Pn}n≥0 una sucesio´n de polinomios.
Las siguientes propiedades son equivalentes:
(a) {Pn}n ≥ 0 es una SPO respecto al funcional u,
(b) 〈u, piPn〉 = 0, para todo polinomio pi de grado m < n,
〈u, piPn〉 6= 0, para todo polinomio pi de grado n.
(c) 〈u, xmPn〉 = Knδn,m, (Kn 6= 0), m = 0, 1, . . . , n.
1Se Dice que x0 es un punto espectral de la funcio´n no decreciente ψ si ψ(x0 + δ) − ψ(x0 − δ) > 0 para todo
δ > 0. El conjunto de los puntos espectrales constituye el espectro de ψ.
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Pero, dado un funcional lineal u, ¿bajo que´ condiciones existe la SPO respecto a u?.
Sea u un funcional de momentos y {un}n≥0 la correspondiente sucesio´n de momentos. Se desig-
nara´ por Hn al determinante de Hankel de orden n + 1 asociado a la secuencia de los primeros
2n+ 1 momentos, i.e.,
Hn =
∣∣∣∣∣∣∣∣∣
u0 u1 · · · un
u1 u2 · · · un+1
.
.
.
.
.
.
.
.
.
.
.
.
un un+1 · · · u2n
∣∣∣∣∣∣∣∣∣ .
Definicio´n 2.2.2. Un funcional de momentos u se dice regular (o quasi-definido) si
Hn 6= 0, n = 0, 1, . . .
La existencia de SPOs respecto a un funcional esta´ ligado a la regularidad del funcional en
cuestio´n.
Proposicio´n 2.2.2. [56] Sea u un funcional de momentos. Es condicio´n necesaria y suficiente
para que exista una SPO respecto al funcional lineal u que e´ste sea regular.
De hecho, si {Pn}n≥0 es una sucesio´n de polinomios ortogonales mo´nicos (SPOM), i.e.
Pn(x) = xn + k′nxn−1 + · · · , respecto al funcional de momentos u, entonces Pn puede escri-
birse de manera explı´cita como
Pn(x) = H−1n−1
∣∣∣∣∣∣∣∣∣∣∣
u0 u1 · · · un
u1 u2 · · · un+1
.
.
.
.
.
.
.
.
.
.
.
.
un−1 un · · · u2n−1
1 x · · · xn
∣∣∣∣∣∣∣∣∣∣∣
, n = 1, 2, . . . ,
y P0(x) = 1. Otra forma de definir los polinomios ortogonales cla´sicos es a trave´s de la ecuacio´n
distribucional que satisface el funcional u.
Definicio´n 2.2.3. Sea u ∈ P′ un funcional regular. Se dice que u es un funcional cla´sico si existen
dos polinomios, φ y ψ, con grdφ ≤ 2 y grdψ = 1, tales que [99, 101]
d
dx
[φu] = ψu. (2.7)
A la correspondiente sucesio´n de polinomios se le denomina SPO cla´sica esta´ndar.
Nota 2.2.1. La ecuacio´n distribucional, evidentemente, dependera´ del tipo de familia que se con-
sidere. Por ejemplo, la ecuacio´n distribucional que satisfacen los funcionales q-cla´sicos es [111]
∆
∇x1(s) [φu] = ψu, (2.8)
y en el caso ∆-cla´sico [65]
∆[φu] = ψu.
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2.3. La relacio´n de recurrencia a tres te´rminos. Algunas consecuencias
Una caracterı´stica importante de las SPOs se traduce en el hecho de que todas ellas verifican
una ecuacio´n en diferencias lineal y homoge´nea de segundo orden, que depende esencialmente de
la propiedad de ortogonalidad y de que el conjunto {Pk}nk=0 forma una base de Pn. De hecho,
dado que el funcional u es regular y de tipo Hankel, i.e.
〈u, xp〉 = 〈xu, p〉, p ∈ P,
se puede escribir, con la convencio´n P−1 ≡ 0,
xPn(x) = αnPn+1(x) + βnPn(x) + γnPn−1(x), n = 0, 1, . . . (2.9)
siendo
αn =
〈u, xpnpn+1〉
〈u, p2n+1〉
, βn =
〈u, xp2n〉
〈u, p2n〉
, y γn =
〈u, xpnpn−1〉
〈u, p2n−1〉
= αn−1
〈u, p2n〉
〈u, p2n−1〉
. (2.10)
Por otro lado, si se desarrolla Pn en la forma
Pn(x) = knxn + k′nx
n−1 + k′′nx
n−2 + · · · ,
se pueden expresar dichos coeficientes de recurrencia en funcio´n de los coeficientes de los polino-
mios Pn, de hecho,
αn =
kn+1
kn
, βn =
k′n
kn
− k
′
n+1
kn+1
, y γn =
k′′n − αnk′′n+1
kn−1
− k
′
n
kn−1
βn.
Adema´s, es posible obtener expresiones explı´citas de los coeficientes correspondientes a xn−1 y
xn−2 del polinomio mo´nico k−1n Pn(x) en funcio´n de los coeficientes de recurrencia [56, pa´g. 19],
de hecho
k−1n Pn(x) = x
n +
(
−
n−1∑
i=0
βi
)
xn−1 +
12
n−1∑
i,j=0
i6=j
βiβj −
n−1∑
k=1
γk
xn−2 + · · ·
Una consecuencia importante de la relacio´n de recurrencia a tres te´rminos (RRTT) tiene que ver
con los ceros de los polinomios de una SPO: si γn 6= 0, n ≥ 1, entonces dos polinomios conse-
cutivos de una SPO, {Pn}n≥0, no pueden tener ceros comunes. De hecho, si Pn y Pn+1 tuviesen
un cero comu´n x0, aplicando sucesivamente (2.9) y dado que γn 6= 0, n ≥ 1, x0 serı´a un cero de
todos los polinomios de la SPO, en particular, x0 serı´a cero de P0 que es constante no nula, lo cual
es imposible.
Otro resultado importante al que se hara´ referencia ma´s adelante, que tambie´n es una consecuencia
directa de la relacio´n de recurrencia, es el siguiente [56, pa´g. 23]:
Proposicio´n 2.3.1. (Identidad de Christoffel-Darboux) Sea {Pn}n≥0 una SPO cuya relacio´n
de recurrencia a tres te´rminos viene dada por (2.9). Entonces,
n∑
k=0
Pk(x)Pk(y)
〈u, P 2k 〉
=
αn
〈u, P 2n〉
Pn+1(x)Pn(y)− Pn(x)Pn+1(y)
x− y . (2.11)
En particular, tomando lı´mites cuando y → x, se obtiene la relacio´n
n∑
k=0
P 2k (x)
〈u, P 2k 〉
=
αn
〈u, P 2n〉
(
P ′n+1(x)Pn(x)− P ′n(x)Pn+1(x)
)
. (2.12)
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Por u´ltimo, se enunciara´ una propiedad que garantiza que el recı´proco de la Proposicio´n 2.2.1
es tambie´n cierto. Dicho resultado fue establecido por J. Favard en 1935 [64], y su prueba puede
encontrarse en [56, pa´g. 22].
Proposicio´n 2.3.2. (Favard) Sean {βn}n≥0 y {γn}n≥0 dos sucesiones arbitrarias de nu´meros
complejos, y {Pn}n≥0 una sucesio´n de polinomios definida por la relacio´n de recurrencia (2.9).
Entonces existe un u´nico funcional u, definido sobre P, tal que
〈u, 1〉 = u0 6= 0, y 〈u, PnPm〉 = 0, n 6= m, n,m = 0, 1, . . .
u es regular y {Pn}n≥0 es la correspondiente SPOM si y so´lo si γn 6= 0, n ≥ 1. Adema´s u es
definida positiva si y so´lo si βn es real y γn > 0, n ≥ 1.
Nota 2.3.1. La condicio´n 〈u, P 2n〉 6= 0, n ≥ 1 es una consecuencia inmediata de la propia relacio´n
de recurrencia y del hecho de ser γn 6= 0, n ≥ 1.
2.4. Los Teoremas de caracterizacio´n
Como ya se menciono´ anteriormente, los teoremas de caracterizacio´n indican las principales
propiedades que caracterizan a las familias cla´sicas.
Una de las diversas formas que se conocen para caracterizar una familia de polinomios ortogonales
cla´sicos es a trave´s de la primera relacio´n de estructura
σ(x)p′n(x) = α˜npn+1(x) + β˜npn(x) + γ˜npn−1(x), n = 1, 2, . . . (2.13)
donde {αn}n≥0, {βn}n≥0 y {γn}n≥0 son tres sucesiones de nu´meros y φ es un polinomio de gra-
do a lo ma´s 2.
La caracterizacio´n de los polinomios ortogonales cla´sicos esta´ndar a trave´s de la relacio´n (2.13)
fue dada por Al-Salam & Chihara [3] (ve´ase tambie´n [99]).
A. G. Garcia, F. Marcella´n y L. Salto [65] probaron que la relacio´n (2.13) tambie´n caracterizaba
a los polinomios ∆-cla´sicos (polinomios de Hahn, Krawtchouk, Meixner y Charlier) donde las
derivada es reemplazada por el operador en diferencias finitas progresivas ∆.
Posteriormente J. C. Medem, R. ´Alvarez-Nodarse y F. Marcella´n [111] (ve´ase tambie´n [9]) ca-
racterizaban los q-polinomios de la clase de Hahn a trave´s de la fo´rmula de estructura obtenida a
trave´s de (2.13) reemplazando la derivada por la q-derivada Dq, definida como
Dqf(z) := f(qz)− f(z)(q − 1)z , q ∈ C, |q| 6= 1.
A finales de los an˜os 90, W. Al-Salam [2] resumio´ las diferentes formas que se conocı´an de carac-
terizar las SPOs cla´sicas.
Otra forma de caracterizarlas fue obtenida de forma unificada en [99] usando como punto de
partida la ecuacio´n diferencial distribucional (2.7) que satisface el funcional de momentos asocia-
do. El siguiente Teorema resume las distintas caracterizaciones para los polinomios ortogonales
cla´sicos.
Teorema 2.1. Sea u∈ P′ un funcional regular,y {Pn}n≥0 la correspondiente SPOM ortogonal
respecto al funcional u. Las siguientes propiedades son equivalentes:
(C1) (Marcella´n et. al. [99, 101]) {Pn} es una familia cla´sica, i.e., existen dos polinomios, φ y
ψ, con grdφ ≤ 2 y grdψ = 1, tales que u satisface la ecuacio´n diferencial distribucional
d
dx
[φu] = ψu.
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(C2) (Al-Salam, Chihara, [3]): Existe un polinomio φ, con grdφ ≤ 2, y tres sucesiones de nu´me-
ros complejos, {an}n≥0, {bn}n≥0, y {cn}n≥0, con cn 6= 0, n ≥ 0, tales que
φ(x)Pn(x) = anPn+1(x) + bnPn(x) + cnPn−1(x), n = 0, 1, . . .
(C3) (Hahn, [71]): La sucesio´n de polinomios {Qn ≡ P ′n+1}n≥0 es una SPO (respecto al fun-
cional regular v:=φu).
(C4) (Marcella´n et. al., [99]): Existen sucesiones de nu´meros complejos, {rn}n≥0, y {sn}n≥0,
tales que
(n+ 1)Pn(x) = Qn(x) + rnQn−1(x) + snQn−2(x), n = 2, 3, . . .
(C5) (Bochner, [49]): Existen dos polinomios, φ y ψ, y una sucesio´n de nu´meros reales, {λn}n≥0,
con λn 6= 0, n ≥ 1, tales que Pn es solucio´n de la ecuacio´n diferencial lineal de segundo
orden
φ(x)y′′ + ψ(x)y′ + λny = 0.
Nota 2.4.1. Para cada n, dado que Pn es un polinomio, se tiene que
λn = −n
(
ψ′ + (n− 1)φ
′′
2
)
.
(C7) (McCarthy, [109]): Existen dos polinomios, φ y ψ, con grdφ ≤ 2 y grdψ = 1, y dos
sucesiones de nu´meros complejos, {gn}n≥0 y {hn}n≥0, tales que
φ(x)(PnPn−1)′(x) = gnP 2n(x)−(ψ(x)−φ′(x))Pn(x)Pn−1(x)+hnP 2n−1(x), n = 1, 2, . . .
(C8) (Versio´n distribucional de la fo´rmula de Rodrigues, [99]): Existen un polinomio φ de grado
a lo ma´s 2 y una sucesio´n nu´meros complejos no nulos, {kn}n≥0, tales que
Pn(x)u = knDn[φn(x)u], n = 0, 1, . . .
Recientemente, se han obtenido nuevos resultados ana´logos al anterior para los q-polinomios
de la tabla de Hahn. De hecho, J. C. Medem et al. [110, 111] los obtienen tomando la ecuacio´n
diferencial distribucional (2.7) como punto de partida. R. ´Alvarez y M. ´Alfaro los obtienen en [4]
para el caso discreto. Finalmente en [9], R. ´Alvarez obtiene resultados ana´logos usando como idea
de base la q-linealidad de la red y el siguiente resultado:
Teorema 2.2. Teorema de Hahn-Lesky Dada una SP, {Pn}n≥0, es una sucesio´n cla´sica si y so´lo
si
La sucesio´n de sus diferencias {∆Pn}n≥0 es una sucesio´n de polinomios ortogonales [65,
93].
La sucesio´n de sus q-diferencias {DqPn}n≥0 es una sucesio´n de polinomios ortogonales
[71, 111].
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2.4.1. Funciones hipergeome´tricas
Siguiendo [66], se define la serie hipergeome´trica ba´sica rϕs de para´metros, a1, a2, . . . , ar, y
b1, b2, . . . bs, como
rϕs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣ q; z) = ∞∑
k=0
(a1, a2, . . . , ar; q)k
(b1, b2, . . . , bs; q)k
zk
(q; q)k
[
(−1)kq(k2)
]s−r+1
, (2.14)
donde, para simplificar la notacio´n, se denotara´ (a1, a2, . . . , am; q)k a la expresio´n
(a1; q)k(a2; q)k · · · (am; q)k,
siendo (a; q)k unos q-ana´logos de los sı´mbolos de Pochhammer2, (a)k, los cuales vienen definidos
por
(a; q)0 := 1, y (a; q)k := (1− a)(1− aq) · · · (1− aqk−1), k = 1, 2, . . .
Claramente
l´ım
q→1
(qα; q)k
(1− q)α = (α)k.
Adema´s, (a; q)k puede tambie´n definirse para los nu´meros enteros negativos, esto es,
(a; q)−k :=
1
(1− aq−1)(1− aq−2) · · · (1− aq−k) , a 6= q, q
2, . . . , qk, k = 1, 2, . . . ,
de modo que
(a; q)−n =
1
(aq−n; q)n
=
(−qa−1)n
(qa−1; q)n
q(
n
2), n = 0, 1, . . .
De hecho, se define (a; q)∞ como
(a; q)∞ := l´ım
n→+∞(a; q)n =
∞∏
k=0
(1− aqk).
Para ma´s detalles referentes a la q-teorı´a puede consultarse [66].
Se asumira´ que los factores que aparecen en el denominador no se cancelan nunca. Si se denota
por vn al te´rmino general de dicha serie, obse´rvese que
vk+1
vk
=
(1− a1qk) · · · (1− arqk)
(1− b1qk) · · · (1− bsqk)(1− qk+1)z(−q
k)s−r+1,
es una funcio´n racional de qk. De hecho, si uno de los para´metros ai es igual a qk donde k es un
nu´mero entero no negativo entonces dicha serie es un polinomio en z. En otro caso, el radio de
convergencia ρ de dicha serie viene dado por
ρ :=

∞ si r < s+ 1,
1 si r = s+ 1,
0 si r > s+ 1.
.
El caso especial r = s+ 1 se lee de la forma
s+1ϕs
(
a1, a2, . . . , as+1
b1, b2, . . . , bs
∣∣∣∣ q; z) = ∞∑
k=0
(a1, a2, . . . , as+1; q)k
(b1, b2, . . . , bs; q)k
zk
(q; q)k
.
2Los sı´mbolos de Pochhammer (a)k vienen definidos por (a)0 := 1, y (a)k = a(a + 1) · · · (a + k − 1), k =
1, 2, . . . ,
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Dicha serie hipergeome´trica ba´sica fue introducida por Heine in 1846 – de ahı´ que en ocasiones de
denominen series de Heine –. Una serie hipergeome´trica ba´sica donde z = q y qa1a2 · · · as+1 =
b1b2 · · · bs se denomina compensada (o Saalschu¨tziana).
Se define la q-funcio´n hipergeome´trica rFs mediante la expresio´n
rFs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
∣∣∣∣ q, z) := ∞∑
k=0
(a1|q)k · · · (ar|q)k
(b1|q)k · · · (bs|q)k
zk
(1|q)q
[
κ−kq q
k(k−1)
4
]s−r+1
, (2.15)
donde (a|q)k son otros q-ana´logos de los sı´mbolos de Pochhammer definidos como [116]
(a|q)k :=
k−1∏
m=0
[a+m]q =
Γ˜(a+ k)
Γ˜(a)
= (−1)k(qa; q)kκ−kq q−
k
4
(k−1)− ka
2 , (2.16)
siendo Γ˜(x) un q-ana´logo de la funcio´n Γ introducida en [116, Eq.(3.2.24)], y relacionada con la
funcio´n q-Gamma cla´sica Γq mediante la fo´rmula
Γ˜(s) = q−
(s−1)(s−2)
4 Γq(s) = q−
(s−1)(s−2)
4 (1− q)1−s (q; q)∞
(qs; q)∞
, 0 < q < 1.
De hecho se tiene
Γ˜(x+ 1) = [x]qΓ˜(x),
y
(1|q)k = Γ˜(k + 1) = (−1)kq−
k
4
(k+1)κ−kq (q; q)k, k ∈ N.
Nota 2.4.2. No´tese que ambas funciones esta´n relacionadas mediante la expresio´n [119]
p+1ϕp
(
qa1 , qa2 , · · · , qap+1
qb1 , qb2 , · · · , qbp
∣∣∣∣ q, z) = p+1Fp ( a1, a2, . . . , ap+1b1, b2, . . . , bp
∣∣∣∣ q, t)∣∣∣∣
t=t0
, (2.17)
donde
t0 = zq
1
2(
∑p+1
i=1 ai−
∑p
i=1 bi).
Para ma´s informacio´n acerca de las series hipergeome´tricas ba´sicas ve´ase, entre otros, [28, 66].
2.5. Generalidades sobre el q-ca´lculo
2.5.1. Diferenciacio´n e integracio´n
Los polinomios ortogonales q-cla´sicos, {Pn}n≥0, (Grandes q-Jacobi, q-Laguerre, Al-Salam
& Carlitz I, etc) se caracterizan por verificar la propiedad que la sucesio´n de sus q-diferencias
{∆(1)Pn+1}n≥0 son, de nuevo, ortogonales (propiedad de Hahn, ve´ase [71]). De hecho, si la red
x(s) es de tipo lineal, el operador ∆(1) es un caso particular del operador de Hahn el cual se define
como
Lq,ω(f)(x) =
f(qx+ ω)− f(x)
(q − 1)x+ ω , ω ∈ C, q ∈ C, |q| 6= 1. (2.18)
Nota 2.5.1. Como caso particular de dicho operador esta´ el operador q-derivada, Dq, que coin-
cide con Lq,0, esto es
Dq(f)(x) := f(qx)− f(x)(q − 1)x . (2.19)
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Si f es una funcio´n diferenciable, el operador Dq verifica
l´ım
q→1
Dq(f)(x) = d
dx
[f(x)].
A tı´tulo de ejemplo, obse´rvese que la accio´n de Dq sobre f(x) = xa
Dq[xa] = q
a − 1
q − 1 x
a−1 = [a]xa−1.
A partir de (2.19) puede deducirse el ana´logo de la fo´rmula de Leibniz
Dq[fg](x) = f(qx)D[g(x)] + g(x)Dq[f(x)]. (2.20)
Por otro lado, la q-integral viene definida por∫ z
0
f(t)dqt := (1− q)
∞∑
n=0
f(zqn)zqn. (2.21)
Esta definicio´n se debe a F. H. Jackson, que adema´s definio´ dicha q-integral sobre (0,∞) como∫ ∞
0
f(t)dqt := (1− q)
∞∑
n=−∞
f(qn)qn. (2.22)
Adema´s, con esa definicio´n∫ z2
z1
f(t)dqt =
∫ z2
0
f(t)dqt−
∫ z1
0
f(t)dqt.
Si f es continua en [0, z], entonces se tiene que
l´ım
q→1
∫ z
0
f(t)dqt =
∫ z
0
f(t)dt.
Otra consecuencia inmediata de dicha definicio´n es∫ z
0
Dq(f)(t)dqt = f(z)− f(0). (2.23)
Por u´ltimo, combinando (2.20) y (2.23) se deduce la fo´rmula de integracio´n por partes:∫ b
a
f(x)Dqg(x)dqx = f(b)g(b)− f(a)g(a)−
∫ b
a
g(qx)Dqf(x)dqx. (2.24)
Ma´s informacio´n relativa al q-ca´lculo descrito de una forma sencilla y con rigor puede encontrarse,
por ejemplo, en [55].
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2.6. Preliminares relativos a los q-polinomios
Dado que la mayorı´a de los resultados que se obtendra´n en esta memoria esta´n relacionados
con los q-polinomios, se dara´n previamente las propiedades ma´s importantes de estos.
Los q-polinomios son, como ya se menciono´ anteriormente, las soluciones polino´micas de la ecua-
cio´n en diferencias de segundo orden que resulta al discretizar (2.1).
Ma´s concretamente, se sustituyen las derivadas en (2.1) por sus correspondientes aproximaciones
en una red no uniforme
y′ ∼ 1
2
[
y(x(s+ h))− y(x(s))
x(s+ h)− x(s) +
y(x(s))− y(x(s− h))
x(s)− x(s− h)
]
,
y′′ ∼ 1
x(s+ h2 )− x(s− h2 )
[
y(x(s+ h))− y(x(s))
x(s+ h)− x(s) −
y(x(s))− y(x(s− h))
x(s)− x(s− h)
]
.
Definicio´n 2.6.1. Una red es una funcio´n compleja x ∈ C2(Λ) definida sobre el dominio complejo
Λ, con N0 ⊆ Λ, y x(s), s = 0, 1, . . . son los puntos donde se discretizara´ el operador (2.1).
a bx(s−h) x(s) x(s+h)
x(s− h2 ) x(s+ h2 )
µ 6 I
R ?
Figura 2.1: Discretizacio´n en una red no uniforme x(s)
La razo´n de escribir el factor x(s+ h2 )− x(s− h2 ) se debe a que la diferencia generalizada
y(x(s+ h))− y(x(s))
x(s+ h)− x(s) ,
aproxima mejor a la primera derivada en x(s− h2 ), que en x(s) [116, pa´g. 55]. De hecho tomando
dichas aproximaciones, el operador obtenido aproxima a (2.1) hasta orden O(h2).
Asumiendo, por comodidad, h = 1, se obtiene la ecuacio´n en diferencias de segundo orden
σ(s)
∆
∇x1(s)
∇y(s)
∇x(s) + τ(s)
∆y(s)
∆x(s)
+ λy(s) = 0,
σ(s) = σ˜(s)− 12 τ˜(s)∇x1(s), τ(s) = τ˜(s),
(2.25)
donde σ˜ y τ˜ son polinomios3 en x de grado a lo ma´s 2 y 1, respectivamente, y λ es una constante
independiente de s.
A partir de ahora, se usara´ la siguiente notacio´n para los coeficientes del desarrollo de Taylor de σ˜
y τ˜
σ˜(s) ≡ σ˜[x(s)] = σ˜
′′
2
x2(s) + σ˜′(0)x(s) + σ˜(0), τ˜(s) ≡ τ˜ [x(s)] = τ˜ ′x(s) + τ˜(0). (2.26)
Una propiedad esencial es el cara´cter hipergeome´trico de dicha ecuacio´n, i.e. la k-e´sima q-diferen-
cia de una solucio´n, y, de la ecuacio´n (2.25), definida como
yk(s) = ∆(k)y(s) :=
∆
∆xk−1(s)
∆
∆xk−2(s)
. . .
∆
∆x(s)
y(s),
3De ahora en adelante, cuando se diga que p es un polinomio en xk, k ∈ Z, uno se estara´ refiriendo a que p es un
polinomio en xk(s) := x(s+ k2 ).
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tambie´n satisface una ecuacio´n en diferencias del mismo tipo. De hecho,
σ(s)
∆
∇xk+1(s)
∇yk(s)
∇xk(s) + τk(s)
∆yk(s)
∆xk(s)
+ µkyk(s) = 0, (2.27)
donde xk(s) = x(s+ k2 ), y [116, pa´g. 62, (3.1.29)]
τk(s) =
σ(s+ k)− σ(s) + τ(s+ k)∆x(s+ k − 12)
∆xk−1(s)
, y µk = λ+
k−1∑
m=0
∆τm(s)
∆xm(s)
. (2.28)
Es importante recalcar que la ecuacio´n en diferencias anterior admite soluciones polino´micas de
tipo hipergeome´trico si y so´lo si x(s) es una funcio´n de la forma [40, 119]
x(s) = c1(q)qs + c2(q)q−s + c3(q) = c1(q)(qs + q−s−µ) + c3(q), (2.29)
donde ci ≡ ci(q), i = 1, 2, 3, son constantes las cuales, en general, dependen de q.
Nota 2.6.1. Si |µ| <∞, entonces qµ = c1(q)c2(q) , adema´s en ese caso x(s) = x(−s− µ).
Para dicha red, un ca´lculo sencillo muestra que τk es un polinomio de primer grado en xk de
la forma (ve´ase, por ejemplo, [16, 40])
τk(s) = τ ′kxk(s) + τk(0), τ
′
k = [2k]q
σ˜′′
2
+ αq(2k)τ˜ ′,
τk(0) =
c3σ˜
′′
2
(2[k]q − [2k]q) + σ˜′(0)[k]q + c3τ ′(αq(k)− αq(2k)) + τ˜(0)αq(k),
(2.30)
y
λn = −[n]q
{
αq(n− 1)τ˜ ′ + [n− 1]q σ˜
′′
2
}
,
donde los q-nu´meros [k]q (en su forma sime´trica) y αq(k) vienen definidos por
[k]q =
q
k
2 − q− k2
q
1
2 − q− 12
, αq(k) =
q
k
2 + q−
k
2
2
. (2.31)
Adema´s en [116] se probo´ que las soluciones polino´micas de (2.27) (ası´ como las soluciones
polino´micas de (2.25)) venı´an determinadas por el q-ana´logo de la fo´rmula de Rodrigues sobre la
red general definida en (2.29)
∆
∆xk−1(s)
· · · ∆
∆x(s)
Pn(s) ≡ ∆(k)Pn(s) = An,kBn
ρk(s)
∇(n)k ρn(s), (2.32)
donde
∇(n)k :=
∇
∇xk+1(s)
∇
∇xk+2(s) · · ·
∇
∇xn(s) , k = 0, 1, . . .
An,k =
[n]q!
[n− k]q!
k−1∏
m=0
{
αq(n+m− 1)τ˜ ′ + [n+m− 1]q σ˜
′′
2
}
, (2.33)
y Bn es una constante no nula. Ası´ [116, pa´g. 66, (3.2.19)]
Pn(s) =
Bn
ρ(s)
∇(n)0 ρn(s). (2.34)
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A partir de (2.34) se sigue la fo´rmula explı´cita para Pn [116, Eq.(3.2.30)]
Pn(s) = Bn
n∑
m=0
[n]q!(−1)m+n
[m]q![n−m]q!
∇x(s+m− n−12 )
n∏
l=0
∇x(s+ m−l+12 )
ρn(s− n+m)
ρ(s)
, (2.35)
Usando la fo´rmula anterior puede verse [40, 116, 119] que la solucio´n polino´mica ma´s general de
la ecuacio´n q-hipergeome´trica (2.25) se corresponde con
σ(s) = A
4∏
i=1
[s− si]q = Cq−2s
4∏
i=1
(qs − qsi), (2.36)
donde A y C son constantes no nulas y si, i = 1, 2, 3, 4, son constantes complejas y tiene la forma
[119, p. 240, Eq. (49a)]
Pn(s) = Dn 4ϕ3
(
q−n, q2µ+n−1+
∑4
i=1si , qs1−s, qs1+s+µ
qs1+s2+µ, qs1+s3+µ, qs1+s4+µ
; q , q
)
, (2.37)
donde el factor de normalizacio´n Dn viene dado por
Dn=Bn
( −A
c1qµκ5q
)n
q−
n
2
(3s1+s2+s3+s4+
3(n−1)
2
)(qs1+s2+µ; q)n(qs1+s3+µ; q)n(qs1+s4+µ; q)n,
donde, como antes, κq = q
1
2 − q− 12 y rϕs es una serie hipergeome´trica ba´sica.
De hecho, en general, la fo´rmula explı´cita de λn es [119, p. 232, Eq. (52)]
λn =− Aq
µ
c21(q)κ4q
[n]q [s1 + s2 + s3 + s4 + 2µ+ n− 1]q
=− C q
−n+ 1
2
κ2qc
2
1(q)
(1− qn) (1− qs1+s2+s3+s4+2µ+n−1) , (2.38)
la cual puede obtenerse igualando las potencias de qs en (2.25).
Adema´s, teniendo en cuenta (2.15) y (2.17), (2.37) puede escribirse en te´rminos de las q-funciones
hipergeome´tricas rFs como [119, p.232, Eq.(49)]
Pn(s) = Bn
(
A
c1(q)q−
µ
2 κ2q
)n
(s1 + s2 + µ|q)n(s1 + s3 + µ|q)n
×(s1 + s4 + µ|q)n 4F3
 −n, 2µ+ n− 1 +
4∑
i=1
si, s1 − s, s1 + s+ µ
s1 + s2 + µ, s1 + s3 + µ, s1 + s4 + µ
∣∣∣∣∣∣∣ q , 1
 .
(2.39)
Ambas ecuaciones en diferencias, (2.25) y (2.27), pueden reescribirse en forma sime´trica
∆
∇x1(s)
[
σ(s)ρ(s)
∇y(s)
∇x(s)
]
+ λnρ(s)y(s) = 0,
y
∆
∇xk+1(s)
[
σ(s)ρk(s)
∇yk(s)
∇xk(s)
]
+ µkρk(s)yk(s) = 0,
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donde ρ0(s) = ρ(s) y
ρk(s) = ρk−1(s+ 1)σ(s+ 1) = ρ(s+ k)
k∏
m=1
σ(s+m), k = 1, 2, . . .
Es ma´s, dichas funciones, ρ y ρk(s), satisfacen las ecuaciones en diferencias de tipo Pearson
4
∇x1(s) [σ(s)ρ(s)] = τ(s)ρ(s) ,
4
∇xk+1(s) [σ(s)ρk(s)] = τk(s)ρk(s), (2.40)
respectivamente.
Nota 2.6.2. Teniendo en cuenta (2.40) se deduce que
τn(s) =
σ(−s− n− µ)− σ(s)
∇xn+1(s) . (2.41)
Por otro lado, puede probarse [116], empleando la ecuacio´n en diferencias de tipo hiper-
geome´trico (2.25), que si se satisfacen las condiciones de contorno
σ(a)ρ(a)xk−1(a) = σ(b)ρ(b)x
k
−1(b) = 0, k = 0, 1, . . . , (2.42)
entonces los polinomios Pn son ortogonales respecto a la funcio´n ρ, la cual esta´ soportada sobre
el intervalo [a, b], sobre la red x, i.e.,
b−1∑
s=a
Pn(s)Pm(s)ρ(s)∇x1(s) = d2nδnm, ∆s = 1, (2.43)
donde ρ es una solucio´n de la ecuacio´n de tipo Pearson (2.40). En el caso especial que la red sea
de la forma x(s) = qs la relacio´n anterior puede escribirse en te´rminos de la q-integral de Jackson
(ve´ase, por ejemplo, [66, 82]) de la forma:∫ qb
qa
Pn(t)qPm(t)qω(t)dqt = δnmq
1
2d2n, t = q
s, ω(t) ≡ ω(qt) = ρ(t). (2.44)
No´tese que las condiciones de contorno (2.42) son va´lidas para k = 0. Adema´s, si se asume que
a es finito, entonces (2.42) se satisface para s = a proporciona´ndose que σ(a) = 0 [116, §3.3,
pa´g. 70]. A partir de ahora se asumira´ que se satisfacen dichas condiciones de contorno. La norma
cuadra´tica en (2.43) viene dada por [116, §3.7.2, pa´g. 104]
d2n = (−1)nAn,nB2n
b−n−1∑
s=a
ρn(s)∇xn+1(s).
Hay tambie´n una ortogonalidad denominada ortogonalidad continua. De hecho, si existe una curva
Γ tal que ∫
Γ
∆[ρ(z)σ(z)xk(z − 12)] dz = 0, k = 0, 1, . . . (2.45)
entonces [116]∫
Γ
Pn(z)qPm(z)qρ(z)∆x(z − 12) dz = 0, n 6= m, n,m = 0, 1, . . .
Tenindose en cuenta la definicio´n de la red x(s) dada en (2.29) se tiene el siguiente resultado.
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Lema 2.6.1.
∆(k)xn(s) =
[n]q!
[n− k]q!x
n−k
k (s) + c3
(
n
[n− 1]q!
[n− k − 1]q! − (n− k)
[n]q!
[n− k]q!
)
xn−k−1k (s) + · · · .
En el caso k = n− 1, dicha expresio´n se convierte en
∆(n−1)xn(s) = [n]q!xn−1(s) + c3[n− 1]q! (n− [n]q) . (2.46)
Ahora, usa´ndose la fo´rmula de Rodrigues (2.32) para k = n− 1,
∆(n−1)Pn(x(s))q =
An,n−1Bn
ρn−1(s)
∇(n)n−1ρn(s) =
An,n−1Bn
ρn−1(s)
∇
∇xn(s)ρn(s),
ası´ como ρn(s) = ρn−1(s+1)σ(s+1), xn(s) = xn−1(s+ 12) y la ecuacio´n de tipo Pearson (2.40)
para ρn−1(s), se obtiene que
∆(n−1)Pn(x(s))q = An,n−1Bnτn−1(s).
Por lo tanto, si Pn(x) = knxn + k′nxn−1 + k′′nxn−2 + · · · ,
kn =
An,n−1Bnτ˜ ′n−1
[n]q!
= Bn
n−1∏
k=0
{
αq(n+ k − 1)τ˜ ′ + [n+ k − 1]q σ˜
′′
2
}
, (2.47)
y
k′n
kn
=
[n]q τ˜n−1(0)
τ˜ ′n−1
+ c3([n]q − n).
Ası´ los coeficientes de la RRTT (2.9) vienen dados por
αn =
Bn
Bn+1
αq(n− 1)τ˜ ′+[n− 1]q σ˜′′2
(αq(2n−1)τ˜ ′+[2n−1]q σ˜′′2 )(αq(2n)τ˜ ′+[2n]q σ˜
′′
2 )
= − Bn
Bn+1
λn
[n]q
[2n]q
λ2n
[2n+ 1]q
λ2n+1
,
βn =
[n]q τ˜n−1(0)
τ˜ ′n−1
− [n+ 1]q τ˜n(0)
τ˜ ′n
+ c3([n]q + 1− [n+ 1]q).
(2.48)
Usando la fo´rmula de Rodrigues se deduce la siguiente relacio´n [11, 116]
σ(s)
∇Pn(x(s))q
∇x(s) =
λn
[n]qτ ′n
(
τn(s)Pn(x(s))q − Bn
Bn+1
Pn+1(x(s))q
)
,
donde τn viene dado por (2.30), y
τ ′n =
λ2n+1
[2n+ 1]q
.
Entonces, empleando la expresio´n explı´cita para αn, se deduce que
σ(s)
∇Pn(s)
∇x(s) =
λn
[n]q
τn(s)
τ ′n
Pn(s)− αnλ2n[2n]q Pn+1(s). (2.49)
Dicha ecuacio´n define el siguiente operador creacio´n en te´rminos de las diferencias regresivas
l+n := σ(s)
∇
∇x(s) −
λn
[n]q
τn(s)
τ ′n
◦ I,
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a trave´s del cual se puede obtener el polinomio Pn+1 a partir del polinomio Pn, de hecho,
l+nPn(s) = −
αnλ2n
[2n]q
Pn+1(s).
Si se tiene en cuenta que ∇ = ∆ −∇∆, la ecuacio´n en diferencias de segundo orden y la RRTT
se obtiene que
(σ(s) + τ(s)∇x1(s))∆Pn(s)∆x(s) =
γnλ2n
[2n]q
Pn−1(s)
+
(
λn
[n]q
τn(s)
τ ′n
− λn∇x1(s)− λ2n[2n]q (x(s)− βn)
)
Pn(s).
(2.50)
El cual da lugar al operador destruccio´n [11]
l−n := (σ(s) + τ(s)∇x1(s))
∆
∆x(s)
−
(
λn
[n]q
τn(s)
τ ′n
− λn∇x1(s)− λ2n[2n]q (x(s)− βn)
)
◦ I,
a trave´s del cual se puede obtener el polinomio Pn−1 a partir del polinomio Pn, de hecho,
l−nPn(s) =
γnλ2n
[2n]q
Pn−1(s).
Nota 2.6.3. Las ecuaciones (2.49) y (2.50) se denominan ecuaciones de diferenciacio´n y cuando
la red es de tipo lineal dan lugar a la primera relacio´n de estructura asociadas a los q-polinomios.
Antes de pasar a detallar otras generalidades relacionadas con los q-polinomios se menciona
que en el ape´ndice A, se dara´n los principales datos relativos a los q-polinomios de las tablas de
Askey y de Hahn considerados en la memoria (ve´ase la tabla A.1).
3
Un enfoque general de las familias cla´sicas
Es bien conocido el hecho que las familias cla´sicas de polinomios ortogonales se caracterizan
por ser las autofunciones polino´micas de un operador lineal de segundo orden. De hecho, dicho
operador lineal es un operador diferencial en el caso esta´ndar y en diferencias en el caso discreto.
En este capı´tulo se pretende presentar un enfoque general de los polinomios ortogonales cla´si-
cos en el contexto ma´s general usando calculo diferencial y en diferencias, y teorı´a de operadores
obtenie´ndose una representacio´n de los polinomios ortogonales cla´sicos que permite trabajar con
cualquiera de ellos de la misma forma dando, adema´s, un teorema de caracterizacio´n que es va´lido
para todas las familias cla´sicas el cual no se conocı´a hasta el momento.
Una de las piezas clave de esta representacio´n es el operador de Rodrigues el cual se definira´ de
una forma intuitiva a medida que se van desarrollando las propiedades que ya se conocen acerca
de las familias cla´sicas.
Nota 3.0.4. En [57] puede encontrarse la versio´n completa del trabajo desarrollado en este
capı´tulo.
3.1. Conexio´n con la Teorı´a de operadores
Los polinomios ortogonales esta´ndar, como se menciono´ anteriormente, son las soluciones
polino´micas de la ecuacio´n diferencial lineal de segundo orden (2.1) por lo tanto, desde el punto
de vista de la Teorı´a de operadores, son autofunciones del siguiente operador lineal de segundo
orden
H := σ˜(x)
d2
dx2
+ τ˜(x)
d
dx
, (3.1)
donde σ˜ y τ˜ son polinomios de grados a lo ma´s 2 y 1, respectivamente.
De hecho, si {Pn}n≥0 es una SP esta´ndar, e´sta satisface la relacio´n
HPn(x) =
(
nτ˜ ′ + n(n− 1) σ˜′′2
)
Pn(x), n = 0, 1, . . . , (3.2)
y son ortogonales respecto a cierta funcio´n peso ρ soportada sobre Ω ⊆ R, i.e.∫
Ω
Pn(x)Pm(x)ρ(x)dx = d2nδn,m, n,m = 0, 1, . . . (3.3)
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Nota 3.1.1. La funcio´n peso ρ debe satisfacer ciertas condiciones de contorno en la frontera de
Ω.
Adema´s, dicha funcio´n peso ρ satisface la ecuacio´n diferencial de Pearson
d
dx
[σ˜(x)ρ(x)] = τ˜(x)ρ(x). (3.4)
Ahora se considerara´n dos discretizaciones del operador (3.1) reemplazando el operador derivada
por ciertas aproximaciones.
Una aproximacio´n del operador H consiste en sustituir las derivadas por sus correspondientes
aproximaciones en una red uniforme
y′ ∼ 1
2
[
y(x+ h)− y(x)
h
+
y(x)− y(x− h)
h
]
,
y′′ ∼ 1
h
[
y(x+ h)− y(x)
h
− y(x)− y(x− h)
h
]
,
que aproxima a H en una red uniforme con paso ∆x = h hasta un orden de O(h2) [116].
Generalmente se estudia el caso h = 1, que conduce al operador en diferencias lineal de segundo
orden escrito en te´rminos de los operadores en diferencias finitas progresivas, ∆, y regresivas, ∇,
con paso ∆x = h = 1.
H∆ := σ(s)∆∇+ τ(s)∆,
∆f(s) = f(s+ 1)− f(s), ∇f(s) = f(s)− f(s− 1),
(3.5)
donde σ(x) := σ˜(x)− 12 τ˜(x) es un polinomio de grado a lo ma´s 2 y τ(x) = τ˜(x).
De hecho, si {Pn}n≥0 es una SP ∆-cla´sica, esta satisface la relacio´n
H∆Pn(s) =
(
nτ˜ ′ + n(n− 1) σ˜′′2
)
Pn(s), n = 0, 1, . . . , (3.6)
y es ortogonal respecto a cierta funcio´n peso ρ soportada sobre Ω ⊆ R, i.e.∑
s∈Ω
Pn(s)Pm(s)ρ(s) = d2nδn,m, ∆s = 1, n,m = 0, 1, . . . (3.7)
Como en el caso esta´ndar, la funcio´n peso ρ debe satisfacer tanto ciertas condiciones de contorno
como la ecuacio´n en diferencias de tipo Pearson:
∆[σ(s)ρ(s)] = τ(s)ρ(s). (3.8)
Otra posibilidad consiste en sustituir las derivadas por sus correspondientes aproximaciones en
una red no uniforme, obtenie´ndose el operador en diferencias lineal de segundo orden
Hq = σ(s)
∆
∇x1(s)
∇
∇x(s) + τ(s)
∆
∆x(s)
, (3.9)
donde, como se menciono´ anteriormente,
x(s) = c1qs + c2q−s + c3, (3.10)
σ(s) := σ˜(s)− 12τ(s)∇x1(s), y τ(s) = τ˜(s).
Nota 3.1.2. En general, σ no es un polinomio en x pero, si la red es de tipo lineal, i.e. c1c2 = 0
no siendo ambos cero, entonces σ es un polinomio en x de grado a lo ma´s 2.
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De hecho, si {Pn}n≥0 es una sucesio´n de q-polinomios, esta satisface la relacio´n
HqPn(s) = [n]q
{
αq(n− 1)τ˜ ′ + [n− 1]q σ˜
′′
2
}
Pn(s), n = 0, 1, . . . (3.11)
donde, como antes,
αq(n) :=
q
n
2 + q−
n
2
2
, (3.12)
y
[s]q :=
q
s
2 − q− s2
q
1
2 − q− 12
, s ∈ C. (3.13)
Adema´s, dicha SP es ortogonal respecto a cierta funcio´n peso ρ soportada sobre Ω ⊆ R, i.e.∑
s∈Ω
Pn(s)Pm(s)ρ(s)∇x1(s) = d2nδn,m, ∆s = 1, n,m = 0, 1, . . . (3.14)
Asimismo, como en los casos anteriores, la funcio´n peso ρ satisface tanto ciertas condiciones de
contorno como una ecuacio´n en diferencias de tipo Pearson
∆[σ(s)ρ(s)] = τ(s)ρ(s)∇x1(s). (3.15)
Nota 3.1.3. Se recuerda que las autofunciones polino´micas del operador lineal H∆ son los deno-
minadas polinomios ∆-cla´sicos, y las autofunciones polino´micas del operador lineal Hq son los
q-polinomios.
Un hecho importante relativo a dichos operadores es el cara´cter hipergeome´trico de estos,
i.e., si y es una autofuncio´n del operador lineal H, entonces ym = y(m) es una autofuncio´n del
operador diferencial lineal
Hm := σ(x)
d2
dx2
+ (τ(x) +mσ′(x))
d
dx
.
Si y es una autofuncio´n del operador lineal H∆, entonces ym = ∆my es una autofuncio´n del
operador en diferencias lineal
H∆,m := σ(s)∆∇+ (τ(s+m) + σ(s+m)− σ(s))∆.
Finalmente, si y es una autofuncio´n del operador lineal Hq, entonces ym = ∆(m)y es una auto-
funcio´n del operador en diferencias lineal
Hq,m := σ(s)
∆
∇x1(s)
∇
∇x(s) +
(
τ(s+ k)
∆x(s+ k − 12)
∆xk−1(s)
+
σ(s+ k)− σ(x)
∆xk−1(s)
)
∆
∆x(s)
.
De ahora en adelante, se estudiara´n algunas propiedades relacionadas con el operador q-Hamilto-
niano Hq, sus soluciones, y algunas de sus propiedades algebraicas ma´s relevantes. Teniendo en
cuenta la definicio´n de los operadores ∆ y ∇, se puede reescribir Hq como sigue
Hq =
1
∇x1(s)
((
σ(s) + τ(s)∇x1(s)
)∆y(s)
∆x(s)
− σ(s)∇y(s)∇x(s)
)
. (3.16)
Ana´logamente, se puede reescribir la ecuacio´n en diferencias de tipo Pearson (3.15) como
σ(s+ 1)ρ(s+ 1) =
(
σ(s) + τ(s)∇x1(s)
)
ρ(s). (3.17)
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Se se combinan (3.16) y (3.17), se obtiene la representacio´n sime´trica o autoconjugada de (3.9)
Hq =
[
1
ρ(s)
∇
∇x1(s) ρ1(s)
]
∆
∆x(s)
, (3.18)
donde ρ0(s) := ρ(s) y ρk(s) := ρk−1(s+ 1)σ(s+ 1) para cada entero k.
Esta representacio´n del operador en diferencias lineal (3.9) es una de las claves para definir el
operador de Rodrigues a trave´s de el cual se podra´n unificar todas las representaciones de las
familias cla´sicas.
Nota 3.1.4. Ana´logamente, un ca´lculo directo conduce a las siguientes representaciones sime´tri-
cas para (3.1) y (3.5)
H =
1
ρ(x)
d
dx
[
ρ1(x)
d
dx
]
, (3.19)
donde ρ0(x) := ρ(x) y ρk(x) := ρk−1(x)σ(x), para cada nu´mero entero k.
Y
H∆ =
1
ρ(s)
∇
[
ρ1(s)∆
]
, (3.20)
donde ρ0(s) := ρ(s) y ρk(s) := ρk−1(s+ 1)σ(s+ 1) para cada nu´mero entero k.
De hecho, tomando k = 0 en (2.32), uno puede escribir las autofunciones polino´micas de Hq
como
Pn(s) :=
[
Bn
ρ0(s)
∇
∇x1(s)ρ1(s)
] [
1
ρ1(s)
∇
∇x2(s)ρ2(s)
]
· · ·
[
1
ρn−1(s)
∇
∇x1(s)ρn(s)
]
, (3.21)
donde Bn 6= 0, n = 0, 2, . . .
3.2. El operador de Rodrigues
Las expresiones obtenidas en la seccio´n previa para el q-Hamiltoniano (3.18) y sus autofuncio-
nes polino´micas (3.21), sugieren que se considere un nuevo operador el cual se denominara´ ope-
rador de Rodrigues.
Definicio´n 3.2.1. Dadas las funciones σ, ρ, donde ρ esta´ soportada sobre Ω ⊆ R, y una red
x(s) ≡ x, se define el k-e´simo operador de Rodrigues asociado a la terna (σ, ρ, x) como
R0(σ, ρ, x) := I, R1(σ, ρ, x) :=
1
ρ(s)
∇
∇x1(s) ρ1(s)I,
Rk(σ, ρ, x) := R1(σ, ρ, x) ◦Rk−1(σ, ρ1, x1), k = 2, 3, . . .
(3.22)
donde ρ1(s) = σ(s+ 1)ρ(s+ 1) e I representa al operador identidad.
Para simplificar la notacio´n, se denotara´ por Rk(ρ, x) al operador Rk(σ, ρ, x). Adema´s, te-
niendo en cuenta la correspondencia entre el operador desplazamiento, el operador en diferencias
finitas y el operador en q-diferencia, es sencillo comprobar que, en el caso cla´sico esta´ndar
R1(ρ, x) =
1
ρ
d
dx
ρ1(x)I,
y en el caso ∆-cla´sico
R1(ρ, x) =
1
ρ(s)
∇ρ1(s)I.
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Con esta definicio´n, es claro que el operador (3.9) puede reescribirse como sigue
Hq = R1(ρ, x)∆(1), (3.23)
y sus autofunciones polino´micas como
Pn(s) = BnRn(ρ, x)[1], Bn 6= 0, n = 0, 1, . . . . (3.24)
Adema´s, este es el camino que permite escribir tanto los operadores lineales H, H∆, y Hq, como
sus autofunciones polino´micas de una forma unificada.
Ahora, se considerara´n algunas propiedades relativas al operador de Rodrigues
Lema 3.2.1. La ecuacio´n en diferencias de tipo Pearson (3.14) puede ser reescrita como sigue
R1(ρ, x)[1] = τ(s). (3.25)
Lema 3.2.2. Sean σ, ρ y x como antes tales satisfacen la ecuacio´n de tipo Pearson (3.15), o
equivalentemente (3.17), entonces para cada nu´mero entero k, se tiene la siguiente identidad
ρk(s+ 1)
ρk(s)
=
σ(s+ k) + τ(s+ k)∇x1(s+ k)
σ(s+ 1)
.
Prueba: La prueba se realizara´ primero por induccio´n para k > 0 y posteriormente por induccio´n
para k < 0.
El caso k = 0 es directo ya que es la ecuacio´n de tipo Pearson. Si suponemos la ecuacio´n probada
para k − 1, vea´moslo para k:
Dado que ρk(s) = ρk−1(s+ 1)σ(s+ 1),
ρk(s+ 1)
ρk(s)
=
ρk−1(s+ 2)σ(s+ 2)
ρk−1(s+ 1)σ(s+ 1)
(aplicando induccio´n para k − 1 y tomando s→ s+ 1)
=
σ((s+ 1) + (k − 1)) + τ((s+ 1) + (k − 1))∇x1((s+ 1) + (k − 1))
σ((s+ 1) + 1)
σ(s+ 2)
σ(s+ 1)
=
σ(s+ k) + τ(s+ k)∇x1(s+ k)
σ(s+ 1)
.
Si ahora k ≤ 0, supongamos que el resultado se probo´ para k + 1 ≤ 0, vea´moslo para k < 0. De
nuevo, dado que ρk(s+ 1)σ(s+ 1) = ρk+1(s),
ρk(s+ 1)
ρk(s)
=
ρk+1(s)σ(s)
ρk+1(s− 1)σ(s+ 1) (Aplicando induccio´n para k + 1 y tomando s→ s− 1)
=
σ((s− 1) + (k + 1)) + τ((s− 1) + (k + 1))∇x1((s− 1) + (k + 1))
σ((s− 1) + 1)
σ(s)
σ(s+ 1)
=
σ(s+ k) + τ(s+ k)∇x1(s+ k)
σ(s+ 1)
.
Otra consecuencia importante es la siguiente:
Lema 3.2.3. Para cualesquiera nu´meros enteros, n, k, 0 ≤ k ≤ n, existe una constante, Cn,k, tal
que
∆(k)Pn(s) = Cn,kRn−k(ρk, xk)[1]. (3.26)
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Prueba: Se probara´ por induccio´n sobre k.
Si k = 1, teniendo en cuenta (3.11), (3.23), (3.24), y desarrollando Pn en (3.26) se obtiene
que
R1(ρ, x)[∆(1)Pn(s)] = −λnR1(ρ, x)[Rn−1(ρ1, x1)[1]],
donde λn es una constante. Ası´, por unicidad, existe una constante Cn,1 tal que
∆(1)Pn(s) = Cn,1Rn−1(ρ1, x1)[1].
Si se supone el resultado cierto para cada 1 ≤ k ≤ m, se pasara´ a probar el resultado para
k = m+ 1 ≥ 2:
Por hipo´tesis de induccio´n, se conoce la existencia de una constante, Cn,m, tal que
∆(m)Pn(s) = Cn,mRn−m(ρm, xm)[1],
luego
∆(m+1)Pn(s) =
∆
∆xm(s)
∆(m)Pn(s) = Cn,m
∆
∆xm(s)
Rn−m(ρm, xm)[1].
De nuevo, por hipo´tesis de induccio´n, toma´ndose ρ ≡ ρm, x ≡ xm, n ≡ n −m, y k = 1,
se obtiene que existe una constante Em,1 tal que
∆
∆xm(s)
Rn−m(ρm, xm)[1] = Em,1Rn−m−1(ρm+1, xm+1)[1].
Por tanto tomando Cn,m+1 = Cn,mEm,1, se obtiene que
∆(m+1)Pn(s) = Cn,m+1Rn−(m+1)(ρm+1, xm+1)[1],
y el resultado queda demostrado.
Nota 3.2.1. Teniendo en cuenta el cara´cter hipergeome´trico de las familias cla´sicas [116], se
conoce la ecuacio´n de tipo Pearson que satisface ρm, y la ecuacio´n en diferencias lineal de se-
gundo orden que satisface ∆(m)Pn(s), para cada m,n = 0, 1, . . . .
3.3. El Teorema de caracterizacio´n para los q-polinomios
Para conseguir dicho propo´sito, se necesita redefinir el concepto de polinomio q-cla´sico ( o
q-polinomio). Adema´s, dado que las medidas esta´n soportadas sobre el eje real, se pasa a escribir
Ω como el intervalo1 [a, b].
Definicio´n 3.3.1. Se dira´ que la sucesio´n de polinomios {Pn}n≥0 es una sucesio´n de q-polinomi-
os sobre la red
x(s) = c1(q)qs + c2(q)q−s + c3, (3.27)
si satisfacen (3.14) donde
(i) ρ es una solucio´n de la ecuacio´n de tipo Pearson
∆[σ(s)ρ(s)] = τ(s)ρ(s)∇x1(s). (3.28)
1Si |a| =∞ (resp. |b| =∞) entonces se escribira´ dicho intervalo como (a, b] (resp. [a, b)).
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(ii) σ(s) + 12τ(s)∇x1(s) es un polinomio en x de grado a lo ma´s 2.
(iii) τ es un polinomio en x de grado 1.
Adema´s, se dira´ que la terna (σ, ρ, x) es una terna q-cla´sica si satisface (i)-(iii).
Dicha definicio´n contiene a otras anteriores definiciones relativas a sucesiones de q-polinomios
(ve´ase [9] y las referencias contenidas en e´sta) dadas sobre una red de tipo lineal ya que, en ese
caso, ∇x1(s) es un polinomio de grado 1, ası´
σ(s) =
(
σ(s) +
1
2
τ(s)∇x1(s)
)
− 1
2
τ(s)∇x1(s),
es un polinomio en x(s) de grado, a lo ma´s, 2.
Lema 3.3.1. Dados un polinomio pi y un nu´mero entero k, pi(xk(s))+pi(xk(s−1)) es un polinomio
en xk−1 de grado grd(pi).
Prueba: Por la definicio´n de la red x(s) ≡ x, se sabe que
xk(s) = x1(s+ k−12 ),
por tanto, basta considerar el caso k = 1. Se probara´ el resultado mediante el proceso de induccio´n
sobre m = grdpi:
Si m = 1 el resultado es directo.
Si m ≥ 2, entonces xm1 (s) + xm1 (s− 1) puede expresarse co´mo sigue
(xm−11 (s)+x
m−1
1 (s− 1))(x1(s)+x1(s− 1))−x1(s)x1(s− 1)(xm−21 (s)+xm−21 (s− 1)).
Y dado que
x1(s)x1(s− 1) = x2(s) + ([2]− 2)c3x(s) + (kq − 2)2c1c2 − (kq − 2)c23,
es un polinomio en x de grado 2 se deduce, via induccio´n, que la funcio´n anterior es un polinomio
en x de grado m, de ahı´ que el resultado quede probado.
Proposicio´n 3.3.1. Si (σ, ρ, x) es una terna q-cla´sica, entonces dados un nu´mero entero k y un
polinomio pi, la funcio´n
R1(ρk, xk)
[
pi(xk+1(s))
]
,
es un polinomio en xk de grado grd(pi) + 1.
Prueba: Por hipo´tesis, se sabe que σ̂(s) := σ(s) + 12τ(s)∇x1(s) y τ son polinomios en x de
grados, a lo ma´s, 2 y exactamente 1, respectivamente. Teniendo en cuenta adema´s el Lema 3.2.2,
se tiene
R1(ρk, xk)[1] =
1
ρk(s)
∇
∇xk+1(s) [ρk+1(s)]
=
1
ρk(s)
σ(s+ 1)ρk(s+ 1)− σ(s)ρk(s)
∇xk+1(s)
=
1
∇x1(s)
(
σ(s+ 1)ρk(s+ 1)
ρk(s)
− σ(s)
)
=
σ(s+ k) + τ(s+ k)∇x1(s+ k)− σ(s)
∇xk+1(s)
=
σ̂(s+ k)− σ̂(s) + 12τ(s+ k)∇x1(s+ k) + 12τ(s)∇x1(s)
∇xk+1(s) ,
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es un polinomio en xk de grado 1, de hecho
R1(ρk, xk)[1] =
{
αq(2k)τ ′ + [2k]q
σ̂′′
2
}
(xk(s)− c3)
+ αq(k)(τ(0) + c3τ ′) + [k]q(σ̂′(0) + c3σ̂′′),
(3.29)
siendo
σ̂(x) = σ̂
′′
2 x
2 + σ̂′(0)x+ σ̂(0), y τ(x) = τ ′x+ τ(0), (3.30)
los desarrollos de Taylor de σ̂ y τ , respectivamente.
Nota 3.3.1. De ahora en adelante, se denotara´ por Θ(s) a la expresio´n σ(s) + τ(s)∇x1(s).
Adema´s, para cada m y k nu´meros enteros, m ≥ 2, se tiene que, teniendo en cuenta el Lema
3.2.2,
R1(ρk(s), xk(s))
[
pi(xk+1(s))
]
=
=
(
σ(s+ k) + τ(s+ k)∇x1(s+ k)
)
∇xk+1(s) pi(xk+1(s))−
σ(s)
∇xk+1(s)pi(xk+1(s− 1))
=
Θ(s+ k)
∇xk+1(s)pi(xk+1(s))−
σ(s)
∇xk+1(s)pi(xk+1(s− 1))
(3.31)
Esta funcio´n sera´ un polinomio en xk si y so´lo si la funcio´n
Θ(s+ k2 )
∇x1(s) pi(x1(s))−
σ(s− k2 )
∇x1(s) pi(x−1(s))
=
(
σ(s+ k2 ) + τ(s+
k
2 )∇xk+1(s)
)
∇x1(s) pi(x1(s))−
σ(s− k2 )
∇x1(s) pi(x−1(s)).
(3.32)
es un polinomio en x. Pero dicha funcio´n es igual a[
Θ(s+ k2 )− σ(s− k2 )
]
∇x1(s) pi(x1(s)) +
σ(s− k2 )
∇x1(s)
[
pi(x1(s)− pi(x−1(s))
]
,
y tambie´n es igual a[
Θ(s+ k2 )− σ(s− k2 )
]
∇x1(s) pi(x−1(s)) +
Θ(s+ k2 )
∇x1(s)
[
pi(x1(s)− pi(x−1(s))
]
.
Por tanto, sera´ igual a la media aritme´tica de ambas. Usando el Lema 3.3.1 y la relacio´n
Θ(s+ k2 )− σ(s− k2 ) = q2(s)∇x1(s),
donde
q2(s) =
{
αq(2k)τ ′ + [2k]q
σ̂′′
2
}
(x(s)− c3) + αq(k)(τ(0) + c3τ ′) + [k]q(σ̂′(0) + c3σ̂′′),
es un polinomio en x de grado a lo ma´s 2, se deduce que (3.32) es un polinomio en x de grado a
lo ma´s grd(pi) + 1. Pero, de nuevo, un ca´lculo sencillo desvela que el coeficiente de xgrd(pi)+1 es
αq(m+ 2k) τ ′ + [m+ 2k]q
σ̂′′
2
6= 0, m = grdpi.
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Teniendo en cuenta estos resultados en conjunto, se pueden enunciar los que sera´n resultados
preliminares del primer Teorema principal de esta memoria.
Teorema 3.1. Sea {Pn}n≥0 una sucesio´n de q-polinomios ortogonales respecto a la funcio´n peso
ρ sobre la red x tal que se satisfacen las siguientes condiciones de contorno:
xk(a)xl−1(a)σ(a)ρ(a) = x
k(b)xl−1(b)σ(b)ρ(b) = 0, k, l = 0, 1, . . . (3.33)
Entonces, la sucesio´n {∆(1)Pn+1}n≥0 es una sucesio´n de q-polinomios ortogonales respecto a la
funcio´n peso ρ1 sobre x1.
Adema´s, el recı´proco es cierto si se tiene la condicio´n (3.33).
Prueba: Conside´rese una sucesio´n de q-polinomios, {Pn}n≥0, ortogonales respecto a la funcio´n
peso ρ sobre x, entonces fijado un nu´mero entero no negativo n, para cada 1 ≤ k < n, por la
Proposicio´n 3.3.1 se sabe que Qk(s) := R1(ρ, x)Pk−1(x1(s)) es un polinomio en x de grado a lo
ma´s k, luego
0 =
b−1∑
s=a
Pn(s)Qk(s)ρ(s)∇x1(s)
=
b−1∑
s=a
Pn(s)
{
R1(ρ, x)Pk−1(x1(s))
}
ρ(s)∇x1(s)
=
b−1∑
s=a
Pn(s)∇
[
ρ1(s)Pk−1(x1(s))
]
.
Aplicando la regla de Leibniz
∇[f(s)g(s)] = ∇[f(s)]g(s) + f(s− 1)∇[g(s)].
Se obtiene la siguiente formula de suma por partes
b−1∑
s=a
f(s)∇[g(s)] = f(s)g(s)
∣∣∣s=b−1
s=a−1
−
b−1∑
s=a
∇[f(s)]g(s− 1). (3.34)
Obtenie´ndose que
0 = Pn(s+ 1)ρ1(s)Pk−1(x1(s))
∣∣∣s=b−1
s=a−1
−
b−1∑
s=a
∇Pn(s+ 1)ρ1(s)Pk−1(x1(s)) (from (3.20))
= Pn(s)ρ(s)σ(s)Pk−1(x−1(s))
∣∣∣s=b
s=a
−
b−1∑
s=a
∆Pn(s)ρ1(s)Pk−1(x1(s)) (∆x(s) = ∇x2(s))
= Pn(s)σ(s)ρ(s)Pk−1(x−1(s))
∣∣∣s=b
s=a
−
b−1∑
s=a
∆(1)[Pn(s)]Pk−1(x1(s)) ρ1(s)∇x2(s).
Por lo tanto, {∆(1)Pn+1}n≥0 es una SPO respecto la funcio´n peso ρ1 sobe x1.
A continuacio´n, se comprobara´ que ρ1 satisface la ecuacio´n de tipo Pearson ana´loga a (3.28) sobre
x1
∆[σ(s)ρ1(s)]
ρ1(s)
=
σ(s+ 1)ρ1(s+ 1)
ρ1(s)
− σ(s) (Pn cla´sico)
= σ(s+ 1) + τ(s+ 1)∇x1(s+ 1)− σ(s) (Pn cla´sico)
= σ̂(s+ 1)− σ̂(s) + 1
2
τ(s+ 1)∇x1(s+ 1) + 12τ(s)∇x1(s),
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donde σ̂(s) = σ(s) + 12τ(s)∇x1(s) es un polinomio en x1 de grado a lo ma´s 2.
Teniendo en cuenta (3.29) para k = 1, se obtiene que
∆[σ(s)ρ1(s)]
ρ1(s)
= τ̂1(s)∇x2(s),
donde τ̂1 es un polinomio en x1 de grado a lo ma´s 1.
Adema´s utilizando la u´ltima expresio´n se obtiene que
σ(s) +
1
2
τ̂1(s)∇x2(s) = 12
(
σ̂(s+ 1) + σ̂(s) +
1
2
τ(s+ 1)∇x1(s+ 1)− 12τ(s)∇x1(s)
)
,
es un polinomio en x1 de grado a lo ma´s 2, y por tanto dicha implicacio´n es cierta.
Para ver el recı´proco se parte de la existencia de dos polinomios en la variable x1, σˆ de grado a lo
ma´s dos, y τ1 de grado 1, tales que
∆[σ(s)ρ1(s)] = τ1(s)ρ1(s)∇x2(s),
siendo σ(s) = σˆ(s)− 12τ1(s)∇x2(s).
Ası´, bastara´ probar que
τ(s) :=
∇x(s)
∇x1(s)
(
τ1(s− 1)− ∇σ(s)∇x(s)
)
,
y σ(s) + 12τ(s)∇x1(s) son polinomios en x de grados a lo ma´s 1 y 2, respectivamente. Lo cual se
deduce de un ca´lculo directo ya que
τ(s) =
σˆ(s− 1)− σˆ(s)
∇x1(s) +
1
2
τ1(s)∇x2(s) + τ1(s− 1)∇x(s)
∇x1(s) ,
y
σ(s) +
1
2
τ(s)∇x1(s) = 12
(
σˆ(s− 1) + σˆ(s)− 1
2
(
τ1(s)∇x(s+ 1)− τ1(s− 1)∇x(s)
))
,
son polinomios en x(s) de los grados que se indican.
Teorema 3.2. Sea {Pn}n≥0 una sucesio´n de q-polinomios ortogonales respecto a la funcio´n peso
ρ sobre x tal que
xk(a)xl−1(a)ρ(a) = x
k(b)xl−1(b)ρ(b) = 0, k, l = 0, 1, . . . (3.35)
Entonces, tomando P−1 = 0, la sucesio´n de polinomios {Rn(ρ−1, x−1)[1]}n≥0 constituye una
sucesio´n de q-polinomios ortogonales respecto a la funcio´n peso ρ−1(s) = ρ(s − 1)/σ(s) sobre
x−1. Adema´s, el recı´proco es cierto si se satisfacen las condiciones de contorno (3.33).
Prueba: Conside´rese una sucesio´n de q-polinomios, {Pn}n≥0, ortogonales respecto a la funcio´n
peso ρ sobre x.
Nota 3.3.2. Teniendo en cuenta el Lema 3.2.3 para k = 0 y que
R1(ρ−1, x−1) ◦Rn(ρ, x) = Rn+1(ρ−1, x−1), n = 0, 1, 2, . . . .
bastara´ probar el dicho resultado para R1(ρ−1, x−1)[Pn(x(s))] que es, segu´n la Proposicio´n
3.3.1, un polinomio en x−1 de grado n+ 1.
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Fijado un nu´mero entero no negativo n, para cada 1 ≤ k < n, sea Qk un polinomio de grado
k tal que ∇Qk+1(x1(s)) = Qk(s)∇x1(s), entonces
0 =
b−1∑
s=a
Pn(s)Qk(s) ρ(s)∇x1(s)
=
b−1∑
s=a
Pn(s)∇Qk+1(x1(s)) ρ(s).
Aplicando la regla de Leibniz y teniendo en cuenta las condiciones de contorno (3.35) se obtiene
que
0 =
b−1∑
s=a
∇[ρ(s)Pn(s)]Qk+1(x−1(s))
=
b−1∑
s=a
R1(ρ−1, x−1)[Pn(s)]Qk+1(x−1(s)) ρ−1(s)∇x(s).
Por lo tanto, {R1(ρ−1(s), x−1(s))[Pn(s)]}n≥0 es una sucesio´n de polinomios ortogonales respec-
to a la funcio´n peso ρ−1 sobe la red x−1.
A continuacio´n se comprobara´ que ρ−1 satisface la ecuacio´n de tipo Pearson (3.28) sobre x−1.
∆[σ(s)ρ−1(s)]
ρ−1(s)
=
σ(s+ 1)ρ−1(s+ 1)
ρ−1(s)
− σ(s) (Pn cla´sico)
= σ(s− 1) + τ(s− 1)∇x1(s− 1)− σ(s) (Pn cla´sico)
= σ̂(s− 1)− σ̂(s) + 1
2
τ(s− 1)∇x1(s− 1) + 12τ(s)∇x1(s),
donde σ̂(s) = σ(s) + 12τ(x(s))∇x1(s) es un polinomio en x de grado a lo ma´s 2.
Teniendo en cuenta (3.29) para k = −1, se obtiene que
∆[σ(s)ρ−1(s)]
ρ−1(s)
= τ̂−1(s)∇x(s),
donde τ̂−1 es un polinomio en x−1 de grado a lo ma´s 1.
Adema´s, utilizando la u´ltima expresio´n se obtiene que
σ(s) +
1
2
τ̂−1(s)∇x(s)= 12
(
σ̂(s+ 1) + σ̂(s) +
1
2
τ(s+ 1)∇x1(s+ 1)− 12τ(s)∇x1(s)
)
,
es un polinomio en x−1 de grado a lo ma´s 2, y por tanto dicha implicacio´n es cierta.
Para ver el recı´proco se partira´ de la existencia de dos polinomios, σˆ en x−1 de grado a lo ma´s 2,
y τ−1 en x−1 de grado 1, tales que
∆[σ(s)ρ−1(s)] = τ−1(s)ρ−1(s)∇x(s),
siendo σ(s) = σˆ(s)− 12τ−1(s)∇x(s).
Ası´ que bastara´ probar que
τ(s) :=
∆x(s)
∆x−1(s)
(
τ−1(s+ 1) +
∆σ(s)
∆x(s)
)
,
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y σ(s) + 12τ(s)∇x1(s) son polinomios en x de grados a lo ma´s 1 y 2, respectivamente. Lo cual se
deduce de un ca´lculo directo ya que
τ(s) =
σˆ(s+ 1)− σˆ(s)
∆x−1(s)
+
1
2
τ−1(s+ 1)∇x(s+ 1) + τ−1(s)∇x(s)
∆x−1(s)
,
y
σ(s) +
1
2
τ(s)∇x1(s) = 12
(
σˆ(s+ 1) + σˆ(s)− 1
2
(
τ−1(s+ 1)∇x(s+ 1)− τ−1(s)∇x(s)
))
.
Nota 3.3.3.
(i) Es claro que la relacio´n entre lo establecido en los Teoremas 3.1 y 3.2 viene dada por la
siguiente relacio´n entre operadores
R1(ρ−1, x−1) ◦Rn(ρ, x) = Rn+1(ρ−1, x−1), n = 0, 1, . . .
Por tanto R1(ρ−1, x−1) es, en cierta manera salvo una constante, el operador inverso de
∆(1).
(ii) Si
b−1∑
s=a
Pn(s)Pm(s)ρ(s)∇x1(s) = 0,
y las condiciones de contorno (3.33) se satisfacen, entonces para cada nu´mero entero k
b−k−1∑
s=a−k
∆(k)Pn(s)∆(k)Pm(s)ρk(s)∇xk+1(s) = 0,
donde si k > 0
∆(−k) := Rk(ρ−k, x−k), (3.36)
el cual es, de nuevo en cierto sentido salvo una constante, el inverso del operador ∆(k).
Teorema 3.3. Sea {Pn}n≥0 una sucesio´n de polinomios ortogonales respecto a la funcio´n peso ρ
que es completa en `2([a, b], 〈¦, ¦〉ρ). Las siguientes condiciones son equivalentes:
(i) {Pn}n≥0 es q-cla´sica y se satisfacen las condiciones de contorno
xk(a)x−1(a)lσ(a)ρ(a) = xk(b)x−1(b)lσ(b)ρ(b) = 0. k, l = 0, 1, . . .
(ii) {∆(1)Pn+1}n≥0 es una sucesio´n de polinomios ortogonales respecto a cierta funcio´n peso
ρ˜ la cual satisface las siguientes condiciones de contorno:
xk(a)x−1(a)lρ˜(a− 1) = xk(b)x−1(b)lρ˜(b− 1) = 0, k, l = 0, 1, . . .
De hecho, ρ˜(s) = ρ(s+ 1)σ(s+ 1).
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Antes de demostrar este resultado es importante recalcar que es claro que el producto interno
〈¦, ¦〉ρ es esta´ndar ya que viene definido como
〈f, g〉 :=
b−1∑
s=a
f(s)g(s)ρ(s)∇x1(s).
Adema´s, el Teorema de Luisin2 [120] permite garantizar la completitud de dicha sucesio´n de poli-
nomios ortogonales respecto a una medida cuya masa esta´ soportada sobre un conjunto compacto,
ası´ el Teorema 3.3 no tiene excesivas restricciones y por tanto puede ser considerarse un resultado
ana´logo al Teorema de Hahn sobre la red general x. Tendiendo en cuenta este comentario, se pa-
sara´ a probar el resultado.
Prueba: Por supuesto (i)⇒(ii) es una consecuencia directa del Teorema 3.1, y no´tese que en esta
implicacio´n no se ha necesitado la completitud de la sucesio´n de polinomios.
(ii)⇒(i): Sea {∆(1)Pn+1}n≥0 una sucesio´n de polinomios ortogonales respecto a la funcio´n peso
ρ˜ sobre x1 y supo´nganse que las condiciones de contorno de (ii) se satisfacen, entonces fijado
k ≥ 1, para todo n > k se tiene que
0 = Pn(s)ρ˜(s− 1)Pk−1(x−1(s))
∣∣∣s=b
s=a
−
b−1∑
s=a
∆(1)[Pn(s)]Pk−1(x1(s)) ρ˜(s)∇x2(s)
= Pn(s)ρ˜(s− 1)Pk−1(x−1(s))
∣∣∣s=b
s=a
−
b−1∑
s=a
∆Pn(s)ρ˜(s)Pk−1(x1(s))(3.20))
= Pn(s+ 1)ρ˜(s)Pk−1(x1(s))
∣∣∣s=b−1
s=a−1
−
b−1∑
s=a
∇Pn(s+ 1)ρ˜(s)Pk−1(x1(s)).
Aplicando la fo´rmula de suma por partes (3.34) se obtiene que
b−1∑
s=a
Pn(s)∇
[
ρ˜(s)Pk−1(x1(s))
]
= 0, n = k + 1, k + 2, . . . (3.37)
Luego la funcio´n
1
ρ(s)
∇[ρ˜(s)Pk−1(x1(s))]
∇x1(s) ,
es ortogonal a Pn respecto a la funcio´n peso ρ sobre x para n > k. Por otro lado, por hipo´tesis, la
sucesio´n {Pn}n≥0 es completa sobe el espacio `2([a, b], 〈¦, ¦〉ρ), luego
1
ρ(s)
∇[ρ˜(s)Pk−1(x1(s))]
∇x1(s) =
∞∑
j=0
βk,jPj(x(s)). (3.38)
Teniendo en cuenta (3.37), esta funcio´n es un polinomio de grado k ya que, si j > k
βk,j =
1
d2j
b−1∑
s=a
Pn(s)
1
ρ(s)
∇[ρ˜(s)Pk−1(x1(s))]
∇x1(s) ρ(s)∇x1(s) = 0.
2Sea f una funcio´n compleja medible sobre X , A un conjunto de medida finita con f(x) = 0 si x 6∈ A, y ² > 0.
Entonces existe g ∈ Cc(X) tal que
µ({x : f(x) 6= g(x)}) < ².
Adema´s, se puede tomar con sup
x∈X
|f(x)| ≤ sup
x∈X
|g(x)|.
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Y βk,k 6= 0 dado que {∆Pn+1}n≥0 es una SPO. Ası´,
1
ρ(s)
∇[ρ˜(s)Pk−1(x1(s))]
∇x1(s) =
k∑
j=0
βk,jPj(x(s)). (3.39)
Tomando k = 1 con P = 1 en (3.39), se define el polinomio τ̂ de grado 1 en x como
τ̂(s) :=
1
ρ(s)
∇ [ρ˜(s)]
∇x1(s) ,
y σ como
σ(s) :=
ρ˜(s− 1)
ρ(s)
.
Entonces se obtiene que ρ˜(s) = σ(s+ 1)ρ(s+ 1) y
∇[σ(s+ 1)ρ(s+ 1)] = ∆[σ(s)ρ(s)] = ρ(s)τ̂(s)∇x1(s).
Es decir, se obtiene la ecuacio´n de tipo Pearson. Pero para concluir la prueba se necesita probar
que σ(s) + 12 τ̂(s)∇x1(s) es un polinomio en x de grado, a lo ma´s, 2. Tomando, k = 2 en (3.39)
con P (x) = x se obtiene que
Q2(s) =
1
ρ(s)
∇[ρ˜(s)x1(s)]
∇x1(s) =
(
σ(s) + τ̂(s)∇x1(s)
)
x1(s)− σ(s)x1(s− 1)
∇x1(s)
= σ(s) + τ̂(s)x1(s),
donde Q2 es un polinomio en x de grado a lo ma´s 2 y aplicando te´cnicas ana´logas a las considera-
das anteriormente se deduce que
σ(s) +
1
2
τ̂(s)∇x1(s) = Q2(s)− τ̂(s)x1(s) + x1(s− 1)2 ,
es un polinomio en x de grado a lo ma´s 2 y por lo tanto {Pn}n≥0 es una sucesio´n de q-polinomios
que satisfacen las condiciones de contorno de (i), y ası´ el resultado queda probado.
A continuacio´n se enunciara´ un resultado que permitira´ demostrar uno de los resultados ma´s rele-
vantes de esta memoria.
Teorema 3.4. Sea {Pn}n≥0 una sucesio´n de polinomios ortogonales respecto a la funcio´n peso ρ
sobre la red
x(s) = c1qs + c2q−s + c3,
y sea σ tal que se satisfacen las condiciones de contorno (3.35). Las siguientes condiciones son
equivalentes:
1. {Pn}n≥0 es una sucesio´n de q-polinomios.
2. {∆(1)Pn}n≥0 es una sucesio´n de q-polinomios ortogonales respecto a la funcio´n peso
ρ1(s) = σ(s+1)ρ(s+1) sobre la red x1, donde ρ satisface la ecuacio´n de Pearson (3.28).
3. Para cada nu´mero entero k, la sucesio´n {Rn(ρk, xk)[1]}n≥0 constituye una sucesio´n de q-
polinomios respecto a la funcio´n peso ρk sobre la red xk, donde ρ0(s) = ρ(s), ρk(s) =
ρk−1(s+ 1)σ(s+ 1), y ρ satisface la ecuacio´n de tipo Pearson (3.28).
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4. {Pn}n≥0 satisface la siguiente ecuacio´n en diferencias lineal de segundo orden
σ(s)
∆
∆x
(
s− 12
)∇Pn(s)∇x(s) + τ(s)∆Pn(s)∆x(s) + λnPn(s) = 0, (3.40)
donde σ̂(s) = σ(s) + 12τ(s)∇x1(s) y τ son polinomios en x de grados a lo ma´s 2 y 1,
respectivamente, y λn es una constante que no depende de s.
5. {Pn}n≥0 puede expresarse en te´rminos del operador de Rodrigues de la forma
Pn(s) = BnRn(ρ, x)[1] =
Bn
ρ(s)
∇
∇x1(s)
∇
∇x2(s) . . .
∇
∇xn(s) [ρn(s)] , (3.41)
donde Bn es una constante no nula.
6. (Segunda relacio´n de estructura) Existen sucesiones de nu´meros complejos, {en}n, {fn}n,
y {gn}n, tales que para cada n ≥ 0, se satisface la siguiente relacio´n
MP (s) :=
P (s+ 1) + P (s)
2
= en
∆Pn+1(s)
∆x(s)
+ fn
∆Pn(s)
∆x(s)
+ gn
∆Pn−1(s)
∆x(s)
, (3.42)
donde en 6= 0, gn 6= γn para cada n ≥ 0, y γn es el coeficiente correspondiente de la
siguiente relacio´n de recurrencia a tres te´rminos [116]
x(s)Pn(s) = αnPn+1(s) + βnPn(s) + γnPn−1(s), n = 0, 1, . . . (3.43)
Nota 3.3.4. Si se considera una red de tipo lineal , este resultado es equivalente al obtenido en
[9], ya que τ(s)∇x1(s) es un polinomio en x(s) de grado 2 y xk(s) = qαkx(s)+δk, donde αk, δk
son constantes independientes de s.
Se debe de tener en cuenta que para probar el Teorema 3.4, por los Teoremas 3.1 y 3.2, y sus
corolarios y comentarios ya se sabe que (1)→ (2)→ (3)→ (1).
Proposicio´n 3.3.2. ((1)→ (4)). Si la sucesio´n {Pn}n≥0 es una sucesio´n de q-polinomios respecto
a la funcio´n peso ρ sobre x satisfaciendo las condiciones de contorno (3.35), entonces {Pn}n≥0
satisface la ecuacio´n en diferencias lineal de segundo orden de tipo hipergeome´trico (3.40).
Prueba: Por el Lema 3.3.1 y la Proposicio´n 3.3.1 se sabe que R1(ρ, x){∆(1)Pn(s)} es un poli-
nomio en x de grado n, adema´s por el Teorema 3.1 igualmente es conocido que {∆(1)Pn}n≥0
es una sucesio´n de q-polinomios respecto la funcio´n peso ρ1(s) = σ(s + 1)ρ(s + 1) sobre
x1(s) = x(s+ 12), por lo tanto si se toma k < n
b−1∑
s=a
Qk(s)R1(ρ, x){∆(1)Pn(s)}ρ(s)∇x1(s)
=
b−1∑
s=a
Qk(s)∇{ρ1(s)∆(1)Pn(s)} (3.34)= Qk(s)σ(s)ρ(s)∆(1)Pn(s− 1)
∣∣∣s=b
s=a
−
b−1∑
s=a
∆(1){Pn(s)}∆(1){Qk(s)} ρ1(s)∇x2(s).
Por hipo´tesis y el Teorema 3.1, la u´ltima expresio´n vale cero y por lo tanto existe una constante no
nula λn, independiente de s, tal que
R1(ρ, x){∆(1)Pn(s)} = λnPn(s),
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ya que {Pn}n≥0 es una sucesio´n de polinomios ortogonales respecto a la funcio´n peso ρ sobre x.
Por u´ltimo, usando el hecho de que la expresio´n anterior es equivalente a la ecuacio´n (3.9) el
resultado queda probado.
(4)→(5): La proposicio´n 3.3.2 es bastante importante ya que permite obtener los q-polinomios de
una manera sencilla como soluciones polino´micas de la ecuacio´n en diferencias (3.40). De hecho,
dicho resultado permite escribir tales soluciones polino´micas mediante la fo´rmula de Rodrigues
(3.41) [116, 118] o equivalentemente, a trave´s del operador de Rodrigues tomando k = 0 en el
Lema 3.2.3.
(5)→(1): Tomando n = 1 en la fo´rmula de Rodrigues se obtiene la ecuacio´n de tipo Pearson (3.28)
que satisface la funcio´n peso ρ.
Proposicio´n 3.3.3. ((6) ↔ (1)). Sea {Pn}n≥0 una sucesio´n de polinomios ortogonales respecto
a la funcio´n peso ρ sobre la red x, definida en (3.27), y sea σ tal que se satisfacen las condiciones
de contorno (3.35). Entonces, la sucesio´n {Pn}n≥0 es q-cla´sica si y so´lo si existen sucesiones de
nu´meros complejos, {en}n, {fn}n, y {gn}n, tales que la siguiente relacio´n es cierta para cada
n ≥ 0, tomando P−1 = 0,
MPn(s) =
Pn(s) + Pn(s+ 1)
2
= en
∆Pn+1(s)
∆x(s)
+ fn
∆Pn(s)
∆x(s)
+ gn
∆Pn−1(s)
∆x(s)
,
donde en 6= 0, gn 6= γn para cada n ≥ 0.
Prueba: Si {Pn}n≥0 es una sucesio´n de polinomios ortogonales entonces estos satisfacen una
RRTT, i.e. existen sucesiones de nu´meros complejos, {αn}n, {βn}n, y {γn}n, tales que
x(s)Pn(s) = αnPn+1(s) + βnPn(s) + γnPn−1(s). (3.44)
Si {Pn}n≥0 es q-cla´sica entonces {∆(1)Pn+1}n≥0 es una sucesio´n de polinomios ortogonales, y
por tanto existen sucesiones de nu´meros complejos, {α(1)n }n, {β(1)n }n y {γ(1)n }n, tales que
x1(s)∆(1)Pn(s) = α(1)n ∆
(1)Pn+1(s) + β(1)n ∆
(1)Pn(s) + γ(1)n ∆
(1)Pn−1(s). (3.45)
Pero
∆(1)(x(s)Pn(s)) = x(s)∆(1)Pn(s) + Pn(s+ 1) = x(s+ 1)∆(1)Pn(s) + Pn(s),
luego tambie´n debe coincidir con su media aritme´tica, ası´
∆(1)(x(s)Pn(s)) =
1
2
(x(s) + x(s+ 1))∆(1)Pn(s) +
1
2
(Pn(s+ 1) + Pn(s)) . (3.46)
Por tanto, combinando las expresiones (3.46), (3.44) y (3.45) se obtiene que
MPn(s) =
(
αn − [2]q2 α
(1)
n
)
∆(1)Pn+1(s) + fn∆(1)Pn(s) +
(
γn − [2]q2 γ
(1)
n
)
∆(1)Pn−1(s),
donde
fn = βn − [2]q2 β
(1)
n + c3
(
1− [2]q
2
)
.
Claramente, debido al Teorema de Favard, el coeficiente de ∆(1)Pn−1(s) en esta u´ltima relacio´n
es distinto de γn para cada n.
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Recı´procamente, si existen sucesiones de nu´meros complejos, {en}n, {fn}n y {gn}n, tales que la
siguiente relacio´n se cumple para cada n ≥ 0, tomando P−1 = 0,
MPn(s) = en
∆Pn+1(s)
∆x(s)
+ fn
∆Pn(s)
∆x(s)
+ gn
∆Pn−1(s)
∆x(s)
.
Entonces por (3.46) se obtiene que
[2]q
2
x1(s)∆(1)Pn(s) = (αn − en)∆(1)Pn+1(s) + β̂(1)n ∆(1)Pn(s) + (γn − gn)∆(1)Pn−1(s),
donde
β̂(1)n = βn − fn + c3
(
1− [2]q
2
)
.
Y, por hipo´tesis gn 6= γn, ası´ que por el Teorema de Favard {∆(1)Pn+1}n≥0 es una sucesio´n de
polinomios ortogonales, y por el Teorema 3.3 el resultado queda probado.
3.4. Ejemplos
A continuacio´n, y para que la lectura de dicha memoria no se haga demasiado tediosa, se pre-
sentara´n un par de ejemplos. En primer lugar se considerara´n los polinomios de Askey-Wilson y
a continuacio´n los q-polinomios de Racah.
3.4.1. Los polinomios de Askey-Wilson
Los polinomios de Askey-Wilson – los cuales fueron descubiertos por R. Askey y J. Wilson
en [33] – se encuentran localizados en el nivel ma´s alto del esquema de q-Askey [82] los cuales
pueden ser escritos mediante series hipergeome´tricas ba´sicas como
pn(x(s); a, b, c, d|q) = (ab; q)n(ac; q)n(ad; q)n
an
4ϕ3
(
q−n, abcdqn−1, aqs, aq−s
ab, ac, ad
q; q
)
,
donde a, b, c, d, ab, ac, ad, bc, bd, cd 6∈ {qm : m ∈ Z}.
Tales polinomios son autofunciones del operador lineal de segundo orden
HAWq =
1
∇x1(s)
(
σAW (−s) ∆
∆x(s)
− σAW (s) ∇∇x(s)
)
, (3.47)
donde x(s) = 12 (q
s + q−s), i.e. c1 = c2 = 12 y c3 = 0,
σAW (s) = −κ2qq−2s+
1
2 (qs − a)(qs − b)(qs − c)(qs − d),
cuyos autovalores son λn = 4q1−n(1− qn)(1− abcdqn−1).
Aquı´, como anteriormente, κq = q
1
2−q− 12 . Con estos para´metros, conside´rese la siguiente funcio´n
ρAW (s) = q−2s
2
(a, b, c, d; q)s(a, b, c, d; q)−s, (3.48)
donde (a; q)k son unos q-ana´logos de los sı´mbolos de Pochhammer los cuales se definieron en la
seccio´n §2.6.
Lema 3.4.1. La funcio´n ρAW (s) satisface la siguiente ecuacio´n de tipo Pearson:
σAW (s+ 1)ρ(s+ 1) = σAW (−s)ρ(s).
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Prueba:
ρAW (s+ 1)
ρAW (s)
=
q−2(s+1)2
q−2s2
(a, b, c, d; q)s+1(a, b, c, d; q)−s−1
(a, b, c, d; q)s(a, b, c, d; q)−s
=
q−4s−2(1− aqs)(1− bqs)(1− cqs)(1− dqs)
(1− aq−s−1)(1− bq−s−1)(1− cq−s−1)(1− dq−s−1)
=
q2s(q−s − a)(q−s − b)(q−s − c)(q−s − d)
q−2s−2(qs+1 − a)(qs+1 − b)(qs+1 − c)(qs+1 − d) =
σAW (−s)
σAW (s+ 1).
Teniendo en cuenta que ρn(s) = ρn−1(s+1)σ(s+1) para cada n = 1, 2, . . . , siendo ρ0(s) = ρ(s),
un ca´lculo sencillo da lugar a la siguiente expresio´n para ρAWn
ρAWn (s) = κ
2n
q q
−2s2−2sn−n2+ 32n(a, b, c, d; q)s+n(a, b, c, d; q)−s. (3.49)
Luego los polinomios de Askey-Wilson pueden escribirse como
pn(x(s); a, b, c, d|q) =
Bnκ
2n
q q
2s2
(a, b, c, d; q)s(a, b, c, d; q)−s
∇(n) (a, b, c, d; q)s+n(a, b, c, d; q)−s
q2s
2+2sn+n2− 32n
,
(3.50)
donde Bn = 2−nκ−nq q
n(3n−5)
4 .
Adema´s, dado que tales polinomios satisfacen la relacio´n en q-diferencias
∆(1)pn(x(s); a, b, c, d|q) = 2[n]q(1− abcdqn−1)pn−1(x1(s); aq 12 , bq 12 , cq 12 , dq 12 |q),
se obtienen los siguientes coeficientes para la segunda relacio´n de estructura
en =
2[n]q(1− abcdqn−1)2 − [2]q[n+ 1]q(1− abcdqn)2
4[n]q(1− abcdqn−1)(1− abcdq2n−1)(1− abcdq2n) ,
fn =
1− q
4
(a− a−1q−1)− 1
2
(
An(a, b, c, d|q) + Cn(a, b, c, d|q)
− [2]q
2
(An−1(aq
1
2 , bq
1
2 , cq
1
2 , dq
1
2 |q) + Cn−1(aq 12 , bq 12 , cq 12 , dq 12 |q))
)
,
gn =
(1− abcdqn−2)(1− abcdq2n−2)(1− abcdq2n−1)
4[n]q(1− abcdqn−1)2
(
2[n]q(An−1Cn)(a, b, c, d|q)
(1− abcdqn−2)2
− [2]q[n− 1]q(An−2Cn−1)(aq
1
2 , bq
1
2 , cq
1
2 , dq
1
2 |q)
(1− abcdqn−1)2
)
,
(3.51)
donde
An(a, b, c, d|q) = (1− abq
n)(1− acqn)(1− adqn)(1− abcdqn−1)
a(1− abcdq2n−1)(1− abcdq2n) ,
Cn(a, b, c, d|q) = a(1− q
n)(1− bcqn−1)(1− bdqn−1)(1− cdqn−1)
(1− abcdq2n−2)(1− abcdq2n−1) .
3.4.2. Los q-polinomios Racah u(α,β)n (x(s), a, b)
Dichos polinomios, introducidos en [7, 97, 116], esta´n definidos sobre la red
x(s) = [s]q[s+ 1]q = q
1
2κ−2q q
s + q−
1
2κ−2q q
−s − [2]qκ−2q ,
3.4 Ejemplos 43
pueden ser escritos mediante las series hipergeome´tricas ba´sicas como [27]
uα,βn (x(s), a, b)q = Dn 4ϕ3
(
q−n, qα+β+n+1, qa−s, qa+s+1
qa−b+1, qβ+1, qa+b+α+1
∣∣∣∣ q , q) ,
donde
Dn =
q−
n
2
(2a+α+β+n+1)(qa−b+1; q)n(qβ+1; q)n(qa+b+α+1; q)n
κ2nq (q; q)n
.
Esta familia de q-polinomios son autofunciones del operador en diferencias lineal de segundo
orden
HqRq =
1
∇x1(s)
(
σqR(−s− 1) ∆
∆x(s)
− σqR(s) ∇∇x(s)
)
, (3.52)
donde
σqR(s) = [s− a]q[s+ b]q[s+ a− β]q[b+ α− s]q,
cuyos autovalores son λn = [n]q[n+α+ β +1]q. Ası´, Dicha familia de q-polinomios satisface la
siguiente identidad
∆(1)uα,βn (x(s), a, b)q = [α+ β + n+ 1]qu
α+1,β+1
n−1 (x1(s), a+
1
2 , b− 12)q,
de ahı´ que los coeficientes de la segunda relacio´n de estructura vengan dados por
en =
2[n+ α+ β + 1]q − [2]q[n+ α+ β + 2]q
2[2n+ α+ β + 1]q[2n+ α+ β + 2]q
[n+ 1]q,
fn = βn(a, b, α, β)− [2]q2 βn(a+
1
2 , b− 12 , α+ 1, β + 1),
gn =
[a+ b+ α+ n]q[a+ b− β − n]q[α+ n]q[β + n]q[b− a+ α+ β + n]q[b− a− n]q
2[α+ β + 2n]q[α+ β + 2n+ 1]q[n+ α+ β + 1]q
×(2[n+ α+ β + 1]q − [2]q[n+ α+ β]q),
(3.53)
donde
βn(a, b, α, β) = [a]q[a+ 1]q +
[α+ n]q[b− a+ α+ β + n]q[a+ b− β − n]q[n]q
[α+ β + 2n]q[α+ β + 2n+ 1]q
− [α+ β + n+ 1]q[a− b+ n+ 1]q[β + n+ 1]q[a+ b+ α+ n+ 1]q
[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
.
Una vez que se han establecido las bases de las familias cla´sicas y las relaciones existentes entre
ellas en el pro´ximo capı´tulo se pasara´n a estudiar en detalle los me´todos de factorizacio´n para
las familias de q-polinomios, ası´ como el a´lgebra dina´mica asociada a los polinomios ∆-cla´sicos.
Por u´ltimo se analizara´ en detalle los q-polinomios de Racah – proporcionales a los denominados
6j-sı´mbolos – ası´ como su relacio´n con la q-a´lgebra SUq(2).

II
Polinomios en redes no uniformes: Los
q-polinomios

4
Los me´todos de Factorizacio´n
4.1. Introduccio´n
En este capı´tulo de la memoria se considerara´n dos me´todos de factorizacio´n (MF): el cla´sico
y el de tipo Infeld & Hull – aunque deberı´a denominarse de Darboux por motivos histo´ricos –.
El me´todo de factorizacio´n cla´sico esta´ basado en la existencia de los operadores creacio´n y des-
truccio´n asociados a cierta ecuacio´n que permite obtener soluciones explı´citas de una manera sen-
cilla. Yendo mas alla´, Atakishiyev et al. [34, 35, 39] obtuvieron el a´lgebra de simetrı´as dina´micas
relacionada con dicho me´todo y las ecuaciones en diferencias (o diferenciales) correspondientes.
De especial intere´s fueron los artı´culos de Yu. F. Smirnov [127, 128, 129] en los cuales mostro´ la
equivalencia del MF cla´sico y la teorı´a de Funciones especiales de Nikiforov y Uvarov basada en
las ecuaciones en diferencias [116]. Es ma´s, en [127] se menciona que la equivalencia mencionada
anteriormente es va´lida tambie´n para el caso de redes no uniformes lo cual se demostro´ ma´s tarde
en [128, 129]. Posteriormente, G. Bangerezako en [42] realizo´ el estudio de la factorizacio´n de
tipo Infeld & Hull para los polinomios de Askey-Wilson usando exclusivamente su ecuacio´n en
diferencias.
En esta memoria, siguiendo la ideas consideradas en [42] para los polinomios de Askey-Wilson
y en [94] para los casos continuo y discreto, se comenzara´ obteniendo el MF de tipo Infell &
Hull para las soluciones polino´micas de las ecuaciones en diferencias en la red no uniforme
x ≡ x(s) = c1qs + c2q−s + c3 para lo cual se usara´n, como fue sugerido en [39, 127], las
funciones ortonormales correspondientes a las soluciones polino´micas ya que con estas el me´todo
se puede formular y resolver de una manera ma´s sencilla obtenie´ndose operadores que dependen
de los grados de los polinomios correspondientes, es decir, dependen de n. En ese sentido, el me´to-
do aquı´ propuesto es una generalizacio´n de los trabajos [42] y [94].
Por otro lado, motivados por la aparicio´n de los q-ana´logos de los osciladores cua´nticos de Mac-
farlane’s [96] y Biedenharn’s[48], Atakishiev, Suslov y otros [35]-[37] explotaron el me´todo de
factorizacio´n obteniendo nuevos modelos de q-osciladores ası´ como sus correspondientes a´lgebras
dina´micas. En esta memoria se abordara´ el problema general de encontrar el a´lgebra dina´mica aso-
ciada a las familias de polinomios de la tabla de Askey y su q-ana´logo.
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Ası´, en la seccio´n 4.4 se mostraran los resultados obtenidos relativos al MF cla´sico estudia´ndo-
se el a´lgebra de simetrı´as dina´mica para la ecuacio´n en diferencias (4.14) sobre la red (4.6). La
aproximacio´n que se va a considerar esta´ basada en la siguiente observacio´n, formulada en [34]:
Para factorizar una ecuacio´n en diferencias ordinaria, uno debe expresar e´sta explı´citamente en
te´rminos de los operadores desplazamiento ea∂s , donde a es cierta constante. Por ejemplo, en
el caso de la ecuacio´n (4.14) se deben realizar las siguientes sustituciones ∆ = e∂s − 1 y
∇ = 1 − e−∂s . Este procedimiento convierte una ecuacio´n en diferencias en un problema de
autovalores de un operador en diferencias, el cual viene representado por una combinacio´n li-
neal de ciertos operadores desplazamientos. Dado que cada te´rmino de esta combinacio´n lineal es
factorizable (ya que exp (α+ β)A = expαA expβA, donde A es un operador arbitrario), la
factorizacio´n lineal del conjunto, la cual representa la ecuacio´n en diferencias inicial, se deduce
automa´ticamente.
Finalmente, en la seccio´n 4.5 se considero´ el caso ∆-cla´sico mostrando diversos ejemplos dentro
de los polinomios ortogonales ∆-cla´sicos (polinomios de Kravchuk, Charlier, Meixner). Para ma´s
informacio´n ve´ase [36, 41] y las referencias de e´stas.
Nota 4.1.1. Los resultados que se expondra´n en la seccio´n §4.3 esta´n publicados en [16], y los
expuestos en las secciones §4.4 y §4.5 en [14] y [13], respectivamente.
4.1.1. Conexio´n con la teorı´a de grupos y las a´lgebras de Hopf
Es bien conocida la estrecha relacio´n existente entre la representacio´n de la teorı´a de grupos
y ciertas estructuras algebraicas, tales como los grupos de Lie, las a´lgebras de Lie, los grupos
finitos, los grupos cua´nticos, las a´lgebras de Hecke, las q-a´lgebras (o a´lgebras cua´nticas) y todo
tipo de funciones especiales, tales como polinomios ortogonales de tipo hipergeome´trico o de tipo
hipergeome´trico ba´sico en una o ma´s variables, ve´ase, por ejemplo las monografı´as [138] y las re-
ferencias contendidas en ellas. Es importante resaltar que los grupos cua´nticos y las q-a´lgebras no
denotan grupos ni a´lgebras de Lie sino deformaciones particulares de grupos y/o a´lgebras de Lie,
de hecho pertenecen a una categorı´a ma´s general llamada categorı´a de a´lgebras de Hopf [138].
Como ya se menciono´ en la introduccio´n de esta memoria, la teorı´a de funciones especiales ha
sido de vital importancia desde sus comienzos en los siglos XVIII y XIX gracias al uso de e´sta
por matema´ticos como Euler, Gauss, Heine, Riemann, Laplace, Legendre entre otros para resolver
problemas relacionados con la fı´sica y la matema´tica.
La conexio´n con la teorı´a de grupos es mucho ma´s reciente, de hecho, comenzo´ con Gelfand y
Sˇapiro en los an˜os 50 los cuales descubrieron la relacio´n entre los polinomios de Jacobi y el grupo
lineal especial SL(2,C). A partir de ese momento, la literatura que considera dichas relaciones se
ha expandido de manera explosiva y diversas conexiones entre la teorı´a de grupos y las funciones
especiales, principalmente de tipo hipergeome´trico, han sido establecidas.
Posteriormente, despue´s de que se hubiesen introducido los grupos cua´nticos, Drinfeld y Woro-
nowicz mostraron que estos ‘grupos’ estaban relacionados con las q-funciones especiales de una
forma ana´loga a como esta´n relacionados los polinomios de Jacobi y el grupo SL(2,C).
Ma´s recientemente, y en conexio´n con problemas relacionados con la fı´sica cua´ntica, se ha com-
probado que los sistemas cua´nticos de simetrı´a relativos a grupos de Lie juegan un papel decisivo
a la hora de explicar los diferentes estados de los a´tomos y los fotones [70, 98] –de hecho los
q-polinomios fueron considerados para describir algunas de las propiedades de dichos estados
cua´nticos de los a´tomos y los fotones [69]–. Adema´s, el estudio de los q-polinomios aumento´ de-
bido a la aparicio´n de las a´lgebras cua´nticas y los grupos cua´nticos [61, 63, 76, 126] que fueron
introducidos para estudiar el problema inverso de la dispersion cua´ntica [62] y las ecuaciones de
Yang-Baxter [92].
Adema´s sus potenciales aplicaciones en la fı´sica han aumentado debido a su conexio´n con los
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q-osciladores armo´nicos. Dichos objetos tienen una gran importancia en diversos problemas de la
fı´sica matema´tica actual: sistemas integrales, teorı´a cua´ntica de campos conformes, fı´sica estadı´sti-
ca, entre otros (ve´ase [60] y las referencias de e´sta). Tambie´n han sido empleadas para describir
el espectro rotacional y vibracional de los nu´cleos ato´micos [51], de las mole´culas diato´micas
[5, 50, 52], etc.
Por otro lado, usando el q-ana´logo de la teorı´a cua´ntica del momento angular [130, 131, 132, 133]
pueden obtenerse diversos resultados relacionados con los q-polinomios, algunos de los cuales de
una forma nada trivial desde el punto de vista de la teorı´a de los polinomios ortogonales.
Finalmente, en esta memoria se hara´ referencia a los coeficientes de Clebsh-Gordan (6j-sı´mbolos)
de las q-a´lgebras SUq(2) relacionados con los polinomios de q-Racah, introducidos por Nikiforov
y Uvarov (ve´ase e.g. [116]) la cual es ligeramente diferente a la introducida por Askey y Wilson
en [32], ası´ como con sus duales [27]. Un estudio detallado del a´lgebra SUq(2) puede encontrarse
en [80, 83, 86, 87] entre otros. Para la conexio´n entre las diferentes familias de q-polinomios y las
a´lgebras cua´nticas, ve´ase [25, 83, 86, 97, 138] entre otros.
4.2. Las funciones normalizadas
Dada una familia de q-polinomios, {Pn}n≥0, estos son ortogonales respecto cierta funcio´n
peso ρ, esto es
b−1∑
s=a
p(s)ρ(s)∇x1(s), ∆s = 1. (4.1)
Las funciones normalizadas asociadas a dicha familia de q-polinomios respecto al producto in-
terior (4.1) se definen como [39, 127]
ϕn(s) = d−1n
√
ρ(s)Pn. (4.2)
Por lo tanto,
b−1∑
s=a
ϕn(s)ϕm(s)∇x1(s) = δnm, ∆s = 1.
A continuacio´n se establecera´n algunas propiedades importantes relativas a tales funciones las
cuales generalizan a las definidas en [94]. Antes de nada, si se inserta (4.2) en la ecuacio´n en
diferencias (2.25), se obtiene que tales funciones normalizadas satisfacen la siguiente ecuacio´n en
diferencias:√
Θ(s)σ(s+ 1)
1
∆x(s)
ϕn(s+ 1) +
√
Θ(s− 1))σ(s) 1∇x(s)ϕn(s− 1)
−
(
Θ(s)
∆x(s)
+
σ(s)
∇x(s)
)
ϕn(s) + λn∇x1(s)ϕn(s) = 0.
(4.3)
Aquı´, como antes, Θ(s) denota a la funcio´n σ(s) + τ(s)∇x1(s). Esto es, para cada n = 0, 1, . . . ,
ϕn es una autofuncio´n del operador lineal de segundo orden
Hn := e−∂s
√
Θ(s))σ(s+ 1)
1
∆x(s)
+
√
Θ(s)σ(s+ 1)
1
∆x(s)
e∂s
−
(
Θ(s)
∆x(s)
+
σ(s)
∇x(s) − λn∇x1(s)
)
I.
(4.4)
donde e±∂s es el operador desplazamiento, con e±∂sf(s) = f(s± 1) e I representa el operador
identidad.
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Ana´logamente, (2.9), se traduce en la siguiente RRTT
αn
dn+1
dn
ϕn+1(s) + γn
dn−1
dn
ϕn−1(s) + (βn − x(s))ϕn(s) = 0. (4.5)
4.3. El me´todo de factorizacio´n de tipo Infeld & Hull
En esta seccio´n se vera´ co´mo factorizar una ecuacio´n en diferencias (4.3) sobre la red no
uniforme
x(s) = c1qs + c2q−s + c3, (4.6)
o equivalentemente, como factorizar al operador Hn definido en (4.4).
Como se ha visto, para las funciones normalizadas ϕn se tiene que
Hnϕn(s) = 0.
Sean L+n y L−n dos operadores definidos como
L+n = un(s)I +
√
Θ(s− 1)σ(s) 1∇x(s) e
−∂s ,
L−n = vn(s)I +
√
Θ(s)σ(s+ 1)
1
∆x(s)
e∂s ,
(4.7)
donde
un(s) =
λn
[n]q
τn(s)
τ ′n
− σ(s)∇x(s) ,
vn(s) = − λn[n]q
τn(s)
τ ′n
+ λn∇x1(s) + λ2n[2n]q (x(s)− βn)−
Θ(s)
∆x(s)
.
Teniendo en cuenta (2.49), (2.50), se obtiene que
L+nϕn(s) = αn
λ2n
[2n]q
dn+1
dn
ϕn+1(s), (4.8)
L−nϕn(s) = γn
λ2n
[2n]q
dn−1
dn
ϕn−1(s). (4.9)
Es decir, L+n y L−n son operadores creacio´n y destruccio´n, respectivamente.
No´tese que las dos u´ltimas expresiones permiten generar el conjunto de todas las funciones ϕn.
De hecho, a partir de (4.9) tomando n = 0 y teniendo en cuenta que ϕ−1 ≡ 0 se puede obtener
ϕ0. Luego, sustituyendo la funcio´n obtenida en (4.8), se pueden encontrar las funciones ϕ1, . . . ,
ϕn, . . .
Proposicio´n 4.3.1. Los operadores [2n]qλ2n L
+
n y
[2n+2]
λ2n+2
L−n son mutuamente adjuntos.
Prueba: Bastara´ probar que para cualesquiera m,n enteros no negativos,
b−1∑
s=a
L+n [ϕn(s)]ϕm(s)∇x1(s) =
b−1∑
s=a
ϕn(s)L−n [ϕm(s)]∇x1(s).
Pero
b−1∑
s=a
L+n [ϕn(s)]ϕm(s)∇x1(s) = αn
λ2n
[2n]q
dn+1
dn
b−1∑
s=a
ϕn+1(s)ϕm(s)∇x1(s),
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y
b−1∑
s=a
ϕn(s)L−n [ϕm(s)]∇x1(s) = γm
λ2m
[2m]q
dm−1
dm
b−1∑
s=a
ϕn(s)ϕm−1(s)∇x1(s).
Ası´, si m 6= n+1 ambas expresiones valen cero, y si m = n+1, dado que γmd2m−1 = αm−1d2m,
de nuevo ambas coinciden, luego el resultado queda probado.
No´tese que el caso de ortogonalidad continua se trata de manera ana´loga.
Proposicio´n 4.3.2. El operador Hn definido en (4.4) es autoadjunto.
Prueba: De nuevo se probara´ para el caso de tener una ortogonalidad discreta. Usando las condi-
ciones de contorno σ(a)ρ(a) = σ(b)ρ(b) = 0 – las cuales son una consecuencia de (2.42)) – se
puede escribir
b−1∑
s=a
ϕn(s)
√
Θ(s− 1)σ(s) 1∇x(s)ϕl(s− 1)∇x1(s)
=
b−2∑
s′=a−1
ϕn(s′ + 1)
√
Θ(s′)σ(s′ + 1)
1
∇x(s′ + 1)ϕl(s
′)∇x1(s′)
=
b−1∑
s=a
ϕn(s+ 1)
√
Θ(s)σ(s+ 1)
1
∇x(s+ 1)ϕl(s)∇x1(s)
+ϕn(a)
√
Θ(a− 1)σ(a) 1∇x(a)ϕl(a− 1)∇x1(a)
−ϕn(b)
√
Θ(b− 1)σ(b) 1∇x(b)ϕl(b− 1)∇x1(b),
donde en los dos u´ltimos sumandos se utilizo´ que ∆x(a) = x(a+ 1)− x(a). Ahora, usando que
ϕn(s) = d−1n
√
ρ(s)Pn(s), ası´ como las condiciones de contorno σ(a)ρ(a) = σ(b)ρ(b) = 0, se
deduce que
b−1∑
s=a
ϕl(s)
{√
Θ(s)σ(s+ 1)
1
∆x(s)
ϕn(s+ 1)∇x1(s+ 1)
+
√
Θ(s− 1)σ(s) 1∇x(s)ϕn(s− 1)∇x1(s)
}
=
b−1∑
s=a
ϕn(s)
{√
Θ(s)σ(s+ 1)
1
∆x(s)
ϕl(s+ 1)∇x1(s+ 1)
+
√
Θ(s− 1)σ(s) 1∇x(s)ϕl(s− 1)∇x1(s1)
}
,
de donde se sigue el resultado.
Proposicio´n 4.3.3. Las funciones un y vn satisfacen la relacio´n:
un(s+ 1) = vn+1(s).
Prueba: Por definicio´n de las funciones u y v,
un(s+ 1)− vn+1(s) = λn[n]q
τn(s+ 1)
τ ′n
− ∆σ(s)
∆x(s)
+
λn+1
[n+ 1]q
τn+1(s)
τ ′n+1
− λn+1∇x1(s)− λ2n+2[2n+ 2]q (x(s)− βn+1) +
τ(s)∇x1(s)
∆x(s)
.
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Usando el desarrollo τn(s+ 1) = τ ′nxn(s+ 1) + τn(0), y dado que
∆x2(s)
∆x(s)
=
x2(s+ 1)− x2(s)
x(s+ 1)− x(s) = x(s+ 1) + x(s) = [2]qx1(s) + (2− [2]q)c3,
x(s)∇x1(s) = x(s)(c1qs − c2q−s)kq = (c21q2s − c22q−2s)kq + c3(c1qs − c2q−s)kq,
obtenemos que
∆σ(s)
∆x(s)
=
∆
∆x(s)
[
σ˜(s)− 1
2
τ˜(s)∇x1(s)
]
=
∆
∆x(s)
[
σ˜′′
2
x2(s) + σ˜′(0)x(s) + σ˜(0)− 1
2
(
τ ′x(s) + τ(0)
)∇x1(s)]
=
σ˜′′
2
([2]qx1(s) + (2− [2]q)c3) + σ˜′(0)− 12
c1q
s+1 + c2q−s
c1qs+1 − c2q−s τ(0)kq
−1
2
[2]q(c21q
2s+1 + c22q
−2s−1) + c3(c1qs+
1
2 + c2q−s−
1
2 )
c1q
s+ 1
2 − c2q−s− 12
τ ′kq.
Por lo tanto
un(s+ 1)−vn+1(s)= λn[n]q xn(s+ 1) +
λn
[n]q
τn(0)
τ ′n
− σ˜
′′
2
[2]qx1(s)− c32 (2− [2]q)σ˜
′′
−σ˜′(0) + 1
2
(
x1(s)− c3
c1q
s+ 1
2 − c2q−s− 12
)
τ(0)kq +
λn+1
[n+ 1]q
τn+1(s)
τ ′n+1
+
1
2
(
[2]q(c21q
2s+1 + c22q
−2s−1)
c1q
s+ 1
2 − c2q−s− 12
+
c3x1(s)− c23
c1q
s+ 1
2 − c2q−s− 12
)
τ˜ ′kq
−λn+1∇x1(s)− λ2n+2[2n+ 2]q
(
c1q
s+c2q−s + c3 − [n+ 1]qτn(0)
τ ′n
+
[n+ 2]qτn+1(0)
τ ′n+1
− c3(1+[n+ 1]q−[n+ 2]q)
)
+
τ(s)∇x1(s)
∆x(s)
.
Por otro lado, teniendo en cuenta las identidades
λn
[n]q
τn(0)
τ ′n
+ [n+ 1]q
λ2n+2
[2n+ 2]q
τn(0)
τ ′n
=
(
λn
[n]q
+ [n+ 1]q
λ2n+2
[2n+ 2]q
)
τn(0)
τ ′n
= −[n+ 2]qτn(0),
λn+1
[n+ 1]q
τn+1(s)
τ ′n+1
− [n+ 2]q λ2n+2[2n+ 2]q
τn+1(0)
τ ′n+1
= [n+ 1]qτn+1(0) +
λn+1
[n+ 1]q
xn+1(s),
y
λn
[n]q
(c1qs+1+
n
2 + c2q−s−1−
n
2 )− σ˜
′′
2
[2]q(c1qs+
1
2 + c2q−s−
1
2 )− λ2n+2
[2n+ 2]q
(c1qs + c2q−s)
−λn+1(c1qs − c2q−s)kq + 12τ
′(c1qs+
1
2 + c2q−s−
1
2 )(q + q−1) =
c1q
sτ ′
2
(qn+
1
2 + q
1
2 )
+
c1q
sσ˜′′
2kq
(qn+
1
2 − q 12 ) + c2q
−sτ ′
2
(q−n−
1
2 + q−
1
2 ) +
c2q
−sσ˜′′
2kq
(−q−n− 12 + q− 12 )
= − λn+1
[n+ 1]q
(c1qs+
n+1
2 + c2q−s−
n+1
2 ),
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obtenemos que
un(s+ 1)−vn+1(s)=− λn+1[n+ 1]q
(
c1q
s+n+1
2 + c2q−s−
n+1
2
)
+ c3
λn
[n]q
− [n+ 2]qτn(0)
−c3σ˜′′ − σ˜′(0) + 12τ
′c3kq +
1
2
τ(0)kq + [n+ 1]qτn+1(0)
+
λn+1
[n+ 1]q
(c1qs+
n+1
2 + c2q−s−
n+1
2 + c3)
+
λ2n+2
[2n+2]q
c3([n+ 1]q − [n+ 2]q).
Finalmente, sustituyendo la expresio´n de τn(0) y teniendo en cuenta que
−[n+ 2]q[n]q − 1 + [n+ 1]q[n+ 1]q = 0,
−[n+ 2]q(qn/2 + q−n/2) + kq + [n+ 1]q(q(n+1)/2 + q(n+1)/2) = 0,
se tiene que un(s+ 1)− vn+1(s) = 0 y la proposicio´n queda probada.
Si ahora se calcula
L−n+1 ◦ L+n = vn+1(s)un(s) + Θ(s)σ(s+ 1)
(
1
∆x(s)
)2
+un(s+ 1)
{√
Θ(s− 1)σ(s) 1∇x(s) e
−∂s +
√
Θ(s)σ(s+ 1)
1
∆x(s)
e∂s
}
,
y se sustituyen los valores de un, vn y Hn se obtiene que
L−n+1 ◦ L+n = h∓n I + un(s+ 1)Hn, (4.10)
donde la funcio´n
h∓n =
(
λn
[n]q
τn(s+ 1)
τ ′n
− σ(s+ 1)∇x(s+ 1)
)(
λn
[n]q
τn(s)
τ ′n
− λn∆x(s− 12)
)
+
λn
[n]q
τn(s+ 1)
τ ′n
Θ(s)
∆x(s)
,
es independiente de s. De hecho, teniendo en cuenta (4.8), (4.9) y (4.10), se obtiene que
h∓n =
λ2n
[2n]q
λ2n+2
[2n+ 2]q
αnγn+1,
que es una constante independiente de s (dependiente de n). De la misma forma,
L+n−1 ◦ L−n = h±n I + un−1(s)Hn,
donde
h±n =
(
− λn
[n]q
τn(s− 1)
τ ′n
+
λ2n
[2n]q
(x(s− 1)− βn) + λn∆x(s− 32)
)
×
(
− λn
[n]q
τn(s)
τ ′n
+
λ2n
[2n]q
(x(s)− βn) + σ(s)∇x(s)
)
+
(
λn
[n]q
τn(s)
τ ′n
− λ2n
[2n]q
(x(s)− βn)
)(
Θ(s− 1)
∆x(s− 1)
)
,
54 Los me´todos de Factorizacio´n
es independiente de s. Adema´s, aplicando la u´ltima expresio´n a las funciones ϕn, y teniendo en
cuenta (4.8) y (4.9), se obtiene que
h±n =
λ2n−2
[2n− 2]q
λ2n
[2n]q
αn−1γn,
que es una constante independiente de s (dependiente de n).
Nota 4.3.1. No´tese que h±n+1 = h∓n .
Todos los resultados anteriores conducen al Teorema principal de esta seccio´n.
Teorema 4.1. El operadorHn correspondiente a la ecuacio´n en diferencias de tipo hipergeome´tri-
co que las funciones ortonormales {ϕn}n≥0 satisfacen, admite la siguiente factorizacio´n – usual-
mente se denomina factorizacio´n de tipo Infeld & Hull –
un(s+ 1)Hn = L−n+1 ◦ L+n − h∓n I, (4.11)
y
un(s)Hn+1 = L+n ◦ L−n+1 − h∓n I, (4.12)
respectivamente.
Nota 4.3.2. Sustituyendo en las fo´rmulas anteriores la expresio´n x(s) por s se obtienen los re-
sultados correspondientes a los casos de la red uniforme (Hahn, Kravchuk, Meixner y Charlier),
considerados anteriormente por diversos autores, ve´ase por ejemplo [39, 94, 127] y mediante la
toma de lı´mites adecuados (ve´ase [82, 116]), se pueden recuperar los casos cla´sicos esta´ndar
(Jacobi, Laguerre y Hermite).
4.3.1. Aplicacio´n a ciertas funciones q-ortogonales normalizadas
En este apartado se aplicara´n los resultados anteriores a varias familias de q-polinomios orto-
gonales y a sus correspondientes funciones ortonormales. Ma´s concretamente se considerara´n las
siguientes familias: las funciones de Askey-Wilson, las q-funciones grandes de q-Jacobi y las fun-
ciones de Al-Salam & Carlitz I y II. La informacio´n esencial para dichas familias puede tomarse
de [82].
Por u´ltimo, se puntualiza que factorizaciones similares (aunque no iguales) fueron obtenidas por
otros autores, por ejemplo Miller en [113] considero´ los polinomios sobre la red exponencial y
Bangerezako estudio´ el caso Askey-Wilson. El intere´s principal de esta seccio´n es mostrar que las
fo´rmulas generales obtenidas dan lugar, de una forma sencilla, a las fo´rmulas de factorizacio´n de
todas las familias de funciones normalizadas.
¤ Las funciones de Askey-Wilson
Co´mo ya se menciono´ anteriormente, los polinomios de Askey-Wilson son polinomios sobre
la red x(s) = 12(q
s + q−s) ≡ x, definidos como [82]
pn(x(s); a, b, c, d) =
(ab; q)n(ac; q)n(ad; q)n
an
4ϕ3
(
q−n, qn−1abcd, aqs, aq−s
q; q
ab, ac, ad
)
,
(4.13)
i.e., corresponden al caso general (2.37) tomando qs1 = a, qs2 = b, qs3 = c, qs4 = d. La relacio´n
de ortogonalidad asociada a dicha familia es de la forma∫ 1
−1
ω(x)pn(x; a, b, c, d)pm(x; a, b, c, d)
√
1− x2κqdx = δnmd2n,
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donde
ω(x) =
h(x, 1)h(x,−1)h(x, q 12 )h(x,−q 12 )
2piκq(1− x2)h(x, a)h(x, b)h(x, c)h(x, d)
, h(x, α) =
∞∏
k=0
[1− 2αxqk + α2q2k],
y el cuadrado de la norma viene dada por
d2n =
(abcdqn−1; q)n(abcdq2n; q)∞
(qn+1, abqn, acqn, adqn, bcqn, bdqn, cdqn; q)∞
.
Los polinomios de Askey-Wilson satisfacen la ecuacio´n en diferencias (2.25) con
σAW (s) = −q−2s+1/2κ2q(qs − a)(qs − b)(qs − c)(qs − d),
τAW (s) = 4(q − 1)(1− abcd)x(s) + 2(q − 1)(−a− b− c− d+ abc+ abd+ acd+ bcd),
y λn = 4q−n+1(1− qn)(1− abcdqn−1).
Los datos principales de estos polinomios pueden encontrarse en la tabla A.1 del ape´ndice A. Sean
ϕAWn las funciones normalizadas (ve´ase (2.44)) definidas como
ϕAWn (x) = d
−1
n
√
ω(x)pn(x; a, b, c, d),
las cuales son autofunciones del Hamiltoniano
HAWn =
2q
3
2
[2s− 1]qG(s, a, b, c, d) e
−∂s +
2q
3
2
[2s+ 1]q
G(s+ 1, a, b, c, d) e∂s
+2
(
q−2s+
1
2
∏4
i=1(1− qsi+s)
[2s+ 1]q
+ q−2s+
1
2
∏4
i=1(q
s − qsi)
[2s− 1]q
+q−n+1κ2q(1− qn)(1− abcdqn−1)[2s]q
)
I
donde
G(s, a, b, c, d) =
√√√√ 4∏
i=1
(1− 2qsiq− 12x−1(s) + q−1q2si).
Si se toma
uAWn (s) = Dnxn(s) +DnEn + q
−2s+ 1
2
(qs − a)(qs − b)(qs − c)(qs − d)
[2s− 1]q ,
donde
Dn = −4q
1−n
2 (q − 1)(1− abcdqn−1),
En =
(−a− b− c− d+ (abc+ abd+ acd+ bcd)qn)q n2
2(1− abcdq2n) ,
y teniendo en cuenta que vAWn (s) = uAWn−1(s+ 1), se definen los operadores L+n y L−n como
L+n = u
AW
n (s)I +
2q
3
2
[2s− 1]qG(s, a, b, c, d) e
−∂s ,
L−n = v
AW
n (s)I +
2q
3
2
[2s+ 1]q
G(s+ 1, a, b, c, d) e∂s ,
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se obtiene que
L−n+1 ◦ L+n = D2nD2n+2γn+1I + vAWn+1(s)HAWn ,
L+n−1 ◦ L−n = D2n−2D2nγnI + uAWn−1(s)HAWn ,
la cual es la fo´rmula de factorizacio´n para las funciones de Askey-Wilson.
Antes de pasar al siguiente ejemplo, se considerara´ el caso especial cuando a = b = c = d = 0,
i.e., los q-polinomios continuos de Hermite
Hn(x|q) = 2−neinθ2ϕ0
(
q−n, 0
q; qne−2iθ
–
)
, x = cos θ.
Esta familia de polinomios esta ı´ntimamente relacionada con el modelo del oscilador q-armo´nico
introducido por Biedenharn [48] y Macfarlane [96]. De hecho, fue utilizado en [38], donde se
considero´ por primera vez la factorizacio´n para los polinomios continuos de q-Hermite. Si se
sustituye a = b = c = d = 0 en las fo´rmulas anteriores, se obtiene la factorizacio´n para las
funciones continuas de q-Hermite
ϕqHcn (x) =
√
h(x, 1)h(x,−1)h(x, q 12 )h(x,−q 12 )(qn+1; q)∞
2piκq(1− x2) Hn(x|q),
donde, como antes, κq = q
1
2 − q− 12 . De hecho, para esta familia de q-polinomios se tiene que
σqHc(s) = −κ2qq2s+
1
2 , τ qHc(s) = 4(q − 1)x(s), λn = 4q−n+1(1− qn),
HqHcn =
2q
3
2
[2s− 1]q e
−∂s +
2q
3
2
[2s+ 1]q
e∂s + 2
(
q−2s+
1
2
[2s+ 1]q
+
q2s+
1
2
[2s− 1]q −q
−n+1κ2q(1−qn)[2s]q
)
I,
L+n =
(
−4q−n/2+ 12 (q − 1)xn(s) + q
2s+ 1
2
[2s− 1]q
)
I +
2q
3
2
[2s− 1]q e
−∂s ,
L−n =
(
−4q−n2+1(q − 1)xn+1(s) + q
2s+ 52
[2s+ 1]q
)
I +
2q
3
2
[2s+ 1]q
e−∂s ,
y h±n = 4κ2qq−2n+1(1− qn).
¤ Las funciones grandes de q-Jacobi
Los q-polinomios grandes de Jacobi fueron introducidos por Hahn en 1949 y se definen [82]
por
Pn(x; a, b, c; q) =
(aq; q)n(cq; q)n
(abqn+1; q)n
3ϕ2
(
q−n, abqn+1, x
q; q
aq, cq
)
, x(s) = qs ≡ x.
Para esta familia los coeficientes de la ecuacio´n (2.25) son
σBqJ(x) = q−1(x− aq)(x− cq),
τBqJ(x) =
1− abq2
(1− q)q 12
x+ q
1
2
a(bq − 1) + c(aq − 1)
1− q ,
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y λn = −q−
n
2 [n]q 1−abq
n+1
1−q . Las funciones normalizadas grandes de q-Jacobi vienen definidas por
ϕBqJn (s) =
√
(x/a, x/c; q)∞(aq, bq, abq/c; q)∞(abq, aq, aq, cq, cq; q)n(−ac)n
(x, bx/c, c/a, aq/c, abq2; q)∞(1− q)aq(1− abq)(q, bq, abq/c; q)n
× 3ϕ2
(
q−n, abqn+1, x
q; q
aq, cq
)
.
El correspondiente Hamiltoniano es
HBqJ =
√
a(x−q)(x−aq)(x−cq)(bx−cq)
x(q−1) e
−∂s+q
√
a(x−1)(x−a)(x−c)(bx−c)
x(q−1) e
∂s
+
(
1 + abq2n+1
qn(1− q) x−
q(a+ ab+ c+ ac)
1− q +
acq(q + 1)
1− q x
−1
)
I.
Las funciones un y vn vienen dadas por
uBqJn (x) =
abqn+1
1− q x+Dn −
acq2
q − 1x
−1, y vBqJn (x) =
abqn+1
1− q x+Dn−1 −
acq
q − 1x
−1,
donde
Dn =
ab(ab+ ac+ a+ c)q2n+3 − a(b+ c+ ab+ bc)qn+2
(1− abq2n+2)(1− q) .
Por tanto
L+n = u
BqJ
n (x)I +
√
a(x−q)(x− aq)(x− cq)(bx−cq)
x(q − 1) e
−∂s ,
L−n = v
BqJ
n (x)I + q
√
a(x−1)(x− a)(x− c)(bx−c)
x(q − 1) e
∂s .
Ası´
L−n+1 ◦ L+n = δn+1γn+1I + vBqJn+1(x)HBqJn ,
L+n−1 ◦ L−n = δnγnI + uBqJn−1(x)HBqJn ,
donde
δn =
(1− abq2n−1)(1− abq2n+1)
q2n−1(q − 1)2 .
Las expresiones anteriores son las fo´rmulas de factorizacio´n asociadas a las funciones normali-
zadas grandes de q-Jacobi. No´tese que los q-polinomios de Hahn y los q-polinomios grandes de
Laguerre son casos particulares de los q-polinomios grandes de Jacobi escogiendo c = q−N−1,
N = 1, 2, . . . , y c = 0, respectivamente.
Dado que todos los q-polinomios discretos sobre la red x(s) = c1qs + c3 – los denominados q-
polinomios de la clase Hahn – pueden obtenerse a trave´s de los q-polinomios grandes de Jacobi
bajo ciertos procesos lı´mite (ve´ase, por ejemplo, [23, 82]) de las fo´rmulas anteriores se pueden
obtener el resto de los casos de la tabla de Hahn.
Para finalizar este apartado se considerara´n 2 familias de especial intere´s.
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¤ Las funciones de Al-Salam & Carlitz I y II
Los polinomios de Al-Salam & Carlitz I (y II) aparecen en ciertos modelos de q-osciladores
armo´nicos, ve´ase [31, 37, 38, 115]. Dichos polinomios vienen definidos [82] por
U (a)n (x; q) = (−a)nq(
n
2) 2ϕ1
(
q−n, x−1
q;
qx
a0
)
, x(s) = qs ≡ x.
Como en los casos anteriores, e´stos satisfacen la ecuacio´n en diferencias (2.25) donde
σACI(x) = (x− 1)(x− a), τACI(x) = q
1
2
1− qx+ q
1
2
1 + a
q − 1 , y λn = [n]q
q1−
n
2
q − 1 .
En este caso, las correspondientes funciones normalizadas (4.2) son
ϕACIn (x) =
√
(qx, a−1qx; q)∞(−a)nq(
n
2)
(1− q)(q; q)n(q, a, q/a; q)∞ 2ϕ1
(
q−n, x−1
q;
qx
a0
)
.
Si se define el Hamiltoniano como
HACIn =
√
a(x−1)(x−a)
x(1− q−1) e
−∂s+
√
a(qx−1)(qx−a)
x(q − 1) e
∂s+
(
q1−n
1−q x+
q(a+1)
q − 1 −
[2]q
kq
x−1
)
I,
entonces los operadores
L+n = u
ACI
n (x)I + q
√
a(x− 1)(x− a)
x(q − 1) e
−∂s ,
L−n = v
ACI
n (x)I +
√
a(qx− 1)(qx− a)
x(q − 1) e
∂s ,
donde uACIn (x) =
aq
1− qx
−1
, y vACIn (x) =
a
1− qx
−1
, satisfacen las relaciones
L−n+1 ◦ L+n =
aq1−n(qn+1 − 1)
(q − 1)2 I + v
ACI
n+1 (x)H
ACI
n ,
L+n−1 ◦ L−n =
aq2−n(qn − 1)
(q − 1)2 I + u
ACI
n−1 (x)H
ACI
n ,
que representan las fo´rmulas de factorizacio´n para las funciones normalizadas de Al-Salam &
Carlitz I. Si ahora se tiene en cuenta que (ve´ase [82, p. 115])
V (a)n (x; q) = U
(a)
n (x; q
−1),
entonces, la factorizacio´n para las funciones normalizadas de Al-Salam & Carlitz II
ϕACIIn (s) = q(
s
2)
√
as+n(aq; q)∞q(
n
2)
(q, aq; q)s(1− q)(q; q)n 2ϕ0
(
q−n, x
q;
qn
a−
)
,
se sigue de la factorizacio´n para las funciones de Al-Salam & Carlitz I cambiando q por q−1.
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4.4. El me´todo de factorizacio´n cla´sico
4.4.1. Introduccio´n y preliminares
En esta seccio´n se continua con el estudio, comenzado en la seccio´n anterior (puede verse
tambie´n [16]), sobre la factorizacio´n de la ecuacio´n en diferencias de tipo hipergeome´trico sobre
redes no uniformes, i.e., de la ecuacio´n [118]
σ(s)
∆
∇x1(s)
∇y(s)
∇x(s) + τ(s)
∆y(s)
∆x(s)
+ λy(s) = 0,
σ(s) = σ˜(x(s))− 12 τ˜(x(s))∆x∇x1(s), τ(s) = τ˜(x(s)),
(4.14)
donde σ˜ y τ˜ son polinomios de grados a lo ma´s 2 y 1, respectivamente, y λ es una constante
independiente de s (ve´ase tambie´n [116]).
Si la ecuacio´n en diferencias (4.14) tiene soluciones polino´micas se obtiene la siguiente expresio´n
[116] para los autovalores λn
λn = C1qn + C2q−n + C3,
C1 =
1
2(1− q)
(
τ˜ ′ +
σ˜′′
kq
)
, C2 =
1
2(1− q−1)
(
τ˜ ′ − σ˜
′′
kq
)
, C3 = − σ˜
′′(1 + q)
2kq(1− q) −
τ˜ ′
2
,
(4.15)
donde, como antes, τ˜ ′ y σ˜′′2 son los coeficientes del desarrollo de Taylor de los polinomios τ˜ y σ˜
de las potencias x y x2, respectivamente (ve´ase (2.26)).
No´tese que los coeficientes C1 y C2 de los te´rminos qn y q−n, respectivamente, vienen fijados por
las funciones σ˜ y τ˜ en (4.14), y por lo tanto tambie´n el producto
C1C2 =
1
4k2q
((
σ˜′′
kq
)2
− (τ˜ ′)2
)
.
La sucesio´n {λn}n≥0 satisface la siguiente RRTT
λn+2 − (q + q−1)λn+1 + λn = 12(τ˜
′k2q − σ˜′′[2]q). (4.16)
Recı´procamente, si {λn}n≥0 satisface la RRTT (4.16), entonces esta es de la forma λn = C ′1qn +
C ′2q−n + C ′3. Obviamente, habiendo tomado las condiciones iniciales λ0 = 0 y λ1 = −τ˜ ′, uno
recupera la expresio´n (4.15).
En la seccio´n anterior se ha visto que uno puede factorizar la ecuacio´n de Nikiforov-Uvarov (4.14)
con la ayuda de los operadores creacio´n y destruccio´n, dependientes del grado de los polinomios
correspondientes a las autofunciones normalizadas, i.e., dependen de n.
En la siguiente seccio´n se definira´n los operadores que se usara´n para obtener el MF cla´sico.
4.4.2. Los operadores de la factorizacio´n
Sea A(s) una funcio´n continua que no se anula en el intervalo de ortogonalidad [a, b]. Da-
da una SP, {Pn}n≥0, ortogonales respecto la funcio´n peso ρ, se define el conjunto de funciones
normalizadas, Φnn≥0, como
Φn(s) = d−1n A(s)
√
ρ(s)Pn(s), (4.17)
donde dn representa la norma de Pn y ρ satisface la ecuacio´n de tipo Pearson
∆[σ(s)ρ(s)] = τ(s)ρ(s)∇x1(s). (4.18)
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Si la SP {Pn}n≥0 satisface una ortogonalidad discreta del tipo (4.39), entonces las funciones
{Φn}n≥0 satisfacen
〈Φn,Φm〉 =
b−1∑
s=a
Φn(s)Φm(s)
∇x1(s)
A2(s)
= δn,m. (4.19)
No´tese que si A(s) =
√∇x1(s), entonces el el conjunto {Φn}n≥0 estara´ constituido por las
funciones ortonormales asociadas a la SP {Pn}n≥0. Obviamente, en el caso de una ortogonalidad
continua (como en el caso de los polinomios de Askey-Wilson) uno necesita cambiar la suma en
(4.19) por una integral de Riemann [40, 116].
Ahora, se considera el q-Hamiltoniano
Hq :=
1
∇x1(s)A(s)Hq
1
A(s)
, (4.20)
siendo
Hq := −
√
Θ(s− 1)σ(s)
∇x(s) e
−∂s −
√
Θ(s)σ(s+ 1)
∆x(s)
e∂s +
(
Θ(s)
∆x(s)
+
σ(s)
∇x(s)
)
I, (4.21)
donde, como antes, Θ(s) = σ(s) + τ(s)∇x1(s), e I representa el operador identidad.
De hecho,
HqΦn(s) = λnΦn(s), (4.22)
i.e., las funciones Φn, definidas en (4.17), son autofunciones del operador Hq.
El primer paso consiste en encontrar dos operadores, a y b, tales que
Hq = b ◦ a,
i.e., a y b factorizan al q-Hamiltoniano Hq. Antes de darlos explı´citamente se debe de tener en
cuenta que si existe dicho par de operadores, entonces existen infinitos. De hecho, si a y b son
tales que Hq = b ◦ a, entonces para cualquier operador unitario U, i.e. U†U = I , los operadores
a˜ := U ◦ a , b˜ := b ◦U† ,
factorizan Hq ya que
b˜ ◦ a˜ = b ◦U† ◦U ◦ a = b ◦ a = Hq.
La arbitrariedad en la eleccio´n del operador unitario U es esencial ya que esta permitira´ construir
un a´lgebra cerrada, que contiene a Hq.
Si uno aplica el procedimiento esta´ndar para factorizar la ecuacio´n (4.14), entonces los siguientes
operadores surgen de manera natural
Definicio´n 4.4.1. Sea α un nu´mero real y A(s) una funcio´n continua que no se anula en (a, b). Se
define la familia de α-operadores como
a↓α :=
A(s)√∇x1(s) e−α∂s
(
e∂s
√
σ(s)
∇x(s) −
√
Θ(s)
∆x(s)
)
1
A(s)
,
a↑α :=
1
∇x1(s)A(s)
(√
σ(s)
∇x(s)e
−∂s −
√
Θ(s)
∆x(s)
)
eα∂s
√∇x1(s)
A(s)
,
(4.23)
respectivamente.
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Con esta definicio´n se tiene el siguiente resultado.
Teorema 4.2. Dado el q-Hamiltoniano (4.20) Hq, los operadores a↓α y a↑α definidos en (4.23) son
tales que, para todo α ∈ C
Hq = a↑α ◦ a↓α. (4.24)
El siguiente paso consiste en obtener el a´lgebra dina´mica asociada al Hamiltoniano Hq. Para
este fin se necesita la siguiente definicio´n.
Definicio´n 4.4.2. Una funcio´n f(z) se dice de tipo lineal en z, si existen dos funciones, F y G,
tales que para todo z, ζ ∈ C, la funcio´n f(z) pueda representarse co´mo
f(z + ζ) = F (ζ)f(z) +G(ζ).
Un caso particular de funciones de tipo lineal son las funciones q-lineales, i.e., las funciones
de la forma f(z) = Aqz +B. Para estas funciones F (ζ) = qζ y G = B(1− qζ).
Nota 4.4.1. Si se usa la expresio´n dada en (4.15) para los autovalores λn, entonces es inmediato
ver que λn es una funcio´n q-lineal de n si y so´lo si σ˜′′ = ±kq τ˜ ′. Adema´s, en este caso se tiene
σ˜′′ = kq τ˜ ′ ⇒ λn = τ˜
′
1− q (q
n − 1), o σ˜′′ = −kq τ˜ ′ ⇒ λn = τ˜
′
1− q−1 (q
−n − 1). (4.25)
No´tese que el segundo caso puede obtenerse del primero cambiando q por q−1.
Proposicio´n 4.4.1. λn es una funcio´n q-lineal de n si y so´lo si λn+1 = qλn + C, donde C es
cierta constante.
Prueba: Unos ca´lculos sencillos muestran que si λn es una funcio´n q-lineal de n, entonces λn
satisface la fo´rmula de recurrencia λn+1 = qλn + C, donde, en este caso, C = λ1. Pero la
solucio´n general de la ecuacio´n en diferencias λn+1 = qλn +C es λn = Aqn +D, donde A y D
son ciertas constantes.
Nota 4.4.2. No´tese que si λn es una funcio´n q-linear de n, entonces λn satisface la relacio´n de
recurrencia λn+γ − qγλn = C, donde γ ∈ C y C es cierta constante.
Por u´ltimo, se tiene el siguiente lema
Lema 4.4.1. Sea x(s) una funcio´n q-lineal de s y sea {λn}n≥0 la una sucesio´n de autovalores de
la ecuacio´n en diferencias de tipo hipergeome´trico (4.14). Entonces λn es una funcio´n q-lineal de
n si y so´lo si ∆(2)σ(s) = 0 y es una funcio´n q−1-lineal de n si y so´lo si ∆(2)Θ(s) = 0, donde
∆(2) =
∆
∆x1(s)
∆
∆x(s)
.
Prueba: Se sigue de la ecuacio´n (4.25) y que
∆(2)σ(s) =
[2]q
2
(σ˜′′ − τ˜ ′kq), ∆(2)Θ(s) = [2]q2 (σ˜
′′ + τ˜ ′kq).
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4.4.3. El a´lgebra dina´mica
Definicio´n 4.4.3. Sea ς un nu´mero complejo, y sean a y b dos operadores. Se define el ς-conmu-
tador de a y b como
[a,b]ς = a ◦ b− ςb ◦ a.
En adelante se asumira´ que ς es real.
Proposicio´n 4.4.2. Sea Hq un operador tal que existen operadores, a y b, y los nu´meros reales,
ς y Λ, tales que Hq = b ◦ a, y [a,b]ς = Λ. Entonces, si Φ es una autofuncio´n de Hq asociada al
autovalor λ, se tiene
1. Hq[aΦ(s)] = ς−1(λ−Λ) [aΦ(s)], i.e., aΦ es una autofuncio´n de Hq, asociada al autovalor
ς−1(λ− Λ),
2. Hq[bΦ(s)] = (Λ + ςλ)[bΦ(s)], i.e., bΦ es una autofuncio´n de Hq asociada al autovalor
Λ + ςλ.
Prueba: En el primer caso, dado que HqΦ(s) = λΦ(s),
Hq[aΦ(s)] = b ◦ a[aΦ(s)] = ς−1(a ◦ b− Λ)[aΦ(s)] = ς−1(λ− Λ)[aΦ(s)].
De la misma manera, para el segundo
Hq[bΦ(s)] = b ◦ a ◦ b[Φ(s)] = b(Λ + ςλ)Φ(s) = (Λ + ςλ)[bΦ(s)].
Igualmente se puede probar que
(a ◦ b)[Φ(s)] = (Λ + ςλ)Φ(s). (4.26)
Adema´s, si Φ es una autofuncio´n de Hq (o de a◦b), entonces tambie´n akΦ y bkΦ son, en general,
autofunciones de Hq (o de a ◦ b).
Nota 4.4.3. Obviamente la condicio´n [a,b]ς = I puede cambiarse por
[a,b]ς = Λ,
donde Λ es una constante no nula arbitraria. De hecho, si los operadores a y b satisfacen la
relacio´n de ς-conmutacio´n
[a,b]ς = Λ,
entonces los operadores a = Λ− 12a y b = Λ− 12b satisfacen las relaciones
[a,b]ς = I, y Hq = Λb ◦ a.
La Proposicio´n 4.4.2 se refiere al caso de un sistema descrito por el Hamiltoniano Hq el cual
admite la factorizacio´n (4.24) en te´rminos de los operadores a y b, satisfaciendo la relacio´n de
ς-conmutacio´n [a,b]ς = Λ. Adema´s, dice co´mo construir una a´lgebra de simetrı´as dina´mica di-
rectamente en ese caso [91].
Ası´, todo lo anterior sugiere el siguiente problema:
Problema 1: Encontrar dos operadores, a y b, y una constante ς tales que
Hq = b ◦ a, y [a,b]ς = I.
La solucio´n al mismo viene dada por los siguientes resultados.
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Teorema 4.3. Sea Hq el siguiente operador en diferencias (q-Hamiltoniano)
Hq =
1
∇x1(s)A(s)Hq
1
A(s)
. (4.27)
Los operadores b = a↑α y a = a↓α dados en (4.23) factorizan el q-Hamiltoniano Hq (4.27) y
satisfacen la relacio´n de ς-conmutacio´n [a,b]ς = Λ para cierto nu´mero real ς si y so´lo si se
satisfacen las siguientes condiciones:
∇x(s)
∇x1(s− α)
√
∇x1(s− 1)∇x1(s)
∇x(s− α)∆x(s− α)
√
σ(s− α)Θ(s− α)
σ(s)Θ(s− 1) = ς, (4.28)
y
1
∆x(s− α)
(
σ(s− α+ 1)
∇x1(s− α+ 1) +
Θ(s− α)
∇x1(s− α)
)
− ς 1∇x1(s)
(
σ(s)
∇x(s) +
Θ(s)
∆x(s)
)
= Λ. (4.29)
Prueba: Teniendo las expresiones de los operadores a↑α y a↓α, un ca´lculo directo permite ver que
a↓α ◦ a↑α = A1(s)e∂s +A2(s)e−∂s +A3(s)I , donde
A1(s) = −
√
∇x1(s+ 1)
∇x1(s)
A(s)
A(s+ 1)
√
σ(s+ 1− α)Θ(s− α)
∆x(s− α)∆x(s+ 1− α)
1
∇x1(s+ 1− α) ,
A2(s) = −
√
∇x1(s− 1)
∇x1(s)
A(s)
A(s− 1)
√
σ(s− α)Θ(s− α)
∆x(s− 1− α)∆x(s− α)
1
∇x1(s− α) ,
A3(s) =
1
∆x(s− α)
(
σ(s+ 1− α)
∇x1(s+ 1− α) +
Θ(s− α)
∇x1(s− α)
)
.
(4.30)
De la misma manera, usando (4.21) y (4.20), se tiene
a↑α ◦ a↓α = Hq = B1(s)e∂s +B2(s)e−∂s +B3(s)I,
donde
B1(s) = − 1∇x1(s)
A(s)
A(s+ 1)
√
Θ(s)σ(s+ 1)
∇x(s+ 1) ,
B2(s) = − 1∇x1(s)
A(s)
A(s− 1)
√
Θ(s− 1)σ(s)
∇x(s) ,
B3(s) =
1
∇x1(s)
(
σ(s)
∇x(s) +
Θ(s)
∆x(s)
)
.
(4.31)
En consecuencia,
[a↓α, a
↑
α]ς =
(
A1(s)− ςB1(s)
)
e∂s +
(
A2(s)− ςB2(s)
)
e−∂s +
(
A3(s)− ςB3(s)
)
I. (4.32)
Para eliminar los dos te´rminos de la parte derecha de (4.32), la cual es proporcional a los opera-
dores en diferencias e±∂s , se debe exigir que se cumplan simulta´neamente las relaciones
A1(s)− ς B1(s) = 0, A2(s)− ς B2(s) = 0. (4.33)
A partir de (4.30) y (4.31) se deduce que
A1(s)B2(s+ 1) = A2(s+ 1)B1(s),
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o, lo que es equivalente,
A1(s)
B1(s)
=
A2(s+ 1)
B2(s+ 1)
.
Por lo tanto, el requerimiento A1(s) = ς B1(s) implica la relacio´n A2(s) = ς B2(s), y viceversa.
Ası´ a partir de (4.32) se tiene que el ς-conmutador [a↑α(s), a↓α(s)]ς es constante si y so´lo si se
satisface (4.33) y el factor A3(s) − ς B3(s) es constante. Por tanto, las condiciones requeridas,
(4.49) y (4.50), se siguen inmediatamente.
Teorema 4.4. Sea {Φn}n≥0 una sucesio´n de autofunciones de Hq correspondientes a los auto-
valores {λn}n≥0. Si el problema 1 tiene solucio´n para Λ 6= 0, entonces los autovalores λn de la
ecuacio´n en diferencias (4.22) son funciones q-lineales (o q−1-lineales) en n, i.e., λn = C1qn+C3
(o λn = C2q−n + C3).
Prueba: Para la prueba se tomara´ ς = qγ , q ∈ R. Vea´moslo por reduccio´n al absurdo: Si se supone
que el problema 1 tiene solucio´n con Λ 6= 0 y λn no es una funcio´n q-lineal (respectivamente, q−1-
lineal) de n, por la Proposicio´n 4.4.2 se sabe que a↑αΦn es un autovalor de Hq correspondiente al
autovalorΛ+qγλn. Si se denota porΦm(n) a dicho autovalor, entonces se tieneΛ+qγλn = λm(n).
Luego usando (4.15) se obtiene que
λm(n) = C1q
m(n) + C2q−m(n) + C3, C1C2 = Lq. (4.34)
Por otro lado,
λm(n) = Λ+ q
γλn = C1qγqn + C2qγq−n + qγC3 + Λ = C ′1q
n + C ′2q
−n + C ′3. (4.35)
Pero aquı´, dado que λm(n) es un autovalor de (4.14), de nuevo se satisface la condicio´n C ′1C ′2 =
Lq, luego
C1C2 = Lq = C ′1C
′
2 = C1C2q
2γ ,
ası´, q2γ = 1, es decir1, γ = 0, o C1C2 = 0. En el primer caso, comparando (4.34) y (4.35), se
tiene que C3qγ + Λ = C ′3 = C3, luego Λ = 0, lo cual es una contradiccio´n. Por tanto, C1C2 = 0
y el resultado queda probado.
Luego se puede concluir que la q-linearidad de los autovalores de Hq es una condicio´n necesa-
ria. Sin embargo esta condicio´n no es suficiente ya que hay casos donde los autovalores λn son
q-lineales (por ejemplo, los que corresponden a los q-polinomios de Meixner, de Charlier y a los
de Laguerre con a 6= q− 12 ), pero los q-Hamiltonianos correspondientes, Hq, no admiten la facto-
rizacio´n como la aquı´ descrita. Esto justamente refleja que suq(1, 1) no es un a´lgebra dina´mica
apropiada para estos casos y uno debe considerar un a´lgebra ma´s compleja (ve´ase [141] para el
caso AW (3)). De hecho, el problema de encontrar una conexio´n explı´cita entre los generadores
del a´lgebra AW (3) y los operadores, a y b, los cuales factorizan los q-Hamiltonianos para estos
casos es actualmente un problema abierto.
Nota 4.4.4. Un caso particular de red no lineal es
x(s) = 12(q
s + q−s).
En este caso si se pone α = 12 , entonces las condiciones (4.49) y (4.50) del Teorema 4.3 dan lugar
a √
σ(s− 12)σ(−s+ 12)
σ(s)σ(−s+ 1) = ς,
1Se recuerda que γ es un nu´mero real
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y
1
∇x1(s)
(
σ(s+ 12)
∆x(s)
+
σ(−s+ 12)
∇x(s)
)
−ς 1∇x1(s)
(
σ(s)
∇x(s) +
σ(−s)
∆x(s)
)
= Λ.
respectivamente. Adema´s, si se toma A(s) = 1, entonces Hq = (∇x1(s))−1Hq y α = 12 , luego
a↓1
2
=
1
∇x1(s)
(
e
1
2
∂s
√
σ(s)− e− 12∂s
√
σ(−s)
)
,
a↑1
2
=
1
∇x1(s)
(√
σ(s)e−
1
2
∂s −
√
σ(−s)e 12∂s
)
.
Siguiendo la lı´nea del problema 1 se plantea el siguiente problema.
Problema 2: Encontrar dos operadores, a y b, y una constante ς tales que
Hq = b ◦ a, y [a,b]ς = I,
siendo a y b operadores destruccio´n y creacio´n, respectivamente, i.e.,
aΦn(s) = DnΦn−1(s) y bΦn(s) = UnΦn+1(s). (4.36)
De nuevo, sin perder generalidad, se cambiara´ la condicio´n [a,b]ς = I por
[a,b]ς = Λ, escogiendo Λ = λ1.
Con esta normalizacio´n, de nuevo los operadores b = a↑α y a = a↓α, dados en (4.23), dan lugar a
la factorizacio´n del q-Hamiltoniano Hq.
Si se aplica b a la primera ecuacio´n de (4.36) y se usa la segunda ası´ como (4.22), se obtiene que
λn = DnUn−1. Por otro lado, aplicando a a la segunda ecuacio´n en (4.36) y usando la primera
ası´ como (4.26) se obtiene que λ1 + ςλn = UnDn+1 = λn+1. Por tanto, usando la Proposicio´n
4.4.1 se concluye que λn deberı´a ser una funcio´n ς-lineal, i.e., λn = C1ςn + C3, donde C1 y C3
son constantes no nulas. Adema´s, usando la recurrencia λ1 + ςλn = λn+1 y la Proposicio´n 4.4.2
se obtiene que
Hq[aΦn] = λn−1 aΦn,
Hq[bΦn] = λn+1 bΦn,
es decir, aΦn es una autofuncio´n asociada al autovalor λn−1 y bΦn es una autofuncio´n asociada
al autovalor λn+1, por lo tanto son operadores creacio´n y destruccio´n asociados a Hq.
Nota 4.4.5. Una condicio´n necesaria para que el problema 2 tenga solucio´n es que λn sea una
funcio´n q-lineal en n pero no es suficiente (ve´ase el caso de los polinomios de Wall en [14]).
La siguiente pregunta importante es: ¿Cua´ndo son los α-operadores mutuamente adjuntos? La
respuesta a esta cuestio´n depende del producto interior que se haya considerado. Como ejemplo,
conside´rese el caso de la ortogonalidad discreta (4.19). En este caso,
〈a↓αΦn+1,Φk〉 =
=
b−1∑
s=a
√∇x1(s)ρ(s)
dndn+1
(
e−α∂s
(√
Θ(s)ρ(s)
∆x(s)
∆Pn+1(s)
))
Pk(s)
=
b−1∑
s=a
√∇x1(s)ρ(s)
dndn+1
√
Θ(s− α)ρ(s− α)
∆x(s− α) ∆Pn+1(s− α)Pk(s),
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donde la segunda igualdad se verifica dado que se satisface la ecuacio´n de Pearson (4.18). Si se
tiene en cuenta que
〈Φn+1,a↑αΦk〉 =
b−1∑
s=a
√
σ(s)ρ(s)
dndn+1
√∇x(s)
(
e−∂s
(
eα∂s
√
∇x1(s)ρ(s)Pk(s)
))
Pn+1(s)︸ ︷︷ ︸
S1
−
b−1∑
s=a
√
Θ(s)ρ(s)
dndn+1
√
∆x(s)
(
eα∂s
(√
∇x1(s)ρ(s)Pk(s)
))
Pn+1(s)︸ ︷︷ ︸
S2
Si ahora se usan las condiciones de contorno
σ(a)ρ(a) = σ(b)ρ(b) = 0.
entonces el sumando S1 da lugar a
S1 =
b∑
s=a+1
√
σ(s)ρ(s)
dndn+1
√∇x(s)
(
e−∂s
(
eα∂s
√
∇x1(s)ρ(s)Pk(s)
))
Pn+1(s) (s→ s+ 1)
=
b−1∑
s=a
√
σ(s+ 1)ρ(s+ 1)
dndn+1
√∇x(s+ 1)
((
eα∂s
√
∇x1(s)ρ(s)Pk(s)
))
Pn+1(s+ 1)
=
b−1∑
s=a
√
Θ(s)ρ(s)
dndn+1
√
∆x(s)
(
eα∂s
(√
∇x1(s)ρ(s)Pk(s)
))
Pn+1(s+ 1),
donde la u´ltima igualdad se sigue debido a la ecuacio´n de Pearson (4.18). Ahora substrayendo S2
a S1 se obtiene que
〈Φn+1,a↑αΦk〉 =
b−1∑
s=a
√
Θ(s)ρ(s)
dndn+1
√
∆x(s)
(
eα∂s
(√
∇x1(s)ρ(s)Pk(s)
))
∆Pn+1(s)
=
b−1∑
s=a
√
Θ(s)ρ(s)
dndn+1
√
∆x(s)
√
∇x1(s+ α)ρ(s+ α)Pk(s+ α)∆Pn+1(s).
Entonces, en el caso discreto, una condicio´n suficiente para que los operadores, a↑α y a↓α sean
mutuamente adjuntos, es decir,
〈a↓αΦn,Φm〉 = 〈Φn, a↑αΦm〉, n,m = 0, 1, . . .
es que α = 0. Para α 6= 0, el problema requiere un estudio ma´s detallado.
4.4.4. Ejemplos
A continuacio´n se mostrara´n algunos ejemplos de familias de q-polinomios que admiten una
factorizacio´n cla´sica.
Se comenzara´ considerando familias de la tabla de Hahn (ve´ase, por ejemplo, [23, 82] y las re-
ferencias de e´sta). Teniendo en cuenta el Teorema 4.3, los α-operadores sera´n elegidos tomando
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A(s) =
√∇x1(s), ası´ las funciones normalizadas – de hecho en este caso son ortonormales –
vienen dadas por
Φn(s) = dn−1
√
ρ(s)∇x1(s)Pn(s),
y satisfacen la siguiente relacio´n de ortogonalidad
b−1∑
s=a
Φn(s)Φm(s) = δnm.
Antes de comenzar con los ejemplos, se recuerda que para la red x(s) = c1qs + c3,
eq(s) :=
∇x(s)
∇x1(s− α)
√
∇x1(s− 1)∇x1(s)
∇x(s− α)∆x(s− α) = q
2α−1,
mientras que para la red x(s) = c1q−s + c3,
eq(s) = q−2α+1.
Nota 4.4.6. Para la red q-lineal x(s) = qs, en el caso que σ(s) o Θ(s) = σ(s) + τ(s)∇x1(s)
sean constantes, los operadores definidos en (4.23) definen un a´lgebra dina´mica si y so´lo si α = 1
y ς = q, o α = 0 y ς = q−1, respectivamente. Para probar esto es suficiente considerar (4.49) que
da lugar para el primer caso
eq(s)
√
Θ(s−+α)
Θ(s− 1) = q
2α−1
√
Θ(s− α)
Θ(s− 1) = ς.
Si se eligeα = 1 se tiene que ς = q. El segundo caso es ana´logo. De hecho, estos casos constituyen
los ejemplos ma´s sencillos.
Teniendo en cuenta lo anterior, se considerara´n los q-polinomios de Al-Salam & Carlitz I y
II y los q-polinomios de Stieltjes-Wigert, ası´ como los polinomios de Askey-Wilson y dos casos
particulares de estos u´ltimos: los q-polinomios continuos de Laguerre y de Hermite.
¤ Los q-polinomios de Al-Salam & Carlitz I y II
Los polinomios de Al-Salam & Carlitz I y II, dependen de un para´metro, a, (ve´ase el ape´ndice
A, o [82, p.114]). Dado que
V (a)n (x; q) = U
(a)
n (x; q
−1),
basta considerar uno de ellos. Ası´ se definen las funciones ortonormales [82, p. 114] como
ΦACIIn (s) =
1
dn
a
s
2 q
s2
2√
(q, aq; q)s
2φ0
(
q−n, q−s
q;
qn
a−
)
, a > 0,
dn = (−1)n(aq)−
n
2
√
(q; q)n
(aq; q)∞
,
En este caso, σACII(s) = (q−s − 1)(q−s − a) y σACII(s) + τACII(s)∇x1(s) = a es constante,
siendo x(s) = q−s, luego el q-Hamiltoniano viene dado por
HACIIq =
1
1− q
(
a q2s+1 + (1− qs)(1− a qs)
− e∂s
√
a(1− qs)(1− a qs) qs− 12 −
√
a(1− qs)(1− a qs) qs− 12 e−∂s
)
.
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Por tanto
HACIIq Φ
ACII
n (s) =
1− qn
1− q Φ
ACII
n (s).
De hecho, HACIIq se factoriza de la forma
HACIIq = a
↑ ◦ a↓,
donde
a↓ := a↓0 =
1√
1−q
(√
a qs+
1
2 − e∂s√(1− qs)(1− a qs)) ,
a↑ := a↑0 =
1√
1−q
(√
a qs+
1
2 −√(1− qs)(1− a qs) e−∂s ) ,
los cuales satisfacen la siguiente relacio´n de q-conmutacio´n
[a↓, a↑]q = I.
Por tanto, el a´lgebra dina´mica para esta familia es suq(1, 1), siendo los operadores, a↓ y a↑, ope-
radores destruccio´n y creacio´n, respectivamente, para las funciones ΦACIIn (ve´ase [82]).
Un caso especial de los q-polinomios de Al-Salam & Carlitz II es el de los q-polinomios discretos
de Hermite II
h˜n(x; q) = i−n V (−1)n (ix; q).
No´tese que estas familias esta´n ı´ntimamente relacionadas con ciertos modelos de q-osciladores
[96, 37, 38, 31, 30, 35].
¤ Los q-polinomios de Stieltjes-Wigert
Las funciones de Stieltjes-Wigert esta´n definidas en las red x(s) = qs ≡ x, es decir, las
funciones asociadas a los q-polinomios de Stieltjes-Wigert vienen definidas por
ΦSWn (x) = d
−1
n
√
(−x,−q/x; q)∞ 1φ1
(
q−n
0
∣∣∣∣∣q;−xqn+1
)
, x(s) = qs,
dn =
qn/2
(q; q)∞
√
(qn+1; q)∞
log q−1
.
En este caso se ha elegido A(s) =
√∇x1(s). Las funciones normalizadas ΦSWn poseen la si-
guiente propiedad de ortogonalidad∫ ∞
0
Φn(x)Φm(x)dx = δn,m.
Dado que para los q-polinomios de Stieltjes-Wigert [82],
σSW (s) = qs−1, y σSW (s) + τSW (s)∇x1(s) = q2s,
el q-Hamiltoniano viene dado, en este caso, por
HSWq =
1
(1− q)
((
1 + q−s
)
I − q− s+12 e∂s − q− s2 e−∂s
)
,
que tiene como autofunciones las funciones normalizadas ΦSWn ,
HSWq Φ
SW
n (x) =
1− qn
1− q Φ
SW
n (x).
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Adema´s, de la primera condicio´n del Teorema 4.3 se obtiene que ς = q
α
2 y de la segunda condicio´n
que α = 2, es decir, ς = q. Por lo tanto
a↓ := a↓2 =
1√
1− q
(
e−2∂s − e−∂sq− s2
)
,
a↑ := a↑2 =
1√
1− q
(
e2∂s − q− s2 e∂s
)
,
HSWq = a
↑ ◦ a↓ y [a↓, a↑]q = I . No es difı´cil comprobar que, en este caso, los operadores
a↑ y a↓ son operadores destruccio´n y creacio´n, respectivamente, para las funciones ΦSWn (ve´ase
[82, p. 117]). Se recuerda al lector que el problema de momentos, asociado a los q-polinomios
de Stieltjes-Wigert es indeterminado [1, 125], y por tanto existen distintas funciones peso (tanto
discretas como continuas), respecto a la que dicha familia es ortogonal. Un resultado similar para
el caso de una ortogonalidad discreta ha sido considerado en [37].
¤ Los polinomios de Askey-Wilson
Como ya se menciono´ anteriormente para esta familia de q-polinomios,
σAW (s) = Cq−2s
4∏
i=1
(qs − qsi) = q−2s
4∏
i=1
(qs − zi), Θ(s) = Cq2s
4∏
i=1
(q−s − zi),
donde a = z1, b = z2, c = z3, d = z4.
Adema´s, los polinomios de Askey-Wilson esta´n definidos sobre la red x(s) = 12(q
s + q−s) y
vienen definidos por (4.13) y las funciones de Askey-Wilson se definen como
ΦAWn (s) = d
−1
n
√
ω(s)A(s)pn(x(s); a, b, c, d).
Tomando A(s) =
√∇x1(s), se tiene la siguiente relacio´n de ortogonalidad para las funciones
normalizadas, ∫ 1
−1
ΦAWn (s)Φ
AW
m (s)∇x1(s)dx = δn,m,
y
HAWq Φ
AW
n (s) = q(q
−n − 1)(1− abcdqn−1)ΦAWn (s),
donde
HAWq =
−1
k2q
√
sin θ
( √
σ(s)σ(−s+ 1)
sin(θ + i2 log q)
√
sin(θ + i log q)
e−∂s
+
√
σ(s+ 1)σ(−s)
sin(θ − i2 log q)
√
sin(θ − i log q) e
∂s
)
+
1
k2q sin θ
(
σ(s)
sin(θ + i2 log q)
+
σ(−s)
sin(θ − i2 log q)
)
I.
Si se tiene en cuenta la Nota 4.4.4 y que
∆x1(s+ γ) =
kq
2
q−s−γ(qs+γ + 1)(qs+γ − 1),
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la primera condicio´n del Teorema 4.3 puede escribirse de la forma
q−2α+1
qs− 12 − 1
qs−α − 1
√
(qs−1 − 1)(qs − 1)
(qs−α−
1
2 − 1)(qs−α+ 12 − 1)
√√√√ 4∏
i=1
(qs−α − zi)(q−s+α − zi)
(qs − zi)(q−s+1 − zi)

×q
s− 1
2 + 1
qs−α + 1
√
(qs−1 + 1)(qs + 1)
(qs−α−
1
2 + 1)(qs−α+
1
2 + 1)
= ς.
Si se analiza la expresio´n de la segunda lı´nea, se ve que dicha expresio´n es constante si y so´lo si
α = 12 , y por tanto la condicio´n (4.28) se transforma en√√√√∏4i=1(qs− 12 − zi)(q−s+ 12 − zi)∏4
i=1(qs − zi)(q−s+1 − zi)
= ς. (4.37)
Luego, el caso ma´s sencillo en el que dicha condicio´n se satisface es cuando z1z2 = q
1
2 y z3z4 =
q
1
2 (con las correspondientes permutaciones de las raı´ces), ası´ ς = 1. Dado que σ(s) = σ(−s+ 12),
la condicio´n (4.29) resulta
1
∇x1(s)
(
σ(s+ 12)
∆x(s)
+
σ(−s+ 12)
∇x(s) −
σ(s)
∇x(s) −
σ(−s)
∆x(s)
)
= 0.
Por lo tanto se tiene que
HAWq = a
↑
1
2
◦ a↓1
2
y [a↓1
2
, a↑1
2
]q = 0,
donde
a↓1
2
= e
1
2
∂s
√
σ(s)
−k2q sin θ sin(θ + i2 log q)
− e− 12∂s
√
σ(−s)
−k2q sin θ sin(θ − i2 log q)
,
a↑1
2
=
√
σ(s)
−k2q sin θ sin(θ + i2 log q)
e−
1
2
∂s −
√
σ(−s)
−k2q sin θ sin(θ − i2 log q)
e
1
2
∂s .
Luego los operadores a↓1
2
y a↑1
2
conmutan, de ahı´ que este caso no interese desde el punto de vista de
las aplicaciones (por ejemplo, para modelos de q-osciladores armo´nicos). Un caso especial de los
polinomios de Askey-Wilson es el de los q-polinomios continuos de Jacobi que resultan tomando
[82]
a = q
α′
2 +
1
4 , b = q
α′
2 +
3
4 , c = −q β
′
2 +
1
4 , d = −q β
′
2 +
3
4 .
Luego se puede resolver el problema 1 so´lo para α′ = β′ = −12 .
El siguiente caso que se analizara´ es aquel en el que una de las raı´ces zi, i = 1, 2, 3, 4, se anula –
este caso da lugar a los q-polinomios de 0-Askey-Wilson o q-polinomios continuos duales de Hahn
[82] – . En este caso la condicio´n (4.49) (o, equivalentemente, (4.37)) se satisface so´lo cuando
(z1, z2, z3) = (t, 12 − t, 14), t ∈ R.
Pero con la eleccio´n anterior de los zi, i = 1, 2, 3, 4, es imposible satisfacer la segunda condicio´n
(4.50) por lo tanto es imposible obtener un a´lgebra dina´mica cerrada sencilla.
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¤ Los q-polinomios continuos de Laguerre
Esta familia de q-polinomios se corresponde a los q-polinomios de Askey-Wilson donde dos
de sus para´metros, dı´gase z3 y z4, son nulos. La condicio´n (4.49) implica que
z1z2 = q
1
2 .
Bajo esta condicio´n, ς = q− 12 y la segunda condicio´n da lugar a
Λ =
4Cσ(
√
q − 1)
k2q
.
Por tanto, el q-Hamiltoniano asociado a las funciones asociadas a los q-polinomios continuos de
Laguerre admite una factorizacio´n con un a´lgebra dina´mica no trivial. Un caso particular de esta
familia es el de los q-polinomios continuos de Laguerre P (a)n (x|q) [82], x ≡ x(s) = cos θ, i.e.
qs = eiθ, donde a = −12 para los cuales el q-Hamiltoniano, tomando A(s) = 1, es de la forma
HcqLq =−
Cσ
kq sin θ

√
(qs+1 − 1)(qs+1 − q 12 )(q−s − 1)(q−s − q 12 )
sin(θ + i2 log q)
e−∂s
+
√
(qs − 1)(qs − q 12 )(q1−s − 1)(q1−s − q 12 )
sin(θ − i2 log q)
e∂s

+
Cσ
kq sin θ
(
(qs − 1)(qs − q 12 )
sin(θ + i2 log q)
+
(q−s − 1)(q−s − q 12 )
sin(θ − i2 log q)
)
I,
y
a↓1
2
=
√−Cσ
kq sin θ
(
e
1
2
∂s
√
(qs − 1)(qs − q 12 )− e− 12∂s
√
(q−s − 1)(q−s − q 12 )
)
,
a↑1
2
=
√−Cσ
kq sin θ
(√
(qs − 1)(qs − q 12 )e− 12∂s −
√
(q−s − 1)(q−s − q 12 )e 12∂s
)
.
Luego para las funciones
ΦcqLn (x(s)) =
√
(q
1
2 ; q)n(q, q
1
2 ; q)∞ω(s)
(q; q)n
3ϕ2
q−n, q−s, qs
q
1
2 , 0
∣∣∣∣∣q; q
 ,
se tiene que
HcqLq Φ
cqL
n (s) = q(q−n − 1)ΦcqLn (s), HcqLq = a↑1
2
◦ a↓1
2
,
[a↓1
2
, a↑1
2
]
q−
1
2
=
4Cσ(
√
q − 1)
k2q
.
Por tanto, escogiendo
Cσ = −
k2q
4(1−√q) ,
se obtiene la relacio´n
[a↓1
2
, a↑1
2
]
q−
1
2
= I.
El caso en el que los polinomios de Askey-Wilson tienen tres para´metros nulos – un ejemplo
de este caso es el de los q-polinomios grandes de Hermite [82] – es ana´logo al caso de un solo
para´metro nulo y el problema 1 no tiene solucio´n.
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¤ Los q-polinomios continuos de Hermite
Finalmente, si se toman los polinomios de Askey-Wilson con los cuatro para´metros nulos, i.e.
a = b = c = d = 0 (o z1 = z2 = z3 = z4 = 0), se obtienen los q-polinomios continuos de
Hermite [82].
En este caso σ(z) = Cσq2z . Si se elige A(s) =
√∇x1(s), dado que esta familia es un caso parti-
cular de los polinomios de Askey-Wilson se obtiene, usando que ς = q−1, que el q-Hamiltoniano
es
H
qcH
q =
−1
k2q
√
sin θ
(
Cσq
sin(θ + i2 log q)
√
sin(θ + i log q)
e−∂s +
Cσq
sin(θ− i2 log q)
√
sin(θ − i log q) e
∂s
)
+
1
k2q sin θ
(
Cσq
2s
sin(θ + i2 log q)
+
Cσq
−2s
sin(θ − i2 log q)
)
I,
siendo qs = eiθ y los operadores
a↓1
2
= e
1
2
∂s
√
Cσq2s
−k2q sin θ sin(θ + i2 log q)
− e− 12∂s
√
Cσq−2s
−k2q sin θ sin(θ − i2 log q)
,
a↑1
2
=
√
Cσq2s
−k2q sin θ sin(θ + i2 log q)
e−
1
2
∂s −
√
Cσq−2s
−k2q sin θ sin(θ − i2 log q)
e
1
2
∂s ,
tales que
HqcHq = a
↑ ◦ a↓ y [a↓, a↑]q−1 =
4Cσ
kq
.
No´tese que para obtener relaciones de ς-conmutacio´n normalizadas es suficiente tomar Cσ = kq4 .
Otra posible eleccio´n es A(s) = 1 [37]. En este caso las condiciones del Teorema 4.3 se satisfacen
si ς = q−1, por tanto Λ = 4Cσk−1q . Con esta eleccio´n la relacio´n de ortogonalidad para las
funciones Φn viene dado por ∫ 1
−1
Φn(x)Φm(x)dx = δn,m,
el Hamiltoniano es
Hq =
Cσq
k2q
(
e−∂s
sin θ sin(θ + i2 ln q)
+
e∂s
sin(θ − i2 ln q) sin θ
− 4√
q
(
1− 1 + q
q + q−1 − 2 cos 2θ
)
I
)
,
y
a↓ := a↓1
2
=
√−Cσ
kq sin θ
(
e
1
2
∂sqs − e− 12∂sq−s
)
,
a↑ := a↑1
2
=
√−Cσ
kq sin θ
(
qs e−
1
2
∂s − q−s e 12∂s
)
.
Con esta eleccio´n de los operadores, se tiene que
Hq = a↑ ◦ a↓ y [a↓, a↑]q−1 =
4Cσ
kq
.
Como antes, uno puede normalizar dicha relacio´n de ς-conmutacio´n tomando Cσ = kq4 . Este caso
fue considerado por primera vez en [38] (ve´ase tambie´n [16]).
En la siguiente seccio´n se aplicara´n los resultados obtenidos para los q-polinomios a los poli-
nomios ∆-cla´sicos que, como se comento´ anteriormente, se pueden obtener como casos lı´mite de
ciertas familias de q-polinomios (ve´ase, por ejemplo, [82, §5]).
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4.5. El a´lgebra dina´mica para los polinomios ∆-cla´sicos
Como ya se comento´ previamente, el objetivo consiste en ver que todos los casos dentro del
marco de las ecuaciones en diferencias sobre la red uniforme x(s) = s se pueden estudiar de una
manera unificada.
Los ejemplos para los cuales se construira´ un a´lgebra de simetrı´as dina´mica sera´n los polinomios
de Charlier, de Kravchuk y de Meixner. El caso Hahn es ana´logo pero mucho ma´s engorroso por
lo que lo omitiremos.
Nota 4.5.1. En [13] puede encontrarse la versio´n completa del trabajo desarrollado en esta sec-
cio´n.
4.5.1. Preliminares: los polinomios ∆-cla´sicos
La red uniforme x(s) = s es la ma´s sencilla (no trivial). En este caso la ecuacio´n (2.1) tiene la
forma
σ(x)∆∇y(x) + τ(x)∆y(x) + λy(x) = 0, x ≡ x(s) = s. (4.38)
donde σ(x) := σ˜(x)− 12 τ˜(x) es un polinomio de grado a lo ma´s 2 y τ(x) = τ˜(x).
La ecuacio´n anterior tiene soluciones polino´micas Pn, usualmente denominadas polinomios orto-
gonales ∆-cla´sicos, si y so´lo si
λ = λn = −n
(
τ ′ + (n− 1)σ
′′
2
)
.
Es bien conocido [116] que bajo ciertas condiciones las soluciones polino´micas de (4.38) son
ortogonales. Por ejemplo, si
σ(a)ρ(a)ak = σ(b)ρ(b)bk = 0, k = 0, 1, . . .
entonces las soluciones polino´micas, Pn, de (4.38) satisfacen la siguiente relacio´n de ortogonali-
dad
〈Pn, Pm〉 =
b−1∑
s=a
Pn(s)Pm(s) ρ(s) = d2n δnm, (4.39)
donde la funcio´n peso ρ(s) es solucio´n de la ecuacio´n en diferencias de tipo Pearson
∆[σ(s)ρ(s)] = τ(s)ρ(s), o σ(s+ 1)ρ(s+ 1) = (σ(s) + τ(s))ρ(s). (4.40)
En adelante se asumira´ que los polinomios son mo´nicos, i.e.,
Pn(x) = xn + k′nx
n−1 + · · ·
Las soluciones polino´micas de (4.38) son los polinomios ortogonales ∆-cla´sicos (o discretos) de
Hahn, Meixner, Kravchuk y Charlier y cuyos principales datos aparecen en la tabla 4.1. Adema´s,
dado que son funciones de tipo hipergeome´trico, e´stas se pueden expresar en te´rminos de las
funciones hipergeome´tricas generalizadas pFq. La representacio´n para los polinomios mo´nicos de
Hahn, Meixner, Kravchuk, y Charlier, viene dada por
hα,βn (x,N) =
(1−N)n(β + 1)n
(α+ β + n+ 1)n
3ϕ2
( −x, α+ β + n+ 1,−n
1−N, β + 1
∣∣∣∣1), (4.41)
Mγ,µn (x) =
(γ)nµn
(µ− 1)n 2ϕ1
( −n,−x
γ
∣∣∣∣1− 1µ
)
, (4.42)
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Tabla 4.1: Los polinomios ortogonales ∆-cla´sicos mo´nicos.
Hahn Meixner Kravchuk Charlier
Pn(x) hα,βn (x;N) M
γ,µ
n (x) K
p
n(x) C
µ
n(x)
[a, b] [0, N ] [0,∞) [0, N + 1] [0,∞)
σ x(N + α− x) x x x
τ (β + 1)(N − 1)− (α+ β + 2)x (µ− 1)x+ µγ Np−x1−p µ− x
σ + τ (x+ β + 1)(N − 1− x) µx+ γµ − p1−p (x−N) µ
λn n(n+ α+ β + 1) (1− µ)n n1−p n
ρ Γ(N+α−x)Γ(β+x+1)Γ(N−x)Γ(x+1)
µxΓ(γ+x)
Γ(γ)Γ(x+1)
(
N
x
)
px(1− p)N−x e−µµxΓ(x+1)
α, β ≥−1, n ≤ N−1 γ> 0, µ ∈ (0, 1) p ∈ (0, 1), n ≤N−1 µ > 0
d2n
n!Γ(α+β+N+n+1)
(N−n−1)!(α+β+n+1)n
(
α+β+2n+2
α+n+1
)−1 n!(γ)nµn
(1−µ)γ+2n
(
N
n
)
pn(1− p)n n!µn
Kpn(x) =
(−p)nN !
(N − n)! 2ϕ1
( −n,−x
−N
∣∣∣∣1p
)
, (4.43)
Cµn(x) = (−µ)n 2ϕ0
( −n,−x
−
∣∣∣∣− 1µ
)
. (4.44)
Para ma´s informacio´n relativa a los polinomios ortogonales sobre una red uniforme ve´ase [8, 82,
116, 118].
4.5.2. Factorizacio´n de la ecuacio´n en diferencias
Conside´rese el siguiente operador lineal en diferencias
h1 = −ν(s− 1) e−∂s − ν(s) e∂s + (2σ(s) + τ(s))I, (4.45)
donde ν(s) =
√
σ(s+ 1)(σ(s) + τ(s)), e I representa al operador identidad, y sea {Φn}n≥0 el
conjunto de las funciones normalizadas de los polinomios Pn, los cuales satisfacen la ecuacio´n
(4.38), y ρ es una solucio´n de la ecuacio´n de tipo Pearson (4.18). Si Pn posee la propiedad de or-
togonalidad (4.39), entonces las funciones Φn(s) poseen la siguiente propiedad de ortogonalidad:
〈Φn,Φm〉 =
b−1∑
s=a
Φn(s)Φm(s) = δn,m. (4.46)
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Usando la identidad ∇ = ∆−∇∆ y la ecuacio´n (4.38), se obtiene que
h1Φn(s) = λnΦn(s), (4.47)
i.e., las funciones normalizadas Φn son autofunciones del Hamiltoniano h1.
Como antes se quieren encontrar dos operadores, a y b, tales que
h1 = b ◦ a,
i.e., los operadores a y b factorizan al Hamiltoniano h1.
Definicio´n 4.5.1. Sea α un nu´mero real. Se define la familia de α-operadores como
a↓α := e
−α∂s
(
e∂s
√
σ(s)−
√
σ(s) + τ(s) I
)
,
a↑α :=
(√
σ(s)e−∂s −
√
σ(s) + τ(s) I
)
eα∂s ,
(4.48)
respectivamente.
De un ca´lculo directo (usando la identidad e∂s ◦ ∇ = ∆) se obtiene el siguiente resultado.
Teorema 4.5. Dado el Hamiltoniano h1, definido en (4.45), los operadores a↓α y a↑α, definidos en
(4.48), son tales que para todo α ∈ C,
h1(s) = a
↑
α ◦ a↓α.
4.5.3. El a´lgebra dina´mica para los polinomios de Charlier
El siguiente paso consiste en encontrar el a´lgebra dina´mica, asociada con el operador h1, o,
equivalentemente, con la familia de polinomios correspondiente, es decir, encontrar los operado-
res, a y b, que factoricen al Hamiltoniano h1, o sea,
h1 = b ◦ a,
y tales que su conmutador satisfaga
[a,b] = I.
Teorema 4.6. Sea h1(s) definido en (4.45). Los operadores b = a↑α y a = a↓α, dados en (4.48),
factorizan al Hamiltoniano h1 (4.45) y satisfacen la relacio´n de conmutacio´n [a,b] = Λ para
cierto nu´mero complejo Λ, si y so´lo si se satisfacen las siguientes condiciones:
σ(s− α)(σ(s− α) + τ(s− α))
σ(s)
(
σ(s− 1) + τ(s− 1)) = 1, (4.49)
y
σ(s− α+ 1) + σ(s− α) + τ(s− α)− 2σ(s)− τ(s) = Λ. (4.50)
Nota 4.5.2. No´tese que las condiciones (4.49) y (4.50) se verifican si y so´lo si α = 12 , en cuyo
caso Λ = σ˜
′′
2 − τ˜
′
2 , o σ˜
′′ = 0, en cuyo caso Λ = (1− 2α)σ˜′(0)− ατ ′.
La prueba del Teorema 4.6 es ana´loga a la del Teorema 4.32 ası´ que no se incluira´. Usando
los datos de los polinomios ∆-cla´sicos (ve´ase la tabla 4.1), se sigue que las u´nicas soluciones del
problema 1 corresponden al caso cuando σ + τ = const. y α = 0, o al caso σ = const. y α = 1.
El primero de estos casos coincide con los polinomios de Charlier. Adema´s, en dicho caso λn = n.
2Bastarı´a tomar ς = 1 y x(s) = s y de las condiciones (4.28) y (4.29) se deducen las condiciones (4.49) y (4.50).
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Corolario 4.5.1. Para el Hamiltoniano asociado a los polinomios de Charlier
hC1 = −
√
sµ e−∂s −
√
(s+ 1)µ e∂s + (s+ µ)I,
hC1 Φ
C
n (s) = nΦ
C
n (s), Φ
C
n (s) =
√
e−µµs−n
s!n!
Cµn(s), µ > 0, n = 0, 1, . . . .
Adema´s. los operadores
a↓0 =
√
s+ 1 e∂s −√µ I, a↑0 =
√
se−∂s −√µ I, (4.51)
son tales que hC1 = a
↑
0 ◦ a↓0, y [a↓0, a↑0] = I .
No´tese que, dado que h1Φ(s) = λΦ(s),
h1[a
↓
0Φ(s)] = a
↑
0 ◦ a↓0[a↓0Φ(s)] = (a↓0 ◦ a↑0(s)− 1)[a↓0Φ(s)]
= (λ− 1)[a↓0Φ(s)],
h1 ◦ [a↑0Φ(s)] = a↑0 ◦ a↓0 ◦ a↑0Φ(s) = a↑0(λ+ 1)Φ(s)
= (λ+ 1)[a↑0Φ(s)].
En otras palabras, si Φ es una autofuncio´n del Hamiltoniano h1, entonces a
↓
0Φ es una autofuncio´n
de h1, asociada con el autovalor λ− 1, y a↑0Φ es una autofuncio´n de h1, asociado con el autovalor
λ + 1. De hecho, en general (a↓0)kΦ y (a
↑
0)
kΦ son tambie´n autofunciones correspondientes a los
autovalores λ− k y λ+ k, respectivamente.
Usando las fo´rmulas precedentes para los polinomios de Charlier, se tiene que
a↑0Φ
C
n (s) = UnΦ
C
n+1(s), a
↓
0Φ
C
n (s) = DnΦ
C
n−1(s), (4.52)
donde Un y Dn son ciertas constantes.
Si ahora se aplica a↑0 a la primera ecuacio´n de (4.52) y luego se utiliza la segunda y (4.47), se
encuentra que λn = DnUn−1. Por orto lado, aplicando a↓0 a la segunda ecuacio´n en (4.52) y
usando la primera, ası´ como que
(a↓0 ◦ a↑0)ΦCn (s) = (λn + 1)ΦCn (s),
se obtiene que 1 + λn = UnDn+1 = λn+1, de donde se sigue que λn debe de ser una funcio´n
lineal de n (que es, de nuevo, obvio a partir de la tabla 4.1).
Si se usan las condiciones de contorno σ(a)ρ(a) = σ(b)ρ(b), ası´ como la fo´rmula de suma por
partes (o la regla de Leibniz), se obtiene que
〈a↓0Φm,Φn〉 = 〈Φm, a↑0Φn〉,
i.e., los operadores a↓0 y a
↑
0 son mutuamente adjuntos.
A partir de la igualdad anterior (la propiedad ser mutuamente adjuntos) y (4.52) se sigue que
Dn+1 = Un,
de ahı´ que U2n = λn+1, por tanto Un =
√
λn+1 y Dn =
√
λn, i.e., se tiene el siguiente
Corolario 4.5.2. Los operadores a↑0 y a
↓
0 son mutuamente adjuntos respecto al producto interior
〈·, ·〉 y
a↑0Φ
C
n (s) =
(√
s e−∂s −√µ I)ΦCn (s) = √n+ 1ΦCn+1(s),
a↓0Φ
C
n (s) =
(√
s+ 1 e∂s −√µ I)ΦCn (s) = √nΦCn−1(s). (4.53)
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A partir del Corolario anterior se puede deducir que
√
s+ 1ΦC0 (s+ 1)−
√
µΦC0 (s) = 0,
por tanto
ΦC0 (s) = N0
√
µs
s!
.
Usando la ortonormalidad de ΦC0 , se tiene que N0 = e−
µ
2 . Por tanto,
ΦCn (s) =
1√
n!
[a↑0(s)]
nΦC0 (s) =
1√
n!
[√
s e∂s −√µ I
]n(√e−µµs
s!
)
.
No´tese que
[h1, a
↑
0] =
√
µ(µ− 1)I + µa↑0, [h1, a↓0] = −
√
µ(µ− 1)I − µa↓0. (4.54)
Este ejemplo constituye un ana´logo discreto del oscilador armo´nico cua´ntico (ve´ase e.g. [36]).
4.5.4. El a´lgebra dina´mica para los polinomios de Meixner y Kravchuk
Como se ha visto, el problema 1 so´lo tiene solucio´n para la familia de los polinomios de
Charlier. ¿Que´ hacer en los dema´s casos? Para dar respuesta a esta cuestio´n, se van a considerar
los siguiente operadores:
a =
√
σ(s+ 1) e
1
2
∂s −√σ(s− 1) + τ(s− 1) e− 12∂s ,
a+ = e−
1
2
∂s
√
σ(s+ 1)− e 12∂s√σ(s− 1) + τ(s− 1). (4.55)
Para tales operadores
h1 = a ◦ a+ +
(
τ ′ − σ′′)I.
Ası´ que se define un nuevo Hamiltoniano, h2, y unos operadores, b y b+, de la siguiente forma:
h2 = C
2
ah1 +E I, b = Ca a y b+(s) = Ca a+, (4.56)
donde Ca y E son ciertas constantes (que se fijara´n ma´s adelante). No´tese que a partir de (4.47) se
sigue que las autofunciones de h2 son las mismas, pero los autovalores son distintos, de hecho,
h2Φn(s) = (C
2
aλn +E)Φn(s). (4.57)
Adema´s
h2 = b ◦ b+ +
(
(τ ′ − σ′′)C2a +E
)
I, (4.58)
y
[b,b+] =C2a
√
σ(s+ 12)(σ(s− 32) + τ(s− 32)) e−∂s
+ C2a
√
σ(s+ 32)(σ(s− 12) + τ(s− 12)) e∂s
+ h2 − C2a(2σ(s) + τ(s))I + 12(32σ′′ − τ ′)C2a I,
(4.59)
o, equivalentemente,
[a,a+] =
√
σ(s+ 12)(σ(s− 32) + τ(s− 32)) e−∂s
+
√
σ(s+ 32)(σ(s− 12) + τ(s− 12)) e∂s
+ h1 − (2σ(s) + τ(s))I + 12(32σ′′ − τ ′)I.
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La parte derecha de (4.59) sugiere usar los siguientes operadores
c = Cbb e−
1
2
∂s
√
σ(s+ 1) = CbCa(σ(s+ 1) I − e−∂sν(s) ),
c+ = Cb
√
σ(s+ 1) e
1
2
∂sb+ = CbCa(σ(s+ 1) I − ν(s) e∂s ),
(4.60)
donde, como antes,
ν(s) =
√
σ(s+ 1)(σ(s) + τ(s)).
Ası´,
[h2, c] = −C2a(σ′′−τ ′)c+ CaCb
(
h2 +
(
(σ′′−τ ′)C2a−E
)
I
)
σ′(s+ 12),
[h2, c
+] = C2a(σ
′′ − τ ′)c+ − CaCbσ′(s+ 12)
(
h2 +
(
(σ′′ − τ ′)C2a − E
)
I
)
,
[c, c+] = C2aC
2
b
(
σ′(s+ 12) e
−∂sν(s) + ν(s) e∂sσ′(s+ 12)− (ν2(s)− ν2(s− 1))I
)
.
Las expresiones anteriores dan lugar al siguiente resultado:
Teorema 4.7. Si σ′′ = 0, los operadores h2, c y c+, definidos por (4.58) y (4.60), respectivamente,
forman el a´lgebra cerrada definida por las siguientes relaciones de conmutacio´n
[h2, c] = τ
′C2ac+ CbCaσ
′(0)
(
h2 − (τ ′C2a +E) I
)
,
[h2, c
+] = −τ ′C2ac+ − CbCaσ′(0)
(
h2 − (τ ′C2a + E) I
)
,
[c, c+] = C2aC
2
b
(
− τ ′σ − σ′(0)h1
)
.
Obse´rvese tambie´n que con dicha la eleccio´n, σ′(s+ 12) = σ′(0) y
c+ c+ = CbCa(h1 +
(
2σ′(0) + τ(s)
)
I),
ν2(s)− ν2(s− 1) = σ′(0)(2σ(s) + τ(s)) + τ ′σ(s).
Adema´s, usando las condiciones de contorno σ(a)ρ(a) = σ(b)ρ(b) = 0, se obtiene que
〈cΦn,Φm〉 = CaCb
b−1∑
s=a
σ(s+ 1)Φn(s)Φm(s)−
b−1∑
s=a
ν(s− 1)Φn(s− 1)Φm(s)
= CaCb
b−1∑
s=a
σ(s+ 1)Φn(s)Φm(s)− CaCb
b−1∑
s=a
ν(s)Φn(s)Φm(s+ 1)
= 〈Φn, c+Φm〉,
i.e., se tiene el siguiente Teorema:
Teorema 4.8. Los operadores c y c+ son mutuamente adjuntos.
No´tese que los operadores h1 y h2 son operadores autoadjuntos.
Nota 4.5.3. Dado que
λ = λn = −n(τ˜ ′ + (n− 1) σ˜′′2 ),
σ′′ = 0 es equivalente a que λn sea una funcio´n lineal de n. En este caso λn = −nτ ′.
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A continuacio´n se considera exclusivamente el caso cuando σ′′ = 0, i.e., el caso de los poli-
nomios de Meixner, de Kravchuk, y de Charlier.
Si se definen los operadores
K0 = − 1
τ ′C2a
h2
K− = −τ ′C2a c− CbCaσ′(0)
(
h2 − τ ′C2a − E
)
I,
K+ = −τ ′C2a c+ − CbCaσ′(0)
(
h2 − τ ′C2a − E
)
I,
(4.61)
entonces
[K0,K±] = ±K± y [K−,K+] = A0K0 +A1,
donde
A0 = 2τ ′σ′(0)C2bC
4
a(τ
′C2a)(σ′(0) + τ ′),
A1 =
A0
τ ′C2a
E + C2bC
6
aτ
′2(σ′(0)τ(0)− σ(0)τ ′).
El caso A0 = 0 corresponde al caso Charlier (ve´ase la subseccio´n previa). Si A0 6= 0, se tienen
dos posibilidades: A0 > 0 y A0 < 0. A continuacio´n se elegira´
C2a = −
1
τ ′
.
En el primer caso, es decir A0 > 0, uno puede elegir Cb y E de manera que A0 = 2 y A1 = 0.
Por tanto
C2b =
−τ ′
σ′(0)(τ ′ + σ′(0))
, E = −σ
′(0)τ(0)− σ(0)τ ′
2τ ′
C2b . (4.62)
En consecuencia, los operadores K± y K0 son tales que
[K0,K±] = ±K± y [K−,K+] = 2K0. (4.63)
Es decir, en este caso el a´lgebra dina´mica es el a´lgebra Sp(2,R).
En el segundo caso, es decir A0 < 0, uno puede elegir Cb y E de manera que A0 = −2 y A1 = 0.
Por tanto
C2b =
τ ′
σ′(0)(τ ′ + σ′(0))
, E =
σ′(0)τ(0)− σ(0)τ ′
2τ ′
C2b . (4.64)
En consecuencia, los operadores K± y K0 son tales que
[K0,K±] = ±K± y [K+,K−] = 2K0. (4.65)
Es decir, en este caso el a´lgebra dina´mica es el a´lgebra so(3).
No´tese que dado que el operador h2 es autoadjunto, los operadores K± son mutuamente adjuntos
en ambos casos, o sea
〈K+Φm,Φn〉 = 〈Φm,K−Φn〉, m, n = 0, 1, . . .
4.5.5. El a´lgebra de simetrı´as Sp(2,R)
Se considerara´ el primer caso considerando el operador
K2 = K20 −K0 −K+ ◦K−, (4.66)
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donde K0, K+ y K− son los operadores dados en (4.61). De un ca´lculo directo resulta que
K2 = E(E − 1)I, E = τ(0)σ
′(0)− τ ′σ(0)
2σ′(0)(σ′(0) + τ ′)
,
donde E viene dado por (4.62), es decir, K2 es el operador de Casimir – el cual es invariante en
dicho a´lgebra –.
En este caso se tiene la siguiente relacio´n para las funciones normalizadas:
K2Φn(s) = E(E − 1)Φn(s), K0Φn(s) = (n+ E)Φn(s). (4.67)
Ahora usando la relacio´n de conmutacio´n (4.63), es sencillo ver que
(K0 ◦K±)Φn(s) = (n+ E ± 1)K±Φn(s).
En consecuencia, a partir de (4.67) y de la u´ltima expresio´n se deduce que
K+Φn(s) = κ˜nΦn+1(s), K−Φn(s) = κnΦn−1(s).
Empleando el hecho que los operadores K± son mutuamente adjuntos, se obtiene que
κ˜n = 〈K+Φn,Φn+1〉 = 〈Φn,K−Φn+1〉 = κn+1.
Por tanto
K+Φn(s) = κn+1Φn+1(s) y K−Φn(s) = κnΦn−1(s). (4.68)
Para calcular κn, se usa (4.67) y (4.68), obtenie´ndose que E(E− 1) = (n+E)2− (n+E)−κ2n,
luego
κn =
√
n(n+ 2E − 1).
En este caso, las funciones {Φn}n≥0 definen una base para la representacio´n irreducible unitaria
D+(−E) de Sp(2,R).
A partir de la fo´rmula anterior se sigue que las funciones Φn pueden obtenerse de forma recursiva
via la aplicacio´n del operador K+, i.e.,
Φn(s) =
1
κ1 · · ·κnK
n
+(s)Φ0(s), Φ0(s) = d
−1
0
√
ρ(s).
donde ρ es la funcio´n peso de la familia de polinomios ortogonales correspondiente y d0 representa
la norma de P0.
4.5.6. Las funciones de Meixner
Dichas funciones vienen dadas por
ΦMn (s) = µ
s−n
2 (1− µ)γ2+n
√
(γ)s
s!n!(γ)n
Mγ,µn (s), n ≥ 0,
y su Hamiltoniano h1
hM1 = −
√
µs(s+ γ − 1) e−∂s −
√
µ(s+ 1)(s+ γ) e∂s + (s+ µ (s+ γ)) I,
por tanto
hM1 Φ
M
n (s) = nΦ
M
n (s).
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En este caso se tiene que
Ca =
√
1
1− µ, Cb =
√
1− µ
µ
, y E =
γ
2
.
Luego
b = −
√
(s− 1 + γ)µ
1− µ e
− 1
2
∂s +
√
s+ 1
1− µ e
1
2
∂s ,
b+ = −
√
(s− 12 + γ)µ
1− µ e
1
2
∂s +
√
s+ 12
1− µe
− 1
2
∂s .
En consecuencia,
hM2 =
1
1− µ h
M
1 +
γ
2
= b ◦ b+ + γ
2
− 1.
De hecho, en este caso,
hM2 Φ
M
n (s) =
(
n+
γ
2
)
ΦMn (s),
K0 = −
√
s(s− 1 + γ)
√
µ
1− µ e
−∂s −
√
(s+ 1)(s+ γ)
√
µ
1− µ e
∂s +
(
s+
γ
2
) 1 + µ
1− µ I,
K+ = −
√
s(s− 1 + γ)
1− µ e
−∂s − µ
√
(s+ 1)(s+ γ)
1− µ e
∂s +
√
µ
1− µ (2s+ γ) I,
K− = −µ
√
s(s− 1 + γ)
1− µ e
−∂s −
√
(s+ 1)(s+ γ)
1− µ e
∂s +
√
µ
1− µ (2s+ γ) I,
con
K0ΦMn (s) =
(
n+
γ
2
)
ΦMn (s), K
2(s)ΦMn (s) =
γ
2
(γ
2
− 1
)
ΦMn (s),
K+ΦMn (s) =
√
(n+ 1)(n+ γ)ΦMn+1(s),
K−ΦMn (s) =
√
n(n+ γ − 1)ΦMn−1(s).
(4.69)
Usando el hecho que hM2 ΦM0 (s) =
γ
2Φ
M
0 (s), junto con las fo´rmulas (4.61) y (4.69), se tiene que
0 = K−ΦM0 (s) =
√
s(s− 1 + γ)ΦM0 (s− 1)− sµ−
1
2ΦM0 (s),
y por tanto
ΦM0 (s) =
√
(1− µ)γ
Γ(γ)
√
µsΓ(γ + s)
Γ(γ)Γ(s+ 1)
,
y
ΦMn (s) =
√
(1− µ)γ
n!Γ(γ + n)
Kn+
[√
µsΓ(γ + s)
Γ(s+ 1)
]
.
Un resultado similar se ha obtenido antes en [36].
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4.5.7. El a´lgebra de simetrı´as so(3)
Conside´rese ahora el segundo caso, i.e. A0 < 0. Se define el operador
K2 = K20 +K0 +K− ◦K+, (4.70)
donde K0, K+, y K− son los operadores definidos en (4.61). Sustituyendo el valor de E, dado en
(4.64), y realizando algunos ca´lculos sencillos se obtiene que
K2 = E(E − 1)I, E = τ(0)σ
′(0)− τ ′σ(0)
2σ′(0)(σ′(0) + τ ′)
,
es decir, K2 es el operador de Casimir.
Adema´s, si se definen las funciones normalizadas como
Φn(s) = d−1n
√
ρ(s)Pn(s),
se tiene
K2Φn(s) = E(E − 1)Φn(s), K0Φn(s) = (n+ E)Φn(s). (4.71)
Ahora usando la relacio´n de conmutacio´n (4.65), se obtiene que
(K0 ◦K±)Φn(s) = (n+ E ± 1)K±Φn(s).
En consecuencia, a partir de (4.67) y la expresio´n anterior, se concluye que
K+Φn(s) = κ˜nΦn+1(s), K−Φn(s) = κnΦn−1(s).
Usando el hecho que los operators K± son mutuamente adjuntos, se deduce que
κ˜n = 〈K+Φn,Φn+1〉 = 〈Φn,K−Φn+1〉 = κn+1,
por tanto
K+Φn(s) = κn+1Φn+1(s), K−Φn(s) = κnΦn−1(s). (4.72)
Para calcular κn, se usara´ (4.67) y (4.72) obtenie´ndose queE(E−1) = (n+E)2+(n+E)+κ2n+1,
luego
κn =
√
−n(n+ 2E − 1).
En este caso las funciones {Φn}n≥0 definen una base para la representacio´n irreducible unitaria
D(−E) del a´lgebra de Lie so(3).
Como en el caso anterior, a partir de la fo´rmula anterior se sigue que las funciones Φn pueden
obtenerse recursivamente via la aplicacio´n del operador K+, i.e.,
Φn(s) =
1
κ1 · · ·κnK
n
+(s)Φ0(s), Φ0(s) = d
−1
0
√
ρ(s).
donde ρ es la funcio´n peso de la familia de polinomios ortogonales correspondiente y d0 representa
la norma de P0.
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4.5.8. Las funciones de Kravchuk
Dichas funciones viene dadas por
ΦKn (s) = p
s−n
2 (1− p)N−n−s2
√
n!(N − n)!
s!(N − s)!K
p
n(s,N), 0 ≤ n ≤ N,
y su Hamiltoniano h1 por
hK1 = −
√
ps(N − s+ 1)√
1− p e
−∂s +
Np+ s− 2ps
1− p I −
√
p(s+ 1)(N − s)√
1− p e
∂s ,
por tanto
hK1 Φ
K
n (s) = nΦ
K
n (s).
En este caso,
Ca =
√
1− p, Cb =
√
p−1, y E = −N
2
,
luego
b = −
√
p(N − s+ 1) e− 12∂s +
√
(1− p)(s+ 1) e 12∂s ,
b+ = −
√
p(N − s+ 12) e
1
2
∂s +
√
(1− p)(s+ 12) e−
1
2
∂s .
En consecuencia,
hK2 = (1− p)hK1 −
N
2
= b ◦ b+ −
(
N
2
+ 1
)
I.
Adema´s,
hK2 Φ
K
n (s) =
(
n− N
2
)
ΦKn (s),
siendo
K0 = −
√
p(1− p)s(N − s+ 1) e−∂s −√p(1− p)(s+ 1)(N − s) e∂s
+[N(p− 12)− s(2p− 1)]I,
K+ = (1−p)
√
s(N − s+ 1)e−∂s + p
√
(s+ 1)(N − s) e∂s −
√
p(1−p)(2s−N)I,
K− = p
√
s(N − s+ 1) e−∂s + (1−p)
√
(s+ 1)(N − s) e∂s −
√
p(1−p)(2s−N)I,
y
K0ΦKn (s) =
(
n− N
2
)
ΦKn (s), K
2ΦKn (s) =
N
4
(N + 2)ΦKn (s),
K+ΦKn (s) =
√
(n+ 1)(N − n)ΦKn+1(s),
K−ΦKn (s) =
√
n(N − n+ 1))ΦKn−1(s).
(4.73)
Usando el hecho que hK2 ΦK0 (s) = −N2 ΦK0 (s), junto a las fo´rmulas (4.61) y (4.73), se encuentra
que
0 = K−ΦK0 (s) =
√
p
1− p
(
sΦK0 (s)−
√
ps(N − s+ 1)
1− p Φ
K
0 (s− 1)
)
.
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Por tanto se tiene la siguiente representacio´n para las funciones normalizadas
ΦK0 (s) = p
s−n
2 (1− p)N−n−s2
√
n!(N − n)!
s!(N − s)! ,
y
ΦKn (s) =
√
(N − n)!(1− p)N−n
N !pn
(K+)
n
[(
N
s
)(
p
1− p
)s]
.
5
Un q-ana´logo de los polinomios de Racah y el a´lgebra
cua´ntica SUq(2)
5.1. Introduccio´n
En la publicacio´n [32] una familia de polinomios ortogonales que generaliza a los polino-
mios de Racah (o 6j-sı´mbolos) fue introducida: los denominados polinomios de Racah. Estos
polinomios, como ya se menciono´ anteriormente, esta´n en la cima del esquema de Askey (ve´ase,
por ejemplo, [82]) el cual contiene todas las familias de polinomios ortogonales hipergeome´tri-
cos. Algunos an˜os ma´s tarde los mismos autores [33] introdujeron los conocidos polinomios de
Askey-Wilson ası´ como una q-versio´n de los antes mencionados polinomios de Racah. Una de las
propiedades ma´s importantes de estos polinomios es que a partir de ellos uno puede obtener todas
las familias conocidas de polinomios polinomios ortogonales cla´sicos de tipo hipergeome´tricos
como casos lı´mite (para una revisio´n de esto ve´ase el manuscrito [82]). La principal herramienta
en estos dos trabajos fueron las series hipergeome´tricas esta´ndar y ba´sicas, respectivamente. Por
otro lado, los autores de [117] (ve´ase tambie´n [116]) consideraron los q-polinomios como una
solucio´n de una ecuacio´n en diferencias lineal de segundo orden de tipo hipergeome´trico sobre
la red x(s) = c1qs + c2q−s + c3. En particular, vieron que la solucio´n de la ecuacio´n de tipo
hipergeome´trico puede expresarse como cierta serie hipergeome´trica ba´sica y, en ese sentido, re-
cuperaron los resultados de R. Askey y R. Wilson.
El intere´s de los polinomios de Askey-Wilson y de q-Racah aumento´ (y el de los q-polinomios en
general) tras la aparicio´n de las q-a´lgebras y los grupos cua´nticos [61, 63, 76, 79, 126]. Sin em-
bargo, de los primeras intentos de construir un q-ana´logo del formalismo de Wigner-Racah para
el a´lgebra cua´ntica ma´s simple Uq(su(2)) [79] (ve´ase tambie´n [6, 25, 97]), quedo´ claro que para
obtener los q-polinomios conectados con los coeficientes de Racah y los coeficientes de Clebsh-
Gordan era mejor utilizar familias definidas sobre una red diferente a la usual (en el caso de los
q-Racah e´sta era la red x(s) = q−s + δq−Nqs que depende no so´lo de la variable s sino tambie´n
de los para´metros de los polinomios). Ası´ pues, se considerara´n los polinomios en la red
x(s) = [s]q[s+ 1]q, (5.1)
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que so´lo depende de s, donde, como antes, [s]q denotan los q-nu´meros (en su forma sime´trica)
[s]q =
q
s
2 − q− s2
q
1
2 − q− 12
, ∀s ∈ C. (5.2)
Nota 5.1.1. No´tese que para el caso de los polinomios duales de Hahn esta red ya habı´a sido
usada (ve´ase [25]).
Con esta eleccio´n los q-polinomios de Racah, uα,βn (x(s), a, b)q, son proporcionales a los coe-
ficientes de q-Racah (o 6j-sı´mbolos) del a´lgebra cua´ntica Uq(su(2)).
Adema´s, esta conexio´n da lugar a la posibilidad de realizar un estudio ma´s profundo del formalis-
mo de Wigner-Racah (o el q-ana´logo de la Teorı´a cua´ntica del momento angular [130, 131, 132,
133]) para las a´lgebras cua´nticas Uq(su(2)) y Uq(su(1, 1)) usando la Teorı´a de los q-polinomios
ortogonales. Por otro lado, usando el q-ana´logo de la Teorı´a cua´ntica del momento angular se pue-
den obtener algunos resultados relacionados con los q-polinomios, algunos de los cuales no son
triviales desde el punto de vista de la teorı´a de los polinomios ortogonales (ve´ase, por ejemplo,
las referencias [25, 27, 83, 138]). Aquı´ se presenta un estudio detallado de dos q-ana´logos de los
polinomios de Racah sobre la red (5.1): los uα,βn (x(s), a, b)q y los u˜α,βn (x(s), a, b)q ası´ como su
conexio´n con los coeficientes q-Racah (o 6j-sı´mbolos) del a´lgebra cua´ntica Uq(su(2)).
5.1.1. Los q-polinomios de Racah uα,βn (x(s), a, b)q
Aquı´ se considerara´n los q-polinomios de Racah, uα,βn (x(s), a, b)q, sobre la red
x(s) = [s]q[s+ 1]q = q
1
2κ−2q (q
s + q−s−1 − (q 12 + q− 12 )κ−2q , (5.3)
introducidos en [7, 97, 116]. Para esta familia,
σ(s) = − q
−2s
κ4qq
α+β
2
(qs−qa)(qs−q−b)(qs−qβ−a)(qs−qb+α) = [s−a]q[s+b]q[s+a−β]q[b+α−s]q.
De hecho, los autovalores vienen dados por
λn = q−
1
2
(α+β+2n+1)κ−2q (1− qn)(1− qα+β+n+1) = [n]q[n+ α+ β + 1]q.
Para obtener τn(s) se usa (2.28), por tanto
τn(s) = τ ′nxn(s) + τn(0), τ
′
n = −[2 + 2n+ α+ β]q, τn(0) = σ(−n− 1)− σ(−n). (5.4)
Tendiendo en cuenta que τ(s) = τ0(s), se obtiene que
τ(s) = −[2 + α+ β]qx(s) + σ(−1)− σ(0).
5.1.2. La propiedad de ortogonalidad y la norma dn
Una solucio´n de la ecuacio´n en diferencias tipo Pearson (2.40) es
ρ(s) =
Γ˜(s+ a+ 1)Γ˜(s− a+ β + 1)Γ˜(s+ α+ b+ 1)Γ˜(b+ α− s)
Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s+ a− β + 1)Γ˜(b− s) .
Dado que σ(a)ρ(a) = σ(b)ρ(b) = 0, entonces los q-polinomios de Racah satisfacen la propiedad
de ortogonalidad
b−1∑
s=a
uα,βn (x(s), a, b)qu
α,β
m (x(s), a, b)qρ(s)[2s+ 1]q = 0, n 6= m,
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con las restricciones −12 < a ≤ b− 1, α > −1,−1 < β < 2a+ 1. Se calculara´ a continuacio´n el
cuadrado de la norma, d2n. Dado que
ρn(s)=
Γ˜q(s+ n+ a+ 1)Γ˜q(s+ n− a+ β + 1)Γ˜q(s+ n+ α+ b+ 1)Γ˜q(b+ α− s)
Γ˜q(s− a+ 1)Γ˜q(s+ b+ 1)Γ˜q(s+ a− β + 1)Γ˜q(b− s− n)
,
y
An,n = [n]q!(−1)n Γ˜q(α+ β + 2n+ 1)
Γ˜q(α+ β + n+ 1)
,
se tiene
Λn := (−1)nAn,nB2n =
Γ˜q(α+ β + 2n+ 1)
[n]q!Γ˜q(α+ β + n+ 1)
.
Teniendo en cuenta que ∇xn+1(s) = [2s+ n+ 1]q, y usando (2.43), junto a la identidad
Γ˜(ζ − s) = Γ˜(ζ)(−1)
s
(1− ζ|q)s , ζ ∈ C, (5.5)
se tiene que
d2n =Λn
b−n−1∑
s=a
Γ˜q(s+ n+ a+1)Γ˜q(s+ n− a+ β +1)Γ˜q(s+ n+ α+ b+1)Γ˜q(b+ α− s)
Γ˜q(s− a+ 1)Γ˜q(s+ b+ 1)Γ˜q(s+ a− β + 1)Γ˜q(b− s− n)[2s+ n+ 1]−1q
=Λn
b−a−n−1∑
s=0
Γ˜q(s+n+2a+1)Γ˜q(s+n+β+1)Γ˜q(s+n+ α+b+a+1)Γ˜q(b−a+α−s)
Γ˜q(s+1)Γ˜q(s+b+a+1)Γ˜q(s+2a−β+1)Γ˜q(b−a−s−n)[2s+2a+n+1]−1q
=
Γ˜q(α+ β + 2n+ 1)Γ˜q(2a+ n+ 1)Γ˜q(n+ β + 1)Γ˜q(a+ b+ n+ α+ 1)Γ˜q(b+ α− a)
[n]q!Γ˜q(α+ β + n+ 1)Γ˜q(a+ b+ 1)Γ˜q(2a− β + 1)Γ˜q(b− a− n)
×
b−a−n−1∑
s=0
(n+ 2a+ 1, n+ β + 1, n+ a+ α+ b+ 1, 1− b+ a+ n|q)s
(1, a+ b+ 1, 2a− β + 1, 1− b+ a− α|q)s[2s+ 2a+ n+ 1]−1q
.
En lo que sigue se denotara por Sn la suma en la u´ltima expresio´n. Si se usa que
(ζ|q)n = (−1)n(qζ ; q)nq−n4 (n+2ζ−1)κ−nq ,
ası´ como la identidad
[2s+ 2a+ n+ 1]q = q−s[2a+ n+ 1]q
(qa+
n+1
2
+1; q)(−qa+n+12 +1; q)s
(qa+
n+1
2 ; q)(−qa+n+12 ; q)
,
se obtiene que
Sn =
b−a−n−1∑
s=0
(q2a+n+1, qn+β+1, qn+α+b+a+1, q1−b+a+n, q
1
2
(2a+n+3),−q 12 (2a+n+3); q)s
(q, qa+b+1, q2a−β+1, q1−b−α+a, q
1
2
(2a+n+1),−q 12 (2a+n+1); q)s[2a+n+1]−1q
q−s(1+2n+β+α)
=[2a+n+1]q 6ϕ5
(
q2a+n+1, qn+β+1, qn+a+α+b+1, q1−b+a+n, qa+
n
2+
3
2,−qa+n2+32
qa+b+1, q2a−β+1, q1−b−α+a, qa+
n
2+
1
2
),−qa+n2+ 12 )
∣∣∣∣∣q, q−1−2n−β−α
)
.
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Pero la fo´rmula anterior se corresponde con una serie hipergeome´trica ba´sica muy bien ponderada
6ϕ5 ası´ usando la fo´rmula de sumacio´n [66, p. 238, ec.(II.21)]
6ϕ5
(
a, qa1/2, −qa1/2, b, c, q−k
a1/2, −a1/2, aq/b, aq/c, aqk+1 q,
aqk+1
bc
)
=
(aq, aq/bc; q)k
(aq/b, aq/c; q)k
,
con k = b− a− n− 1, a = q2a+n+1, b = qn+β+1, c = qn+a+α+b+1, se sigue que
Sn = [2a+n+1]q
(q2a+n+2, q−n+a−b−α−β; q)b−a−n−1
(q2a−β+1, qa−b−α+1; q)b−a−n−1
= [2a+n+1]q
(2a+ n+ 2|q)b−a−n−1(−n+ a− b− α− β|q)b−a−n−1
(2a− β + 1|q)b−a−n−1(a− b− α+ 1|q)b−a−n−1 .
Por u´ltimo, usando (5.5) y (2.16) se tiene la expresio´n
Sn = [2a+n+1]q
Γ˜(a+ b+ 1)Γ˜(2a− β + 1)Γ˜(b− a+ α+ β + n+ 1)Γ˜(α+ n+ 1)
Γ˜(n+ 2a+ 2)Γ˜(b+ a− β − n)Γ˜(α+ β + 2n+ 2)Γ˜(b− a+ α) ,
de donde se deduce que
d2n =
Γ˜q(α+ β + 2n+ 1)Γ˜q(2a+ n+ 1)Γ˜q(n+ β + 1)Γ˜q(a+ b+ n+ α+ 1)Γ˜q(b+ α− a)
[n]q!Γ˜q(α+ β + n+ 1)Γ˜q(a+ b+ 1)Γ˜q(2a− β + 1)Γ˜q(b− a− n)
Sn
=
Γ˜(α+ n+ 1)Γ˜(β + n+ 1)Γ˜(b− a+ α+ β + n+ 1)Γ˜(a+ b+ α+ n+ 1)
[α+ β + 2n+ 1]qΓ˜(n+ 1)Γ˜(α+ β + n+ 1)Γ˜(b− a− n)Γ˜(a+ b− β − n)
.
5.1.3. La representacio´n hipergeome´trica
A partir de las fo´rmulas (2.37) y (2.39) se siguen las siguientes dos representaciones hiper-
geome´tricas equivalentes:
uα,βn (x(s), a, b)q =
q−
n
2
(2a+α+β+n+1)(qa−b+1; q)n(qβ+1; q)n(qa+b+α+1; q)n
κ2nq (q; q)n
× 4ϕ3
(
q−n, qα+β+n+1, qa−s, qa+s+1
qa−b+1, qβ+1, qa+b+α+1
∣∣∣∣ q , q) ,
(5.6)
o
uα,βn (x(s), a, b)q =
(a− b+ 1|q)n(β + 1|q)n(a+ b+ α+ 1|q)n
[n]q!
×4 F3
( −n, α+ β + n+ 1, a− s, a+ s+ 1
a− b+ 1, β + 1, a+ b+ α+ 1
∣∣∣∣ q , 1) . (5.7)
Usando la formula de transformacio´n de Sears [66, Ec. (III.15)] se obtienen las siguientes expre-
siones:
uα,βn (x(s), a, b)q =
q−
n
2
(−2b+α+β+n+1)(qa−b+1; q)n(qα+1; q)n(qβ−a−b+1; q)n
κ2nq (q; q)n
× 4ϕ3
(
q−n, qα+β+n+1, q−b−s, q−b+s+1
qa−b+1, qα+1, q−a−b+β+1
∣∣∣∣ q , q) ,
(5.8)
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y
uα,βn (x(s), a, b)q =
(a− b+ 1|q)n(α+ 1|q)n(−a− b+ β + 1|q)n
[n]q!
×4 F3
( −n, α+ β + n+ 1,−b− s,−b+ s+ 1
a− b+ 1, α+ 1,−a− b+ β + 1
∣∣∣∣ q , 1) . (5.9)
En consecuencia, se tiene que
uα,βn (x(a), a, b)q =
(a− b+ 1|q)n(β + 1|q)n(a+ b+ α+ 1|q)n
[n]q!
=
(qa−b+1; q)n(qβ+1; q)n(qa+b+α+1; q)n
q
n
2
(2a+α+β+n+1)κ2nq (q; q)n
,
(5.10)
uα,βn (x(b− 1), a, b)q =
(a− b+ 1|q)n(α+ 1|q)n(−a− b+ β + 1|q)n
[n]q!
=
(qa−b+1; q)n(qα+1; q)n(qβ−a−b+1; q)n
q
n
2
(−2b+α+β+n+1)κ2nq (q; q)n
.
(5.11)
La fo´rmula (2.35) da lugar a la siguiente fo´rmula explı´cita
uα,βn (x(s), a, b)q =
Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s+ a− β + 1)Γ˜(b− s)
Γ˜(s+ a+ 1)Γ˜(s− a+ β + 1)Γ˜(s+ α+ b+ 1)Γ˜(b+ α− s)
×
n∑
k=0
(−1)k[2s+ 2k − n+ 1]qΓ˜(s+ k + a+ 1)Γ˜(2s+ k − n+ 1)
Γ˜(k + 1)Γ˜(n− k + 1)Γ˜(2s+ k + 2)Γ˜(s− n+ k − a+ 1)
× Γ˜(s+ k − a+ β + 1)Γ˜(s+ k + α+ b+ 1)Γ˜(b+ α− s+ n− k)
Γ˜(s− n+ k + b+ 1)Γ˜(s− n+ k + a− β + 1)Γ˜(b− s− k) .
(5.12)
A partir de la representacio´n hipergeome´trica se obtiene la siguiente propiedad de simetrı´a
uα,βn (x(s), a, b)q = u
−b−a+β,b+a+α
n (x(s), a, b)q.
Por u´ltimo, no´tese que a partir de (5.6) (o´ (5.8)) se sigue que uα,βn (x(s), a, b)q es un polinomio de
grado n en x(s) = [s]q[s+ 1]q. De hecho,
(qa−s; q)k(qa+s+1; q)k = (−1)kqk(a+
k+1
2
)
k−1∏
l=0
(
x(s)− c3
c1
− q− 12 (qa+l+ 12 + q−a−l− 12 )
)
,
donde c1 y c3 vienen dadas en (5.3).
5.1.4. La RRTT y las fo´rmulas de diferenciacio´n
Para obtener los coeficientes de la RRTT usando (2.47) y (2.48), se obtiene que
kn =
Γ˜q(α+ β + 2n+ 1)
[n]q!Γ˜q(α+ β + n+ 1)
, αn =
[n+ 1]q[α+ β + n+ 1]q
[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
.
Para calcular γn se usa (2.10)
γn =
[a+ b+ α+ n]q[a+ b− β − n]q[α+ n]q[β + n]q[b− a+ α+ β + n]q[b− a− n]q
[α+ β + 2n]q[α+ β + 2n+ 1]q
,
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y
βn = x(a)− αn
uα,βn+1(x(a), a, b)q
uα,βn (x(a), a, b)q
− γn
uα,βn−1(x(a), a, b)q
uα,βn (x(a), a, b)q
= [a]q[a+ 1]q − [α+ β + n+ 1]q[a− b+ n+ 1]q[β + n+ 1]q[a+ b+ α+ n+ 1]q[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
+
[α+ n]q[b− a+ α+ β + n]q[a+ b− β − n]q[n]q
[α+ β + 2n]q[α+ β + 2n+ 1]q
.
Las fo´rmulas de diferenciacio´n (2.49) y (2.50) dan lugar a
Tabla 5.1: Datos principales de los q-polinomios de Racah uα,βn (x(s), a, b)q
Pn(s) u
α,β
n (x(s), a, b)q , x(s) = [s]q [s + 1]q
(a, b) [a, b− 1]
ρ(s)
Γ˜(s + a + 1)Γ˜(s− a + β + 1)Γ˜(s + α + b + 1)Γ˜(b + α− s)
Γ˜(s− a + 1)Γ˜(s + b + 1)Γ˜(s + a− β + 1)Γ˜(b− s)
− 12 < a ≤ b− 1, α > −1,−1 < β < 2a + 1
σ(s) [s− a]q [s + b]q [s + a− β]q [b + α− s]q
σ(−s− 1) [s + a + 1]q [b− s− 1]q [s− a + β + 1]q [b + α + s + 1]q
τ(s) [α + 1]q [a]q [a− β]q + [β + 1]q [b]q [b + α]q − [α + 1]q [β + 1]q − [α + β + 2]qx(s)
τn(s)
−[α + β + 2n + 2]qx(s + n2 ) + [a + n2 + 1]q [b− n2 − 1]q
×[β + n2 + 1− a]q [b + α + n2 + 1]q − [a + n2 ]q [b− n2 ]q [β + n2 − a]q [b + α + n2 ]q
λn [n]q [α + β + n + 1]q
Bn
(−1)n
[n]q !
d2n
Γ˜(α + n + 1)Γ˜(β + n + 1)Γ˜(b− a + α + β + n + 1)Γ˜(a + b + α + n + 1)
[α + β + 2n + 1]q Γ˜(n + 1)Γ˜(α + β + n + 1)Γ˜(b− a− n)Γ˜(a + b− β − n)
ρn(s)
Γ˜(s + n + a + 1)Γ˜(s + n− a + β + 1)Γ˜(s + n + α + b + 1)Γ˜(b + α− s)
Γ˜(s− a + 1)Γ˜(s + b + 1)Γ˜(s + a− β + 1)Γ˜(b− s− n)
an
Γ˜[α + β + 2n + 1]q
[n]q !Γ˜[α + β + n + 1]q
αn
[n + 1]q [α + β + n + 1]q
[α + β + 2n + 1]q [α + β + 2n + 2]q
βn
[a]q [a + 1]q −
[α + β + n + 1]q [a− b + n + 1]q [β + n + 1]q [a + b + α + n + 1]q
[α + β + 2n + 1]q [α + β + 2n + 2]q
+
[α + n]q [b− a + α + β + n]q [a + b− β − n]q [n]q
[α + β + 2n]q [α + β + 2n + 1]q
γn
[a + b + α + n]q [a + b− β − n]q [α + n]q [β + n]q [b− a + α + β + n]q [b− a− n]q
[α + β + 2n]q [α + β + 2n + 1]q
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∆uα,βn (x(s), a, b)q
∆x(s)
= [α+ β + n+ 1]qu
α+1,β+1
n−1 (x(s+
1
2), a+
1
2 , b− 12)q, (5.13)
−[n]q[2s+ 1]quα,βn (x(s), a, b)q =σ(−s− 1)uα+1,β+1n−1 (x(s+ 12), a+ 12 , b− 12)q
− σ(s)uα+1,β+1n−1 (x(s− 12), a+ 12 , b− 12)q,
(5.14)
respectivamente. Por u´ltimo, las fo´rmulas (2.49) y (2.50) dan lugar a las fo´rmulas de diferenciacio´n
σ(s)
∇uα,βn (x(s), a, b)q
[2s]q
=− [α+ β + n+ 1]q
[α+ β + 2n+ 2]q
[
τn(s)uα,βn (x(s), a, b)q
+[n+ 1]qu
α,β
n+1(x(s), a, b)q
]
,
(5.15)
σ(−s− 1)∆u
α,β
n (x(s), a, b)q
[2s+ 2]q
=− [α+ β + n+ 1]q
[α+ β + 2n+ 2]q
[
[n+ 1]qu
α,β
n+1(x(s), a, b)q
+(τn(s) + [n]q[α+ β + 2n+ 2]q[2s+ 1]q)uα,βn (x(s), a, b)q
]
,
(5.16)
donde τn viene dado en la tabla 5.4.
5.1.5. La dualidad de los q-polinomios de Racah
En esta seccio´n se discutira´ la dualidad de los q-polinomios de Racah, uα,βn (x(s), a, b)q. Se
seguira´ [116, p. 38-39].
Nota 5.1.2. No´tese que un estudio ma´s detallado del problema de dualidad ha sido realizado en
[26].
No´tese que la relacio´n de ortogonalidad
b−1∑
s=a
uα,βn (x(s), a, b)qu
α,β
m (x(s), a, b)qρ(s)∇x1(s) = d2nδn,m, ∆s = 1. (5.17)
para los q-polinomios de Racah puede escribirse en la forma
N−1∑
s=0
CsnCsm = δn,m, Csn =
uα,βn (x(s+ a), a, b)q
√
ρ(s+ a)∇x1(s+ a)
dn
, N = b− a− 1,
donde ρ y dn son las funcio´n peso y la norma de los q-polinomios de Racah, respectivamente. La
relacio´n anterior puede entenderse como la ortogonalidad de la matriz C = ||Ckn||N−1k,n=0 respecto
a sus filas. Si se usa la ortogonalidad de C respecto a sus columnas, se obtiene que
N−1∑
n=0
CsnCs′n = δs,s′ , N = b− a− 1,
que da lugar a la relacio´n de ortogonalidad dual para los q-polinomios de Racah
N−1∑
n=0
uα,βn (x(s), a, b)qu
α,β
n (x(s
′), a, b)q
1
d2n
=
1
ρ(s)∆x(s− 1/2)δs,s′ . (5.18)
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El siguiente paso consiste en identificar los polinomios uα,βn (x(s), a, b)q. Antes de comenzar se
advierte que a partir de la representacio´n (5.6) y la identidad
(q−n; q)k(qα+β+n+1; q)k =
k−1∏
l=0
(
1 + qα+β+2l+1 − q α+β+12 +l
(
κ2qx(t) + q
1
2 + q−
1
2
))
,
donde
x(t) = [t]q[t+ 1]q = [n+
α+ β
2
]q[n+
α+ β
2
+ 1]q,
se sigue que uα,βn (x(s), a, b)q tambie´n constituye un polinomio de grado s − a (para s = a, a +
1, . . . , b− a− 1) sobre x(t) con t = n+ α+β2 .
Ası´, se definen los polinomios – compa´rese con la definicio´n de los q-polinomios de Racah (5.7) –
uα
′,β′
k (x(t), a
′, b′)q =
(−1)kΓ˜(b′ − a′)Γ˜(β′ + k + 1)Γ˜(b′ + a′ + α′ + k + 1)
[k]!Γ˜(b′ − a′ − k)Γ˜(β′ + 1)Γ˜(b′ + a′ + α′ + 1)
× 4F3
( −k, α′ + β′ + k + 1, a′ − t, a′ + t+ 1
a′ − b′ + 1, β′ + 1, a′ + b′ + α′ + 1
∣∣∣∣ q , 1) ,
(5.19)
donde
k = s− a, t = n+ α+ β
2
, a′ =
α+ β
2
, b′ = b− a+ α+ β
2
, α′ = 2a− β, β′ = β.
(5.20)
Obviamente son polinomios de grado k = s − a sobre la red x(t) que satisfacen la propiedad de
ortogonalidad
b′−1∑
t=a′
uα
′,β′
k (x(t), a
′, b′)quα
′,β′
m (x(t), a
′, b′)qρ′(t)∇x1(t) = (d′k)2δk,m, (5.21)
donde ρ′ y (d′n)2 son la funcio´n ρ y la norma d2n de la tabla 5.1.4 reemplazando a, b, α, β, s, n por
a′, b′, α′, β′, t, k.
Adema´s, con esta eleccio´n (5.20) de los para´metros la representacio´n hipergeome´trica 4ϕ3 de
uα
′,β′
k (x(t), a
′, b′)q, en (5.19) coincide con la funcio´n hipergeome´trica 4ϕ3 en (5.7). Luego se
establece ası´ la siguiente relacio´n entre los polinomios uα
′,β′
k (x(t), a
′, b′) y uα,βn (x(s), a, b)q:
uα
′,β′
k (x(t), a
′, b′)q = A(α, β, a, b, n, s)uα,βn (x(s), a, b)q, (5.22)
donde
A(α, β, a, b, n, s) = (−1)
s−a+nΓ˜(b− a− n)Γ˜(s− a+ β + 1)Γ˜(b+ α+ s+ 1)Γ˜(n+ 1)
Γ˜(b− s)Γ˜(n+ β + 1)Γ˜(b+ a+ α+ n+ 1)Γ˜(s− a+ 1) .
Si se sustituye ahora (5.22) en (5.21) y se realiza el cambio (5.20), entonces (5.21) se transforma
en la relacio´n (5.18), es decir, el conjunto de polinomios uα′,β′k (x(t), a′, b′)q definido por (5.19) (o
(5.22)) es el conjunto dual asociado a los q-polinomios de Racah, uα,βn (x(s), a, b)q.
Para concluir este estudio, se mostrara´ que la RRTT (2.9) de los polinomios uα′,β′k (x(t), a′, b′)q es
la ecuacio´n en diferencias (2.25) que los polinomios uα,βn (x(s), a, b)q satisfacen mientras que la
ecuacio´n en diferencias (2.25) que satisfacen uα′,β′k (x(t), a′, b′)q se transforma en la RRTT (2.9)
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de los polinomios uα,βn (x(s), a, b)q y viceversa.
Sea ς(t) la funcio´n σ del polinomio uk. Entonces
ς(t) = [t−a′]q[t+b′]q[t+a′−β′]q[b′+α′−t]q = [n]q[n+b−a+α+β]q[n+α]q[b+a−n−β]q,
y por tanto,
ς(−t− 1) = [α+ β + n+ 1]q[b+ a+ α+ n+ 1]q[b− a− n− 1]q[n+ β + 1]q,
λk = [k]q[α′ + β′ + k + 1]q = [s− a]q[s+ a+ 1]q.
Los coeficientes α′k, β′k y γ′k se obtienen a partir de los coeficientes de la RRTT para los polinomios
uk obtenie´ndose
α′k =
[k + 1]q[α′ + β′ + k + 1]q
[α′ + β′ + 2k + 1]q[α′ + β′ + 2k + 2]q
=
[s− a+ 1]q[s+ a+ 1]q
[2s+ 1]q[2s+ 2]q
,
γ′k =
[b+ α+ s]q[b+ α− s]q[s+ a− β]q[s− a+ β]q[b+ s]q[b− s]q
[2s+ 1]q[2s]q
,
y
β′k = [n+
α+ β
2
]q[n+
α+ β
2
+ 1]q +
σ(−s− 1)
[2s+ 1]q[2s+ 2]q
+
σ(s)
[2s+ 1]q[2s]q
.
Adema´s
∆x(t) = [2t+ 2]q = [2n+ α+ β + 2]q,
x(s) = [s]q[s+ 1]q = [k + a]q[k + a+ 1]q.
Se vera´ que la ecuacio´n en diferencias lineal de segundo orden de los q-polinomios de Racah,
uα,βn (x(s), a, b)q, es la RRTT de los polinomios uα
′,β′
k (x(t), a
′, b′)q. Para ello, se sustituye la re-
lacio´n (5.22) en la ecuacio´n en diferencias (2.25) de los polinomios uα,βn (x(s), a, b)q y se usa
que
uα,βn (x(s± 1), a, b)q = uα
′,β′
k±1 (x(t), a
′, b′)q. (5.23)
Despue´s de algunas simplificaciones, y usando (5.23) se obtiene que
α′ku
α′,β′
k+1 (x(t), a
′, b′)q +
(
β′k − [n]q[α+ β + n+ 1]q − [α+β2 ]q[α+β2 + 1]q
)
uα
′,β′
k (x(t), a
′, b′)q
+γ′ku
α′,β′
k−1 (x(t), a
′, b′)q = 0,
pero
[n]q[α+ β + n+ 1]q + [α+β2 ]q[
α+β
2 + 1]q = [n+
α+β
2 ]q[n+
α+β
2 + 1]q = x(t),
luego se obtiene la RRTT para los polinomios uα
′,β′
k (x(t), a
′, b′)q.
Si ahora se sustituye (5.22) en la RRTT (2.9) para los q-polinomios de Racah, uα,βn (x(s), a, b)q, y
se usa que
uα,βn±1(x(s), a, b)q = u
α′,β′
k (x(t± 1), a′, b′)q,
se obtiene la ecuacio´n
ς(−t− 1)
∆x(t)∇x1(t)u
α′,β′
k (x(t+ 1), a
′, b′)q +
ς(t)
∇x(t)∇x1(t)u
α′,β′
k (x(t− 1), a′, b′)q
−
[
ς(−t− 1)
∆x(t)∇x1(t) +
ς(t)
∇x(t)∇x1(t) + [a]q[a+1]q−[k+a]q[k+a+1]q
]
uα
′,β′
k (x(t), a
′, b′)q=0,
que coincide con la ecuacio´n en diferencias (2.25) de los polinomios uα′,β′k (x(t), a′, b′)q dado que
[a]q[a+ 1]q − [k + a]q[k + a+ 1]q = −[k]q[k + 2a+ 1]q = −[k]q[k + α′ + β′ + 1]q = −λk.
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5.2. Los q-polinomios de Racah u˜α,βn (x(s), a, b)q
Existe otra posibilidad para definir los q-polinomios de Racah la cual fue sugerida en [97, 116].
Sea ahora
σ(s) = [s− a]q[s+ b]q[s− a+ β]q[b+ α+ s]q,
i.e., A = 1, s1 = a, s2 = −b, s3 = a− β, s4 = −b− α. Con esta eleccio´n se obtiene una nueva
familia u˜α,βn (x(s), a, b)q la cual es ortogonal respecto a la funcio´n peso
ρ(s) =
Γ˜(s+ a+ 1)Γ˜(s+ a− β + 1)
Γ˜(s+ α+ b+ 1)Γ˜(b+ α− s)Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s− a+ β + 1)Γ˜(b− s) .
Todas las propiedades ba´sicas pueden obtenerse exactamente de la misma forma que en el caso
anterior. Adema´s, todas sus propiedades pueden obtenerse igualmente a partir de las correspon-
dientes propiedades de los polinomios uα,βn (x(s), a, b)q simplemente cambiando α → −2b − α,
β → 2a−β – y usando las propiedades de las funciones Γ˜(s), Γq(s), (a|q)n y (a; q)n –. Los datos
principales de estos polinomios se resumen en la tabla 5.2.
5.2.1. La representacio´n hipergeome´trica
Para los polinomios u˜α,βn (x(s), a, b)q se tiene la siguiente representacio´n hipergeome´trica
u˜α,βn (x(s), a, b)q =
q−
n
2
(4a−2b−α−β+n+1)(qa−b+1; q)n(q2a−β+1; q)n(qa−b−α+1; q)n
κ2nq (q; q)n
× 4ϕ3
(
q−n, q2a−2b−α−β+n+1, qa−s, qa+s+1
qa−b+1, q2a−β+1, qa−b−α+1
∣∣∣∣ q , q) ,
(5.24)
o, en te´rminos de las series q-hipergeome´tricas (2.17),
u˜α,βn (x(s), a, b)q =
(a− b+ 1|q)n(2a− β + 1|q)n(a− b− α+ 1|q)n
[n]q!
× 4F3
( −n, 2a− 2b− α− β + n+ 1, a− s, a+ s+ 1
a− b+ 1, 2a− β + 1, a− b− α+ 1
∣∣∣∣ q , 1) . (5.25)
Usando la fo´rmula de transformacio´n de Sears [66, Ec. (III.15)] se obtienen otras fo´rmulas de
representacio´n equivalentes
u˜α,βn (x(s), a, b)q =
q−
n
2
(2a−4b−α−β+n+1)(qa−b+1; q)n(q−2b−α+1; q)n(q−β+a−b+1; q)n
κ2nq (q; q)n
× 4ϕ3
(
q−n, q2a−2b−α−β+n+1, q−b−s, q−b+s+1
qa−b+1, q−2b−α+1, qa−b−β+1
∣∣∣∣ q , q) ,
(5.26)
y
u˜α,βn (x(s), a, b)q =
(a− b+ 1|q)n(−2b− α+ 1|q)n(a− b− β + 1|q)n
[n]q!
×4 F3
( −n, 2a− 2b− α− β + n+ 1,−b− s,−b+ s+ 1
a− b+ 1,−2b− α+ 1, a− b− β + 1
∣∣∣∣ q , 1) .
(5.27)
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En consecuencia,
u˜α,βn (x(a), a, b)q =
(a− b+ 1|q)n(2a− β + 1|q)n(a− b− α+ 1|q)n
[n]q!
=
(qa−b+1; q)n(q2a−β+1; q)n(qa−b−α+1; q)n
q
n
2
(4a−2b−α−β+n+1)κ2nq (q; q)n
,
(5.28)
u˜α,βn (x(b− 1), a, b)q =
(a− b+ 1|q)n(−2b− α+ 1|q)n(a− b− β + 1|q)n
[n]q!
=
(qa−b+1; q)n(q−2b−α+1; q)n(q−β+a−b+1; q)n
q
n
2
(2a−4b−α−β+n+1)κ2nq (q; q)n
.
(5.29)
Usando (2.35) se obtiene una fo´rmula explı´cita
u˜α,βn (x(s), a, b)q =
Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s− a+ β + 1)Γ˜(b− s)Γ˜(s+ α+ b+ 1)
Γ˜(s+ a+ 1)Γ˜(s+ a− β + 1)
×Γ˜(b+ α− s)
n∑
k=0
(−1)k+n[2s+ 2k − n+ 1]qΓ˜(s+ k + a+ 1)Γ˜(2s+ k − n+ 1)
Γ˜(k + 1)Γ˜(n− k + 1)Γ˜(2s+ k + 2)Γ˜(s− n+ k − a+ 1)Γ˜(b− s− k)
× Γ˜(s+ k + a− β + 1)
Γ˜(s+ k−n+ α+ b+ 1)Γ˜(b+ α−s−k)Γ˜(s−n+ k + b+ 1)Γ˜(s−n+ k−a+ β + 1) .
(5.30)
A partir de la representacio´n hipergeome´trica se siguen la siguiente propiedad de simetrı´a
u˜α,βn (x(s), a, b)q = u˜
−b−a+β,b+a+α
n (x(s), a, b)q.
5.2.2. Las fo´rmulas de diferenciacio´n
Si se usan las fo´rmulas de diferenciacio´n (5.6) (o (5.8)) se obtiene
∆u˜α,βn (x(s), a, b)q
∆x(s)
= −[2b− 2a+ α+ β − n− 1]qu˜α,βn−1(x(s+ 12), a+ 12 , b− 12)q, (5.31)
[n]q[2s+ 1]qu˜α,βn (x(s), a, b)q =σ(−s− 1)u˜α,βn−1(x(s+ 12), a+ 12 , b− 12)q
− σ(s)u˜α,βn−1(x(s− 12), a+ 12 , b− 12)q,
(5.32)
respectivamente. Adema´s, las fo´rmulas (2.49) y (2.50) dan lugar a las siguientes dos fo´rmulas de
diferenciacio´n
σ(s)
∇u˜α,βn (x(s), a, b)q
[2s]q
= −
[
τn(s)u˜α,βn (x(s), a, b)q − [n+ 1]qu˜α,βn+1(x(s), a, b)q
]
× [2b− 2a+ α+ β − n− 1]q
[2b− 2a+ α+ β − 2n− 2]q ,
(5.33)
σ(−s− 1)∆u˜
α,β
n (x(s), a, b)q
[2s+ 2]q
= −
[
(τn(s) + [n]q[2b− 2a+ α+ β − 2n− 2]q[2s+ 1]q)
×u˜α,βn (x(s), a, b)q − [n+ 1]qu˜α,βn+1(x(s), a, b)q
]
[2b−2a+α+β−n−1]q
[2b−2a+α+β−2n−2]q ,
(5.34)
respectivamente, donde τn(s) viene dado en la tabla 5.2.
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5.2.3. El conjunto dual de u˜α,βn (x(s), a, b)q
Para obtener el conjunto dual de u˜α,βn (x(s), a, b)q se usa el mismo me´todo que el emplea-
do en la seccio´n previa. Se comienza considerando la relacio´n de ortogonalidad (5.17) para los
polinomios u˜α,βn (x(s), a, b)q definida por (5.27), y se escribe la relacio´n dual como
N−1∑
n=0
u˜α,βn (x(s), a, b)qu˜
α,β
n (x(s
′), a, b)q
1
d2n
=
1
ρ(s)∆x(s− 1/2)δs,s′ , N = b− a, (5.35)
donde ρ y d2n para u˜
α,β
n (x(s), a, b)q viene dada en la tabla 5.2. Adema´s, a partir de (5.27) se
sigue que las funciones u˜α,βn (x(s), a, b)q son polinomios de grado k = b − s − 1 sobre la red
x(t) = [t]q[t + 1]q donde t = b − a − n + α+β2 − 1 (la prueba es ana´loga a la presentada
en la seccio´n §5.1.5 y se omitira´). Para identificar el conjunto dual se define el conjunto de los
polinomios
u˜α
′,β′
k (x(t), a
′, b′)q =
(−1)kΓ˜(b′ − a′)Γ˜(b′ − a′ + β′)Γ˜(2b′ + α′)
[k]!Γ˜(b′ − a′ − k)Γ˜(b′ − a′ + β′ − k)Γ˜(2b′ + α′ − k)
×4 F3
( −k, 2a′ − 2b′ − α′ − β′ + k + 1,−b′ − t,−b′ + t+ 1
a′ − b′ + 1,−2b′ − α′ + 1, a′ − b′ − β′ + 1
∣∣∣∣ q , 1) ,
(5.36)
donde
k = b−s−1, t = b−a−n+α+ β
2
−1, a′ = α+ β
2
, b′ = b−a+α+ β
2
, α′ = 2a−β, β′ = β.
(5.37)
Obviamente, estos satisfacen la siguiente relacio´n de ortogonalidad
b′−1∑
t=a′
u˜α
′,β′
k (x(t), a
′, b′)qu˜α
′,β′
m (x(t), a
′, b′)qρ′(t)∆x(t− 1/2) = (d′k)2δk,m, (5.38)
donde ahora ρ′(t) y (d′n)2 son las funciones ρ y el cuadrado de la norma, d2n, respectivamente,
dados en la tabla 5.2 aplicando el cambio de para´metros (5.37)
a, b, α, β, n, s → a′, b′, α′, β′, k, t.
Adema´s, con la definicio´n anterior (5.37) para los para´metros de u˜α′,β′k (x(t), a′, b′)q, la funcio´n
hipergeome´trica 4ϕ3 en (5.36) coincide con la funcio´n hipergeome´trica 4ϕ3 en (5.27) y por tanto
se tiene la siguiente relacio´n entre los polinomios u˜α
′,β′
k (x(t), a
′, b′) y u˜α,βn (x(s), a, b)q:
u˜α
′,β′
k (x(t), a
′, b′)q = A˜(α, β, a, b, n, s)u˜α,βn (x(s), a, b)q, (5.39)
donde
A˜(α, β, a, b, n, s) = (−1)
b−s−1−nΓ˜(b− a− n)Γ˜(2b+ α− n)Γ˜(b− a+ β − n)Γ˜(n+ 1)
Γ˜(b− s)Γ˜(s− a+ β + 1)Γ˜(s+ b+ α+ 1)Γ˜(s− a+ 1) .
Para probar que los polinomios u˜α
′,β′
k (x(t), a
′, b′)q son los duales de u˜α,βn (x(s), a, b)q es suficiente
sustituir (5.39) en (5.38) y realizar el cambio (5.37) que transforma (5.38) en (5.18).
Se debe mencionar tambie´n que, como en el caso de los q-polinomios de Racah, la RRTT (2.9)
de los polinomios u˜α
′,β′
k (x(t), a
′, b′)q se transforma en la ecuacio´n en diferencias (2.25) que sa-
tisfacen los polinomios u˜α,βn (x(s), a, b)q mientras que la ecuacio´n en diferencias (2.25) de los
polinomios u˜α
′,β′
k (x(t), a
′, b′)q da lugar a la RRTT (2.9) de u˜α,βn (x(s), a, b)q y viceversa.
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5.3. Conexio´n con los 6j-sı´mbolos del a´lgebra cua´ntica SUq(2)
5.3.1. Los 6j-sı´mbolos del a´lgebra cua´ntica SUq(2)
Antes de hablar de dicha conexio´n se debe comentar brevemente su relacio´n con la teorı´a de
representacio´n de grupos.
Definicio´n 5.3.1. Sea V un espacio vectorial lineal sobre C, y T : V → V un operador lineal
sobre dicho espacio. Se dira´ que T es una representacio´n de un grupo G sobre V si a cada
elemento g ∈ G le corresponde un elemento T (g) de forma que1
∀ g1, g2 ∈ G, g = g1 ∗ g2 =⇒ T (g) = T (g1 ∗ g2) = T (g1)T (g2), T (e) = I,
donde e representa el elemento neutro respecto ∗. Al espacio V se le denomina espacio de la
representacio´n de G.
En general, en V todo operador T : V → V se puede representar mediante matrices cuadra-
das2, en este caso se dice que T es una representacio´n matricial de G. Adema´s, T (g) es irreducible
si y so´lo si no existe una matriz de cambio de base, A, tal que
∀ g ∈ G, AT (g)A−1 =

M1 0 · · · 0
0 M2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · Mk
 ,
donde M1, . . . ,Mk denotan ciertas matrices cuadradas no nulas y 0 son matrices de ceros.
Con estas definiciones se pasara´ a mostrar la conexio´n con los 6j-sı´mbolos del a´lgebra cua´nti-
ca SUq(2) con los q-polinomios de Racah.
El a´lgebra cua´ntica SUq(2) esta´ generada por los operadores J0, J+, J−, que satisfacen las rela-
ciones
[J0, J±] = ±J±, [J+, J−] = [2J0]q, (J±)† = J∓, (J0)† = J0,
donde [A,B] = A ◦B −B ◦A denota el conmutador de A y B.
Por sencillez se usara´ el lenguaje de la Teorı´a cua´ntica del momento angular [130, 131, 132].
Por ejemplo, si consideramos dos momentos angulares, cuyas bases sean L1 y L2, respectiva-
mente, el momento resultante de la interaccio´n de dichos momentos se encontrara´ en el espacio
producto tensorial de L1 y L2, i.e. en L1⊗L2, el cual se puede descomponer como la suma directa
de ciertas RI, i.e.
|j1j2 : N m〉 =
∑
m1,m2
Cj1, j2, Nm1, m2,m|j1 m1〉|j2 m2〉, j1 ∈ L1, j2 ∈ L2,
donde Cj1, j2, Nm1, m2,mdenota los coeficientes de Clebsh-Gordan (CGC) para el q-a´lgreba SUq(2).
Es sabido (ve´ase, por ejemplo, [131] y las referencias de e´sta) que los coeficientes de Racah
Uq(j1 j2 j j3; j12 j23),
se emplean para la transicio´n a partir del esquema del acoplador de tres momentos angulares
j1, j2, j3, ya que si cada unos de estos momentos tienes asociado una RI, digamos L1, L2 y L3,
entonces la interaccio´n de tales momentos se produce en
L1 ⊗ L2 ⊗ L3 = (L1 ⊗ L2)⊗ L3 = L1 ⊗ (L2 ⊗ L3).
1Por T (g) denotaremos al operador asociado al elemento g ∈ G. Adema´s, T (g) es un operador que actu´a sobre V .
2Dado que SUq(2) so´lo tiene representaciones irreducibles finitas el estudio se restringira´ al caso de matrices finitas.
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De ahı´ que cualquier elemento de dicho espacio, se pueda expresar como
|j1j2(j12), j3 : jm〉 =
∑
m1,m2,m3,m12
〈j1m1j2m2|j12m12〉〈j12m12j3m3|jm〉|j1m1〉|j2m2〉|j3m3〉,
y
|j1j2j3(j23) : jm〉 =
∑
m1,m2,m3,m23
〈j2m2j3m3|j23m23〉〈j1m1j23m23|jm〉|j1m1〉|j2m2〉|j3m3〉,
respectivamente, donde los sı´mbolos 〈jamajbmb|jabmab〉 denotan los coeficientes de Clebsh-
Gordan del a´lgebra cua´ntica SUq(2).
De hecho, se tiene que Uq(j1 j2 j j3; j12 j23) representan a los coeficientes de cambio de base de
L⊗ (L2 ⊗ L3) respecto (L1 ⊗ L2)⊗ L3, es decir,
|j1j2(j12), j3 : jm〉 =
∑
j23
Uq(j1 j2 j j3; j12 j23)|j1j2j3(j23) : jm〉.
Adema´s, los coeficientes de Racah, U , definen una matriz unitaria, i.e., satisfacen las relaciones
de ortogonalidad ∑
j23
Uq(j1 j2 j j3; j12 j23)Uq(j1 j2 j j3; j′12 j23) = δj12,j′12 , (5.40)
∑
j12
Uq(j1 j2 j j3; j12 j23)Uq(j1 j2 j j3; j12 j′23) = δj23,j′23 . (5.41)
Usualmente, en lugar de los coeficientes de Racah, se utilizan los 6j-sı´mbolos definidos por
Uq(j1 j2 j j3; j12 j23) = (−1)j1+j2+j3+j
√
[2j12 + 1]q[2j23 + 1]q
{
j1 j2 j12
j3 j j23
}
q
.
Los 6j-sı´mbolos satisfacen la siguiente propiedad de simetrı´a{
j1 j2 j12
j3 j j23
}
q
=
{
j3 j2 j23
j1 j j12
}
q
. (5.42)
Aquı´, sin perdida de generalidad, se ha supuesto que j1 > j2 y j3 > j2. Entonces para los
momentos j23 y j12 se tienen las desigualdades
j3 − j2 ≤ j23 ≤ j2 + j3, j1 − j2 ≤ j12 ≤ j1 + j2,
respectivamente. para evitar cualquier otra restriccio´n sobre estos dos momentos (causado por las
denominadas desigualdades triangulares para los 6j-sı´mbolos) se asumira´ que se verifican las
siguientes restricciones
|j − j3| ≤ mı´n(j12) = j1 − j2, |j − j1| ≤ mı´n(j23) = j3 − j2.
5.4. Los 6j-sı´mbolos y los q-polinomios de Racah
Ya se esta´ en disposicio´n de establecer la conexio´n entre los 6j-sı´mbolos y los q-polinomios
de Racah. Fı´jese la variable s como s = j23 con a ≤ s ≤ b−1, donde a = j3−j2, b = j2+j3+1,
y to´mese
(−1)j1+j23+j
√
[2j12 + 1]q
{
j1 j2 j12
j3 j j23
}
q
= d−1n
√
ρ(s)uα,βn (x(s), a, b)q, (5.43)
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donde ρ y dn se corresponden con la funcio´n peso y la norma, respectivamente, de los q-polinomios
de Racah sobre la red (5.1) uα,βn (x(s), a, b)q, y n = j12 − j1 + j2, α = j1 − j2 − j3 + j ≥ 0,
β = j1 − j2 + j3 − j ≥ 0.3 Para verificar la relacio´n anterior se usara´ la relacio´n de recurrencia
[132, p.699, ec. (5.17)]
[2]q[2j23 + 2]qA−q
{
j1 j2 j12
j3 j j23 − 1
}
q
−
(
([2j23]q[2j1 + 2]q−[2]q[j − j23 + j1 + 1]q[j + j23 − j1]q)
× ([2j2]q[2j23 + 2]q − [2]q[j3 − j2 + j23 + 1]q[j3 + j2 − j23]q)
− ([2j2]q[2j1 + 2]q − [2]q[j12 − j2 + j1 + 1]q[j12 + j2 − j1]q)[2j23 + 2]q[2j23]q
)
×[2j23 + 1]q
{
j1 j2 j12
j3 j j23
}
q
+ [2]q[2j23]qA+q
{
j1 j2 j12
j3 j j23 + 1
}
q
= 0,
(5.44)
donde
A−q =
√
[j + j23 + j1 + 1]q[j + j23 − j1]q[j − j23 + j1 + 1]q[j23 − j + j1]q
×
√
[j2 + j3 + j23 + 1]q[j2 + j3 − j23 + 1]q[j3 − j2 + j23]q[j2 − j3 + j23]q,
A+q =
√
[j + j23 + j1 + 2]q[j + j23 − j1 + 1]q[j − j23 + j1]q[j23 − j + j1 + 1]q
×
√
[j2 + j3 + j23 + 2]q[j2 + j3 − j23]q[j3 − j2 + j23 + 1]q[j2 − j3 + j23 + 1]q.
(5.45)
No´tese que
A−q =
√
σ(j23)σ(−j23), A+q =
√
σ(j23 + 1)σ(−j23 − 1),
donde
σ(j23) = [j23 − j3 + j2]q[j23 + j2 + j3 + 1]q[j23 − j1 + j]q[j + j1 − j23 + 1]q,
σ(−j23 − 1) = [j23 + j3 − j2 + 1]q[j2 + j3 − j23]q[j23 + j1 − j + 1]q[j + j1 + j23 + 2]q.
Sustituyendo (5.43) en (5.44) y simplificando la relacio´n obtenida resulta
[2s]qσ(−s− 1)uα,βn (x(s+ 1), a, b)q + [2s+ 2]qσ[s]uα,βn (x(s− 1), a, b)q
+
(
λn[2s]q[2s+ 1]q[2s+ 2]q − [2s]qσ(−s− 1)− [2s+ 2]qσ(s)
)
uα,βn (x(s), a, b)q = 0,
la cual es la ecuacio´n en diferencias para los q-polinomios de Racah (2.25).
A partir de uα,β0 (x(s), a, b)q = 1, (5.43) se tiene
(−1)j1+j23+j
√
[2j1 − 2j2 + 1]q
{
j1 j2 j1 − j2
j3 j j23
}
q
= d−10
√
ρ(s).
3No´tese que esto es equivalente a la eleccio´n
j1 = (b− a− 1 + α+ β)/2, j2 = (b− a− 1)/2, j3 = (a+ b− 1)/2,
j12 = (2n+ α+ β)/2, j23 = s, j = (a+ b− 1 + α− β)/2.
100 Un q-ana´logo de los polinomios de Racah y el a´lgebra cua´ntica SUq(2)
Luego {
j1 j2 j1 − j2
j3 j j23
}
q
:=
{
j1 j2 j1 − j2
j3 j s
}
q
=(−1)j+j1+s
√
[j1 + j + s+ 1]q![j1 + j − s]q![j1 − j + s]q![j3 − j2 + s]q!
[j − j1 + s]q![j3 + j2 − s]q![j2 − j3 + s]q![j2 + j3 + s+ 1]q!
×
√
[2j1 − 2j2]q![2j2]q![j2 + j3 + j − j1]q!
[2j1 + 1]q![j1 + j3 − j2 − j]q![j1 − j3 − j2 + j]q![j1 + j3 − j2 + j + 1]q! .
Adema´s, sustituyendo s = a y s = b− 1 en (5.43) y usando (5.10) y (5.11) se encuentra que{
j1 j2 j12
j3 j j3 − j2
}
q
= (−1)j12+j3+j
×
√
[j12 + j3 − j]q![2j2]q![j12 + j3 + j + 1]q![2j3 − 2j2]q![j2 − j1 + j12]q!
[j1 − j2 + j3 − j]q![j1 + j2 − j12]q![j1 − j2 + j3 + j + 1]q!
×
√
[j1 + j2 − j3 + j]q![j1 − j2 + j12]q![j3 − j12 + j]q!
[2j3 + 1]q![j3 − j1 − j2 + j]q![j12 − j3 + j]q![j1 + j2 + j12 + 1]q!
(5.46)
y {
j1 j2 j12
j3 j j2 + j3
}
q
= (−1)j1+j2+j3+j
×
√
[2j2]q![j12 − j3 + j]q![j2 − j1 + j3 + j]q![2j3]q![j1 + j2 + j3 − j]q!
[j1 + j2 − j12]q![j1 − j2 − j3 + j]q![j3 − j12 + j]q!
×
√
[j2 − j1 + j12]q![j1 − j2 + j12]q![j1 + j2 + j3 + j + 1]q!
[2j2 + 2j3 + 1]q![j12 + j3 − j]q![j1 + j2 + j12 + 1]q![j12 + j3 + j + 1]q! .
(5.47)
La relacio´n (5.43) permite obtener varias relaciones de recurrencia para los 6j-sı´mbolos del a´lge-
bra cua´ntica SUq(2) usando las propiedades de los q-polinomios de Racah. Ası´ la RRTT (2.9)
resulta
[2j12]q A˜+q
{
j1 j2 j12+1
j3 j j23
}
q
+[2j12+2]q A˜−q
{
j1 j2 j12 − 1
j3 j j23
}
q
−
(
[2j12]q[2j12+1]q[2j12+2]q
(
[j23]q[j23+1]q−[j3−j2]q[j3−j2+1]q
)
+[2j12]q
×[j1−j2+j12+1]q[j12−j1−j2]q[j12+j3−j+1]q[j12+j3+j+2]q−[2j12+2]q
×[j12−j3+j]q[j1+j2+j12+1]q[j3−j12+j+1]q[j2−j1+j12]q
){ j1 j2 j12
j3 j j23
}
q
=0,
(5.48)
donde
A˜−q =
√
[j2 − j1 + j12]q[j1 − j2 + j12]q[j12 − j3 + j]q[j12 + j3 − j]q[j1 + j2 + j12 + 1]q
×
√
[j12 + j3 + j + 1]q[j1 + j2 − j12 + 1]q[j3 − j12 + j + 1]q
A˜+q =
√
[j2 − j1 + j12 + 1]q[j1 − j2 + j12 + 1]q[j12 − j3 + j + 1]q[j12 + j3 − j + 1]q
×
√
[j1 + j2 + j12 + 2]q[j12 + j3 + j + 2]q[j1 + j2 − j12]q[j3 − j12 + j]q.
(5.49)
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Las expresiones (5.13) y (5.14) dan lugar a
√
σ(j23 + 1)
{
j1 j2 j12
j3 j j23 + 1
}
q
+
√
σ(−j23 − 1
{
j1 j2 j12
j3 j j23
}
q
= [2j23 + 2]q
√
[j2 − j1 + j12]q[j1 − j2 + j12 + 1]q
{
j1 + 12 j2 − 12 j12
j3 j j23 + 12
}
q
,
(5.50)
y
√
σ(−j23 − 1)
{
j1 + 12 j2 − 12 j12
j3 j j23 + 12
}
q
+
√
σ(j23)
{
j1 + 12 j2 − 12 j12
j3 j j23 − 12
}
q
= [2j23 + 1]q
√
[j12 − j1 + j2]q[j12 + j1 − j2 + 1]q
{
j1 j2 j12
j3 j j23
}
q
,
(5.51)
respectivamente, mientras que de las fo´rmulas de diferenciacio´n (5.15) – (5.16) se obtienen las
relaciones
[2j12 + 2]qA−q
{
j1 j2 j12
j3 j j23 − 1
}
q
+ [2j23]qA˜+q
{
j1 j2 j12 + 1
j3 j j23
}
q
+
(
σ(j23)[2j12 + 2]q + [j1 − j2 + j12 + 1]q[2j23]qΛ(j12, j23, j1, j2)
{
j1 j2 j12
j3 j j23
}
q
= 0
(5.52)
y
[2j12 + 2]qA+q
{
j1 j2 j12
j3 j j23 + 1
}
q
− [2j23 + 2]qA˜+q
{
j1 j2 j12 + 1
j3 j j23
}
q
+
(
[2j12 + 2]qσ(−j23 − 1)− [2j23 + 2]q[j1 − j2 + j12 + 1]q (Λ(j12, j23, j1, j2)
+ [j12 − j1 + j2]q[2j12 + 2]q[2j23 + 1]q)
{
j1 j2 j12
j3 j j23
}
q
= 0,
(5.53)
respectivamente, donde A±q viene dado por (5.45), A˜±q por (5.49) y
Λ(j12, j23, j1, j2) =σ (−j12 + j1 − j2 − 1)− σ (−j12 + j1 − j2)
− [2j12 + 2]q
[
j23 +
j12 − j1 + j2
2
]
q
[
j23 +
j12 − j1 + j2
2
+ 1
]
q
.
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Usando las representaciones hipergeome´tricas (5.7) y (5.9) se obtienen la representaciones para
los 6j-sı´mbolos en te´rminos de las funciones q-hipergeome´tricas4 (2.14){
j1 j2 j12
j3 j j23
}
q
= (−1)j12+j23+j2+j [2j2]q!
√
[j12 − j1 + j2]q!
[j1 − j2 + j3 − j]q![j1 − j2 + j3 + j + 1]q!
×
√
[j1 + j + j23 + 1]q![j1 + j − j23]q![j1 − j + j23]q![j3 − j2 + j23]q!
[j − j1 + j23]q![j3 + j2 − j23]q![j2 − j3 + j23]q![j2 + j3 + j23 + 1]q!
×
√
[j12 + j1 − j2]q![j + j3 + j − j12]q![j12 + j3 − j]q![j3 + j12 + j + 1]q!
[j12 − j3 + j]q![j1 + j2 + j12 + 1]q![j1 + j2 − j12]q!
× 4ϕ3
(
j1 − j2 − j12, j1 − j2 + j12 + 1, j3 − j2 − j23, j23 + j3 − j2 + 1
−2j2, j1 − j2 + j3 − j + 1, j1 − j2 + j3 + j + 2
∣∣∣∣ q , 1) ,
y{
j1 j2 j12
j3 j j23
}
q
= (−1)j1+j23+j [2j2]q![j2 + j3 − j1 + j]q!
[j1 − j2 − j3 + j]q!
×
√
[j1 + j + j23 + 1]q![j1 + j − j23]q![j1 − j + j23]q![j3 − j2 + j23]q!
[j − j1 + j23]q![j3 + j2 − j23]q![j2 − j3 + j23]q![j2 + j3 + j23 + 1]q!
×
√
[j12 − j1 + j2]q![j12 + j1 − j2]q![j12 − j3 + j]q![j3 + j12 + j + 1]q!−1
[j1 + j2 + j12 + 1]q![j1 + j2 − j12]q![j3 + j − j12]q![j12 + j3 − j]q!
× 4ϕ3
(
j1 − j2 − j12, j1 − j2 + j12 + 1,−j3 − j2 + j23,−j23 − j3 − j2 − 1
−2j2, j1 − j2 − j3 + j + 1, j1 − j2 − j3 − j
∣∣∣∣ q , 1) .
No´tese que a partir de las representaciones anteriores los valores (5.46) y (5.47) se obtienen in-
mediatamente. No´tese adema´s que las u´ltimas fo´rmulas son una forma explı´cita alternativa para
calcular los 6j-sı´mbolos. Una tercera fo´rmula explı´cita se sigue a partir de (5.12){
j1 j2 j12
j3 j j23
}
q
=√
[j23 + j2 − j3]q![j23 + j2 + j3 + 1]q![j23 + j − j1]q![j2 + j3 − j23]q!
[j23 + j3 − j2]q![j23 + j1 − j]q![j23 + j1 + j + 1]q![j1 + j − j23]q!
×
√
[j12 − j1 + j2]q![j1 − j2 + j12]q![j1 + j2 − j12]q![j3 − j12 + j]q!
[j12 − j3 + j]q![j12 + j3 − j]q![j1 + j2 + j12 + 1]q![j12 + j3 + j]q!
×
j12−j1+j2∑
k=0
(−1)k+j1+j23+j [2k + j1 − j2 − j12 + 2j23 + 1]q[k + j23 + j3 − j2]q!
[k]q![j12 − j1 + j2 − k]q![2j3 + 1 + k]q![k + j23 + j1 − j12 − j3]q!
× [2j23 + k − j12 + j1 − j2]q![k + j23 + j1 − j]q![k + j23 + j1 + j + 1]q![j1 + j − j23 − k]q!
[k + j23 + j1 − j12 + j3 + 1]q![k + j23 + j − j2 − j12]q![j2 + j3 − j23 + 1− k]q!
Para concluir esta seccio´n se debe puntualizar que las relaciones (5.40) y (5.41) dan lugar a las
relaciones de ortogonalidad para los q-polinomios de Racah, uα,βn (x(s), a, b)q, (5.7) y a sus duales
uα
′,β′
k (x(t), a
′, b′)q, respectivamente, y tambie´n que la relacio´n (5.22) entre los q-polinomios de
Racah y sus duales se deduce de la relacio´n de simetrı´a (5.42).
4Para obtener la representacio´n en te´rminos de las series hipergeome´tricas ba´sicas es suficiente con usar la relacio´n
(2.17).
5.5 Los 6j-sı´mbolos y los q-polinomios alternativos de Racah u˜α,βn (x(s), a, b)q 103
5.5. Los 6j-sı´mbolos y los q-polinomios alternativos de Racah u˜α,βn (x(s), a, b)q
En esta seccio´n se hara´ el mismo ana´lisis comparativo pero con los q-polinomios alternativos
de Racah, u˜α,βn (x(s), a, b)q. En primer lugar se elige, de nuevo, s = j23, a = j3−j2, b = j2+j3+1.
En este caso la conexio´n viene dada a trave´s de la expresio´n
(−1)j12+j3+j
√
[2j12 + 1]q
{
j1 j2 j12
j3 j j23
}
q
=
√
ρ(s)
d2n
u˜α,βn (x(s), a, b)q, (5.54)
donde ρ y dn son la funcio´n peso y la norma, respectivamente, de los q-polinomios alternativos
de Racah, u˜α,βn (x(s), a, b)q, (ve´ase la seccio´n §5.2) sobre la red (5.1), y n = j1 + j2 − j12,
α = j1 − j2 − j3 + j ≥ 0, β = j1 − j2 + j3 − j ≥ 0.
Usando (5.54), la ecuacio´n en diferencias (2.25) para u˜α,βn (x(s), a, b)q se transforma en la RRTT
(5.44) y la RRTT (2.9) se transforma en la ecuacio´n en diferencias (5.48). Evaluando (5.54) en
s = j23 = j3− j2 y s = j23 = j2+ j3+1 y usando (5.28) y (5.29) se recuperan los valores (5.46)
y (5.47), respectivamente. Si se sustituye ahora n = 0, i.e., j12 = j1 + j2 se obtiene el valor{
j1 j2 j1 + j2
j3 j j23
}
q
:=
{
j1 j2 j1 + j2
j3 j s
}
q
= (−1)j1+j2+j3+j
√
[2j1]q![2j2]q![j1 + j2 + j3 + j + 1]q![j1 + j2 − j3 + j]q!
[2j1 + 2j2 + 1]q![−j1 − j2 + j3 + j]q![j2 + j3 + s+ 1]q!
×
√
[s− j1 + j]q![s− j2 + j3]q!
[j1 + j − s]q![j1 − j + s]q![j1 + j + s+ 1]q![j2 + j3 − s]q![j2 − j3 + s]q! .
Adema´s, dado que este caso puede obtenerse del anterior realizando las sustituciones descritas
previamente, se omitira´n todas las expresiones ana´logas a las obtenidas antes. Los detalles pueden
encontrarse en [27].
5.6. Conexio´n entre u˜α,βn (x(s), a, b)q y uα,βn (x(s), a, b)q
A continuacio´n se obtendra´ la fo´rmula que conecta ambas familias. De hecho, las ecuaciones
(5.43) y (5.54) sugieren la siguiente relacio´n entre ambas familias
u˜α,βb−a−1−n(x(s), a, b)q = (−1)s−a−n
Γ˜(s−a+ β + 1)Γ˜(b+ α−s)
Γ˜(s+ a−β + 1)Γ˜(α+ 1 + n)
× Γ˜(b+ α+ 1 + s)Γ˜(a+ b− β − n)
Γ˜(β + 1 + n)Γ˜(a+ b+ α+ 1 + n)
uα,βn (x(s), a, b)q.
(5.55)
Para probarla es suficiente sustituir la fo´rmula anterior en la ecuacio´n en diferencias (2.25) de
los q-polinomios u˜α,βn (x(s), a, b)q. Tras algunos ca´lculos sencillos resulting dicha ecuacio´n se
transforma en la correspondiente ecuacio´n en diferencias para los polinomios uα,βn (x(s), a, b)q.
No´tese que a partir de esta relacio´n se sigue que
4F3
(
a− b+ n+ 1, a− b− α− β − n, a− s, a+ s+ 1
a− b+ 1, 2a− β + 1, a− b− α+ 1
∣∣∣∣ q , 1) = (β + 1|q)s−a(2a− β + 1|q)s−a
×(b+ α+ a+ 1|q)s−a
(a− b− α+ 1)s−a 4F3
( −n, α+ β + n+ 1, a− s, a+ s+ 1
a− b+ 1, β + 1, a+ b+ α+ 1
∣∣∣∣ q , 1) .
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Esto da lugar a la siguiente identidad para la serie hipergeome´trica ba´sica 4ϕ3, n,N − n− 1, k =
0, 1, 2, . . .,
4ϕ3
(
qn−N+1, q−n−N+1A−1B−1, q−k, q−kD
q1−N , q−2kDB−1, q1−NA−1
∣∣∣∣ q , q)
=
q−kN
AkBk
(qB; q)k(qN−2kDA; q)k
(q−2kDB−1; q)k, (q1−NA−1; q)k
4ϕ3
(
q−n, ABqn, q−k, q−kD
q1−N , qB, qN−2kDA
∣∣∣∣ q , q) .
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Tabla 5.2: Principales datos de los q-polinomios de Racah u˜α,βn (x(s), a, b)q
Pn(s) u˜
α,β
n (x(s), a, b)q , x(s) = [s]q [s+ 1]q
(a, b) [a, b− 1]
ρ(s)
Γ˜(s+ a+ 1)Γ˜(s+ a− β + 1)
Γ˜(s+ α+ b+ 1)Γ˜(b+ α− s)Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s− a+ β + 1)Γ˜(b− s)
− 1
2
< a ≤ b− 1, α > −1,−1 < β < 2a+ 1
σ(s) [s− a]q [s+ b]q [s− a+ β]q [b+ α+ s]q
σ(−s− 1) [s+ a+ 1]q [b− s− 1]q [s+ a− β + 1]q [b+ α− s− 1]q
τ(s)
[2a− β + 1]q [b]q [b+ α]q − [2b+ α− 1]q [a]q [a− β]q − [2b+ α− 1]q [2a− β + 1]q
−[2b− 2a+ α+ β − 2]qx(s)
τn(s)
−[2b−2a+α+β−2n−2]qx(s+ n2 )+[a+ n2 +1]q [b− n2 −1]q [a+ n2 +1−β]q [b− n2 +α−1]q
−[a+ n
2
]q [b− n2 ]q [a+ n2 − β]q [b− n2 + α]q
λn [n]q [2b− 2a+ α+ β − n− 1]q
Bn
1
[n]q !
d2n
Γ˜(2a+n−β+1)Γ˜(2b−2a+α+β−n)[2b−2a−2n−1+α+β]−1q
Γ˜(n+1)Γ˜(b−a−n)Γ˜(b−a−n+α)Γ˜(b−a+β−n)Γ˜(2b+α−n)Γ˜(b−a+α+β−n)
ρn(s)
Γ˜(s+a+n+1)Γ˜(s+a+n−β+1)
Γ˜(s+α+b+1)Γ˜(b+α−s−n)Γ˜(s−a+1)Γ˜(s+b+1)Γ˜(s−a+β+1)Γ˜(b−s−n)
an
(−1)nΓ˜[2b− 2a+ α+ β − n]q
[n]q !Γ˜[2b− 2a+ α+ β − 2n]q
αn − [n+ 1]q [2b− 2a+ α+ β − n− 1]q
[2b− 2a+ α+ β − 2n− 1]q [2b− 2a+ α+ β − 2n− 2]q
βn
[a]q [a+1]q+
[2b−2a+α+β−n−1]q [a−b+n+1]q [2a−β+n+1]q [a−b−α+n+1]q
[2b−2a+α+β−2n−1]q [2b−2a+α+β−2n−2]q
+
[2b+α−n]q [b−a+α+β−n]q [b−a+β−n]q [n]q
[2b−2a+α+β−2n−1]q [2b−2a+α+β−2n]q
γn − [2a−β+n]q [b−a−n]q [b−a−n+α]q [b−a−n+β]q [2b+α−n]q [b−a+α+β−n]q
[2b−2a+α+β−2n−1]q [2b−2a+α+β−2n]q

6
Los q-polinomios semicla´sicos
6.1. Introduccio´n
En este capı´tulo se considerara´n algunos problemas relacionadas con los polinomios ortogo-
nales semicla´sicos.
En esta memoria se han definido los q-polinomios en base a la ecuacio´n de Pearson (ve´ase la
Definicio´n 3.3.1)
∆[σ(s)ρ(s)] = τ(s)∇x1(s)ρ(s)
donde σ(s)+ 12τ(s)∇x1(s) y τ son polinomios de grado a lo ma´s 2 y 1, respectivamente. Teniendo
en cuenta dicha definicio´n, se puede plantear la siguiente pregunta: ¿Es posible encontrar SPO
respecto a funcionales lineales u tales que satisfagan la ecuacio´n distribucional
∆
∇x1(s) [φu] = ψu,
donde φ(s) + 12ψ(s)∇x1(s) y ψ son polinomios de grados, k ≥ 0, y l ≥ 1, respectivamente?.
Nota 6.1.1. Dado que la red que se considerara´, x(s), en este capı´tulo es de tipo lineal, bas-
tara´ con suponer que φ es un polinomio de grado k.
Los polinomios semicla´sicos esta´ndar1 fueron introducidos por J. A. Shohat [124] quien con-
sidero´ el funcional lineal2 u definido mediante la integral
〈u, p〉 =
∫ x2
x1
p(x)ρ(x)dx,
donde los lı´mites de integracio´n son finitos o infinitos, y ρ satisface la ecuacio´n de Pearson
d
dx
[φ˜(x)ρ(x)] = ψ˜(x)ρ(x),
1Esto es, las SPO respecto al funcional lineal u el cual satisface la ecuacio´n distribucional d
dx
[φ˜u] = ψ˜u, donde φ˜
y ψ˜ son polinomios de grado, k ≥ 0, y l ≥ 1, respectivamente.
2Al funcional respecto al cual una SP semicla´sica es ortogonal se denominara´ funcional semicla´sico.
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donde φ˜ y ψ˜ son polinomios de grados, k ≥ 0, y l ≥ 1, respectivamente.
En la u´ltima de´cada P. Maroni [103, 104, 105, 106, 107] y algunos de sus colaboradores [78,
105, 108] han contestado parcialmente a la pregunta anterior encontrando diversos ejemplos de
familias semicla´sicas. De hecho, P. Maroni es quiza´ quien ha realizado el estudio ma´s detallado de
dichas familias.
Dos conceptos fundamentales relativos a las familias semicla´sicas son las de pares admisibles
y la de clase de un funcional semicla´sico.
Definicio´n 6.1.1. Sean φ y ψ dos polinomios de grado, k ≥ 0, y l ≥ 1, respectivamente. Diremos
que (φ, ψ) es un par q-admisible siempre que se verifique una de las siguientes condiciones:
1. grd(∆(1)φ) 6= grd(ψ).
2. grd(∆(1)φ) = grd(ψ), y
l´ım
q→1
1
[l]!
[∆(1)]p ψ(0) := l´ım
q→1
1
[l]!
l︷ ︸︸ ︷
∆(1) · · ·∆(1) ψ(0) 6= −n, n ∈ N0.
De hecho, si se toma η = ma´x{grdφ− 2, grdψ − 1}, se dice que el par (φ, ψ) es de orden η.
Teniendo en cuenta esta definicio´n, dado un funcional semicla´sico, u, se puede definir el con-
junto de todos los pares admisibles asociados a u como
P2u := {(φ, ψ) ∈ P2 : φ mo´nico y ∆[φu] = ψ∇x1(s)u}.
Se puede definir en P2u el orden parcial, ≺, sobre P 2u respecto al cual P 2u tiene un u´nico elemento
minimal (φ0, ψ0).
Definicio´n 6.1.2. Dado un funcional semicla´sico, u, se define la clase del funcional u como
σ := ma´x{deg(φ0)− 2, deg(ψ0)− 1} = mı´n
(φ,ψ)∈P2u
ma´x{deg(φ)− 2,deg(ψ)− 1}.
Luego, σ es la menor de los ordenes asociados a los pares admisibles de u.
Pueden encontrarse todos los detalles relativos a estas definiciones en [77].
6.1.1. Los polinomios tipo Krall
En los u´ltimos an˜os han sido estudiados intensamente funcionales los cuales son perturbacio-
nes de un funcional lineal c mediante la adicio´n de masas de Dirac – los denominados polinomios
ortogonales tipo Krall – (ve´ase, por ejemplo, en [21, 22] y las referencias contenidas en estos), i.e.
u = c+Aδ(x− x0), donde A ≥ 0, x0 ∈ C y
〈δ(x− y), p(x)〉 = p(y), p ∈ C[x].
De particular intere´s resultan ser aquellos casos en los que el funcional inicial es cla´sico esta´ndar
(Jacobi [21, 85], Laguerre [21, 81], Hermite [21], y Bessel [100]) o discreto (Hahn, Meixner,
Kravchuk, y Charlier) [18, 19, 20, 46, 47, 68]. Un caso ma´s general es el siguiente: u = c +∑M
i=1Aiδ(x − ai) −
∑N
j=1Bjδ
′(x − bj) el cual ha sido estudiado en [12] donde se ha puesto
especial e´nfasis en que c sea un funcional lineal semicla´sico.
En [24] se estudia en detalle el caso donde c es un funcional lineal discreto semicla´sico o q-
semicla´sico .
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En esta memoria se hara´ hincapie´ en el caso cuando c es un funcional lineal q-cla´sico y se cons-
truira´n los polinomios tipo Krall asociados a las familias q-cla´sicas de la tabla de Hahn [23, 87].
Este caso no es muy conocido y so´lo unos pocos artı´culos estudian ejemplos concertos: los poli-
nomios de Stieltjes-Wigert [56], un caso particular de los polinomios pequen˜os de Jacobi [139], y
los polinomios de Al-Salam & Carlitz I y discretos de Hermite I [24].
Ası´, el intere´s de esta contribucio´n es la de continuar el trabajo comenzado en [24] y estudiar diver-
sas familias de q-polinomios ortogonales tipo Krall. En particular, se obtendra´n los lı´mites de los
q-polinomios tipo Krall en la tabla de Hahn. En este sentido se continuara´ el estudio comenzado
en [21] concerniente a las relaciones lı´mite entre las familias tipo Krall.
6.1.2. Las relaciones de estructura de las familias semicla´sicas
Las sucesiones de polinomios ortogonales q-cla´sicos, o q-polinomios, (q-polinomios grandes
de Jacobi, q-polinomios de Laguerre, de Al-Salam & Carlitz I, de Charlier, etc.) se caracterizan
por la propiedad que su la sucesio´n de sus q-diferencias (mo´nicas) son, de nuevo, ortogonales
(propiedad de Hahn, ve´ase [71]). De hecho, el operador q-diferencia es un caso particular del
operador de Hahn el cual se define como
Lq,ω(f)(x) =
f(qx+ ω)− f(x)
(q − 1)x+ ω , ω ∈ C, q ∈ C, |q| 6= 1.
En lo que sigue, se trabajara´ con polinomios q-semicla´sicos y q-cla´sicos de la tabla de Hahn, por
tanto se considerara´ la red q-lineal x(s), i.e. x(s + 1) = qx(s) + ω. No´tese que en este caso,
dado que la red es q-lineal, los operadores ∆(1) y Lq,ω coinciden, de ahı´ que ∆(1) ≡ Lq,ω. No´tese
adema´s que, si q → 1 el operador ∆(1) se transforma en el operador en diferencias finitas progre-
sivas ∆. En tal caso, cuando w → 0 se recuperan los polinomios semicla´sicos esta´ndar [106].
Existen varias formas de abordar los polinomios ortogonales q-semicla´sico. Por ejemplo, la ecua-
cio´n funcional (la llamada ecuacio´n de Pearson) que satisface el functional de momentos permite
un estudio eficiente de algunas caracterı´sticas de los q-polinomios [23, 77, 78, 111]. Sin embargo,
las sucesiones de q-polinomios ortogonales, {Cn}n≥0, pueden tambie´n caracterizarse teniendo en
cuenta su ortogonalidad ası´ como las siguientes ecuaciones en diferencia, las denominadas rela-
ciones de estructura.
• Primera relacio´n de estructura [2], [84], [116]
Φ(s)C [1]n (s) =
n+t∑
ν=n
λn,νCν(s), n ≥ 0, λn,n 6= 0, n ≥ 0, (6.1)
donde Φ es un polinomio con grdΦ = t ≤ 2 y C [1]n (s) := [n+ 1]−1∆(1)Cn+1(s), donde,
[n] :=
qn − 1
q − 1 , n ≥ 0. (6.2)
•• Segunda relacio´n de estructura [110, 111]
Cn(s) =
n∑
ν=n−t
θn,νC
[1]
ν (s), n ≥ t, 0 ≤ t ≤ 2, θn,n = 1, n ≥ t. (6.3)
La generalizacio´n de estas familias da lugar a los q-polinomios semicla´sicos los cuales fueron
introducidos por J. C. Medem [110]
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Para las sucesiones de q-polinomios, los cuales son q-semicla´sicos de clase cero, las relaciones de
estructura (6.1) y (6.3) se convierten en
φ(s)Lq,ωPn(s) = φ(s)
∆Pn(s)
∆x(s)
= α˜nPn+1(s) + β˜nPn(s) + γ˜nPn−1(s), γ˜n 6= 0,
σ(s)L1/q,ω/qPn(s) = φ(s)
∇Pn(s)
∇x(s) = α̂nPn+1(s) + β̂nPn(s) + γ̂nPn−1(s), γ̂n 6= 0,
Pn(s) = P
[1]
n (s) + δnP
[1]
n−1(s) + ²nP
[1]
n−2(s).
6.2. Relaciones lı´mite entre los q-polinomios tipo Krall
En este apartado se considerara´ una extensio´n natural de varios resultados relativos a los poli-
nomios tipo Krall introduciendo una modificacio´n de un funcional q-cla´sico linear, c, mediante la
adicio´n de una o dos masas puntuales, esto es,
u := c+Aδ(x− x0) +Bδ(x− x1), x0, x1 ∈ C, A,B ∈ C,
los cuales se denominan q-polinomios tipo Krall. Para e´stos, se obtendra´n tanto sus expresiones
explı´citas, dando su representacio´n en te´rminos de las series hipergeome´tricas ba´sicas, como las
relaciones entre las distintas familias de q-polinomios de la Tabla de q-Hahn.
6.2.1. Preliminares
En esta seccio´n se considerara´n algunas fo´rmulas relativas a los q-polinomios, Pn, de la tabla
de Hahn, los cuales son ortogonales respecto a un funcional q-cla´sico, cq [111], i.e.,
〈cq, PnPm〉 = d2nδn,m, d2n 6= 0, n,m = 0, 1, 2, . . . . (6.4)
Estos funcionales usualmente son de la forma (ve´ase seccio´n 6.2.2 para ma´s detalles)
〈cq, P 〉 =

∞∑
s=0
P (s)ρ(s)∇x1(s), q-polinomios pequen˜os de Jacobi, Meixner, Wall, Charlier,∫ s1
s0
P (x)ρ(x) dqx, q-polinomios pequen˜os de Jacobi, de Laguerre,
(6.5)
etc., donde ∫ s1
s0
f(t)dqt,
representa la q-integral de Jackson (ve´ase [66, 82] o §2.5.1), ρ es una funcio´n peso que satisface
la ecuacio´n en diferencias de tipo Pearson
∆[σ(s)ρ(s)] = τ(s)ρ(s)∇x1(s) ⇐⇒ ρ(s+ 1)
ρ(s)
=
σ(s) + τ(s)∇x1(s)
σ(s+ 1)
,
y x(s) = c1qs + c3.
Si se considera ahora la sucesio´n de q-polinomios ortogonales respecto al funcional q-lineal cq,
estos satisfacen la ecuacio´n lineal en diferencias de segundo orden de tipo hipergeome´trico (4.14)
[116]. Adema´s, estas familias satisfacen varias relaciones algebraicas tales como una RRTT
x(s)Pn(s) = αnPn+1(s) + βnPn(s) + γnPn−1(s), n = 0, 1, . . . , (6.6)
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tomando P−1 ≡ 0, las relaciones estructura (o fo´rmulas de diferenciacio´n)
σ(s)
∇Pn(s)
∇x(s) = α˜nPn+1(s) + β˜nPn(s) + γ˜nPn−1(s), n = 1, 2, . . . ,
Θ(s)
∆Pn(s)
∆x(s)
= α̂nPn+1(s) + β̂nPn(s) + γ̂nPn−1(s), n = 1, 2, . . . ,
(6.7)
donde, como antes, Θ(s) = σ(s) + τ(s)∇x1(s), ası´ como la fo´rmula de Christoffel-Darboux
Kn(s1, s2) :=
n∑
m=0
Pm(s1)Pm(s2)
d2m
=
αn
d2n
Pn+1(s1)Pn(s2)− Pn+1(s2)Pn(s1)
x(s1)− x(s2) . (6.8)
De ahora en adelante se denotara´ por Kn(s0) al valor Kn(s0, s0). A partir de (6.8) y (6.7) se sigue
que
1. Si σ(s0) = 0, entonces
Kn−1(s, s0) =
Pn(s0)
d2n
(
γ˜n
γn
− α˜nαn
) [ α˜n
αn
Pn(s)− σ(s)
x(s)− x(s0)
∇Pn(s)
∇x(s)
]
. (6.9)
2. Si Θ(s0) = 0, entonces
Kn−1(s, s0) =
Pn(s0)
d2n
(
γ̂n
γn
− α̂nαn
) [ α̂n
αn
Pn(s)− Θ(s)
x(s)− x(s0)
∆Pn(s)
∆x(s)
]
. (6.10)
Nota 6.2.1. Un ca´lculo directo muestra que α˜n
αn
y
γ˜n
γn
son independientes de la normalizacio´n
empleada para Pn, i.e. si P̂n(s) = CnPn(s) entonces dichos radios no cambian. Adema´s ([8, ec.
(6.15)])
γ˜n
γn
− α˜n
αn
=
γ̂n
γn
− α̂n
αn
.
6.2.2. Los ejemplos
En esta seccio´n se incluira´n las principales propiedades de las familias de q-polinomios que
se estudiara´n en el resto de la seccio´n (para ma´s detalles ve´ase [82]). En todos los casos se ha
usado (6.9) y (6.10) para calcular los nu´cleos en los puntos correspondientes. De ahora en ade-
lante se consideraran, adema´s, medidas de probabilidad, i.e. d20 = 1. Este hecho sera´ u´til para
obtener los lı´mites correctos para los correspondientes q-polinomios tipo Krall. A partir de ahora
se empleara´ la notacio´n esta´ndar para las series hipergeome´tricas ba´sicas. Para ma´s detalles ve´ase
[66].
1. Los q-polinomios grandes de Jacobi:
Esta familia de polinomios fue introducida por Hahn en 1949 y son, como se menciono´ con
anterioridad, la familia ma´s general de q-polinomios sobre la red q-lineal x := x(s) = qs.
Dicha familia es una sucesio´n de q-polinomios ortogonales respecto al funcional lineal
〈cBqJ , P 〉 :=
∫ aq
cq
P (x)ρ(x)dqx, (6.11)
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donde la funcio´n peso ρ, esta´ soportada sobre [cq, aq], con 0 < a, b < q−1, c < 0 (ve´ase la
tabla A.3). Si adema´s se tiene en cuenta que
Pn(aq; a, b, c; q) =
(abc−1q; q)n
(cq; q)n
(
−cq n+12
)n
,
Pn(cq; a, b, c; q) =
(bq; q)n
(aq; q)n
(
−aq n+12
)n
,
se obtienen las siguientes expresiones para los nu´cleos
KBqJn−1 (x, aq)=
(aq, abq; q)n
(q, bq; q)n
[
(1−q−n)Pn(x; a, b, c; q)−(x−cq)(1−q−1)Dq−1Pn(x; a, b, c; q)
(1−abq)an
]
,
KBqJn−1 (x, 1)=
aq(aq, abq, cq; q)n
(q, bq, abc−1q; q)n
[
b(qn−1)Pn(x; a, b, c; q)−(bx−c)(q−1)DqPn(x; a, b, c; q)
(1− abq)(−acqn/2+1/2)n
]
,
KBqJn−1 (x, cq)=
(abq, cq; q)n
(q, abc−1q; q)n
[
(1−q−n)Pn(x; a, b, c; q)−(x−aq)(1−q−1)Dq−1Pn(x; a, b, c; q)
(1− abq)cn
]
,
(6.12)
y
KBqJn−1(aq) =
n−1∑
k=0
(1− abq2k+1)(aq, abq, abc−1q; q)k
(1− abq)(q, bq, cq; q)k
(
−a−1cq k−12
)k
,
KBqJn−1(cq) =
n−1∑
k=0
(1− abq2k+1)(bq, abq, cq; q)k
(1− abq)(q, aq, abc−1q; q)k
(
−ac−1q k−12
)k
,
KBqJn−1(1) =
n−1∑
k=0
(1− abq2k+1)(aq, abq, cq; q)k
(1− abq)(q, bq, abc−1q; q)k
(
−acq k+32
)−k
,
KBqJn−1 (aq, cq) =
n−1∑
k=0
(1− abq2k+1)(abq; q)k(−1)kq(
k
2)
(1− abq)(q; q)k =
(abq2; q)n−1
(q; q)n−1
(−1)nq(n2),
KBqJn−1 (aq, 1) =
n−1∑
k=0
(1− abq2k+1)(aq, abq; q)k
(1− abq)(q,bq; q)k(aq)k =
(aq2, abq2; q)n−1
(q, bq; q)n−1(aq)n−1
,
donde Dq es, como antes, la q-diferencia de Jackson (ve´ase por ejemplo [82] o §2.5.1),
DqP (z) = P (qz)− P (z)(q − 1)z .
Nota 6.2.2. Los polinomios grandes de Laguerre, Pn(x; a, c; q), son un caso particular de
los grandes de Jacobi:
Pn(x; a, c; q) = Pn(x; a, 0, c; q),
por tanto todas sus propiedades pueden obtenerse de las correspondientes propiedades de
los q-polinomios grandes de Jacobi tomando b = 0. Por otro lado, un caso especial de los
q-polinomios grandes de Laguerre son los q-polinomios afines de Kravchuk [82, p. 101]
KAffn (q
−s; p,N ; q) = Pn(q−s; p, q−N−1; q),
de ahı´ que se pueda realizar un proceso ana´logo para estos.
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2. Los q-polinomios de Meixner:
Estos q-polinomios son ortogonales respecto al funcional q-lineal
〈cqM , P 〉 :=
∞∑
s=0
P (s)ρ(s)q−s, (6.13)
donde la funcio´n peso ρ esta´ soportada sobre [1,+∞), con 0 < b < q−1, 0 < c (ve´ase la
tabla A.6). Adema´s, Mn(1; b, c|q) = 1, y
KqMn−1(x, 1)=
(bq; q)n
(q,−c−1q; q)n
[
(1−qn)Mn(x; b, c; q)−(x+bc)(1−q)Dq−1Mn(x; b, c; q)
]
,
KqMn−1(1) =
n−1∑
k=0
(bq; q)k
(q,−c−1q; q)k q
k.
(6.14)
Nota 6.2.3. Un caso especial de los q-polinomios de Meixner son los q-polinomios cua´nti-
cos de Kravchuk [82, p. 98]
Kqtmn (q
−s; p,N ; q) =Mn(q−s; q−N−1,−p−1; q).
3. Los q-polinomios de Laguerre:
Esta familia de q-polinomios es ortogonal respecto al funcional lineal
〈CqL, P 〉 :=
+∞∑
s=−∞
P (cqk)ρ(s)qs, (6.15)
donde la funcio´n peso ρ (ve´ase tabla ??) esta´ soportada sobre [0,+∞), a = qα, x := x(s) =
cqs. En este caso L(α)n (0; q) = (aq; q)n/(q; q)n, y
KqLn−1(x, 0) =
1− q−1
a
DqL(α)n (q−1x; q), KqLn−1(0) =
n−1∑
k=0
(aq; q)k
(q; q)k
qk =
(aq2; q)n−1
(q; q)n−1
.
(6.16)
4. Los q-polinomios de Stieltjes-Wigert:
Para esta familia de q-polinomios el problema de momentos es indeterminado, es decir,
existen infinitas representaciones para el funcional lineal cSW respecto al que ellos son
ortogonales (ve´ase, por ejemplo, [82]). Aquı´ se elegira´ el siguiente
〈cSW , P 〉 :=
∫ ∞
0
P (x)ρ(x)dx, (6.17)
donde ρ es una funcio´n peso soportada sobre [0,+∞) (ve´ase la tabla ??).
En este caso Sn(0; q) = 1/(q; q)n, luego
KSWn−1(x, 0) = (1− q−1)DqSn(q−1x; q), KSWn−1(0) =
1
(q; q)n−1
. (6.18)
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6.2.3. Los q-polinomios tipo Krall
En esta seccio´n se introducira´n los q-polinomios ortogonales tipo Krall. En un artı´culo recien-
te [24] los autores introducen los polinomios discretos tipo Krall como una perturbacio´n de un
funcional lineal discreto cla´sico o semicla´sico y desarrollan una teorı´a general para encontrar las
propiedades algebraicas tales como RRTT, ecuaciones lineales en diferencias de segundo orden,
etc. En esta memoria se prestara´ atencio´n al caso especial cuando el funcional de partida, c, es
q-cla´sico [111]. Ası´, se considerara´ el funcional lineal u definido como
〈u, P 〉 = 〈c, P 〉+AP (x0) +BP (x1), A, B ∈ C, (6.19)
donde c es el funcional lineal considerado en (6.5) y x0, x1 ∈ C. En [24] se presenta una teorı´a
general para resolver este problema cuando se an˜aden N masas, no obstante so´lo dos ejemplos
se consideraron en detalle. Aquı´ se completara´ dicho trabajo introducie´ndose nuevos ejemplos y
estableciendo las relaciones lı´mite entre ellos, de la misma forma como se hizo en [21].
La expresio´n explı´cita de los polinomios, P˜A,Bn , ortogonales respecto al funcional lineal u (6.19)
viene dada por [24]
P˜n(x) = Pn(x)−
M∑
i=1
AiP˜n(ai)Kn−1(x, ai), (6.20)
donde (P˜n(ak))Mk=1 es la solucio´n del sistema
P˜n(ak) = Pn(ak)−
M∑
i=1
AiP˜n(ai)Kn−1(ak, ai), k = 1, 2, . . . ,M.
La fo´rmula (6.20) fue obtenida por primera vez por V. B. Uvarov [137] (ve´ase tambie´n [75, §2.9]).
Por tanto, la fo´rmula [24, p.57, ec. (2.5)] da lugar a
P˜A,Bn (s) = Pn(s)−
[
AKn−1(x, x0)
BKn−1(x, x1)
]t[ 1 +AKn−1(x0) BKn−1(x0, x1)
AKn−1(x1, x0) 1 +BKn−1(x1)
]−1[
Pn(x0)
Pn(x1)
]
,
(6.21)
donde Ct denota a la matriz transpuesta de C. Adema´s, los polinomios PA,Bn existen para cada
n = 0, 1, . . . si y so´lo si se satisface la siguiente condicio´n
det
[
1 +AKn−1(x0) BKn−1(x0, x1)
AKn−1(x1, x0) 1 +BKn−1(x1)
]
6= 0, ∀n ∈ N. (6.22)
Cuando la masa B es nula, i.e. B = 0, la expresio´n (6.21) se transforma en
P˜An (s) = Pn(s)−AP˜An (x0)Kn−1(x, x0), P˜An (x0) =
Pn(x0)
1 +AKn−1(x0)
. (6.23)
No´tese que si B = 0 y A ≥ 0, entonces la condicio´n (6.22) da lugar a
1 +AKn−1(x0) ≥ 1 > 0,
por lo tanto PAn existe para todo n = 0, 1, . . .
El siguiente paso consiste en construir las correspondientes familias de q-polinomios tipo Krall
asociadas a cada una de las familias de q-polinomios cla´sicos consideradas en la section §6.2.2.
Se comenzara´ con la familia de los q-polinomios grandes de Jacobi dado que las dema´s familias
pueden obtenerse tomando lı´mites apropiados. Adema´s, se elegira´n los valores de x0 y x1 de
manera que los nu´cleos (6.8) tengan la forma ma´s sencilla, es decir, (6.9) y (6.10).
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6.2.4. Ejemplo con dos masas: Los q-polinomios grandes de Jacobi tipo Krall
Sea uBqJ el funcional definido por
〈uBqJ , P 〉 = 〈cBqJ , P 〉+AP (x0) +BP (x1), A, B ≥ 0,
donde x0, x1 ∈ C y cBqJ es el funcional q-lineal (6.11). Los polinomios correspondientes se
denotara´n por PA,Bn (x; a, b, c; q) y constituyen un q-ana´logo de los polinomios de Koornwinder
[85]. La expresio´n polino´mica para esta familia se sigue de (6.21)
P˜A,Bn (x; a, b, c; q) =Pn(x; a, b, c; q)−
[
AKBqJn−1 (x;x0) BK
BqJ
n−1 (x;x1)
]
×
[
1 +AKBqJn−1(x0) BK
BqJ
n−1 (x0, x1)
AKBqJn−1 (x1, x0) 1 +BK
BqJ
n−1(x1)
]−1 [
Pn(x0; a, b, c; q)
Pn(x1; a, b, c; q)
]
.
A continuacio´n se considerara´n dos casos especı´ficos – aunque no por ello de menor relevancia –.
1. Los q-polinomios de Koornwinder:
Estos se obtienen cuando se an˜aden las masas en los puntos frontera del intervalo de ortogonalidad
de los q-polinomios grandes de Jacobi, i.e., x0 = cq y x1 = aq. Para estos valores
P˜A,Bn (x; a, b, c; q) := Pn(x; a, b, c; q)−AP˜A,Bn (cq)KBqJn−1 (x, cq)−BP˜A,Bn (aq)KBqJn−1 (x, aq).
Entonces usando (6.12) se obtiene
P˜A,Bn (x; a, b, c; q) = (1− (1− q−n)An)Pn(x; a, b, c; q) + (1− q−1)Bn(x)Dq−1Pn(x; a, b, c; q),
(6.24)
donde
An =
(abq; q)n
(1− abq)(q; q)n
(
AP˜A,Bn (cq)
(cq; q)n
cn(abc−1q; q)n
+BP˜A,Bn (aq)
(aq; q)n
an(bq; q)n
)
y
Bn(x) =
(abq; q)n
(1− abq)(q; q)n
(
AP˜A,Bn (cq)
(cq; q)n(x− cq)
cn(abc−1q; q)n
+BP˜A,Bn (aq)
(aq; q)n(x− aq)
an(bq; q)n
)
.
Por tanto
xP˜A,Bn (x; a, b, c; q) =
(
(1− (1− q−n)An)x+Bn(x)
)
Pn(x; a, b, c; q)
−Bn(x)Pn(q−1x; a, b, c; q).
(6.25)
Teniendo en cuenta las identidades [82, (3.5.6), (3.5.7)] para los q-polinomios grandes de Jacobi
Pn(x; a, b, c; q)− Pn(qx; a, b, c; q) = q(q
−n − 1)(1− abqn+1)
(1− aq)(1− cq) xPn−1(qx; aq, bq, cq; q),
DqPn(x; a, b, c; q) = q(q
−n − 1)(1− abqn+1)
(1− q)(1− aq)(1− cq) Pn−1(qx; aq, bq, cq; q),
la expresio´n (6.24) puede reescribirse de la forma
P˜A,Bn (x; a, b, c; q) =(1− (1− q−n)An)Pn(x; a, b, c; q)
+Bn(x)
(1− q−n)(1− abqn+1)
(1− aq)(1− cq) Pn−1(x; aq, bq, cq; q).
(6.26)
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Antes de analizar el siguiente caso se mostrara´ que estos polinomios pueden ser escritos en te´rmi-
nos de las series hipergeome´tricas ba´sicas. De hecho, por definicio´n de los q-polinomios grandes
de Jacobi y (6.26) se tiene
P˜A,Bn (x; a, b, c; q) =
(1− (1− q−n)An)
(1− aq)(1− cq)
∞∑
k=0
(q−n, abqn+1, x; q)kqk
(aq2, cq2, q; q)k
×
(
(1− aqk+1)(1− cqk+1) + B˜n(x)(1− abqn+k+1)(1− q−n+k)
)
,
(6.27)
donde
B˜n(x) =
Bn(x)
1− (1− q−n)An .
Si se usa la identidad
(qα+1; q)m(1− qα) = (qα; q)m(1− qα+m),
ası´ como el hecho que el polinomio
(1− aqk+1)(1− cqk+1) + B˜n(x)(1− abqn+k+1)(1− q−n+k),
en qk tiene dos ceros, qα1 , y qα2 los cuales dependen, en general, de todos los para´metros, i.e.,
α1,2 := α1,2(n, x; a, b, c, A,B; q), se sigue que
P˜A,Bn (x; a, b, c; q) = D˜n(x) 5ϕ4
(
q−n , abqn+1 , q1−α1 , q1−α2 , x
aq2 , cq2 , q−α1 , q−α2 q; q
)
, (6.28)
donde
D˜n(x) =
aq(1− (1− q−n)An)(1− qα1)(1− qα2)
(1− aq)(1− cq)
[
cq +
bBn(x)
1− (1− q−n)An
]
.
Nota 6.2.4. No´tese que D˜n es, en general, un polinomio de grado 1 en x. Para convencerse que
Pn es un polinomio de grado n basta evaluar (6.27) para k = n dado que en este caso el segundo
te´rmino del u´ltimo corchete se anula.
2. Caso x0 = aq y x1 = 1:
Para estos valores
P̂A,Bn (x; a, b, c; q) := Pn(x; a, b, c; q)−AP̂A,Bn (aq)KBqJn−1 (x, aq)−BP̂A,Bn (1)KBqJn−1 (x, 1).
Entonces usando (6.12) se obtiene que
P̂A,Bn (x; a, b, c; q) = (1− (1− q−n)Ân(AP̂n(aq) +BPA,Bn (1)Ĉn))Pn(x; a, b, c; q)
+Ân(1− q−1)APA,Bn (aq)(x− cq)Dq−1Pn(x; a, b, c; q)
+Ân(q − 1)BPA,Bn (1)Ĉn(bx− c)DqPn(x; a, b, c; q),
donde
Ân =
(aq, abq; q)n
(1− abq)(q, bq; q)nan y Ĉn =
abq(cq; q)n
(abc−1q; q)n(−c)nq
n(n−1)
2
.
De ahı´ que
xP̂A,Bn (x; a, b, c; q) =
(
x+ÂnAPA,Bn (aq)
(
q−nx−cq)+ÂnBPA,Bn (1)Ĉn (x(q−n−1−b)+ c))
× Pn(x; a, b, c; q)− ÂnAPA,Bn (aq) (x− cq)Pn(q−1x; a, b, c; q)
+ ÂnBPA,Bn (1)Ĉn (bx− c)Pn(qx; a, b, c; q).
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Siguiendo la misma idea que en el caso anterior se obtiene la expresio´n
P̂A,Bn (x; a, b, c; q) = (1− (1− q−n)Ân(APA,Bn (aq) +BPA,Bn (1)Ĉn))Pn(x; a, b, c; q)
−AnAPA,Bn (aq)(x− cq)Pn−1(x; aq, bq, cq; q)
−qAnBPA,Bn (1)Ĉn(bx− c)Pn−1(qx; aq, bq, cq; q),
(6.29)
donde
An = Ân
(1− q−n)(1− abqn+1)
q(1− aq)(1− cq) .
Esta familia tambie´n admite una representacio´n en te´rminos de las series hipergeome´tricas ba´sicas.
De hecho tras algunos ca´lculos sencillos, como en el caso previo, se obtiene que
P̂A,Bn (x; a, b, c; q) = D̂n(x) 6ϕ5
(
q−n , abqn+1 , q1−β1 , q1−β2 , q1−β3 , x
aq2 , cq2 , q−β1 , q−β2 , q−β3 q; q
)
, (6.30)
donde D̂n(x) depende de los para´metros definidos para esta familia y, qβ1 , qβ2 y qβ3 , son los
ceros de cierto polinomio de tercer grado en qk, que tambie´n dependen de dichos para´metros, i.e.
βi := βi(n, x; a, b, c, A,B; q), i = 1, 2, 3.
Nota 6.2.5. Casos particulares de estas familias:
Tomando A = 0 en (6.28) se obtienen los polinomios
P˜B(x; a, b, c; q) = D˜Bn (x) 5ϕ4
(
q−n abqn+1 q1−α1 q1−α2 x
aq2 cq2 q−α1 q−β2 q; q
)
,
y tomando A = 0 en (6.30)
P̂B(x; a, b, c; q) = D̂Bn (x) 6ϕ5
(
q−n abqn+1 q1−β1 q1−β2 q1−β3 x
aq2 cq2 q−β1 q−β2 q−β3 q; q
)
.
Sustituyendo en todas las fo´rmulas anteriores c = q−N−1 se obtienen los q-polinomios de Hahn
tipo Krall.
Antes de continuar, te´nganse en cuenta que las familias anteriores, ası´ como las que se mostra-
ra´n a continuacio´n, satisfacen una RRTT y una ecuacio´n lineal en diferencias de segundo orden.
Para ma´s detalles ve´ase [24].
6.2.5. Ejemplos con una masa
¤ Los q-polinomios de Meixner tipo Krall
Estos polinomios son ortogonales respecto al funcional lineal
〈uqM , P 〉 = 〈cqM , P 〉+AP (1), A ≥ 0,
donde cqM es el funcional definido en (6.13) asociado a los q-polinomios de Meixner.
La expresio´n explı´cita para esta familia es (ve´ase (6.20), (6.14))
M˜An (x; a, b; q) =Mn(x; a, b|q)−A
Mn(1; a, b|q)KqMn−1(x, 1)
1 +AKqMn−1(1)
=Mn(x; a, b|q)−A Mn(1; a, b|q)
1 +AKqMn−1(1)
(bq; q)n
(q,−c−1q; q)n
(
(1− qn)Mn(x; b, c; q)
− (x+ bc)(1− q)Dq−1Mn(x; b, c; q)
)
.
Para esta familia se obtiene una serie hipergeome´trica ba´sica 3ϕ2.
118 Los q-polinomios semicla´sicos
¤ Los q-polinomios de Laguerre tipo Krall
Estos polinomios son ortogonales respecto al funcional q-lineal
〈uqL, P 〉 = 〈cqL, P 〉+AP (0), A ≥ 0,
donde cqL es el funcional definido en (6.15) asociado a los q-polinomios de Laguerre.
En este caso (6.20) y (6.16) dan lugar a
L˜
(α),A
n (x; q) = L(α)n (x; q)−A
L
(α)
n (0; q)K
qL
n−1(x, 0)
1 +AKqLn−1(0)
= L(α)n (x; q)−A
L
(α)
n (0; q)
1 +AKqLn−1(0)
1− q−1
a
DqL(α)n (q−1x; q).
Esta familia tambie´n se representa mediante una serie hipergeome´trica ba´sica 3ϕ2.
¤ Los polinomios de Stieltjes-Wigert tipo Krall
Esta familia de polinomios, que fue estudiada por primera vez en [56], son ortogonales res-
pecto al funcional lineal
〈uSW , P 〉 = 〈cSW , P 〉+AP (0), A ≥ 0,
donde cSW es el funcional definido en (6.17) asociado a los polinomios de Stieltjes-Wigert.
La representacio´n para esta familia tiene la forma (see (6.20), (6.18))
S˜An (x; q) = Sn(x; q)−A
Sn(0; q)KSWn−1(x, 0)
1 +AKSWn−1(0)
= Sn(x; q)−A Sn(0; q)1 +AKSWn−1(0)
(1− q−1)DqSn(q−1x; q).
Este caso da lugar a una serie hipergeome´trica ba´sica 2ϕ2.
6.2.6. Algunas propiedades algebraicas de P˜An
En [24] se mostro´ que los q-polinomios de tipo Krall satisfacen una ecuacio´n lineal de segundo
orden de la forma
fA(n, s)y(s+ 1) + gA(n, s)y(s) + hA(n, s)y(s− 1) = 0, (6.31)
ası´ como una expresio´n explı´cita (en te´rminos de los para´metros de la familia inicial) da´ndose los
coeficientes fA, gA, y hA. Tambie´n en [24] se calcula la RRTT para los polinomios P˜An ,
x(s)P˜An (x(s)) = α
A
n P˜
A
n+1(x(s)) + β
A
n P˜
A
n (x(s)) + γ
A
n P˜
A
n−1(x(s)), (6.32)
donde los coeficientes αAn , βAn , y γAn vienen dados por
αAn = αn, γ
A
n = αn−1
d˜2n
d˜2n−1
6= 0,
βAn = βn +
APn(x(s0))
d2n
(
αn
Pn+1(x(s0))
1 +AKn(s0)
− γn Pn−1(x(s0))1 +AKn−1(s0)
)
,
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donde αn, βn, y γn son los coeficientes de la RRTT de la familia de q-polinomios iniciales (6.6),
d2n = 〈c, PnPn〉 y
d˜2n = 〈u, P˜An P˜An 〉 = d2n +
[
AP˜An (s0)
]2
Kn−1(s0) +A
[
P˜An (s0)
]2
=
1 +AKn(s0)
1 +AKn−1(s0)
d2n,
es el cuadrado de la norma del polinomio Pn y PAn , respectivamente.
¤ Ejemplos
Aquı´ se mostrara´n so´lo las expresiones explı´citas para dos de los ejemplos.
Para los q-polinomios de Laguerre tipo Krall se tiene
fA(n, s) =a(qs + 1)
(
((1 + bn(s))(1 + bn(s− 1))
− (1 + bn(s))bn(s− 1)(a(1 + qs+n−1) + 1) + bn(s)bn(s− 1)a(qs−1 + 1)
)
,
gA(n, s) =(1 + bn(s+ 1))bn(s− 1)a(qs−1 + 1) +
(
1− abn(s− 1)(1 + qs+n−1)
)
× ((1 + bn(s+ 1))(a(1 + qs+n) + 1)− a(qs + 1)bn(s+ 1))),
hA(n, s) =
(
((1 + bn(s+ 1))(1 + bn(s))
− (1 + bn(s+ 1))bn(s)(a(1 + qs+n) + 1) + bn(s+ 1)bn(s)a(qs + 1)
)
,
αAn =− (1− qn+1)q−2n−1a−1,
βAn =q
−2n−1[(1− qn+1) + q(1− qna)]a−1
−A (aq; q)
2
n
a(1− aqn)(q; q)2q2n+1
(
(1− aqn)(1− aqn+1)− q2(1− qn−1)(1− qn−2))
γAn =−
1− aqn
aq2n
(
(1 +Aqn)(q; q)n−1 +A(aq2; q)n−1
)(
(q; q)n−2 +A(aq2; q)n−2
)(
(1 +Aqn−1)(q; q)n−2 +A(aq2; q)n−2
)(
(q; q)n−1 +A(aq2; q)n−1
) ,
donde
bn(s) = − A(aq; q)n(1 + q
−s)
(1− qn)((q; q)n−1 +A(aq2; q)n−1)qn .
Por u´ltimo, para los q-polinomios de Stieltjes-Wigert-Krall se obtienen las expresiones
fA(n, s) =qs
(
((1 + bn(s))(1 + bn(s− 1))
− (1 + bn(s))bn(s− 1)(qs+n−1 + 1)− bn(s)bn(s− 1)qs−1
)
,
gA(n, s) =(1 + bn(s+ 1)bn(s− 1)qs−1 +
(
(1 + bn(s+ 1))(qs+n + 1) + bn(s+ 1)qs
)
× ((1 + bn(s− 1)) + bn(s− 1)(qs+n−1 + 1))
hA(n, s) =
(
((1 + bn(s+ 1))(1 + bn(s))
− (1 + bn(s+ 1))bn(s)(qs+n + 1)− bn(s+ 1)bn(s)qs
)
,
αAn =− (1− qn+1)q−2n−1,
βAn =(1 + q − qn+1)q−2n−1 −
A
q3n+1
(
1
(q; q)n +A
− q
3
(q; q)n−1 +A
)
,
γAn =−
1
q2n+2
((q; q)n +A)((q; q)n−1 +A(1− qn−1))
((q; q)n−1 +A)((q; q)n +A(1− qn)) ,
siendo
bn(s) = − Aq
−s
(q; q)n +A(1− qn) .
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6.2.7. Las relaciones lı´mite entre los q-polinomios tipo Krall
En esta seccio´n se estudiara´n las relaciones lı´mite que envuelven a los q-polinomios de ti-
po Krall asociados a las familias de q-polinomios de la tabla de Hahn [87, 111]. Como ya se
menciono´ los q-polinomios de Koornwinder, P˜A,Bn (x; a, b, c; q), (6.25) son los q-ana´logos de los
polinomios de Koornwinder, PA,Bn (x), [85]. De hecho, un ca´lculo directo muestra que
l´ım
q→1−
P˜A,Bn (x; a, b, c; q) = P
A,B
n (x).
Consideremos los dema´s lı´mites.
Nota 6.2.6. Aunque so´lo se mostraron algunos de los ejemplos considerados en [17], por intere´s
del lector se mostrara´n todos los lı´mites considerados en dicha publicacio´n.
1. q-polinomios grandes de Jacobi → q-polinomios grandes de Laguerre:
Se sabe que los q-polinomios grandes de Laguerre son un caso especial de los q-polinomios
grandes de Jacobi tomando b = 0, i.e.
Pn(x; a, 0, c; q) = Pn(x; a, c; q).
Luego, por (6.23) se obtiene que
P˜An (x; a, 0, c; q) = P˜
A
n (x; a, c; q).
2. q-polinomios grandes de Jacobi → q-polinomios pequen˜os de Jacobi:
Los q-polinomios pequen˜os q-Jacobi pueden obtenerse a partir de los q-polinomios grandes
de Jacobi a trave´s del cambio de variable x→ cqx y tomando el lı´mite c→∞, i.e.
l´ım
c→∞Pn(cqx; a, b, c; q) = pn(x; a, b|q).
En este caso, poniendo xcq = aq y tomando el lı´mite c → ∞ se obtiene que x → 0, por
tanto
l´ım
c→∞Pn(aq; a, b, c; q) = pn(0; a, b|q).
Teniendo en cuenta que la norma de los q-polinomios grandes de Jacobi se transforma en la
norma de los q-polinomios pequen˜os de Jacobi se obtiene que
l´ım
c→∞ P˜
A
n (cqx; a, b, c; q) = p˜
A
n (x; a, b|q).
3. q-polinomios grandes de Jacobi → q-polinomios de Meixner:
Si se toma el lı´mite a → ∞ en los q-polinomios grandes de Jacobi se obtienen los q-
polinomios de Meixner [82]. Por tanto, a partir de (6.23) se deduce
l´ım
a→∞ P˜
A
n (q
−s; a, b, c; q) = M˜An (q
−s; c,−b−1; q).
4. q-polinomios grandes de Jacobi → q-polinomios de Hahn → Hahn:
Tomando c = q−N−1 en los q-polinomios grandes de Jacobi se obtienen los q-polinomios
de Hahn, i.e.
P̂A,Bn (x; a, b, q
−N−1; q) = Q̂A,Bn (x; a, b,N |q).
Ahora, sustituyendo x = q−x, a = qα, b = qβ , se recuperan los polinomios de Hahn tipo
Krall estudiados en [20]
l´ım
q→1−
Q̂0,An (q
−x; qα, qβ, q−N−1|q) = Q0,An (x;α, β,N).
No´tese que a partir de los polinomios de Hahn tipo Krall es posible obtener diversas familias
de polinomios tipo Krall utilizando los lı´mites apropiados (ve´ase [21]).
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5. q-polinomios grandes de Laguerre→ polinomios de Al-Salam & Carlitz I. Sustituyendo
x→ aqx y c→ ac en los q-polinomios grandes de Laguerre y tomando el lı´mite a→ 0 se
obtienen los Al-Salam & Carlitz I, i.e.,
l´ım
a→0
Pn(aqx; a, ac; q)
an
= qnU (c)n (x; q).
Por tanto,
l´ım
a→0
P˜An (aqx; a, ac; q)
an
= qnU˜ (c),An (x; q).
6. q-polinomios grandes de Laguerre → q-polinomios pequen˜os de Laguerre/Wall:
Los q-polinomios pequen˜os de Laguerre pueden obtenerse a partir de los q-polinomios gran-
des de Laguerre haciendo el lı´mite x→ bqx y luego tomando el lı´mite b→∞, i.e.
l´ım
b→∞
Pn(bqx; a, b; q) = pn(x; a|q).
Por tanto
l´ım
b→∞
P˜An (bqx; a, b; q) = p˜
A
n (x; a|q).
7. q-polinomios pequen˜os de Jacobi → q-polinomios pequen˜os de Laguerre/Wall:
Tomando b = 0 en los q-polinomios pequen˜os de Jacobi se obtienen los q-polinomios pe-
quen˜os de Laguerre pn(x; a, 0|q) = pn(x; a|q), luego
p˜An (x; a, 0|q) = p˜An (x; a|q).
8. q-polinomios pequen˜os de Jacobi → q-polinomios de Laguerre:
En este caso de un ca´lculo directo resulta
l´ım
b→∞
p˜An
(
− x
bq
; qα, b
∣∣∣ q) = (q; q)n
(qα+1; q)n
L˜(α),An (x; q).
9. q-polinomios de Meixner → q-polinomios de Laguerre:
En este caso, de nuevo, de un ca´lculo directo resulta
l´ım
c→∞ M˜
A
n (cax; a, c; q) =
(q; q)n
(qα+1; q)n
L˜(α),An (x; q).
10. q-polinomios de Meixner → q-polinomios de Charlier:
l´ım
b→0
M˜An (x; b, a; q) = C˜
A
n (x; a; q).
11. q-polinomios de Laguerre → polinomios de Stieltjes-Wigert:
l´ım
α→∞ L˜
(α),A
n (xq
−α; q) = S˜An (x; q).
12. q-polinomios de Charlier → polinomios de Stieltjes-Wigert:
l´ım
a→∞ C˜
A
n (ax; a; q) = (q; q)nS˜
A
n (x; q).
Antes de terminar este apartado se debe mencionar que para las dema´s familias de la tabla de
Hahn, i.e., los q-polinomios Kravchuk y los q-polinomios alternativos de Charlier, los resultados
pueden obtenerse de forma ana´loga.
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Figura 6.1: La tabla de Hahn-Krall
6.3. Segunda relacio´n de estructura para los q-polinomios semicla´sicos
Los q-polinomios de la tabla de Hahn se caracterizan, como se ha visto en el §3, por su
condicio´n de ortogonalidad y por sus relaciones de estructura. Desafortunadamente, para los q-
polinomios semicla´sicos – los cuales son una generalizacio´n de las familias cla´sicas – so´lo se
encuentra en la literatura la primera relacio´n de estructura. En este apartado se deducira´ una se-
gunda relacio´n de estructura, equivalente a la ya conocida en el caso cla´sico.
6.3.1. Breve introduccio´n
La primera relacio´n de estructura para los q-polinomios semicla´sicos fue establecida en [77]:
Definicio´n 6.3.1. Una sucesio´n de polinomios ortogonales, {Bn}n≥0, se dice q-semicla´sica si
Φ(s)B[1]n (s) =
n+t∑
ν=n−σ
λn,νBν(s), n ≥ σ, λn,n−σ 6= 0, n ≥ σ + 1,
donde, como antes, B[1]n (s) = [n + 1]−1∆(1)Bn+1(s), Φ es un polinomio de grado t y σ es un
entero no negativo tal que σ ≥ ma´x{t− 2, 0}.
Recientemente, F. Marcella´n y R. Sfaxi [123] han establecido una segunda relacio´n de estruc-
tura para los polinomios semicla´sicos esta´ndar.
Teorema 6.1. Para cualesquiera σ ≥ 0, polinomio mo´nico Φ, con grdΦ = t ≤ σ + 2, y suce-
sio´n de polinomios ortogonales mo´nicos (SPOM), {Bn}n≥0, respecto al funcional lineal u, las
siguientes afirmaciones son equivalentes:
(i) Existen nu´meros enteros, p ≥ 1 y r ≥ σ + t+ 1, con σ = ma´x(t− 2, p− 1), tales que
n+σ∑
ν=n−σ
ξn,νBν(x) =
n+σ∑
ν=n−t
ςn,νB
[1]
ν (x), n ≥ ma´x(σ, t+ 1), (3.36)
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donde B[1]n (x) = (n+ 1)−1B′n+1(x),
ξn,n+σ = ςn,n+σ = 1, n ≥ ma´x(σ, t+ 1), ξr,r−σςr,r−t 6= 0,
〈(Φu)′, Bn〉 = 0, p+ 1 ≤ n ≤ 2σ + t+ 1, 〈(Φu)′, Bp〉 6= 0, (σ ≥ 1),
y si p = t− 1 entonces 〈u, B2p〉−1〈u,ΦB′p〉 /∈ N0.
(ii) El funcional lineal u satisface
(Φu)′ +Ψu = 0,
donde el par (Φ,Ψ) es admisible, es decir, el polinomio Φ es mo´nico con grdΦ = t,
grdΨ = p ≥ 1, y si p = t− 1 entonces 1n!Ψ(n)(0) 6∈ −N0, de orden σ.
El objetivo de este apartado es el de extender este resultado para los q-polinomios semicla´sicos
de la tabla de Hahn.
Se comenzara´ por la siguiente definicio´n de sucesio´n diagonal para los polinomios semicla´sicos
esta´ndar que generaliza la definicio´n dada por P. Maroni y R. Sfaxi en [108].
Definicio´n 6.3.2. Sea {Bn}n≥0 una SPOM y φ un polinomio mo´nico con grdφ = t. Cuando
existe un nu´mero entero σ ≥ 0 tal que
φ(s)Bn(s) =
n+t∑
ν=n−σ
θn,νB
[1]
ν (s), θn,n−σ 6= 0, n ≥ σ, (6.33)
la sucesio´n {Bn}n≥0 se dira´ sucesio´n diagonal asociada a φ de ı´ndice σ.
Obviamente, la relacio´n de tipo finito anterior, la cual se llamara´ relacio´n diagonal, no es ma´s
que un caso particular de la segunda relacio´n de estructura para una familia de polinomios. Pero,
algunos q-polinomios semicla´sicos no son diagonales. Como ejemplo, se menciona el caso de la
sucesio´n de q-polinomios semicla´sicos {Qn}n≥0 ortogonal respecto al funcional lineal v, tal que
se satisface la ecuacio´n funcional: ∆(1)v = Ψv, con grdΨ = 2. De hecho, la sucesio´n {Qn}n≥0
satisface la siguiente relacio´n
(x(s+ 1) + vn,0)Qn(s) = qQ
[1]
n+1(s) + ρnQ
[1]
n (s), n ≥ 0,
donde la red, x(s), es q-lineal, i.e. x(s+ 1)− qx(s) = ω,
ρn =
qn+1
κ
[n+ 1]
γn+1
, n ≥ 1, ρ0 = 0,
vn,0 =
γn+2γn+1
qn[n+ 2]
κ+ ρn − qβn − ω, n ≥ 0.
Aquı´ κ es una constante, γn y βn son los coeficientes de la RRTT que la sucesio´n de q-polinomios
{Qn}n≥0 satisface. De hecho, esta sucesio´n no es diagonal y sera´ analizada con cuidado en §6.3.7.
El intere´s de esta contribucio´n consiste en dar, bajo ciertas condiciones, la segunda relacio´n de
estructura con la cual se podra´ caracterizar una sucesio´n de q-polinomios semicla´sicos a trave´s de
la relacio´n
n+σ∑
ν=n−σ
ξn,νBν(s) =
n+σ∑
ν=n−t
ςn,νB
[1]
ν (s), n ≥ ma´x(t+ 1, σ),
donde ξn,n+σ = ςn,n+σ = 1, n ≥ ma´x(t+ 1, σ), y existe r ≥ σ + t+ 1 tal que ξr,r−σςr,r−t 6= 0.
No´tese que cuando σ = 0 se obtiene la segunda relacio´n estructura (6.3).
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6.3.2. Preliminares y notacio´n
Sea u un funcional lineal en el espacio vectorial P de los polinomios con coeficientes comple-
jos y sea P′ su espacio dual algebraico. Se denota por 〈u, f〉 la accio´n de u ∈ P′ sobre f ∈ P y
por un := 〈u, xn〉, n ≥ 0, los momentos de u respecto la sucesio´n {xn}n≥0.
A continuacio´n, se van a definir algunos operadores. Para cada polinomio h y cada c ∈ C, sean
∆(1)u, hu, y (x− c)−1u los funcionales lineales definidos sobre P por (ve´ase [107, 77])
(i) 〈∆(1)u, f〉 := −〈u,∆(1)f〉, f ∈ P,
(ii) 〈gu, f〉 := 〈u, gf〉, f, g ∈ P,
(iii) 〈(x− c)−1u, f〉 := 〈u, θc(f)〉, f ∈ P, c ∈ C, donde θc(f)(x) = f(x)−f(c)x−c .
Adema´s, para cualesquiera funcional lineal u y polinomio g se verifica la siguiente relacio´n
Lq,ω(gu) := ∆(1)(gu) = g(q−1(x− ω))∆(1)u+∆(1)(g(q−1(x− ω)))u. (6.34)
Sea {Bn}n≥0 una sucesio´n de polinomios mo´nicos (SMP) con grdBn = n, n ≥ 0, y {un}n≥0
su sucesio´n dual, i.e. un ∈ P′, n ≥ 0, y 〈un, Bm〉 := δn,m, n, m ≥ 0, donde δn,m es la delta de
Kronecker. Los siguientes dos resultados son bien conocidos: (ve´ase, e.g. [77])
Lema 6.3.1. Para cualesquiera u ∈ P′, y entero m ≥ 1, las siguientes afirmaciones son equiva-
lentes:
(i) 〈u, Bm−1〉 6= 0, 〈u, Bn〉 = 0, n ≥ m.
(ii) Existe λν ∈ C, 0 ≤ ν ≤ m− 1, λm−1 6= 0, tal que u =
m−1∑
ν=0
λνuν .
Lema 6.3.2. Para cualesquiera (t̂, σ̂, r̂) ∈ N3, r̂ ≥ σ̂+ t̂+1 y SPOM {Ωn}n≥0 con grdΩn = n,
n ≥ 0, con sucesio´n dual {wn}n≥0 tal que
Ωn(x) =
n∑
ν=n−t̂
λn,νBν(x), n ≥ t̂+ σ̂ + 1, λr̂,r̂−t̂ 6= 0,
Ωn(x) = Bn(x), 0 ≤ n ≤ t̂+ σ̂,
se tiene que wk = uk para cada 0 ≤ k ≤ σ̂.
Si {Bn}n≥0 es una SPOM respecto al funcional lineal quasi-definido u, entonces es sabido
(ve´ase [107]) que sus correspondientes sucesiones duales, {un}n≥0, son
un = r−1n Bnu, n ≥ 0. (6.35)
Nota 6.3.1. Se asume que u0 = u, o sea, el funcional lineal u esta´ normalizado.
Un ejemplo de funcionales lineales esta´ constituido por los funcionales lineales q-semicla´si-
cos, es decir, cuando u es quasi-definido y satisface la ecuacio´n distribucional
∆(1)[Φu] = Ψu. (6.36)
Aquı´ (Φ,Ψ) es un par admisible de polinomios, i.e., el polinomio Φ es mo´nico con grdΦ = t,
grdΨ = p ≥ 1, y si p = t− 1, entonces
l´ım
q→1
1
[p]!
[∆(1)]pΨ(0) := l´ım
q→1
1
[p]!
p︷ ︸︸ ︷
∆(1) · · ·∆(1)Ψ(0) 6= −n, n ∈ N0,
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donde [n] es el q-nu´mero definido en (6.2), [0]! = 1 y [m]! = [1][2] · · · [m], m ∈ N, es el q-ana´logo
del factorial usual m!.
El par (Φ,Ψ) no es u´nico. De hecho, bajo ciertas condiciones (6.36) puede simplificarse, ası´ se
define la clase de u como el mı´nimo valor de ma´x
(
grd(Φ) − 2, grd(Ψ) − 1), para todos los
posibles pares admisibles (Φ,Ψ). El par (Φ,Ψ) dado por la clase σ (σ ≥ 0 dado que grd(Ψ) ≥ 1)
es u´nico [77].
Cuando u es q-semicla´sico de clase σ, la correspondiente SPOM se dice q-semicla´sica de clase σ.
Cuando σ = 0, i.e., grdΦ ≤ 2 y grdΨ = 1, entonces u es q-cla´sica (q-polinomios grandes de
Jacobi, q-polinomios de Charlier, etc). Para ma´s detalles ve´ase [82, 111, 116].
6.3.3. Resultados principales
En primer lugar, se mostrara´n algunos casos particulares de sucesiones diagonales.
Sean {Pn}n≥0 y {Qn}n≥0 sucesiones de polinomios mo´nicos, {vn}n≥0 y {wn}n≥0 sus corres-
pondientes sucesiones duales. Sea φ un polinomio mo´nico de grado t.
Definicio´n 6.3.3. La sucesio´n {Pn}n≥0 se dice compatible con φ si φvn 6= 0, n ≥ 0.
Lema 6.3.3. [107, Prop. 2.1] Sea φ un polinomio mo´nico de grado t. Para cualquier sucesio´n,
{Pn}n≥0, compatible con φ, las siguientes afirmaciones son equivalentes:
(i) Existe un nu´mero entero σ ≥ 0 tal que
φ(x)Qn(x) =
n+t∑
ν=n−σ
λn,νPν(x), n ≥ σ, (6.37)
∃ r ≥ σ : λr,r−σ 6= 0. (6.38)
(ii) Existen un nu´mero entero, σ ≥ 0, y una aplicacio´n de N en N : m 7→ µ(m) satisfaciendo
ma´x{0,m− t} ≤ µ(m) ≤ m+ σ, m ≥ 0, (6.39)
∃m0 ≥ 0 con µ(m0) = m0 + σ, (6.40)
tales que
φvm =
µ(m)∑
ν=m−t
λν,mwν , m ≥ t,
λµ(m),m 6= 0, m ≥ 0.
(6.41)
Proposicio´n 6.3.1. [107, Prop. 2.2] Si uno asume que {Qn}n≥0 es ortogonal y {Pn}n≥0 es
compatible con φ. Entonces las sucesiones, {Pn}n≥0 y {Qn}n≥0, satisfacen las siguientes re-
laciones finitas (6.37)-(6.38) si y so´lo si existen un nu´mero entero, σ ≥ 0, y una aplicacio´n de
N en N : m 7→ µ(m) satisfaciendo (6.39) y (6.40). Adema´s, existe {km}m≥0 y una sucesio´n
{Λµ(m)}m≥0 de polinomios mo´nicos con grd(Λµ(m)) = µ(m), m ≥ 0, tales que
φvm = kmΛµ(m)w0, m ≥ 0. (6.42)
De estos dos resultados se sigue el siguiente resultado:
Corolario 6.3.1. [108, Prop. 1.6] Sea φ un polinomio mo´nico de grado t. Para las SPM, {Pn}n≥0,
y {Bn}n≥0, ortogonales respecto a los funcionales lineales v y u, respectivamente, las siguientes
afirmaciones son equivalentes:
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(i) Existe un nu´mero entero, σ ≥ 0, tal que
φ(s)Pn(s) =
n+t∑
ν=n−σ
λn,νB
[1]
ν (s), λn,n−σ 6= 0, n ≥ σ.
(ii) Existen una sucesio´n de polinomios mo´nicos, {Ωn+σ}n≥0, con grd(Ωn+σ) = n+ σ, n ≥ 0
y constantes no nulas kn, n ≥ 0, tales que
φu[1]n = knΩn+σv0. (6.43)
donde {u[1]n }n≥0 es la sucesio´n dual de {B[1]n }n≥0.
Proposicio´n 6.3.2. Cualquier sucesio´n diagonal, {Bn}n≥0, ortogonal respecto al funcional lineal
u es necesariamente semicla´sico y satisface
∆(1)[φ(qx+ ω)Ωn+σu] = ψnu, n ≥ 0, (6.44)
donde
ψn(s) =
φ(s+ 1)− φ(s− 1)
∆x(s)
Ωn+σ(s)− dnφ(s)φ(s− 1)Bn+1(s), (6.45)
y
dn = [n+ 1]
〈u, B2n+σ〉
〈u, B2n+1〉λn+σ,n
, n ≥ 0. (6.46)
Adema´s, la sucesio´n {Ωn+s}n≥0 satisface
Ωn+σ(s)∆(1)Ωσ(s)− Ωσ(s)∆(1)Ωn+σ(s)
= φ(s+ 1){dnΩσ(s)Bn+1(s+ 1)− d0Ωn+σ(s)B1(s+ 1)}.
(6.47)
Prueba: Sea {Bn}n≥0 una sucesio´n diagonal en el sentido de la definicio´n 6.3.2. Si se asu-
me que el funcional lineal u esta´ normalizado entonces, por el Lema 6.3.1, existen una SPOM,
{Ωn+σ}n≥0, y constantes no nulas {kn}n≥0 tales que
φu[1]n = knΩn+σu.
Luego
kn∆(1)[Ωn+σu] = ∆(1)(φ(q−1(x− ω)))u[1]n + φ(q−1(x− ω))∆(1)u[1]n
= ∆(1)(φ(q−1(x− ω)))u[1]n −
[n+ 1]
〈u, B2n+1〉
φ(q−1(x− ω))Bn+1(x)u,
(6.48)
y
∆(1) (φ(s)φ(s− 1)) = φ(s)φ(s+ 1)− φ(s− 1)
∆x(s)
. (6.49)
Combinando (6.48) y (6.49), se obtiene (6.44), (6.45), y (6.46).
Tomando (6.44) para n = 0 y simplificando el factor ∆(1)[φ(qx + ω)u], por el cara´cter quasi-
definido de u se obtiene (6.47).
Corolario 6.3.2. [108, Corollary 2.3] Si {Bn}n≥0 es una sucesio´n diagonal dada por (6.33),
entonces
t
2
≤ σ ≤ t+ 2. (6.50)
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Para un funcional lineal semicla´sico u, sea (Φ,Ψ) el par admisible minimal (respecto al orden
de dichos pares admisibles) donde Φ un polinomio mo´nico con grdΦ = t, y grdΨ = p ≥ 1, y
σ := ma´x(t− 2, p− 1) ≥ 0.
Luego dada una SPM, {Bn}n≥0, ortogonales respecto a u, se tiene que
Φ(s)B[1]n (s) =
n+t∑
ν=0
λn,νBν(s), n ≥ ma´x(t− 1, 0), (6.51)
donde λn,n+t = 1 y
λn,ν = r−1ν 〈u,Φ(s)B[1]n (s)Bν(s)〉 =
r−1ν
[n+ 1]
〈BνΦu,∆(1)Bn+1〉
= − r
−1
ν
[n+ 1]
〈Bν(q−1(x− ω))∆(1)[Φu]+∆(1)(Bν(q−1(x− ω)))Φu, Bn+1〉,
para 0 ≤ ν ≤ n+ t.
Lema 6.3.4. [77, Prop. 3.2] Para cualesquiera polinomio mo´nico Φ, con grdΦ = t, y SPOM,
{Bn}n≥0, respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
(i) Existe un nu´mero entero no negativo,σ, tal que
Φ(s)B[1]n (s) =
n+t∑
ν=n−σ
λn,νBν(s), n ≥ σ, (6.52)
λn,n−σ 6= 0, n ≥ σ + 1. (6.53)
(ii) Existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
∆(1)[Φu] = Ψu. (6.54)
donde el par (Φ,Ψ) es admisible.
(iii) Existen un nu´mero entero no negativo, σ, y un polinomio Ψ, con grdΨ = p ≥ 1, tales que
Φ(s)∆(1)Bn(s− 1) + Ψ(s)Bn(s− 1) =
n+σ(n)∑
ν=n−t
λ˜n,νBν+1(s), n ≥ t, (6.55)
λ˜n,n−t 6= 0, n ≥ t, (6.56)
donde σ = ma´x(p− 1, t− 2), el par (Φ,Ψ) es admisible, y
σ(n) =
{
p− 1, n = 0,
σ, n ≥ 1. (6.57)
Adema´s, se puede escribir
λ˜n,ν = −[ν + 1] 〈u, B
2
n〉
〈u, B2ν+1〉
λν,n, 0 ≤ ν ≤ n+ σ. (6.58)
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Prueba: (i)⇒ (ii), (iii). Asumiendo (i), por el Lema 6.3.3 y tomando Pn = Bn y Qn = B[1]n , se
sigue que
Φum =
µ(m)∑
ν=0
λν,mu[1]ν , m ≥ 0.
Por otro lado, (6.53) implica µ(m) = m+ σ, m ≥ 1.
Teniendo en cuenta que
∆(1)u[1]m = −[m+ 1]um+1, m ≥ 0, (6.59)
se tiene que
∆(1)[Φum] = −
µ(m)∑
ν=0
λν,m[ν + 1]uν+1, m ≥ 0.
En concordancia con la ortogonalidad de {Bn}n≥0, se obtiene
∆(1)(ΦBmu) = −Ψµ(m)+1u, m ≥ 0, (6.60)
con
Ψµ(m)+1(s) =
µ(m)∑
ν=0
λν,m[ν + 1]Bν+1(s), m ≥ 0. (6.61)
Tomando m = 0 en (6.60), se tiene
∆(1)[Φu] = −Ψµ(0)+1u. (6.62)
Si se inserta (6.62) en (6.60) y dado que u es quasi-definido, se obtiene
Φ(s)∆(1)Bm(s− 1)−Ψµ(0)+1(s)Bm(s− 1) = −Ψµ(m)+1(s), m ≥ 0.
Del ana´lisis de los grados en ambos lados resulta que
Si t− 1 > µ(0) + 1, entonces t ≥ 3, ası´ t = σ + 2, µ(0) < σ.
Si t− 1 ≤ µ(0) + 1, entonces µ(0) = σ, t ≤ σ + 2.
No´tese que el par (Φ,−Ψµ(0)+1) es admisible y poniendo p = µ(0) + 1, se tiene σ = ma´x(p −
1, t− 2). Ası´ (6.55) y (6.56) son va´lidos por (6.58).
Ası´, se tiene probado que (i)⇒(ii) y (i)⇒(iii).
(ii)⇒(iii). Conside´rese m ≥ 0. Entonces
Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1) =
m+σ(m)+1∑
ν=0
λ′m,νBν(s),
luego
〈u, (Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1))Bµ〉 = λ′m,µ〈u, B2µ〉, 0 ≤ µ ≤ m+ σ + 1.
Ahora bien,
〈u, (Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1))Bµ〉 = −〈u,Φ(s)Bm(s)∆(1)Bµ(s)〉, (6.63)
ası´,
−〈u,Φ(s)Bm(s)∆(1)Bµ(s)〉 = λ′m,µ〈u, B2µ〉.
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En consecuencia, λ′m,µ = 0, 0 ≤ µ ≤ m − t, λ′m,0 = 0, m ≥ 0. Adema´s, para µ = m − t + 1,
m ≥ t,
−〈u,Φ(s)Pm(s)∆(1)Pm−t+1(s)〉 = −[m− t+ 1]〈u, B2m〉 = λ′m,m−t+1〈u, B2m−t+1〉.
Por lo tanto, para m ≥ t,
Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1) =
m+σ(m)∑
ν=m−t
λ′m,ν+1Bν+1(s), λ
′
m,m−t+1 6= 0.
(iii)⇒(i). Por (6.55) se obtiene
m+σ(m)∑
ν=0
λ˜m,νδn,ν+1 = 〈un,Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1)〉
= −〈∆(1)[Φun]−Ψun, Bm(s− 1)〉.
Para n = 0, 〈Ψu−∆(1)[Φu], Bm(s− 1)〉 = 0, m ≥ 0. Por tanto
∆(1)[Φu] = Ψu. (6.64)
Adema´s, usando (6.63) y la ortogonalidad de {Bn}n≥0, se obtiene
〈un,Φ(s)∆(1)Bm(s− 1) + Ψ(s)Bm(s− 1)〉 = −r−1n 〈u,Φ(s)Bm(s)∆(1)Bn(s)〉.
Ahora, haciendo el cambio n→ n+ 1, se tiene que 〈(Φ∆
(1)Bn+1)u, Bm〉= 0, m ≥ n+ t+ 1, n ≥ 0,
〈(Φ∆(1)Bn+1)u, Bn+t〉= −rn+1λ˜n+t,n 6= 0, n ≥ 0.
Luego por el Lema 6.3.1 se sigue que
(Φ∆(1)Bn+1)u = −
n+t∑
ν=n−σ
rnλ˜ν,nuν , n ≥ σ.
La ortogonalidad de {Bn}n≥0 da lugar a
(Φ∆(1)Bn+1)u = −
n+t∑
ν=n−σ
(
λ˜ν,n
〈u, B2n+1〉
〈u, B2ν〉
Bν
)
u, n ≥ 0.
Por (6.64) y teniendo en cuenta que u es quasi-definido, se obtiene finalmente (6.52)–(6.53) en
consecuencia con (6.58).
De una manera ana´loga se puede probar el siguiente resultado:
Lema 6.3.5. [123, Lemma 3.1] Para cualesquiera polinomioΦ, con grdΦ = t, y SPOM {Bn}n≥0
respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
(i) Existe un nu´mero entero no negativo, σ, tal que el polinomio Bn satisface
∆(1)(Φ(s− 1)Bn(s)) =
n+t−1∑
ν=n−σ−1
λn,νBν(s), n ≥ σ + 1, (6.65)
λn,n−σ−1 6= 0, n ≥ t+ σ + 2. (6.66)
130 Los q-polinomios semicla´sicos
(ii) Existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
∆(1)[Φu] = Ψu. (6.67)
donde el par (Φ,Ψ) es admisible.
(iii) Existen un nu´mero entero no negativo, σ, y un polinomio Ψ, con grdΨ = p ≥ 1, tal que
Φ(s)∆(1)Bn(s−1)+Ψ(s)Bn(s−1)−Bn(s)∆(1)Φ(s−1) =
n+σ(n)+1∑
ν=n−t+1
λ˜n,νBν(s), n ≥ t,
(6.68)
λ˜n,n−t+1 6= 0, n ≥ t, (6.69)
donde σ = ma´x(p− 1, t− 2) y el par (Φ,Ψ) es admissible. Adema´s, se puede escribir
λ˜n,ν = −〈u, B
2
m〉
〈u, B2ν〉
λν,n, 0 ≤ ν ≤ n+ σ(n) + 1, n ≥ 0. (6.70)
6.3.4. Primera caracterizacio´n de los q-polinomios semicla´sicos
Teorema 6.2. Dado un polinomio mo´nico Φ, grdΦ = t, y una sucesio´n de polinomios mo´nicos,
{Bn}n≥0, ortogonales respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
(i) Existen nu´meros enteros no negativos, σ, p ≥ 1, r ≥ σ+ t+1, con σ = ma´x(t− 2, p− 1),
tales que
n+t∑
ν=n−σ
αn,νBν(s) =
n+t∑
ν=n−t
vn,νB
[1]
ν (s), n ≥ ma´x(σ, t), (6.71)
donde αn,n+t = vn,n+t = 1, n ≥ ma´x(σ, t), αr,r−σvr,r−t 6= 0,
〈∆(1)[Φu], Bn〉 = 0, p+ 1 ≤ n ≤ σ + 2t+ 1, 〈∆(1)[Φu], Bp〉 6= 0,
y si p = t− 1, entonces
l´ım
q→1
〈u, B2p〉−1〈u,Φ∆(1)Bp〉 6= −m, m ∈ N0.
(ii) Existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
∆(1)[Φu] = Ψu,
y el par (Φ,Ψ) es admisible.
Prueba: (i)⇒ (ii). Conside´rese la SMP {Ωn}n≥0 definida por
Ωn+t+1(s) =
n+t∑
ν=n−t
[n+ t+ 1]
[ν + 1]
vn,νBν+1(s), n ≥ σ + t+ 1,
Ωn(s) = Bn(s), 0 ≤ n ≤ σ + 2t+ 1.
Por (6.71), se tiene que
∆(1)(Ωn+t+1(s)) = [n+ t+ 1]
n+t∑
ν=n−σ
αn,νBν(s), n ≥ σ + t+ 1. (6.72)
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Dado que u es quasi-definida, entonces
〈∆(1)[Φu],Ωn+t+1〉 = −〈u,Φ∆(1)Ωn+t+1〉
= −[n+ t+ 1]
n+t∑
ν=n−σ
αn,ν〈u,ΦBν〉 = 0, n ≥ σ + t+ 1.
Luego,
〈∆(1)[Φu],Ωn〉 = 0, n ≥ σ + 2t+ 1,
y por hipo´tesis
〈∆(1)[Φu],Ωn〉 = 0, p+ 1 ≤ n ≤ σ + 2t+ 1,
ası´
〈∆(1)[Φu],Ωn〉 = 0, n ≥ p+ 1,
y 〈∆(1)[Φu],Ωp〉 6= 0. Por tanto, si se denota por {wn}n≥0 la sucesio´n dual de {Ωn}n≥0 y se
aplica el Lema 6.3.1, entonces
∆(1)[Φu] =
p∑
ν=1
〈∆(1)[Φu], Bν〉wν . (6.73)
Por otro lado, si se toma t̂ = 2t, σ̂ = σ + 1, y r̂ = r + t+ 1, se tiene que
Ωn(s) =
n∑
ν=n−t̂
v˜n,νBν(s), n ≥ σ̂ + t̂+ 1,
Ωn(s) = Bn(s), 0 ≤ n ≤ σ̂ + t̂,
donde
v˜n,ν =
[n]
[ν]
vn−t−1,ν−1, n− t̂ ≤ ν ≤ n, n ≥ σ̂ + t̂+ 1,
v˜r̂,r̂−t̂ =
[r + t+ 1]
[r − t+ 1] vr,r−t 6= 0, r̂ ≥ σ + 2t+ 2 = σ̂ + t̂+ 1.
Del Lema 6.3.2 y (6.35), se sigue que wk = uk = 〈u, B2k〉−1Bk, 0 ≤ k ≤ σ̂ = σ + 1. Ası´, la
relacio´n (6.73) se transforma en
∆(1)[Φu] = Ψu,
donde
Ψ(s) = −
p∑
ν=1
〈u, B2ν〉−1〈u,Φ∆(1)Bν〉Bν(s),
con grdΨ = p, ası´ como 〈u,Φ∆(1)Bp〉 6= 0 y, en consecuencia, el par (Φ,Ψ) es admisible de
orden σ.
(ii)⇒ (i). Por el Lema 6.3.5 (i) y haciendo n→ n+ 1 se tiene
∆(1)(Φ(s− 1)Bn+1(s)) =
n+t∑
ν=n−σ
λn+1,νBν(s), n ≥ σ, (6.74)
donde λn+1,n+t = [n+ t+ 1], n ≥ σ, y λn+1,n−σ 6= 0, n ≥ t+ σ + 1.
Por otro lado, la ortogonalidad de {Bn}n≥0 da lugar a
Φ(s− 1)Bn+1(s) =
n+t∑
ν=n−t
〈u,Φ(s− 1)Bn+1(s)Bν+1(s)〉
〈u, B2ν+1〉
Bν+1(s), n ≥ t− 1.
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Por tanto,
∆(1)(Φ(s− 1)Bn+1(s)) =
n+t∑
ν=n−t
[ν + 1]〈u,Φ(s− 1)Bn+1(s)Bν+1(s)〉
〈u, B2ν+1〉
B[1]ν (s), n ≥ t.
(6.75)
De (6.74) y (6.75), se obtiene (6.71) con
αn,ν =
λn+1,ν
[n+ t+ 1]
, n− σ ≤ ν ≤ n+ t,
vn,ν =
[ν + 1]〈u,Φ(s− 1)Bn+1(s)Bν+1(s)〉
[n+ t+ 1]〈u, B2ν+1〉
, n− t ≤ ν ≤ n+ t,
αn,n−σvn,n−t 6= 0, n ≥ σ + t+ 1.
Luego,
〈∆(1)[Φu], Bn〉 = −〈u,Φ∆(1)Bn〉 =

0, p+ 1 ≤ n ≤ σ + 2t+ 1,
1
[p]!
[∆(1)]pΨ(0)〈u, B2p〉, n = p = grdΨ,
y si p = t− 1, la q-admisibilidad de (Φ,Ψ) da lugar a l´ım
q→1
〈u, B2p〉−1〈u,Φ∆(1)Bp〉 6= −m, m ∈
N0.
En el caso de funcionales lineales q-cla´sicos, se obtiene el siguiente resultado:
Corolario 6.3.3. Sean {Bn}n≥0 una SPOM respecto a u, y Φ un polinomio mo´nico, con grdΦ =
t ≤ 2, tales que 〈u,Φ〉 6= 0. Las siguientes afirmaciones son equivalentes:
(i) El funcional lineal u es q-cla´sico, i.e. existe un polinomio Ψ, con grdΨ = 1, tal que
∆(1)[Φu] = Ψu.
(ii)
n+t∑
ν=n
αn,νBν(s) =
n+t∑
ν=n−t
vn,νB
[1]
ν (s), n ≥ t.
Adema´s, existe un nu´mero entero r ≥ t+ 1 tal que αr,rvr,r−t 6= 0, y si t = 2 entonces
l´ım
q→1
〈u, B21〉−1〈u,Φ〉 6= −m, m ∈ N0.
6.3.5. Segunda caracterizacio´n de los q-polinomios semicla´sicos
Es claro que con la caracterizacio´n establecida en el Teorema 6.2 de la seccio´n anterior no
se puede recuperar la segunda relacio´n de estructura asociada a los q-polinomios (6.3) ya que
t ≥ 1. A continuacio´n se establecera´ una caracterizacio´n que permita deducir dicha relacio´n de
estructura la cual no so´lo sera´ va´lida para las familias de q-polinomios cla´sicos de la tabla de Hahn,
sino tambie´n para los q-polinomios semicla´sicos. En primer lugar, se tiene el siguiente resultado.
Proposicio´n 6.3.3. Para cualesquiera polinomio mo´nico Φ, con grdΦ = t, y SPOM, {Bn}n≥0,
respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
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(i) Existe un polinomio Ψ, grdΨ = p ≥ 1, tal que
∆(1)[Φu] = Ψu, (6.76)
donde el par (Φ,Ψ) es admisible.
(ii) Existen un nu´mero entero negativo, σ, y un polinomio Ψ, con grdΨ = p ≥ 1, tales que
para n ≥ σ
Φ(s)[∆(1)]2Bn(s−1)+∆(1)(Ψ(s)Bn(s−1))−Bn(s)[∆(1)]2Φ(s−1) =
n+σ(n)∑
ν=n−σ
ϑn,νBν(s),
(6.77)
donde ϑn,n−σ 6= 0 n ≥ σ+ t+1, o n = σ+ t y p ≥ t− 1, σ = ma´x(t− 2, p− 1), y el par
(Φ,Ψ) es admisible. Adema´s, se puede escribir
ϑn,ν =
〈u, B2n〉
〈u, B2ν〉
ϑν,n, 0 ≤ ν ≤ n+ σ(n), n ≥ 0. (6.78)
Prueba: Se tiene para n ≥ 0 que
Φ(s)[∆(1)]2Bn(s− 1) + ∆(1)(Ψ(s)Bn(s− 1))−Bn(s)[∆(1)]2Φ(s− 1) =
n+σ(n)∑
ν=0
ϑn,νBν(s),
(6.79)
donde para todo nu´mero entero µ, con 0 ≤ ν ≤ n+ σ(n), y n ≥ 0,
〈u, B2ν〉ϑn,ν = 〈u, (Φ(s)[∆(1)]2Bn(s−1)+∆(1)(Ψ(s)Bn(s−1))−Bn(s)[∆(1)]2Φ(s−1))Bν〉.
Teniendo en cuenta (6.35) y (6.77), se obtiene que
〈u, B2ν〉ϑn,ν = 〈u, (Φ(s)[∆(1)]2Bν(s−1)+∆(1)(Ψ(s)Bν(s−1))−Bν(s)[∆(1)]2Φ(s−1))Bn〉.
Y aplicando (6.79), se tiene que
〈u, B2ν〉ϑn,ν =
ν+σ(ν)∑
i=0
ϑν,i〈u, B2n〉δi,n = ϑν,n〈u, B2n〉.
En particular, si 0 ≤ ν ≤ n− σ− 1, entonces n ≥ ν + σ+1 ≥ ν + σ(ν) + 1. Ası´, se deduce que
ϑν,n = 0. Por lo tanto
ϑn,ν = 0, 0 ≤ ν ≤ n− σ − 1.
Para ν = n− σ y n ≥ σ + t, se tiene
〈u, B2n−σ〉ϑn,n−σ = 〈u,∆(1)
(
Φ(s)∆(1)Bn−σ(s− 1) + Ψ(s)Bn−σ(s− 1)
)〉
−〈u,∆(1)(Bn−σ(s)∆(1)Φ(s− 1))Bn〉 = n+1∑
nu=0
λ˜n−σ,ν〈u, Bn∆(1)Bν〉
= [n+ 1]λ˜n−σ,n+1〈u, B2n〉.
Pero, por (6.69), se sigue que ϑn,n−σ 6= 0, con n ≥ σ + t+ 1, o´ n = σ + t y p ≥ t− 1.
En consecuencia,
Φ(s)[∆(1)]2Bn(s− 1) + ∆(1)(Ψ(s)Bn(s− 1))−Bn(s)[∆(1)]2Φ(s− 1) =
n+σ(n)∑
ν=n−σ
ϑn,νBν(s),
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donde n ≥ σ.
(ii)⇒(i). Por (6.77)
〈∆(1)(Φ(s− 1)∆(1)u) + ((∆(1)Φ(s− 1))−Ψ(s))∆(1)u, Bn(s− 1)〉 = 0, n ≥ σ + 1,
〈∆(1)(Φ(s− 1)∆(1)u) + ((∆(1)Φ(s− 1))−Ψ(s))∆(1)u, Bn(s− 1)〉 = 〈u, 1〉ϑn,0, n ≤ σ.
Segu´n el Lema 6.3.1
∆(1)[Φ(s− 1)∆(1)u] + ((∆(1)Φ(s− 1))−Ψ(s))∆(1)u = σ∑
n=0
〈u, 1〉ϑn,0
〈u, B2n〉
Bn(∇u− u)
=
σ(0)∑
n=0
ϑ0,nBn(∇u− u).
Por u´ltimo, un ca´lculo directo conduce a
∆(1)
[
∆(1)[Φu]−Ψu] = 0.
Luego si P es un polinomio arbitrario de grado m ≥ 0, se sabe que existe otro polinomio Q de
grado m+ 1 tal que ∆(1)Q(s) = P (s), luego
〈∆(1)[Φu]−Ψu, P 〉 = 〈∆(1)[Φu]−Ψu,∆(1)Q〉 = −〈∆(1)[∆(1)[Φu]−Ψu], Q〉 = 〈0, Q〉 = 0.
De ahı´ que ∆(1)[Φu]−Ψu = 0.
Adema´s, dado que σ(n) = σ y
ϑn,n+σ = [n+ σ + 1]λ˜n,n+σ+1 6= 0, n ≥ t+ 1,
entonces
λ˜n,n+σ+1 6= 0, n ≥ t+ 1.
La q-admisibilidad del par (Φ,Ψ) se sigue, teniendo en cuenta el valor de λ˜n+σ(n)+1.
Con toda la informacio´n y resultados obtenidos hasta el momento, se puede enunciar el principal
resultado de este apartado.
Teorema 6.3. Para cualesquiera polinomio Φ, con grdΦ = t, y sucesio´n de polinomios mo´nicos,
{Bn}n≥0, ortogonales respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
(i) Existen nu´meros enteros no negativos, σ, p ≥ 1, r ≥ σ+ t+1, con σ = ma´x(t− 2, p− 1),
tales que
n+σ∑
ν=n−σ
ξn,νBν(s) =
n+σ∑
ν=n−t
ςn,νB
[1]
ν (s), (6.80)
donde B[1]n (s) = [n + 1]−1∆(1)Bn+1(s), ξn,n+σ = ςn,n+σ = 1, n ≥ ma´x(σ, t + 1),
ξr,r−σςr,r−t 6= 0, { 〈∆(1)[Φu], Bm〉 = 0, p+ 1 ≤ m ≤ 2σ + t+ 1,
〈∆(1)[Φu], Bp〉 6= 0,
y si p = t− 1, entonces se satisface la condicio´n de q-admisibilidad:
l´ım
q→1
〈u, B2p〉−1〈u,Φ∆(1)Bp〉 6= m, m ∈ N0.
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(ii) Existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
∆(1)[Φu] = Ψu, (6.81)
donde el par (Φ,Ψ) es admisible.
Prueba: (i)⇒ (ii). Sea la sucesio´n de polinomios mo´nicos, {Ξn}n≥0, dados por
Ξn+σ+1(x) =
n+σ∑
ν=n−t
[n+ σ + 1]
[ν + 1]
ςn,νBν+1(x), n ≥ σ + t+ 1,
Ξn(x) = Bn(x), 0 ≤ n ≤ 2σ + t+ 1.
Un ca´lculo directo conduce a
∆(1)Ξn+σ+1(s) = [n+ σ + 1]
n+σ∑
ν=n−σ
ξn,νBν(s), n ≥ σ + t+ 1.
Tendiendo en cuenta que el funcional lineal u es quasi-definido, se obtiene
〈∆(1)[Φu],Ξn+σ+1〉 = −〈u,Φ∆(1)Ξn+σ+1(s)〉 = −[n+ σ + 1]
n+σ∑
ν=n−σ
ξn,ν〈u,ΦBν〉 = 0,
donde n ≥ σ + t+ 1.
Por hipo´tesis y el Lema 6.3.1, si se denota por {wn}n≥0 la sucesio´n dual de {Ξn}n≥0, se obtiene
∆(1)[Φu] =
p∑
ν=0
〈∆(1)[Φu], Bν〉wk. (6.82)
Tomando t̂ = σ + t, σ̂ = σ + 1, y r̂ = r + σ + 1, los polinomios Ξn pueden reescribirse como
Ξn(x) =
n∑
ν=n−t̂
ς˜n,νBv(x), n ≥ σ̂ + t̂+ 1,
Ξn(x) = Bn(x), 0 ≤ n ≤ σ̂ + t̂,
donde
ς˜n,ν =
[n]
[ν]
ςn−σ−1,ν−1, n− t̂ ≤ ν ≤ n, n ≥ σ + t̂+ 1,
ς˜r̂,r̂−t̂ =
[r + σ + 1]
[r − t+ 1] ςr,r−t 6= 0, r̂ ≥ 2σ + t+ 2 ≥ σ̂ + t̂+ 1.
Pero, por el Lemma 6.3.2,
wk = uk = 〈u, B2k〉−1Bku, 0 ≤ k ≤ σ̂ = σ + 1.
Ası´, (6.82) da lugar a
∆(1)[Φu] =
p∑
ν=1
(
〈∆(1)[Φu], Bν〉
〈u, B2ν〉
Bν
)
u = Ψu.
Dado que 〈∆(1)[Φu], Bp〉 6= 0, entonces grdΨ = p. Por hipo´tesis, si p = t− 1, entonces
l´ım
q→1
1
[p]!
[
∆(1)
]p
Ψ(0) = l´ım
q→1
〈∆(1)[Φu], Bp〉
〈u, B2p〉
= − l´ım
q→1
〈u,Φ∆(1)Bp〉
〈u, B2p〉
6= −m, m ∈ N0.
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Por tanto, el par (Φ,Ψ) es admisible de orden σ.
(ii)⇒(i). Por el Lema 6.3.4(iii), existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
Φ(s−1)∆(1)Bn(s−1)+Ψ(s)Bn(s−1)−Bn(s)∆(1)Φ(s−1) =
n+σ(n)+1∑
ν=n−t+1
λ˜n,νBν(s), n ≥ t,
(6.83)
donde λ˜n,n−t+1 6= 0, n ≥ t, σ = ma´x(t− 2, p− 1), y el par (Φ,Ψ) es admisible.
Tomando q-diferencias en ambos lados de (6.83) se obtiene, para n ≥ t, que
Φ(s)[∆(1)]2Bn(s− 1) + ∆(1)(Ψ(s)Bn(s− 1))−Bn(s)[∆(1)]2Φ(s− 1) =
n+σ(n)∑
ν=n−t
ζn,νB
[1]
ν (s),
(6.84)
donde ζn,ν = [ν + 1]λ˜n,ν+1, 0 ≤ ν ≤ n + σ(n), n ≥ t. De (6.77) y (6.84), se obtiene (6.80),
donde
ξn,ν =
ϑn,ν
ϑn,n+σ
, n− σ ≤ ν ≤ n+ σ,
ςn,ν =
[ν + 1]λ˜n,ν+1
ϑn,n+σ
, n− t ≤ ν ≤ n+ t,
ξn,n−σςn,n−t =
[n− t+ 1]
ϑ2n,n+σ
ϑn,n−σλ˜n,n−t+1 6= 0, n ≥ σ + t+ 1.
Finalmente,
〈∆(1)[Φu], Bn〉 = 〈u,ΨBn〉 =

0, p+ 1 ≤ n ≤ 2σ + t+ 1,
〈u, B2p〉
[p]!
[∆(1)]pΨ(0) 6= 0, n = p = grdΨ.
Por la propiedad de admisibilidad del par (Φ,Ψ), si p = t− 1, entonces
〈u, B2p〉−1〈u,Φ∆(1)Bp〉 6= m, m ∈ N0.
6.3.6. La red uniforme x(s) = s
Una consecuencia directa de estos resultados es que partir del operador Lq,ω y la red q-lineal
x(s), se pueden recuperar los polinomios ∆-semicla´sicos – los cuales son ortogonales sobre una
red uniforme – considerando
x(s) =
qs − 1
q − 1 ,
y tomando q → 1. Para los polinomios ∆-cla´sicos las relaciones de estructura (6.1) y (6.3) han
sido estudiadas en [65].
Teorema 6.4. Primera caracterizacio´n para los polinomios ∆-semicla´sicos
Para cualesquiera polinomio Φ, con grdΦ = t, y sucesio´n de polinomios mo´nicos, {Bn}n≥0,
ortogonales respecto al funcional lineal u, las siguientes afirmaciones son equivalentes:
(i) Existen nu´meros enteros no negativos, σ, p ≥ 1, r ≥ σ+ t+1, con σ = ma´x(t− 2, p− 1),
tales que
n+t∑
ν=n−σ
αn,νBν(s) =
n+t∑
ν=n−t
vn,νB
[1]
ν (s), n ≥ ma´x(σ, t), (6.85)
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donde
B[1]n (s) := (n+ 1)
−1∆Bn+1(s),
αn,n+t = vn,n+t = 1, n ≥ ma´x(σ, t), αr,r−σvr,r−t 6= 0,
〈∆[Φu], Bn〉 = 0, p+ 1 ≤ n ≤ σ + 2t+ 1, 〈∆[Φu], Bp〉 6= 0,
y si p = t− 1, entonces 〈u, B2p〉−1〈u,Φ∆Bp〉 6= −m, m ∈ N0.
(ii) Existe un polinomio Ψ, con grdΨ = p ≥ 1, tal que
∆[Φu] = Ψu,
y el par (Φ,Ψ) es admisible.
Teorema 6.5. Segunda caracterizacio´n para los polinomios ∆-semicla´sicos Para cualesquiera
polinomio mo´nico Φ, con grdΦ = t, y sucesio´n de polinomios mo´nicos,{Bn}n≥0, ortogonales
respecto al funcional u, las siguientes afirmaciones son equivalentes:
(i) Existes nu´meros enteros no negativos, σ, p ≥ 1, r ≥ σ + t+ 1, con σ = ma´x(t− 2, p− 1),
tales que
n+σ∑
ν=n−σ
ξn,νBν(s) =
n+σ∑
ν=n−t
ςn,νB
[1]
ν (s), (6.86)
donde ξn,n+σ = ςn,n+σ = 1, n ≥ ma´x(σ, t+ 1), ξr,r−σςr,r−t 6= 0,{ 〈∆[Φu], Bm〉 = 0, p+ 1 ≤ m ≤ 2σ + t+ 1,
〈∆[Φu], Bp〉 6= 0,
y si p = t− 1, entonces 〈u, B2p〉−1〈u,Φ∆Bp〉 6= m, m ∈ N0 (condicio´n de admisibilidad).
(ii) Existe un polinomio mo´nico Ψ, con grdΨ = p ≥ 1, tal que
∆[Φu] = Ψu, (6.87)
donde el par (Φ,Ψ) es admisible.
La prueba es ana´loga a la original considerando ω = 1 y tomando lı´mite cuando q → 1. Por
tanto, Lq,1 ≡ ∆(1) y [n] se transforman en ∆ y n, respectivamente.
Nota 6.3.2. Los funcionales lineales ∆-semicla´sicos han sido estudiados en [102].
6.3.7. Ejemplos
¤ Ejemplo 1
Sea {Qn}n≥0 una SPOM que satisface la relacio´n
(x(s+ 1) + vn,0)Qn(s) = qQ
[1]
n+1(s) + ρn(s)Q
[1]
n (s), (6.88)
donde la red x(s) es q-lineal, i.e. x(s+ 1)− qx(s) = ω,
ρ0 = 0,
ρn =
qn+1
κ
[n+ 1]
γn+1
, n = 1, 2, . . . ,
vn,0 =
γn+2γn+1
qn[n+ 2]
κ+ ρn − qβn − ω, n = 0, 1, . . . ,
138 Los q-polinomios semicla´sicos
y κ es una constante, siendo {βn}n≥0 y {γn}n≥0 los coeficientes de la RRTT
xQn = Qn+1 + βnQn + γnQn−1, n = 1, 2, . . .
Entonces, por la anterior RRTT y el Teorema 6.2, se obtiene que {Qn}n≥0 es una sucesio´n de
q-polinomios semicla´sicos respecto al funcional lineal v, el cual es solucio´n de la ecuacio´n de
Pearson
∆(1)v = Ψv, (6.89)
de clase σ = 1, con Φ(x) = 1 y grdΨ = 2.
Entonces, tambie´n satisface la siguiente relacio´n:
Q[1]n (s) = Qn(s) + λn,n−1Qn−1(s), (6.90)
donde λn,n−1 =
γn+1γn
qn[n+ 1]
κ.
De hecho, se tiene que
Ψ(x) = −κ
q
Q2(x)− 1
γ1
Q1(x).
Lema 6.3.6. Sea {Qn}n≥0 una SPOM respecto al funcional lineal v satisfaciendo (6.89). Enton-
ces la sucesio´n {Qn}n≥0 no es diagonal.
Prueba: Se asume que {Qn}n≥0 es diagonal respecto a φ, con grdφ = t, de ı´ndice σ. Entonces,
por el Corolario 6.3.2,
t
2
≤ σ ≤ t+ 2,
y se tiene la siguiente relacio´n diagonal
φ(s)Qn(s) =
n+t∑
ν=n−σ
θn,νQ
[1]
ν (s), θn,n−σ 6= 0, n ≥ σ.
Si se denota por {vn}n≥0 y {v[1]n }n≥0 las sucesiones duales de {Qn}n≥0 y {Q[1]n }n≥0, respectiva-
mente, entonces, por la Proposicio´n 6.3.1, la u´ltima relacio´n es equivalente a
φv[1]n = knΩn+σv, n ≥ 0, (6.91)
donde kn = 〈v, Q2n+σ〉−1θn+σ,n, y
Ωn+σ(x) =
n+σ∑
ν=0
θν,n
θn+σ,n
〈v, Q2n+σ〉
〈v, Q2ν〉
Qν(x), n = 0, 1, . . .
Es claro que v satisface un nu´mero infinito de relaciones del tipo (6.91). De hecho, multiplicando
ambas partes de (6.91) por un polinomio mo´nico, se obtiene otra relacio´n diagonal.
Debido a esto, se asumira´ que t = grdφ es el mı´nimo nu´mero entero no negativo tal que v satisface
la relacio´n diagonal (6.91), i.e. la ecuacio´n (6.91) no puede simplificarse.
No´tese que t ≥ 1. De hecho, si se supone que t = 0, entonces 0 ≤ σ ≤ 2 y se recupera la
primera relacio´n estructura que caracteriza las sucesiones q-cla´sicas lo cual contradice el hecho
que la sucesio´n {Qn}n≥0 es q-semicla´sica de clase uno.
En consecuencia, dado que t ≥ 1 entonces σ ≥ 1. Tomando q-diferencias en ambos lados de
(6.91) y usando (6.35), (6.89) y ∆(1)v[1]n = −[n+ 1]vn+1, se obtiene
φ˜v[1]n = knψnv, n = 0, 1, . . . , (6.92)
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donde
φ˜(s) = [t]−1∆(1)φ(s),
ψn(s) = [t]−1
(
Ωn+σ(s+ 1)Ψ(s) + ∆(1)Ωn+σ(s) + dnφ(s+ 1)Qn+1(s)
)
, n = 0, 1, . . . ,
dn = [n+ 1](〈v, Q2n+1〉kn)−1, n = 0, 1, . . .
No´tese que el polinomio φ˜ es mo´nico con grd φ˜ = t− 1.
Adema´s, teniendo en cuenta que u es un funcional lineal quasi-definido, combinando (6.91) y
(6.92) se obtiene
φ˜(x)Ωn+σ(x) = φ(x)ψn(x).
Del ana´lisis de las potencias de mayor orden en esta u´ltima relacio´n se deduce que ψn es un
polinomio mo´nico con grdψn = n + σ − 1. Pero esto contradice el hecho que t = grdφ es el
mı´nimo nu´mero entero no negativo tal que v satisface la relacio´n diagonal (6.91).
¤ Ejemplo 2: Los q-polinomios tipo Freud
Sea {Pn}n≥0 una SPOM respecto al funcional lineal u tal que u0 = 〈u, 1〉 = 1 la cual
satisface la relacio´n:
∆(1)Pn(s) = [n]Pn−1(s) + anPn−3(s), n = 2, 3, . . . , (6.93)
donde P−1 ≡ 0, P0 ≡ 1, y P1(x) = x, siendo x ≡ x(s) = qs, i.e. ω = 0.
Dado que dicha familia es ortogonal respecto al funcional lineal u, entonces dicha familia satisface
una RRTT, es decir, existen sucesiones de nu´meros complejos, {bn}n≥0, y {cn}n≥0, cn 6= 0, tales
que
xPn = Pn+1 + bnPn + cnPn−1, n = 1, 2, . . . (6.94)
Si se le aplica el operador ∆(1) a la relacio´n (6.94) y se tiene en cuenta (6.93) se obtienen las
siguientes relaciones igualando las potencias de x
qbn−1 = bn, q[n]cn−1 + qan = an+1 + [n− 1]cn,
qanbn−3 = anbn, qancn−3 = an−1cn.
Luego, dado que cn 6= 0 se deduce que an 6= 0, por tanto de la combinacio´n de las expresiones
anteriores se sigue que bn = 0 para n ≥ 0 ya que |q| 6= 1. Adema´s de la relacio´n qancn−3 =
an−1cn se obtiene que an = K(q)q−ncncn−1cn−2, n ≥ 2, donde K(q) es cierta constante. Luego
los para´metros cn satisfacen la relacio´n no lineal
q[n]cn−1+K(q)q−n+1cncn−1cn−2 = [n−1]cn+K(q)q−n−1cn+1cncn−1, n = 1, 2, . . . (6.95)
donde c0 = 0, c1 = −P2(0) 6= 0.
Por otro lado, dado que se satisface la relacio´n (6.93), tomando Φ ≡ 1, t = 0 y σ = 2 en la
Proposicio´n 6.3.4 se deduce que existe un polinomio mo´nico, Ψ, de grado 3, tal que u es un
funcional lineal q-semicla´sico de clase 2, i.e. u satisface la ecuacio´n distribucional
∆(1)u = Ψu, grdΨ = 3. (6.96)
De hecho, se tiene que
Lema 6.3.7. Ψ(x) = −K(q)q−3P3(x)− c−11 P1(x).
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Prueba: Dado que Ψ es un polinomio mo´nico de grado 3, este puede escribirse como Ψ(x) =
e0P0 + e1P1 + e2P2 + e3P3. Adema´s, dado que d2n = cnd2n−1 para n ≥ 1, se tiene que
e0d
2
0 = e0〈u, P 20 〉 = 〈Ψu, P0〉 = −〈u,∆(1)P0〉 = 0,
e1d
2
1 = e1〈u, P 21 〉 = 〈Ψu, P1〉 = −〈u,∆(1)P1〉 = −1,
e2d
2
2 = e2〈u, P 22 〉 = 〈Ψu, P2〉 = −〈u,∆(1)P2〉
(6.93)= −〈u, [2]P1〉 = 0,
e3d
2
3 = e3〈u, P 23 〉 = 〈Ψu, P3〉 = −〈u,∆(1)P3〉
(6.93)= −〈u, [3]P2 + a3P0〉 = −a3.
Ası´, (6.96) es un q-ana´logo de la ecuacio´n de Pearson para el caso Freud. De hecho, tomando
convenientemente c1, y haciendo tender q → 1, la ecuacio´n distribucional (6.96) se transforma en
(ω(x))′ = −4x3ω(x) y la relacio´n (6.93) se transforma en P ′n(x) = nPn−1 + anPn−2 de ahı´ que
tomando dicho lı´mite en la relacio´n (6.95) se deduce que l´ımq→1K(q) = 4 (ve´ase [54, 140]).
Por otro lado, el Teorema 6.3 asegura que la segunda fo´rmula de estructura puede escribirse como
Bn+2 + ξn,n+1Bn+1 + ξn,nBn + ξn,n−1Bn−1 + ξn,n−2Bn−2 = B
[1]
n+2 + ςn,n+1B
[1]
n+1 + ςn,nB
[1]
n .
(6.97)
Luego, usando (6.93) se obtiene que
ξn,n+1 = ςn,n+1, ξn,n =
an+3
[n+ 3]
+ ςn,n,
ξn,n−1 =
ςn,n+1
[n+ 2]
an+2, ξn,n−2 =
ςn,n
[n+ 1]
an+1.
Por tanto si
Pn(x) =
n∑
j=0
λn,j x
n−j ,
combinando las relaciones (6.93) y (6.97) se tiene que λn,2k+1 = 0 para los enteros no negativos
n, k tales que 0 ≤ k ≤ n2 − 12 , y
λn,0 = 1, λn,2k+2 =
[n]cn−1λn−2,2k + anλn−3,2k
[n− 2k − 2]− [n] , 1 ≤ k ≤
n
2
.
De hecho, con estos valores, se obtiene que cn = λn,2 − λn+1,2, bn = λn,1 − λn+1,1 = 0, y
ξn,n+1 = ξn,n−1 = ςn,n+1 = 0, n ≥ 0. Por tanto, se puede escribir (6.97) como
(x2 + v˜n,0)Bn = B
[1]
n+2 + ρ˜nB
[1]
n , (6.98)
donde v˜n,0 =
an+3
[n+ 3]
+
qn+1[n+ 1]
K(q)cn+1
− cn+1 − cn, y ρ˜n = q
n+1[n+ 1]
K(q)cn+1
.
Por u´ltimo, se dara´ la relacio´n de recurrencia que satisfacen los momentos del funcional u.
Lema 6.3.8. Los momentos del funcional lineal u, {(u)n}n≥0, satisfacen la relacio´n
[n](u)n−1 = K(q)q−3(u)n+3 +
(
1
c1
− [3]c2 + a3
q4(1 + q)
K(q)
)
(u)n+1, n = 1, 2, . . . (6.99)
donde (u)0 = 1.
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Teniendo en cuenta que (u)1 = u3 = 0, se tiene que u es un funcional lineal sime´trico, i.e.
(u)2n+1 = 〈u, x2n+1〉 = 0, n ≥ 0, lo cual confirma el hecho que es un q-ana´logo al caso tipo
Freud descrito anteriormente.
Prueba: Dado que ∆(1)u = Ψu, entonces
〈∆(1)u, xn〉 = 〈Ψu, xn〉.
Luego teniendo en cuenta que 〈∆(1)u, p〉 = −〈u,∆(1)p〉, donde p ∈ P, y el lema 6.3.7 se tiene
que
−[n](u)n−1 = −K(q)q−3〈u, P3xn〉 − c−11 (u)n+1. (6.100)
Aplicando la RRTT (6.94) para n = 2, se obtiene que P3(x) = x3 − (c1 + c2)x y dado que
c2 = q[2]c1 − a3, se deduce que
P3(x) = x3 − [3]c2 + a3
q(1 + q)
x.
Finalmente, de la combinacio´n de esta u´ltima expresio´n junto con (6.100) se obtiene la relacio´n
deseada.
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Conclusiones y problemas abiertos
7.1. Conclusiones
1. En el capı´tulo 3 se realizo´ un estudio general de los polinomios ortogonales cla´sicos usando
el operador de Rodrigues. De forma ana´loga se pueden estudiar tanto los polinomios cla´sicos
esta´ndar como los ∆-cla´sicos.
2. En [72] Hahn caracterizo´ a los polinomios cla´sicos esta´ndar como aquellos cuya derivada
eran tambie´n ortogonales. Con el operador de Rodrigues se ha podido obtener el resulta-
do recı´proco demostrando que si {Pn}n≥0 es una familia de polinomios cla´sicos esta´ndar,
entonces Rn(ρ−1, x)[1] es una familia de polinomios cla´sica.
3. Muchas de las familias cla´sicas tienen asociada un a´lgebra dina´mica cerrada, de hecho, ha
quedado constatado que la q-linealidad del espectro del q-Hamiltoniano esta´ relacionado con
el hecho que dicha a´lgebra sea finita aunque, como tambie´n se ha visto, es una condicio´n
necesaria pero no suficiente.
4. El estudio de la familia de q-polinomios de Racah, considerados en el capı´tulo 5 ha permiti-
do conocer la relacio´n directa existente entre los polinomios cla´sicos y las representaciones
de grupos de una forma directa.
5. El problema considerado en la seccio´n §6.2 revela que la adicio´n de varias masas (positi-
vas) en diferentes puntos del eje real a un funcional cla´sico da lugar a un nuevo funcional
(semicla´sico) y que los polinomios que son ortogonales respecto a estos – los que se de-
nominaron polinomios tipo Krall – satisfacen el mismo tipo de relaciones lı´mite que los
originales.
6. El estudio realizado en el capı´tulo 3 para funcionales lineales q-cla´sicos definidos por fun-
ciones peso y el realizado en §6.3 para funcionales lineales q-semicla´sicos generales per-
mite obtener un Teorema de caracterizacio´n ana´logo al obtenido en el capı´tulo 3 para los
q-polinomios semicla´sicos, pudiendo obtenerse tanto una segunda fo´rmula de estructura pa-
ra estos sobre la red q-lineal
x(s) = c1qs + c3, (7.1)
146 Conclusiones y problemas abiertos
ana´loga a (3.42).
7.2. Problemas abiertos
1. Encontrar el a´lgebra de simetrı´as dina´mica asociada a las familias de q-polinomios de la
tabla de q-Hahn que no se han podido obtener en esta memoria.
2. Encontrar una conexio´n explı´cita entre los generadores del a´lgebra AW (3) y los operadores
creacio´n a y destruccio´n b, los cuales factoricen al q-Hamiltoniano Hq en estos casos.
3. Comprobar si las principales caracterı´sticas de los q-polinomios de Racah esta´n relacionadas
con las representaciones del a´lgebra cua´ntica no compacta Uq(su(2, 1)).
4. Desarrollar una Teorı´a general de los polinomios semicla´sicos, ası´ como encontrar ejemplos
de q-polinomios semicla´sicos sobre la red no uniforme (7.1).
5. Construccio´n de nuevos ana´logos de q-osciladores asociados a las restantes familias de q-
polinomios.
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Figura A.1: Ejemplos de las tablas de Askey y de Hahn (separados por --) considerados en esta
memoria
A continuacio´n se incluira´n una serie de tablas con todos los para´metros obtenidos en esta
memoria relativos a los ejemplos considerados en la figura anterior.
σ(s)
∆
∇x1(s)
∇Pn(s)
∇x(s) + τ(s)
∇Pn(s)
∇x(s) + λnPn(s) = 0,
σ(s) = σ˜(s)− 12τ(s)∇x1(s), Θ(s) = σ˜(s) + 12τ(s)∇x1(s),
x(s)Pn(s) = αnPn+1(s) + βnPn(s) + γnPn−1(s),
x1(s)∆(1)Pn(s) = α
(1)
n ∆(1)Pn+1(s) + β
(1)
n ∆(1)Pn(s) + γ
(1)
n ∆(1)Pn−1(s),
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σ(s)
∇Pn(s)
∇x(s) = α˜nPn+1(s) + β˜nPn(s) + γ˜nPn−1(s),
Θ(s)
∆Pn(s)
∆x(s)
= αˆnPn+1(s) + βˆnPn(s) + γˆnPn−1(s),
MPn(s) =
Pn(s+ 1) + Pn(s)
2
= en
∆Pn+1(s)
∆x(s)
+ fn
∆Pn(s)
∆x(s)
+ gn
∆Pn−1(s)
∆x(s)
,
α˜n
αn
=
αˆn
αn
± λnκq, β˜n
βn
=
βˆn
βn
± λnκq, α˜n
αn
=
αˆn
αn
± λnκq, si x(s) = q±s,
en = αn − [2]q2 α
(1)
n , fn = βn −
[2]q
2
β(1)n + c3
(
1− [2]
2
)
, gn = γn − [2]q2 γ
(1)
n ,
donde x1 = x(s+ 12), κq = q
1
2−q− 12 , y∆ y∇ son los operadores en diferencias finitas progresivas
y regresivas, respectivamente, es decir, ∆f(s) = f(s+ 1)− f(s) y ∇f(s) = f(s)− f(s− 1).
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Tabla A.1: Datos principales de los polinomios de Askey-Wilson
pn(x; a, b, c, d|q) x(s) = 12 (qs + q−s) [−1, 1]
σ(s) −κ2qq−2s+ 12 (qs − a)(qs − b)(qs − c)(qs − d)
Θ(s) −κ2qq2s+ 12 (q−s − a)(q−s − b)(q−s − c)(q−s − d)
τ ′n 4(1− q)q−n
(
1− abcdq2n)
τn(0) 2(q − 1)q−n2 (a+ b+ c+ d− (abc+ abd+ acd+ bcd)qn)
σ˜′′ 2q
1
2 κ2q (abcd+ 1)
σ˜′(0) −q 12 κ2q(a+ b+ c+ d+ abc+ abd+ acd+ bcd)
σ˜(0) q
1
2 κ2q(ab+ cb− acdb+ db+ ac+ ad+ cd− 1)
λn 4q
1−n(1− qn) (1− abcdqn−1)
ρn(s)
q2ns+n
2+n√
1− x(s)2
(qs+n, q−(s+n), qs+n+
1
2 , q−s+n+
1
2 ,−qs+n+ 12 ,−q−s+n+ 12 ; q)∞
(aqs+n, aq−s, bqs+n, bq−s, cqs+n, cq−s, dqs+n, dq−s; q)∞
d2n 2pi
(abcdqn−1; q)n(abcdq2n; q)∞
(qn+1, abqn+1, acqn+1, adqn+1, bcqn+1, bdqn+1, cdqn+1; q)∞
αn
1− abcdqn−1
2(1− abcdq2n−1)(1− abcdq2n) )
βn
1
2
(
a+ a−1 − (An + Cn)(a, b, c, d|q)
)
γn
1
2a
(1− abqn−1)(1− acqn−1)(1− adqn−1)Cn(a, b, c, d|q)
en
2[n]q(1− abcdqn−1)2 − [2]q[n+ 1]q(1− abcdqn)2
4[n]q(1− abcdqn−1)(1− abcdq2n−1)(1− abcdq2n)
fn
1− q
4
(a− a−1q−1)− 1
2
(
An(a, b, c, d|q) + Cn(a, b, c, d|q)
− [2]q
2
(An−1(aq
1
2 , bq
1
2 , cq
1
2 , dq
1
2 |q) + Cn−1(aq 12 , bq 12 , cq 12 , dq 12 |q))
)
gn
(1− abcdqn−2)(1− abcdq2n−2)(1− abcdq2n−1)
4[n]q(1− abcdqn−1)2
(
2[n]q(An−1Cn)(a, b, c, d|q)
(1− abcdqn−2)2
− [2]q[n− 1]q(An−2Cn−1)(aq
1
2 , bq
1
2 , cq
1
2 , dq
1
2 |q)
(1− abcdqn−1)2
)
Donde
An(a, b, c, d|q) = (1− abq
n)(1− acqn)(1− adqn)(1− abcdqn−1)
a(1− abcdq2n−1)(1− abcdq2n) ,
Cn(a, b, c, d|q) = a(1− q
n)(1− bcqn−1)(1− bdqn−1)(1− cdqn−1)
(1− abcdq2n−2)(1− abcdq2n−1) .
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Tabla A.2: Datos principales de los q-polinomios de Racah uα,βn (x(s), a, b)q
u
(α,β)
n (x(s), a, b) x(s) = [s]q[s+ 1]q [a, b]
σ(s) [s− a]q[s+ b]q[s+ a− β]q[b+ α− s]q
Θ(s) [s+ a+ 1]q[b− s− 1]q[s− a+ β + 1]q[b+ α+ s+ 1]q
τ ′n −[2n+ α+ β + 2]q
τn(0) 2kq
−2(αq(2a− β)[n+ α+ 1]q + αq(2b+ α)[n+ β + 1]q − αq(1)[2 + α+ β + n+ 1])
σ˜′′ −αq(α+ β + 2)
σ˜′(0)
2κ−2q
(
αq(a− b+ 1)αq(a+ b+ α− β) + αq(a+ b)αq(b− a+ α+ β + 1)
−2αq(1)αq(α+ β + 2)
)
σ˜(0)
2κ−4q
(
2αq(1)
(
αq(a+ b)αq(b− a+ α+ β + 1) + αq(a− b+ 1)αq(a+ b+ α− β)
)
−αq(2)αq(2 + α+ β)− αq(β − α)− αq(2a+ 2b+ α− β)− αq(2b− 2a+ α+ β))
)
λn [n]q[n+ α+ β + 1]q
ρn(s)
Γ˜(s+ n+ a+ 1)Γ˜(s+ n− a+ β + 1)Γ˜(s+ n+ α+ b+ 1)Γ˜(b+ α− s)
Γ˜(s− a+ 1)Γ˜(s+ b+ 1)Γ˜(s+ a− β + 1)Γ˜(b− s− n)
− 1
2
< a ≤ b− 1, α > −1,−1 < β < 2a+ 1
d2n
Γ˜(α+ n+ 1)Γ˜(β + n+ 1)Γ˜(b− a+ α+ β + n+ 1)Γ˜(a+ b+ α+ n+ 1)
[α+ β + 2n+ 1]qΓ˜(n+ 1)Γ˜(α+ β + n+ 1)Γ˜(b− a− n)Γ˜(a+ b− β − n)
kn
Γ˜[α+ β + 2n+ 1]q
[n]q!Γ˜[α+ β + n+ 1]q
αn
[n+ 1]q[α+ β + n+ 1]q
[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
βn
[a]q[a+ 1]q − [α+ β + n+ 1]q[a− b+ n+ 1]q[β + n+ 1]q[a+ b+ α+ n+ 1]q
[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
+
[α+ n]q[b− a+ α+ β + n]q[a+ b− β − n]q[n]q
[α+ β + 2n]q[α+ β + 2n+ 1]q
γn
[a+ b+ α+ n]q[a+ b− β − n]q[α+ n]q[β + n]q[b− a+ α+ β + n]q[b− a− n]q
[α+ β + 2n]q[α+ β + 2n+ 1]q
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en
2[n+ α+ β + 1]q − [2]q[n+ α+ β + 2]q
2[2n+ α+ β + 1]q[2n+ α+ β + 2]q
[n+ 1]q
fn βn(a, b, α, β)− [2]q
2
βn(a+
1
2
, b− 1
2
, α+ 1, β + 1)
gn
(2[n+ α+ β + 1]q − [2]q[n+ α+ β]q) [a+ b+ α+ n]q[a+ b− β − n]q[α+ n]q
2[α+ β + 2n]q[α+ β + 2n+ 1]q
× [β + n]q[b− a+ α+ β + n]q[b− a− n]q
[n+ α+ β + 1]q
donde
βn(a, b, α, β) := [a]q[a+ 1]q − [α+ β + n+ 1]q[a− b+ n+ 1]q[β + n+ 1]q[α+ β + 2n+ 1]q[α+ β + 2n+ 2]q
×[a+ b+ α+ n+ 1]q + [α+ n]q[b− a+ α+ β + n]q[a+ b− β − n]q[n]q[α+ β + 2n]q[α+ β + 2n+ 1]q
Tabla A.3: Datos principales de los q-polinomios grandes de Jacobi
pn(x; a, b, c; q) x(s) = q
s [cq, aq]
σ(s) q−1(x− aq)(x− cq)
Θ(s) aq(x− 1)(bx− c)
τ ′n −q−(n+1)κ−1q (1− abq2n+2)
τn(0) κ
−1
q q
−n2
(
a+ c− a(b+ c)qn+1)
σ˜′′ q−1(1 + abq2)
σ˜′(0) − 1
2
(
a+ c+ a(b+ c)q
)
σ˜(0) acq
λn q
−n+12 κ−1q [n]q(1− abqn+1)
ρn(s)
1
aq(1− q)
(aq, bq, cq, abc−1q, a−1x, c−1x; q)∞
(q, abq2, a−1c, ac−1q, qnx, bc−1qnx; q)∞
d2n
(1− abq)(q, bq, abc−1q; q)n
(1− abq2n+1)(aq, abq, cq; q)n (−ac)
nq
n(n+3)
2
αn 1
βn
q1+n
(
c+ a2bqn
(
(1 + b+ c)q1+n − q − 1)+ a(1 + c− cqn − cqn+1 + b(1− qn − cqn − qn+1 − cqn+1 + cq2n+1))
(1− abq2n)(1− abq2n+2)
γn − (1− q
n)(1− aqn)(1− bqn)(1− abqn)(c− abqn)(1− cqn)
a−1q−(n+1)(1− abq2n)2(1− abq2n−1)(1− abq2n+1)
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en 1− q− 12 [2]q2 (1−q
n+1)(1−abqn+2)
(1−qn)(1−abqn+1)
fn βn − q− 12 [2]q
2
βn−1(aq, bq, cq), βn(a, b, c) := βn
gn γn − q− 12 [2]q
2
(1− qn−1)(1− abqn)
(1− qn)(1− abqn+1)γn−1(aq, bq, cq), γn(a, b, c) := γn
αˆn/αn abq
n+1
2 [n]q
βˆn/βn − q
− 1+n2 a[n]q(1− abqn+1)
(
c+ ab2q2n+1 + b
(
1− cqn − cqn+1 − aqn(1 + q − cqn+1)))
c+ a2bqn
(
(1 + b+ c)q1+n − q − 1)+ a(1 + c− cqn − cqn+1 + b(1− qn − cqn − qn+1 − cqn+1 + cq2n+1)
γˆn/γn −1− abq
n+1
qn(1− q)
No´tese que como casos particulares de los q-polinomios pequen˜os de Jacobi se obtienen los
q-polinomios grandes de Laguerre (tomando b = 0) [82, p. 124], y los q-polinomios pequen˜os
de Jacobi (tomando c = 0) [82, p. 74]. No´tese adema´s que, a su vez, un caso especial de los
q-polinomios grandes de Laguerre son los q-polinomios afines de Kravchuck [82, p. 101]
KAffn (q
−s; p,N ; q) = Pn(q−s; p, q−N−1; q),
y dos casos especiales de los q-polinomios pequen˜os de Jacobi son los q-polinomios pequen˜os de
Laguerre (tomando b = 0) [82, p. 129], y los q-polinomios alternativos de Charlier [82, p. 136]
l´ım
a→0
pn
(
x; a,− b
aq
∣∣q) = Kn(x; a; q).
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Tabla A.4: Datos principales de los q-polinomios de Hahn
Qn(q
−x;α, β,N |q) x(s) = q−s [1, q−N ]
σ(s) (x− 1)(αqN − x)
Θ(s) −α(qx− qN )(βqx− 1)
τ ′n −qnκ−1q (1− αβq2−2n)
τn(0) κ
−1
q q
−n2
(
qn − αq + αqn+N − αβqN+1
)
σ˜′′ −(1 + αβq2)
σ˜′(0) 1
2
(
1 + αq + αqN + αβqN+1
)
σ˜(0) −αqN
λn q
n−1
2 κ−1q [n](1− αβq3−n)
ρn(s)
(αqn+1, q−N+n; q)s
(q, β−1q−N ; q)s
(αβq2n)−s
d2n −κq (α, βq
2; q)N
(βq; q)NαN
(q, αq, αβqN+2, βq, q
−N ; q)n
(αβq, αβqn+1, αβqn+1; q)n
(1− αβq)(−α)n
1− αβq2n+1 q
(n+1)(n2−N)
αn 1
βn
qn
1 + α− αqn − αqn+1 + αqN + α2β2q2n+N+1
(1− αβq2n)(1− αβq2n+2)
+αβ
(
qN − qn(1 + q)(1 + qN + αqN ) + q1+2n(1 + α+ αqN ))
(1− αβq2n)(1− αβq2n+2)
γn
(1− qn)(1− αqn)(1− βqn)(1− αβqn)(qn − qN )(1− αβqn+N )
α−1q−n(1− αβq2n)2(1− αβq2n−1)(1− αβq2n+1)
en 1− q− 12 [2]q
2
(1− qn+1)(1− αβqn+2)
q(1− qn)(1− αβqn+1)
fn βn − q− 12 [2]q
2
βn−1(αq, βq,N − 1), βn(α, β,N) := βn
gn γn − q− 12 [2]q
2
(1− qn−1)(1− αβqn)
(1− qn)(1− αβqn+1)γn−1(αq, βq,N − 1), γn(α, β,N) := γn
No´tese que un caso particular de los q-polinomios Hahn son los q-polinomios de Krawtchouk
[82, p. 125]
l´ım
α→0
Qn(q−x;α,−α−1q−1p,N |q) = Kn(q−x; p,N ; q).
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Tabla A.5: Datos principales de los q-polinomios duales de Hahn
W cn(x(s); a, b) µ(x) = [s]q[s+ 1]q [a, b− 1]
σ(s) q
1
2 (s+c+a−b+2)[s− a]q[s+ b]q[s− c]q
Θ(s) q
1
2 (−s+c+a−b+1)[s+ a+ 1]q[−s+ b− 1]q[s+ c+ 1]q
τ ′n −q−n
σ˜′′
1
2
κq
σ˜′(0)
−qa+1 − q1−b − qc+1 − qa−b+c+2 + 2q + 2
2(q − 1)
σ˜(0)
2q2(qa−b + qa+c + q−b+c)− (q + 1)q(qa + q−b + qc + qa−b+c+1) + q2 + 1
2(q − 1)2κq
λn q
− 12 (n−1)[n]q
ρn(s) q
− 12 s(s+1+n)−n
2
4 +
n
2 (a+c−b+ 32 ) Γ˜q(s+ a+ n+ 1)Γ˜q(s+ c+ n+ 1)
Γ˜q(s− a+ 1)Γ˜q(s− c+ 1)Γ˜q(s+ b+ 1)Γ˜q(b− s− n)
d2n q
1
2 (ac−ab−bc+a+c−b+1+2n(a+c−b)−n2+5n) Γ˜q(a+ c+ n+ 1)
[n]qΓ˜q(b− c− n]Γ˜q(b− a− n)
αn q
3
2n[n+ 1]q
βn
q
1
2 12(2n−b+c+1)[b− a− n+ 1]q[a+ c+ n+ 1]q
+q
1
2 (2n+2a+c−b+1)[n]q[b− c− n]q + [a]q[a+ 1]q
γn q
1
2 (n+3+2(c+a−b))[n+ a+ c]q[b− a− n]q[b− c− n]q
Tabla A.6: Datos principales de los q-polinomios de Meixner
Mn(q
−x; b, c; q) x(s) = q−s [1,+∞)
σ(s) q−1c(x− bq)
Θ(s) (x− 1)(x+ bc)
τ ′n q
−nκ−1q
τn(0) q
1−n2 (cqn − bcq + q)κ−1q
σ˜′′ 1
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σ˜′(0)
bqc+ c− q
2q
σ˜(0) −bc
λn q
−n+12 κ−1q [n]q
ρn(s)
(bq; q)s+n+1c
s+n+1q(
s+n+1
2 )
(q;−bcq; q)s+1
αn 1
βn q
−n + cq−2n−1(1 + q − (1 + b)qn+1)
γn cq
−4n+1(1− qn)(c+ qn)(1− bqn)
en 1− q− 12 [2]q
2
1− qn+1
1− qn
fn βn − q− 12 [2]q
2
βn−1(bq, cq
−1), βn(a, b) := βn
gn γn − q− 12 [2]q
2
1− qn−1
1− qn γn−1(bq, cq
−1), γn(a, b) := γn
αˆn/αn
1− qn
1− q
βˆn/βn
(1− q)(q−n + cq−2n−1(1 + q − (1 + b)qn+1))
q−1−2n(1− qn)(qn+1 + c(1 + q − bqn+1)
γˆn/γn 1− q
No´tese que casos particulares de los q-polinomios de Meixner son los q-polinomios cua´nticos
de Kravchuck [82, p. 98]
Kqtmn (q
−s; p,N ; q) =Mn(q−s; q−N−1,−p−1; q),
los polinomios de Al-Salam & Carlitz II [82, p. 137]
l´ım
c→0
Mn
(
x;−a
c
, c; q
)
=
(
−1
a
)n
q(
n
2)V (a)n (x; q),
y los q-polinomios de Charlier [82, p. 136]
Mn(x; 0, a; q) = Cn(x; a; q).
No´tese adema´s que los polinomios de Al-Salam & Carlitz I esta´n relacionados con los polino-
mios de Al-Salam & Carlitz II mediante la expresio´n [82, p. 114]
U (a)n (x; q
−1) = V (a)n (x; q).
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