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Abstract
We present improved deterministic distributed algorithms for a number of well-studied
matching problems, which are simpler, faster, more accurate, and/or more general than their
known counterparts. The common denominator of these results is a deterministic distributed
rounding method for certain linear programs, which is the first such rounding method, to our
knowledge. A sampling of our end results is as follows.
• An O(log2∆ · logn)-round deterministic distributed algorithm for computing a maximal
matching, in n-node graphs with maximum degree ∆. This is the first improvement in
about 20 years over the celebrated O(log4 n)-round algorithm of Han´c´kowiak, Karon´ski,
and Panconesi [SODA’98, PODC’99].
• A deterministic distributed algorithm for computing a (2+ ε)-approximation of maximum
matching in O
(
log2∆ · log 1
ε
+ log∗ n
)
rounds. This is exponentially faster than the clas-
sic O(∆ + log∗ n)-round 2-approximation of Panconesi and Rizzi [DIST’01]. With some
modifications, the algorithm can also find an ε-maximal matching which leaves only an
ε-fraction of the edges on unmatched nodes.
• An O(log2∆ · log 1
ε
+ log∗ n
)
-round deterministic distributed algorithm for computing a
(2 + ε)-approximation of a maximum weighted matching, and also for the more general
problem of maximum weighted b-matching. These improve over the O
(
log4 n · log1+εW
)
-
round (6+ε)-approximation algorithm of Panconesi and Sozio [DIST’10], whereW denotes
the maximum normalized weight.
• A deterministic Local Computation Algorithm (LCA) for a (2+ ε)-approximation of maxi-
mum matching with 2O(log
2 ∆) · log∗ n queries. This improves almost exponentially over the
previous deterministic constant approximations with query-complexity 2Ω(∆·log∆) · log∗ n.
1 Introduction and Related Work
We work with the standard LOCAL model of distributed computing [Lin87]: the network is ab-
stracted as a graph G = (V,E), with n = |V |, m = |E|, and maximum degree ∆. Each node has a
unique identifier. In each round, each node can send a message to each of its neighbors. We do not
limit the message sizes, but for all the algorithms that we present, O(log n)-bit messages suffice.
We assume that all nodes have knowledge of log∆ up to a constant factor. If this is not the case,
it is enough to try exponentially increasing estimates for log∆.
1.1 Broader Context, and Deterministic Distributed Rounding
Efficient deterministic distributed graph algorithms remain somewhat of a rarity, despite the inten-
sive study of the area since the 1980’s. In fact, among the four classic problems of the area — maxi-
mal independent set, (∆+1)-vertex-coloring, maximal matching, and (2∆−1)-edge-coloring — only
for maximal matching a poly log n-round deterministic algorithm is known, due to a breakthrough
of Han´c´kowiak, Karon´ski, and Panconesi [HKP98a,HKP99]. Finding poly log n-round determinis-
tic algorithms for the other three problems remains a long-standing open question, since [Lin87].
In a stark contrast, in the world of randomized algorithms, all these problems have O(log n)-
round [Lub86,ABI86] or even more efficient algorithms [BEPS12,Gha16,HSS16].
Despite this rather bleak state of the art for deterministic algorithms, there is immense mo-
tivation for them. Here are three sample reasons: (1) One traditional motivation is rooted in
the classic complexity-theoretic quest which seeks to understand the difference between the power
of randomized and distributed algorithms. (2) Another traditional motivation comes from prac-
tical settings where even small error probabilities cannot be tolerated. (3) Nowadays, there is
also a more modern motive: we now understand that in order to have faster randomized algo-
rithms, we must come up with faster deterministic algorithms.1 This connection goes in two
directions: (A) Almost all the recent developments in randomized algorithms use the shattering
technique [BEPS12,Gha16,HSS16,GS17] which randomly breaks down the graph into small com-
ponents, typically of size poly log n, and then solves them via a deterministic algorithm. Speeding
up (the n-dependency in) these randomized algorithms needs faster deterministic algorithms. (B)
The more surprising direction is the reverse. Chang et al. [CKP16] recently showed that for a large
class of problems the randomized complexity on n-node graphs is at least the deterministic com-
plexity on Θ
(√
log n
)
-node graphs. Hence, if one improves over (the n-dependency in) the current
randomized algorithms, one has inevitably improved the corresponding deterministic algorithm.
Ghaffari, Kuhn, and Maus [GKM17] recently proved a completeness-type result which shows
that “the only obstacle” for efficient deterministic distributed graph algorithms is deterministi-
cally rounding fractional values to integral values while approximately preserving some linear con-
straints.2 To put it more positively, if we find an efficient deterministic method for rounding, we
would get efficient algorithms for essentially all the classic local graph problems, including the four
mentioned above. Our results become more instructive when viewed in this context. The common
denominator of our results is a deterministic distributed method which allows us to round fractional
matchings to integral matchings. This can be more generally seen as rounding the fractional solu-
tions of a special class of linear programs (LPs) to integral solutions. To the best of our knowledge,
this is the first known deterministic distributed rounding method. We can now say that
matching admits an efficient deterministic algorithm because
matching admits an efficient deterministic distributed rounding.
1For instance, our improvement in the deterministic complexity of maximal matching directly improves the
randomized complexity of maximal matching, as we formally state in Corollary 1.3.
2Stating this result in full generality requires some definitions. See [GKM17] for the precise statement.
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1.2 Our Results
We provide improved distributed algorithms for a number of matching problems, as we overview
next.
1.2.1 Approximate Maximum Matching
Theorem 1.1. There is an O
(
log2∆ · log 1
ε
+ log∗ n
)
-round deterministic distributed algorithm for
a (2 + ε)-approximate maximum matching, for any ε > 0.
There are three remarks in order, regarding this result:
• For constant ε > 0, this O(log2∆+log∗ n)-round algorithm is significantly faster than the pre-
viously best known deterministic constant approximations, especially in low-degree graphs:
the O(∆+log∗ n)-round 2-approximation of Panconesi and Rizzi [PR01], the O(log4 n)-round
2-approximation of Han´c´kowiak et al. [HKP99], the O(log4 n)-round (3/2)-approximation
of Czygrinow et al. [CHS04a, CHS04b], and its extension [CH03] which finds a (1 + ε)-
approximation in logO(
1
ε
) n rounds.
• This O(log2∆ + log∗ n)-round complexity gets close to the lower bound — due to the cele-
brated results of Kuhn et al. [KMW06,KMW16] and Linial [Lin87] — of Ω(log∆/ log log∆+
log∗ n) that holds for any constant approximation of matching, even for randomized algo-
rithms.
• This distributed LOCAL algorithm can be transformed to a deterministic Local Computation
Algorithm (LCA) [ARVX12, RTVX11] for a (2 + ε)-approximation of maximum matching,
with a query complexity of 2O(log
3∆) · log∗ n. This is essentially by using the standard method
of Parnas and Ron [PR07], with an additional idea of [EMR14]. Using slightly more care,
the query complexity can be improved to 2O(log
2∆) · log∗ n. Since formally stating this result
requires explaining the computational model of LCAs, we defer that to the journal version.
We remark that this query complexity improves almost exponentially over the previous de-
terministic constant approximations with 2Ω(∆·log ∆) · log∗ n [EMR14].
1.2.2 (Almost) Maximal Matching, and Edge Dominating Set
Maximal Matching: Employing our approximation algorithm for maximum matching, we get an
O(log2∆ · log n)-round deterministic distributed algorithm for maximal matching.
Theorem 1.2. There is an O(log2∆ · log n)-round deterministic maximal matching algorithm.
This is the first improvement in about 20 years over the breakthroughs of Han´c´kowiak et al.,
which presented first an O(log7 n)- [HKP98a] and then an O(log4 n)-round [HKP99] algorithm for
maximal matching.
As alluded to before, this improvement in the deterministic complexity directly leads to an
improvement in the n-dependency of the randomized algorithms. In particular, plugging in our
improved deterministic algorithm in the maximal matching algorithm of Barenboim et al. [BEPS12]
improves their round complexity from O(log4 log n+ log∆) to O(log3 log n+ log∆).
Corollary 1.3. There is an O(log3 log n+log∆)-round randomized distributed algorithm that with
high probability3 computes a maximal matching.
3As standard, with high probability means with probability at least 1− 1/nc, for a desirably large constant c ≥ 2.
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Almost Maximal Matching: Recently, there has been quite some interest in characterizing the
∆-dependency in the complexity of maximal matching, either with no dependency on n at all or
with at most an O(log∗ n) additive term [HS12,GHS14]. Go¨o¨s et al. [GHS14] conjectured that
there should be no o(∆) +O(log∗ n) algorithm for computing a maximal matching.
Theorem 1.2 does not provide any news in this regard, because of its multiplicative log n-factor.
Indeed, our findings also seem to be consistent with this conjecture and do not suggest any way
for breaking it. However, using some extra work, we can get a faster algorithm for ε- maximal
matching, a matching that leaves only ε-fraction of edges among unmatched nodes, for a desirably
small ε > 0.
Theorem 1.4. There is an O
(
log2∆ · log 1
ε
+ log∗ n
)
-round deterministic distributed algorithm for
an ε-maximal matching, for any ε > 0.
This theorem statement is interesting because of two aspects: (1) This faster almost maximal
matching algorithm sheds some light on the difficulties of proving the aforementioned conjecture.
In a sense, any conceivable proof of this conjectured lower bound must distinguish between maximal
and almost maximal matchings and rely on the fact that precisely a maximal matching is desired,
and not just something close to it. Notice that since the complexity of Theorem 1.4 grows slowly
as a function of ε, we can choose ε quite small. By setting ε = ∆− poly log∆, we get an algorithm
that, in O(poly log∆ + log∗ n) rounds, produces a matching that seems to be maximal for almost
all nodes, even if they look up to their poly log∆-hop neighborhood. (2) Perhaps, in some practical
settings, this almost maximal matching, which practically looks maximal for essentially all nodes,
may be as useful as maximal matching, especially since it can be computed much faster.
Approximate Minimum Edge Dominating Set: As a corollary of the almost maximal match-
ing algorithm of Theorem 1.4, we get a fast algorithm for approximating minimum edge dominating
set, which is the smallest set of edges such that any edge shares at least one endpoint with them.
The proof appears in Section 6.3.
Corollary 1.5. There is an O(log2∆ · log ∆
ε
+log∗ n)-round deterministic distributed algorithm for
a (2 + ε)-approximate minimum edge dominating set, for any ε > 0.
Previously, the fastest algorithms ran in O(∆ + log∗ n) rounds [PR01] or O(log4 n) rounds
[HKP99], providing 2-approximations. Moreover, Suomela [Suo10] provided roughly 4-approximations
in O(∆2) rounds, in a restricted variant of the LOCAL model with only port numberings.
1.2.3 Approximate Maximum Weighted Matching and B-Matching
An interesting aspect of the method we use is its flexibility and generality. In particular, the
algorithm of Theorem 1.1 can be easily extended to computing a (2+ε)-approximation of maximum
weighted matching, and more interestingly, to a (2 + ε)-approximation of maximum weighted b-
matching. These extensions can be found in Sections 6.1 and 6.2.
Theorem 1.6. There is an O(log2∆ · log 1
ε
+ log∗ n)-round deterministic distributed algorithm for
a (2 + ε)-approximate maximum weighted matching, or b-matching, for any ε > 0.
To the best of our knowledge, this is the first distributed deterministic algorithm for approximat-
ing maximum (weighted) b-matching. Moreover, even in the case of standard matching, it improves
over the previously best-known algorithm: A deterministic algorithm for (6 + ε)-approximation of
maximum weighted matching was provided by Panconesi and Sozio [PS10], with a round com-
plexity of O
(
log4 n · log1+εW
)
, where W denotes the maximum normalized weight. However, that
deterministic algorithm does not extend to b-matching.
3
1.3 Related Work, Randomized Distributed Matching Approximation
Aside from the deterministic algorithms discussed above, there is a long line of research on ran-
domized distributed approximation algorithms for matching: for the unweighted case, [II86] pro-
vide a 2-approximation in O(log n) rounds, and [LPSP08] a (1 + ε)-approximation in O(log n) for
any constant ε > 0. For the weighted case, [WW04, LPSR07, LPSP08] provide successively im-
proved algorithms, culminating in the O(log 1
ε
· log n)-round (2 + ε)-approximation of [LPSP08].
Moreover, [KY09] present an O(log n)-round randomized algorithm for 2-approximate weighted
b-matching.
2 Our Deterministic Rounding Method, in a Nutshell
The main ingredient in our results is a simple deterministic method for rounding fractional solutions
to integral solutions. We believe that this deterministic distributed rounding will be of interest well
beyond this paper. To present the flavor of our deterministic rounding method, here we overview
it in a simple special case: we describe an O(log2∆)-round algorithm for a constant approximation
of the maximum unweighted matching in 2-colored bipartite graphs. The precise algorithm and
proof appear in Section 4.1.1.
Fractional Solution: First, notice that finding a fractional approximate maximum matching is
straightforward. In O(log∆) rounds, we can compute a fractional matching x ∈ [0, 1]m whose
total value
∑
e xe is a constant approximation of maximum matching. One standard method is
as follows: start with all edge values at xe = 2
−⌈log ∆⌉. Then, for O(log∆) rounds, in each round
raise all edge values xe by a 2-factor, except for those edges that are incident to a node v such that∑
e∈E(v) xe ≥ 1/2. Throughout, E(v) := {e ∈ E : v ∈ e} denotes the set of edges incident to node
v. One can easily see that this fractional matching has total value
∑
e xe within a 4-factor of the
maximum matching.
Gradual Rounding: We gradually round this fractional matching x ∈ [0, 1]m to an integral match-
ing x′ ∈ {0, 1}m while ensuring that we do not lose much of the value, i.e., ∑e x′e ≥ (∑e xe)/C,
for some constant C. We have O(log∆) rounding phases, each of which takes O(log∆) rounds. In
each phase, we get rid of the smallest (non-zero) values and thereby move closer to integrality. The
initial fractional matching has4 only values xe = 2
−i for i ∈ {0, . . . , ⌈log ∆⌉} or xe = 0. In the kth
phase, we partially round the edge values xe = 2
−i for i = ⌈log ∆⌉ − k + 1. Some of these edges
will be raised to xe = 2 · 2−i, while others are dropped to xe = 0. The choices are made in a way
that keeps
∑
e xe essentially unchanged, as we explain next.
Consider the graph H edge-induced by edges e with value xe = 2
−i. For the sake of simplicity,
suppose all nodes of H have even degree. Dealing with odd degrees requires some delicate care, but
it will not incur a loss worse than an O
(
2−i
)
-fraction of the total value. In this even-degree graph
H, we effectively want that for each node v of H, half of its edges raise xe = 2
−i to xe = 2 · 2−i
while the others drop it to xe = 0. For that, we generate a degree-2 graph H
′ by replacing each
node v of H with dH(v)/2 nodes, each of which gets two of v’s edges
5. Notice that the edge sets of
H ′ and H are the same. Graph H ′ is simply a set of cycles of even length, as H was bipartite.
In each cycle of H ′, we would want that the raise and drop of edge weights is alternating. That
is, odd-numbered, say, edges are raised to xe = 2 · 2−i while even-numbered edges are dropped
to xe = 0. This would keep x a valid fractional matching— meaning that each node v still
4Any fractional maximum matching can be transformed to this format, with at most a 2-factor loss in the total
value: simply round down each value to the next power of 2, and then drop edges with values below 2−(⌈log ∆⌉+1).
5This simple idea has been used frequently before. For instance, it gives an almost trivial proof of Petersen’s
2-factorization theorem from 1891 [Mul92]. It has also been used by [IS86,HKP98a,HKP99].
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has
∑
e∈E(v) xe ≤ 1— because the summation
∑
e∈E(v) xe does not increase, for each node v.
Furthermore, it would keep the total weight
∑
e xe unchanged. If the cycle is shorter than length
O(log∆), this raise/drop sequence can be identified in O(log∆) rounds. For longer cycles, we
cannot compute such a perfect alternation in O(log∆) rounds. However, one can do something
that does not lose much6: imagine that we chop the longer cycles into edge-disjoint paths of length
Θ(log∆). In each path, we drop the endpoints to xe = 0 while using a perfect alternation inside
the path. These border settings mean we lose Θ(1/ log ∆)-fraction of the weight. Thus, even over
all the O(log∆) iterations, the total loss is only a small constant fraction of the total weight.
3 Preliminaries
Matching and Fractional Matching: An integral matching M is a subset of E such that
e ∩ e′ = ∅ for all e 6= e′ ∈M . It can be seen as an assignment of values xe ∈ {0, 1} to edges, where
xe = 1 iff e ∈ M , such that cv :=
∑
e∈E(v) xe ≤ 1 for all v ∈ V . When the condition xe ∈ {0, 1} is
relaxed to 0 ≤ xe ≤ 1, such an assignment is called a fractional matching.
B-Matching: A b-matching for b-values {1 ≤ bv ≤ dG(v) : v ∈ V } is an assignment of values
xe ∈ {0, 1} to edges e ∈ E such that
∑
e∈E(v) xe ≤ bv for all v ∈ V . Again, one can relax this to
fractional b-matchings by replacing xe ∈ {0, 1} with 0 ≤ xe ≤ 1.
Maximal and ε-Maximal Matching: An integral matching is called maximal if we cannot add
any edge to it without violating the constraints. For ε > 0, we say that M ⊆ E is an ε- maximal
matching if |Γ+(M)| ≥ (1 − ε)|E| for Γ+(M) := {e ∈ E | ∃e′ ∈ M : e ∩ e′ 6= ∅}, that is, if after
removing the edges in and incident to M from G, at most ε|E| edges remain.
Maximum and Approximate Maximum Matching: A matching M∗ is called maximum if
it is the/a largest matching in terms of cardinality. For any c > 1, we say that a matching is
c-approximate if c
∑
e∈E xe ≥ |M∗| for a maximum matching M∗. In a weighted graph where each
edge e is assigned a weight we ≥ 0, we say that M∗ is a maximum weighted matching if it is the/a
matching with maximum weight w(M∗) :=
∑
e∈M∗ we. An integral matching M is a c-approximate
weighted matching if c
∑
e∈M we ≥ w(M∗).
We now state some simple and well-known facts about matchings.
Lemma 3.1. For a maximal matching M and a maximum matching M∗ in G = (V,E), we have
the following two properties: (i) |M | ≥ |E|2∆−1 , and (ii) |M
∗|
2 ≤ |M | ≤ |M∗|.
Lemma 3.2 (Panconesi and Rizzi [PR01]). There is an O(∆ + log∗ n)-round deterministic dis-
tributed algorithm for maximal matching. Furthermore, if a q-coloring of the graph is provided,
then the algorithm runs in O(∆ + log∗ q) rounds.
Many problems are easier in small-degree graphs. To exploit this fact, we sometimes use the
following simple transformation which decomposes a graph into graphs with maximum degree 2 —
that is, node-disjoint paths and cycles — with the same edge set, in zero rounds. As mentioned
before, this has been used frequently in prior work [Mul92, IS86,HKP98a,HKP99].
2-decomposition: We 2-decompose graph G as follows. For every node v ∈ V , introduce ⌈dG(v)2 ⌉
copies and arbitrarily split its incident edges among these copies in such a way that every copy has
degree 2, with the possible exception of one copy which has degree 1 (when v has odd degree). The
graph on these copy nodes is what we call a 2-decomposition of G. See Figure 1 for an example.
6Our algorithm actually does something slightly different, but describing this ideal procedure is easier.
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Figure 1: A graph and its 2-decomposition.
4 Approximate Maximum Matching
We present a (2 + ε)-approximation algorithm for maximum matching, proving Theorem 1.1. The
first step towards this goal is finding a constant approximation, explained in Section 4.1. We show
in Section 4.2 how to further improve this approximation ratio to 2 + ε.
4.1 Constant Approximate Maximum Matching
In this subsection, we show how to compute a constant approximation.
Lemma 4.1. There is an O(log2∆ + log∗ n)-round deterministic distributed algorithm for a c-
approximate maximum matching, for some constant c.
The key ingredient for our c-approximation algorithm of Lemma 4.1 is a distributed algorithm
that computes a constant approximate maximum matching in the special case of a 2-colored bipar-
tite graph. We first present the algorithm for this special case in Section 4.1.1, and then explain in
Section 4.1.2 how to reduce the general graph case to the bipartite case, hence proving Lemma 4.1.
4.1.1 Constant Approximate Maximum Matching in Bipartite Graphs
Next, we show how to find a c-approximate matching in a 2-colored bipartite graph.
Lemma 4.2. There is an O(log2∆)-round deterministic distributed algorithm for a c-approximate
maximum matching in a 2-colored bipartite graph, for some constant c.
Roadmap: The proof of Lemma 4.2 is split into three parts. In the first step, explained in
Lemma 4.5, we compute a 2−⌈log ∆⌉-fractional 4-approximate maximummatching inO(log∆) rounds.
The second step, which is also the main step of our method and is formalized in Lemma 4.6, is a
method to round these fractional values to almost integrality in O(log2∆) rounds. In the third
step, presented in Lemma 4.7, we resort to a simple constant-round algorithm to transform the
almost integral matching that we have found up to this step into an integral matching. As a side
remark, we note that we explicitly state some of the constants in this part of the paper, for the
sake of readability. We remark that these constants are not the focus of this work, and we have
not tried to optimize them.
We start with some helpful definitions.
Definition 4.3 (Loose and tight nodes and edges). Given a fractional matching, we call a node v
loose if cv =
∑
e∈E(v) xe ≤ 12 , and tight otherwise, where E(v) := {e ∈ E : v ∈ e}. We call an edge
loose if both of its endpoints are loose; otherwise, the edge is called tight.
Definition 4.4 (The fractionality of a fractional matching). We call a fractional matching 2−i-
fractional for an i ∈ N if xe ∈ {0}
⋃{
2−j : 0 ≤ j ≤ i}. Notice that a 2−0-fractional matching is
simply an integral matching.
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Step 1, Fractional Matching: We show that a simple greedy algorithm already leads to a
fractional 4-approximate maximum matching.
Lemma 4.5. There is an O(log∆)-round deterministic distributed algorithm for a 2−⌈log ∆⌉-fractional
4-approximate maximum matching.
Proof. Initially, set xe = 2
−⌈log ∆⌉ for all e ∈ E. This trivially satisfies the constraints cv =∑
e∈E(v) xe ≤ 1. Then, we iteratively raise the value of all loose edges in parallel by a 2-factor.
This can be done in O(log∆) rounds, since at the latest when the value of an edge is 1/2, both
endpoints would be tight. Once all edges are tight, for a maximum matchingM∗ we have
∑
e∈E xe =
1
2
∑
v∈V cv ≥ 12
∑
e={u,v}∈M∗(cu + cv) >
|M∗|
4 .
Step 2, Main Rounding: The heart of our approach, the Rounding Lemma, is a method that
successively turns a 2−i-fractional matching into a 2−i+1-fractional one, for decreasing values of i,
while only sacrificing the approximation ratio by a little.
Lemma 4.6 (Rounding Lemma). There is an O
(
log2∆
)
-round deterministic distributed al-
gorithm that transforms a 2−⌈log ∆⌉-fractional 4-approximate maximum matching in a 2-colored
bipartite graph into a 2−4-fractional 14-approximate maximum matching.
Proof. Iteratively, for k = 1, . . . , ⌈log ∆⌉ − 4, in phase k, we get rid of edges e with value xe = 2−i
for i = ⌈log ∆⌉− k+1 by either increasing their values by a 2-factor to xe = 2−i+1 or setting them
to xe = 0. In the following, we describe the process for one phase k, thus a fixed i.
Let H be the graph induced by the set Ei := {e ∈ E : xe = 2−i} of edges with value 2−i and use
H ′ to denote its 2-decomposition. Notice that H ′ is a node-disjoint union of paths and even-length
cycles. Set ℓ = 12 log ∆. We call a path/cycle short if it has length at most ℓ, and long otherwise.
We now process short and long cycles and paths, by distinguishing three cases, as we discuss next.
Each of these cases will be done in O(log∆) rounds, which implies that the complexity of one phase
is O(log∆). Thus, over all the O(log∆) phases, this rounding algorithm takes O(log2∆) rounds.
Case A, Short Cycles: Alternately set the values of the edges to 0 and to 2−i+1. Since the cycle
has even length, the values cv =
∑
e∈E(v) xe for all nodes v in the cycle remain unaffected by this
update. Moreover, the total value of the edges in the cycle stays the same.
Case B, Long Cycles and Long Paths: We first orient the edges in a manner that ensures
that each maximal directed path has length at least ℓ. This is done in O(ℓ) rounds. For that
purpose, we start with an arbitrary orientation of the edges. Then, for each j = 1, . . . , ⌈log ℓ⌉, we
iteratively merge two (maximal) directed paths of length < 2j that are directed towards each other
by reversing the shorter one, breaking ties arbitrarily. For more details of this orientation step, we
refer to [HKP98b, Fact 5.2].
Given this orientation, we determine the new values of xe as follows. Recall that we are given
a 2-coloring of nodes. Set the value of all border edges (that is, edges that have an incident edge
such that they are either oriented towards each other or away from each other) to 0, increase the
value of a non-border edge to 2−i+1 if it is oriented towards a node of color 1, say, and set it to 0
otherwise.
Now, we show that this process generates a valid fractional matching while incurring only a
small loss in the value. Observe that no constraint is violated, as for each node the value of at
most one incident edge can be raised to 2−i+1 while the other is dropped to 0. Moreover, in each
maximal directed path, we can lose at most 3 · 2−i in the total sum of edge values. This happens in
the case of an odd-length path starting with a node of color 2. Hence, we lose at most a 3
ℓ
-fraction
of the total sum of the edge values in long cycles and long paths.
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2−i+1
0
0
0
0
0
0
2−i+1
0
0
0
2−i+1
2−i+1
02−i+12−i+1 2−i+1 2−i+10 00 0
0
2−i+1 2−i+1 0 0 00
2−i+1
2−i+1
2−i+1
2−i+1
2−i+1
0
0
0
2−i+1
0
0
0
2−i+10 0
Figure 2: The edge values of a short and a long cycle induced by edges in Ei after rounding. In the long
cycle, nodes of color 1 are depicted as blue squares and nodes of color 2 as red circles.
2−i+1 0 2−i+1 0 2−i+1 0 2−i+1 0
0 0 2−i+1 0 0 02−i+1
Figure 3: The edge values of two short paths induced by edges in Ei after rounding. Tight endpoints are
depicted as (unfilled) boxes and loose endpoints as (filled) squares.
Case C, Short Paths: Give the path an arbitrary direction, that is, identify the first and the
last node. Set the value of the first edge to 2−i+1 if the first node is loose, and to 0 otherwise.
Alternately, starting with value 0 for the second edge, set the value of every even edge to 0 and of
every odd edge to 2−i+1. If the last edge should be set to 2−i+1 (that is, the path has odd length)
but the last node is tight, set the value of that last edge to 0 instead.
If a node v is in the interior of the path, that is, not one of the endpoints, then v can have at
most one of its incident edges increased to 2−i+1 while the other one decreases to 0. Hence the
summation cv =
∑
e∈E(v) xe does not increase. If v is the first or last node in the path, the value
of the edge incident to v is increased only if v was loose, i.e., if cv =
∑
e∈E(v) xe ≤ 12 . In this case,
we still have cv ≤ 1 after the increase, as the value of the edge raises by at most a 2-factor.
We now argue that the value of the matching has not decreased by too much during this update.
For that, we group the edges into blocks of two consecutive edges, starting from the first edge. If
the path has odd length, the last block consists of a single edge. The block value, that is, the sum
of the values of its two edges, of every interior (neither first nor last) block is unaffected. If an
endpoint v of a path is loose, the value of the block containing v remains unchanged or increases
(in the case of an odd-length path ending in v). If v is tight, then the value of its block stays the
same or decreases by 2−i+1, which is at most a 2−i+2-fraction of the value cv. This allows us to
bound the loss in terms of these tight endpoints. The crucial observation is that every node can be
endpoint of a short path at most once. This is because, in the 2-decomposition, a node can be the
endpoint of a path only if it has a degree-1 copy, which happens only for odd-degree vertices and
then exactly once. Thus, we lose at most a 2−i+2-fraction in
∑
v∈V cv when updating the values in
short paths.
Analyzing the Overall Effect of Rounding: First, we show that over all the rounding phases,
the overall loss is only a constant fraction of the total value
∑
e∈E xe. Let x
(i)
e and c
(i)
v denote the
value of edge e and node v, respectively, before eliminating all the edges with value 2−i. Putting
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together the loss analyses discussed above, we get
∑
e∈E
x(i−1)e ≥
∑
e∈E
x(i)e −
3
ℓ
∑
e∈E
x(i)e − 2−i+2
∑
v∈V
c(i)v ≥
(
1− 3
ℓ
− 2−i+3
)∑
e∈E
x(i)e .
It follows that
∑
e∈E
x(4)e ≥

⌈log∆⌉∏
i=5
(
1− 3
ℓ
− 2−i+3
)∑
e∈E
x(⌈log ∆⌉)e ≥

⌈log ∆⌉∏
i=5
e−2(
3
ℓ
+2−i+3)

∑
e∈E
x(⌈log ∆⌉)e
≥ e− 14−16
∑⌈log∆⌉
i=5 2
−i
∑
e∈E
x(⌈log∆⌉)e ≥
1
e
5
4
∑
e∈E
x(⌈log∆⌉)e ≥
1
4e
5
4
|M∗| ≥ 1
14
|M∗|
for a maximum matching M∗, recalling that we started with a 4-approximate maximum matching.
Here, the second inequality holds because 3
ℓ
+ 2−i+3 ≤ 12 , as i ≥ 5. Finally, observe that in all the
rounding phases the constraints cv =
∑
e∈E(v) xe ≤ 1 are preserved, since the value cv can increase
by at most a 2-factor and only when v is loose.
Step 3, Final Rounding: So far, we have an almost integral matching. Next, we round all edges
to either 0 or 1, by finding a maximal matching in the graph induced by edges with positive value.
Lemma 4.7. There is an O(1)-round deterministic distributed algorithm that, given a 2−4-fractional
14-approximate maximum matching in a 2-colored bipartite graph, computes an integral matching
that is 434-approximate.
Proof. In the given 2−4-fractional matching, xe 6= 0 means xe ≥ 116 . Thus, a node cannot have
more than 16 incident edges with non-zero value in this fractional matching. In this constant-degree
subgraph, a maximal matching M can be found in O(1) rounds using the algorithm in Lemma 3.2,
recalling that we are given a 2-coloring. We have |M | ≥ |{e∈E : xe>0}|31 ≥ 131
∑
e∈E xe by Lemma 3.1
(i), and, since we started with a 14-approximation, M is 434-approximate.
4.1.2 Constant Approximate Maximum Matching in General Graphs
We explain how the approximation algorithm for maximum matchings in 2-colored bipartite graphs
can be employed to find approximate maximum matchings in general graphs. The main idea is to
transform the given general graph into a bipartite graph with the same edge set in such a way that
a matching in this bipartite graph can be easily turned into a matching in the general graph.
Proof of Lemma 4.1. Let
−→
E be an arbitrary orientation of the edges E. Split every node v ∈ V
into two siblings vin and vout, and add an edge {uout, vin} to EB for every oriented edge (u, v) ∈ −→E .
Let Vin := {vin : v ∈ V } and Vout := {vout : v ∈ V } be the nodes with color 1 and 2, respectively. By
Lemma 4.2, a c-approximate maximum matching MB in the bipartite graph B = (Vin
⋃
Vout, EB)
can be computed in O
(
log2∆
)
rounds. We now go back to V , that is, merge vin and vout back into
v. This makes the edges of MB incident to vin or vout now be incident to v, leaving us with a graph
G′ = (V,MB) ⊆ G with maximum degree 2.
We compute a maximal matching M ′ in G′. Using the algorithm of Lemma 3.2, this can be
done in O(log∗ n) rounds. If an poly∆-coloring of G is provided, which implies a coloring of G′
with poly∆ colors, the round complexity of this step is merely O(log∗∆).
It follows from Lemma 3.1 (i) that |M ′| ≥ |MB |3 ≥
|M∗
B
|
3c ≥ |M
∗|
3c for maximum matchings M
∗
B in
B and M∗ in G, respectively. Thus, M ′ is a 3c-approximate maximum matching in G. The last
inequality is true since by introducing additional nodes but leaving the edge set unchanged (when
going from G to B), the maximum matching size cannot decrease.
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4.2 Wrap-Up: (2 + ε)-Approximate Matching and Maximal Matching
In this section, we iteratively invoke the constant approximation algorithm from the Section 4.1
to obtain algorithms for a (2 + ε)-approximate maximum matching (Theorem 1.1) and a maximal
matching (Theorem 1.2).
The approximation ratio of a matching algorithm can be improved from c to 2 + ε easily, by
O
(
log 1
ε
)
repetitions: each time, we apply the algorithm of Lemma 4.1 to the remaining graph, and
remove the found matching together with its neighboring edges from the graph.
Before explaining the details, we present the following frequently used trick.
Remark 4.8. If a poly∆-coloring of a graph is provided, we can go around the Ω(log∗ n) lower
bound of Linial [Lin87], omitting the additive O(log∗ n) term from the round complexity of the
algorithms presented in this paper. More generally, if such an algorithm is invoked iteratively, one
can first precompute an O(∆2)-coloring in O(log∗ n) rounds using Linial’s algorithm [Lin92], which
allows us to replace the O(log∗ n) term by O(log∗∆) by Lemma 3.2 in each iteration.
Proof of Theorem 1.1. Starting with G0 = G, for i = 0, . . . , k − 1, where k = O
(
log 1
ε
)
, iteratively
compute a c-approximate maximum matching Mi in Gi, using the algorithm of Lemma 4.1. We
delete Mi together with its incident edges from the graph, that is, set Gi+1 = (V,E(Gi) \ Γ+(Mi)).
Now, we argue that the obtained matching
⋃k−1
i=0 Mi is (2 + ε)-approximate. To this end, we
bound the size of a maximum matching in the remainder graph Gk.
LetM∗i be a maximum matching in Gi. An inductive argument shows that |M∗i | ≤
(
1− 1
c
)
i|M∗|.
Indeed, observe |M∗i+1| ≤ |M∗i | − |Mi| ≤
(
1− 1
c
)|M∗i | ≤ (1− 1c)i+1|M∗|, where the first inequality
holds since otherwiseM∗i+1∪Mi would be a better matching thanM∗i inGi, contradicting the latter’s
optimality. For k = log1− 1
c
ε
2(2+ε) , we thus have |M∗k | ≤ ε2(2+ε) |M∗|. As
⋃k−1
i=0 Mi is a maximal
matching in G \Gk by construction,
(⋃k−1
i=0 Mi
)
∪M∗k is a maximal matching in G. By Lemma 3.1
(ii), this means that
∣∣∣⋃k−1i=0 Mi
∣∣∣+ |M∗k | ≥ |M∗|2 , hence
∣∣∣⋃k−1i=0 Mi
∣∣∣ ≥ ( 12 − ε2(2+ε)
)
|M∗| ≥ |M∗|2+ε .
We haveO
(
log 1
ε
)
iterations, each takingO(log2∆+log∗ n) rounds. As mentioned in Remark 4.8,
by precomputing an O(∆2)-coloring in O(log∗ n) rounds, the round complexity of each itera-
tion can be decreased to O(log2∆ + log∗∆) = O(log2∆), leading to an overall running time
of O(log2∆ · log 1
ε
+ log∗ n) rounds.
Remark 4.9. The analysis above shows that the matchingM computed by the algorithm of Theorem 1.1
is not only (2+ε)-approximate, but also has the property that any matching in the remainder graph
(induced by E \ Γ+(M)) can have size at most ε|M∗| for a maximum matching M∗ in G.
If one increases the number of repetitions to O(log n), the found matching is maximal.
Proof of Theorem 1.2. Apply the c-approximation algorithm of Lemma 4.1 for k = log1− 1
c
1
n
iter-
ations on the respective remainder graph, as described in the proof of Theorem 1.1. The same
analysis (also adopting the notation from there) shows that a maximum matching M∗k in the re-
mainder graph Gk must have size |M∗k | ≤ |M
∗|
n
< 1, which means that Gk is an empty graph. But
then
⋃k−1
i=1 Mi must be maximal.
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5 Almost Maximal Matching
In the previous section, we have seen how one can obtain a matching that reduces the size of the
matching in the remainder graph, that is, the graph after removing the matching and all incident
edges, by a constant factor. Intuitively, one would expect that this also reduces the number of
remaining edges by a constant factor, which would directly lead to an (almost) maximal matching
just by repetitions. However, this is not the case, since not every matched edge removes the same
number of edges from the graph, particularly in non-regular graphs. This calls for an approach
that weights edges incident to nodes of different degrees differently, which naturally brings into
play weighted matchings.
In Lemma 5.1, we present a fast algorithm that finds a constant approximation of maximum
weighted matching based on the algorithm of Theorem 1.1. Then, we use this algorithm, by as-
signing certain weights to the edges, to find a matching that removes a constant fraction of the
edges in Lemma 5.2. Via O
(
log 1
ε
)
repetitions of this, each time removing the found matching
and its incident edges, we get an ε-maximal matching. More details are provided in the proof of
Theorem 1.4 in the end of this section. Observe that when setting ε = 1
n2
, thus increasing the
number of repetitions to O(log n), we obtain a maximal matching.
Lemma 5.1. There is an O
(
log2∆+ log∗ n
)
-round deterministic distributed algorithm for a 256-
approximate maximum weighted matching.
Proof. We assume without loss of generality that the edge weights are normalized, that is, from
a set {1, . . . ,W} for some maximum weight W . Round the weights we for e ∈ E down to the
next power of 8, resulting in weights w′e. This rounding procedure lets us lose at most a 8-factor
in the total weight and provides us with a decomposition of G into graphs Ci = (V,Ei) with
Ei := {e ∈ E : w′e = 8i} for i ∈ {0, . . . , ⌊log8W ⌋}.
In parallel, run the algorithm of Theorem 1.1 with ε = 1 on every Ci to find a 3-approximate
maximum matching Mi in Ci in O(log
2∆+ log∗ n) rounds. Observe that while the edges in
⋃
iMi
do not form a matching, since edges from Mi and Mj for i 6= j can be neighboring, a matching
M ⊆ ⋃iMi can be obtained by deleting all but the highest-index edge in every such conflict, that
is, by removing all edges e ∈Mi with an incident edge e′ ∈Mj for a j > i.
In the following, we argue that the weight of M cannot be too small compared to the weight of⋃
iMi by an argument based on counting in two ways.
Every edge e ∈ (⋃iMi) \M puts blame w′e on an edge in M as follows. Since e /∈ M , there is
an edge e′ incident to e such that e ∈ Mi and e′ ∈ Mj for some j > i. If e′ ∈ M , then e blames
weight we on e
′. If e′ /∈M , then e puts blame we on the same edge as e′ does.
For an edge e ∈ M ∩ Ei and j ∈ [i], let nj be the maximum number of edges from Mi−j that
blame e. An inductive argument shows that nj ≤ 2j . Indeed, there can be at most two edges from
Mi−1 blaming e, at most one per endpoint of e, and, for j > 1, we have nj ≤ 2 +
∑j−1
j′=1 nj′ ≤
2 +
∑j−1
j′=1 2
j′ = 2j , since at most two edges in Mi−j can be incident to e and at most one further
edge can be incident to each edge in Mi−j′ for j
′ < j.
Therefore, overall, at most
∑i
j=1 2
j8i−j ≤ 138i ≤ 13w′e weight is blamed on e. This means
that
∑
e∈(∪iMi)\M
w′e ≤ 13
∑
e∈M w
′
e, hence
∑
e∈∪iMi
w′e ≤ 43
∑
e∈M w
′
e, and lets us conclude that∑
e∈M∗ we ≤ 8
∑
e∈M∗ w
′
e ≤ 24
∑
e∈∪iMi
w′e ≤ 32
∑
e∈M w
′
e ≤ 256
∑
e∈M we for a maximum weighted
matching M∗.
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Next, we explain how to use this algorithm to remove a constant fraction of edges, by introducing
appropriately chosen weights. We define the weight of each edge to be the number of its incident
edges. This way, an (approximate) maximum weighted matching corresponds to a matching that
removes a large number of edges.
Lemma 5.2. There is an O
(
log2∆+ log∗ n
)
-round deterministic distributed algorithm for a 511512-
maximal matching.
Proof. For each edge e = {u, v} ∈ E, introduce a weight we = dG(u) + dG(v) − 1, and apply the
algorithm of Lemma 5.1 to find a 256-approximate maximum weighted matching M in G.
For the weight w(M∗) of a maximum weighted matching M∗, it holds that w(M∗) ≥ |E|, as the
following simple argument based on counting in two ways shows. Let every edge in E put a blame
on an edge in M∗ that is responsible for its removal from the graph as follows. An edge e ∈ M∗
blames itself. An edge e /∈M∗ blames an arbitrary incident edge e′ ∈M∗. Notice that at least one
such edge must exist, as otherwise M∗ would not even be maximal. In this way, |E| many blames
have been put onto edges in M∗ such that no edge e = {u, v} ∈M∗ is blamed more than we times,
as e can be blamed by itself and any incident edge. Therefore, indeed w(M∗) =
∑
e∈M∗ we ≥ |E|,
and, as M is a 256-approximate, it follows that
∑
e∈M we ≥ |E|256 .
Now, observe that we is the number of edges that are deleted when removing e together with
its incident edges from G. Since every edge can be incident to at most two matched edges (and
thus can be deleted by at most two edges in the matching), in total |Γ+(M)| ≥ 12
∑
e∈M we ≥ |E|512
many edges are removed from G when deleting the edges in and incident to M , which proves that
M is a 511512 -maximal matching.
We iteratively invoke this algorithm to successively reduce the number of remaining edges.
Proof of Theorem 1.4. For i = 0, . . . , k = O
(
log 1
ε
)
and G0 = G, iteratively apply the algorithm of
Lemma 5.2 to Gi to get a c-maximal matching Mi in Gi. Set Gi+1 = (V,E(Gi) \ Γ+(Mi)), that is,
remove the matching and its neighboring edges from the graph. Then M :=
⋃k−1
i=0 Mi for k = logc ε
is ε-approximate, since |E \ Γ+(M)| = |E(Gk)| ≤ ck|E| ≤ ε|E|, using |E(Gi+1)| ≤ c |E(Gi)|.
Overall, recalling Remark 4.8, this takes O(log2∆ · log 1
ε
+ log∗ n).
6 Extensions and Corollaries
6.1 B-Matching
In this subsection, we explain that only slight changes to the algorithm of Section 4 are sufficient to
make it suitable also for computing approximations of maximum b-matching. To this end, we first
introduce an approximation algorithm for maximum b-matching in 2-colored bipartite graphs in
Lemma 6.1. Then, we extend this algorithm to work for general graphs, in Lemma 6.5. Finally, in
the second part of the proof of Theorem 1.1 presented at the end of this subsection, we show that
the approximation ratio can be improved to a value arbitrarily close to 2, simply by repetitions of
this constant approximation algorithm.
Lemma 6.1. There is an O
(
log2∆
)
-round deterministic distributed algorithm for a c-approximate
maximum b-matching in a 2-colored bipartite graph, for some constant c.
This result is a direct consequence of Lemma 6.2, Lemma 6.3, and Lemma 6.4, which we present
next. These lemmas respectively show how a fractional constant approximate b-matching can be
found, how this fractional matching can be round to almost integrality, and how these almost
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integral values can be turned into an integral matching, while only losing a constant fraction of the
total value. The proofs are very similar to the ones in Section 4.1, except for the very last step of
rounding (Lemma 6.4), which requires one extra step, as we shall discuss.
In the following, we call a node v ∈ V loose if cv =
∑
e∈E(v) xe <
bv
2 , and tight otherwise. As
before, an edge e is called tight if either of its endpoints are tight, otherwise edge e is called loose.
The next lemma shows how to obtain a 4-approximate maximum b-matching in O(log∆) rounds.
Alternatively, [KMW06] find such a b-matching in O(log2∆) rounds.
Lemma 6.2. There is an O(log∆)-round deterministic distributed algorithm for a 2−⌈log ∆⌉-fractional
4-approximate maximum b-matching.
Proof of Lemma 6.2. As in Lemma 4.5, starting with xe = 2
−⌈log∆⌉ (and thus cv ≤ 1 ≤ bv), in
parallel, the edge values of non-tight edges with value ≤ 12 are gradually increased by a 2-factor.
This takes no more than O(log∆) rounds. We employ a simple argument based on counting in
two ways to show that this yields a 4-approximation of a maximum b-matching M∗. Let each edge
e ∈M∗ blame one of its tight endpoints, if existent. If there is no tight endpoint, the value of the
edge is ≤ 1, and is blamed to e. In this way, each tight node v — which by definition has value
cv =
∑
e∈E(v) xe ≥ 12 — is blamed at most bv times. Let v split this blame uniformly among its
incident edges in M∗ such that each edge e′ is blamed at most twice its value xe′ . In this way,
every edge e′ is blamed at most 4xe′ , as it can be blamed by both of its tight endpoints, or by the
edge itself if it has no tight endpoint. It follows that |M∗| ≤ 4∑e∈E xe.
Next, we transform this fractional solution into an almost integral solution, which is still a
constant approximation.
Lemma 6.3. There is an O(log2∆)-round deterministic distributed algorithm that transforms a
2−⌈log ∆⌉-fractional 4-approximate maximum b-matching in a 2-colored bipartite graph into a 2−4-
fractional 14-approximate maximum b-matching.
Proof of Lemma 6.3. As in the proof of Lemma 4.6, the edges of values 2−i for i = ⌈log ∆⌉, . . . , 5
are eliminated. We derive analogously that the fractional matching obtained at the end is a 14-
approximation, observing that changing the condition for tightness of a node from cv ≥ 12 to
cv ≥ bv2 ≥ 12 only helps in the analysis.
In a final step, the almost integral solution is transformed into an integral one. Notice that for
b-matchings, as opposed to standard matchings, the subgraph induced by edges with positive value
need not have constant degree. In fact, a node v ∈ V can have up to 16bv incident edges with non-
zero value. This prevents us from directly applying the algorithm of Lemma 3.2 to find a maximal
matching in the subgraph with non-zero edge values, as this could take O(maxv bv) = O(∆) rounds.
Lemma 6.4. There is an O(1)-round deterministic distributed algorithm that, given a 2−4-fractional
14-approximate maximum b-matching in a 2-colored bipartite graph, finds an integral 434-approximate
maximum b-matching.
Proof. We decompose the edge set induced by edges of positive value in the 2−4-fractional maximum
b-matching
{
x
(4)
e : e ∈ E
}
into constant-degree subgraphsCi = (V,Ei), as follows. We make at most
bv copies of node v, and we arbitrarily split the edges among these copies in such a way that every
copy has degree at most 16. This is done in a manner similar to the 2-decomposition procedure.
In parallel, run the algorithm of Lemma 3.2 on each Ci, in O(1) rounds. This yields a maximal
matching Mi for each Ci that trivially, by Lemma 3.1 (i), satisfies the condition |Mi| ≥ |Ei|31 . Now,
letM :=
⋃
iMi. Since each node v occurs in at most bv subgraphs and each Mi is a matching in Ci,
node v cannot have more than bv incident edges in M . Thus, indeed, M is a b-matching. Finally,
observe that M is 434-approximate, since |M | ≥ |{e∈E : x
(4)
e >0}|
31 ≥ 131
∑
e∈E x
(4)
e .
A similar argument as in Lemma 4.1 shows that the algorithm for approximate maximum b-
matchings in bipartite graphs from Lemma 6.1 can be adapted to work for general graphs.
Lemma 6.5. There is an O
(
log2∆+ log∗ n
)
-round deterministic distributed algorithm that com-
putes a c-approximate maximum b-matching, for some constant c.
Proof. Do the same reduction to a bipartite graph B as in the proof of Lemma 4.1, that is, create
an in- and an out-copy of every node, and, for an arbitrary orientation of the edges, make each
oriented edge incident to the respective copy of the corresponding nodes.
Compute a c-approximate maximum b-matching MB in B using the algorithm of Lemma 6.1.
Merging back the two copies of a node into one yields a graph with degree of node v bounded by 2bv ,
as vin and vout both can have at most bv incident edges in MB . Now, compute a 2-decomposition
of this graph. On each component C with edges EC ⊆MB , find a maximal matching MC in O(1)
rounds by the algorithm of Lemma 3.2.
Notice that for each node v without a degree-1 copy, its degree is at least halved in
⋃
C MC
compared to MB , and thus at most bv. If a node v has a degree-1 copy, then its degree need not
be halved. But this can happen only if v’s degree in MB is odd, thus at most 2bv − 1. In this case,
v has at most bv − 1 degree-2 copies and one degree-1 copy, which means that its degree in
⋃
C MC
is upper bounded by bv. We conclude that
⋃
CMC is indeed a b-matching.
Moreover, it follows from |MC | ≥ |EC |3 by Lemma 3.1 (i) that |
⋃
CMC | ≥ |MB|3 ≥
|M∗
B
|
3c ≥ |M
∗|
3c
for maximum b-matchings M∗B in B and M
∗ in G. Thus,
⋃
CMC is 3c-approximate.
Proof of Theorem 1.1 for b-matching. Starting with S0 = ∅, G0 = G, and b0v = bv for all v ∈ V ,
for i = 0, . . . , k = O
(
log 1
ε
)
, iteratively apply the algorithm of Lemma 6.5 to Gi with b-values
biv to obtain a c-approximate maximum b-matching Mi in Gi. Update b
i+1
v = b
i
v − dMi(v) and
Gi+1 = (V,Ei+1) with Ei+1 := Ei \
(
Mi ∪
{{u, v} ∈ Ei : bi+1v = 0 or bi+1u = 0}), that is, reduce the
b-value of each vertex v by the number dMi(v) of incident edges in the matching Mi and remove
Mi as well as all the edges incident to a node with remaining b-value 0 from the graph. The same
analysis as in the proof of Theorem 1.1 for standard matchings in Section 4.2 goes through and
concludes the proof.
Remark 6.6. The analysis above shows that the b-matching M returned by the b-matching approx-
imation algorithm of Theorem 1.1 is not only (2 + ε)-approximate in G, but also has the property
that any b-matching in the remainder graph, after removing M and all edges incident to a vertex v
with bv incident edges in M , can have size at most ε|M∗| for a maximum b-matching M∗ in G.
6.2 Weighted Matching
Proof Sketch of Theorem 1.6. Using the idea from [LPSP15, Section 4], we can iteratively invoke
the constant-approximation algorithm of Lemma 5.1 O(log 1
ε
) times to get a (2 + ε)-approximate
maximum weighted matching.
In each of the iterations i ≥ 1, we set up a new auxiliary weighted graph as follows. Let Mi−1
be the matching obtained in the previous iteration. For every edge e ∈ Mi−1, let w(e) = 0, and
for every edge e /∈ Mi−1, set w(e) to the gain if e is added to Mi−1 and the (possibly) incident
edges in Mi−1 are deleted (if we lose by this change, we set w(e) = 0). We then run the algorithm
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of Lemma 5.1 to get a 256-approximate maximum weighted matching in this auxiliary graph,
and augment Mi−1 along the edges in the matching in the auxiliary graph, i.e. add all edges in
the matching to Mi−1 and remove all the possibly incident edges. Lemma 4.3 in [LPSP15] (see
also [PS04]) shows that then w(Mi) ≥ 12
(
1− e− 23·256 i
)
w(M∗). Thus, after O(log 1
ε
) iterations, a
(2 + ε)-approximate maximum weighted matching is found.
6.3 Edge Dominating Set
An edge dominating set is a set D ⊆ E such that for every e ∈ E there is an e′ ∈ D such that
e ∩ e′ 6= ∅. A minimum edge dominating set is an edge dominating set of minimum cardinality.
Since any maximal matching is an edge dominating set, an almost maximal matching can easily be
turned into an edge dominating set: additionally to the edges in the almost maximal matching, add
all the remaining (at most ε′|E| many) edges to the edge dominating set. When ε′ is small enough,
the obtained edge dominating set is a good approximation to the minimum edge dominating set.
We next make this relation more precise.
Proof of Corollary 1.5. Apply the algorithm of Theorem 1.4 with ε′ = ε4∆ , say, to find an ε
′-
maximal matching M in G. It is easy to see that D = M ∪ (E \ Γ+(M)) is an edge dominating
set. Moreover, due to the fact that a minimum maximal matching is a minimum edge dominating
set (see e.g. [YG80]) and since maximal matchings can differ by at most a 2-factor from each
other, by Lemma 3.1 (ii), it follows, also from Lemma 3.1 (i), that (2 + ε)|D∗| ≥ (1 + ε2)|M | ≥
|M |+ ε2(2∆−1) |E| > |M |+ ε′|E| ≥ |D|.
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