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TOPOLOGY OF CLOSED 1-FORMS
AND THEIR CRITICAL POINTS
Michael Farber
Abstract. In this paper we suggest an analog of the Lusternik - Schnirelman theory
for closed 1-forms. Namely, we use cup-products and higher Massey products to find
topological lower bounds on the minimal number of geometrically distinct critical points
of any closed 1-form in a given cohomology class.
§1. Introduction
Let X be a closed manifold and let ξ ∈ H1(X ;R) be a nonzero cohomology class.
The well-known Novikov inequalities [N1, N2] estimate the numbers of critical points
of different indices of any closed 1-form ω on X lying in the class ξ, assuming that
all the singular points are non-degenerate in the sense of Morse. Novikov type in-
equalities were generalized in [BF1] for closed 1-forms with more general singularities
(non-degenerate in the sense of Bott). In [BF2] an equivariant generalization of the
Novikov inequalities was developed.
Novikov inequalities have found interesting and important applications in symplec-
tic topology, especially in the study of symplectic fixed points (Arnold’s conjecture).
Here we should mention the work of J.-C. Sikorav [S], Hofer - Salamon [HS], Van -
Ono [VO], and most recently the preprint of Eliashberg and Gromov [EG].
In this paper we describe new results, which give topological restrictions on the
number of geometrically distinct critical points of closed 1-form in a given cohomology
class. We impose no assumptions on the nature of the critical points. Therefore, the
results of this paper have the same relation to the classical Lusternik - Schnirelman
- Frolov - Elsgoltz theory, as Novikov’s theory has to the classical Morse theory.
The main theorem of the paper states that any closed 1-form ω on a closed n-
dimensional manifold must have at least clk(ξ) − 1 geometrically distinct critical
points, where ξ ∈ H1(M ;R) is the cohomology class of ω. Here 0 ≤ clk(ξ) ≤ n is the
number, which we define and study in this paper; we call it the cup-length associated
with the class ξ. It is defined using the cohomological cup-products in flat bundles,
which are somehow related to ξ (are ξ-generic). We prove also a theorem, which
produces easily computable lower bounds on the number of critical points of closed
1-forms using higher Massey products (instead of ξ-generic bundles).
We show by example that our estimates prove that in some cases any closed 1-form
on M has at least n − 1 critical points, where n = dimM . This type of estimate
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2cannot be improved since, as we show in this paper using the methods of Takens
[T], on any closed n-dimensional manifold, in any integral cohomology class ξ, there
always exists a closed 1-form with ≤ n− 1 critical points.
The main technical tool of our proof is the deformation complex which we describe
in 6.3. It provides a way of dealing simultaneously and polynomially with all flat
bundles of the form aξ ⊗ F , where a ∈ k, and also with their ”limit as a→ 0”.
Different estimates on the number of critical points of closed 1-forms were recently
suggested in [F2, F3], where we used flat line bundles which are described by complex
numbers, which are not Dirichlet units. The approach of the present paper has some
important advantages: simplicity, a larger variety of flat bundles which can be used
to produce the estimates, the possibility of using different fields (for example, fields
having positive characteristic). There are examples when the approach of this paper
gives stronger estimates than the approach of [F2, F3], although in some cases the
situation is the opposite.
The approach developed in the present paper, because of its simplicity and flexi-
bility, could have immediate infinite dimensional generalizations (for closed 1-forms
on Banach manifolds with Palais - Smale type conditions). Hence, the methods of
this paper may be applied to study of the problem of estimating the number of closed
trajectories of Hamiltonian systems, which was the main motivation of S. P. Novikov
in [N1, N2], while developing his theory. One may also hope to develop a Floer theory
version of the main theorem of the present paper, which would produce applications
in the theory of symplectic fixed points.
I am grateful to Shmuel Weinberger for his useful comments.
§2. The cup-length associated with a cohomology class
2.1. Notation. Let k be a fixed algebraically closed field. The most important
cases, which the reader should keep in mind are k = C or k being the algebraic
closure of a finite field Fp.
We will consider flat k-vector bundles E over a compact polyhedron X . We will
understand such bundles as locally trivial sheaves of k-vector spaces. The cohomology
Hq(X ;E) will be understood as the sheaf cohomology.
A flat vector bundle is determined by its monodromy – linear representation of the
fundamental group π1(X, x0) on the fiber E0 over the base point x0, which is given
by the parallel transport along loops. For example, a flat k-line bundle is determined
by a homomorphism H1(X) → k
∗; here k∗ is considered as a multiplicative abelian
group.
Given a real cohomology class ξ ∈ H1(X ;R), it can be viewed as a homomorphism
ξ : H1(X)→ R, and we will denote the kernel by ker(ξ). Let Vξ be the variety of all
k-line bundles over X , which have trivial monodromy along the curves in ker(ξ). If
r denotes the rank r = rank(H1(X)/ ker(ξ)), then Vξ can be identified with (k
∗)r.
2.2. Definition. A flat bundle F will be called ξ-generic if there is no E ∈ Vξ, so
that for some q, dimHq(X ;E ⊗ F ) < dimHq(X ;F ).
Note that this property depends only on ker(ξ).
It follows that if we have two classes ξ, η ∈ H1(X ;R) and ker(ξ) ⊂ ker(η) then
Vη ⊂ Vξ and any flat bundle, which is ξ-generic is also η-generic.
3The examples of ξ-generic bundles can be constructed as follows. Suppose for
simplicity that the class ξ is integral, ξ ∈ H1(X ;Z). Any a ∈ k∗ determines a flat
k-line bundle over X , so that the monodromy along any loop γ ∈ π1(X) is given
by a〈ξ,γ〉 ∈ k∗. We will denote this bundle by aξ. It is clear that the bundle aξ is
ξ-generic for almost all a, i.e. for all, except finitely many. For instance, in the case
k = C the bundle aξ is ξ-generic for all transcendental a ∈ C, cf. [F3].
A picture illustrating the notion of a ξ-generic bundle, gives Proposition 2.3 below.
This statement describes the behavior of the function E 7→ dimkH
i(X ;E⊗F ), when
E runs over flat k-line bundles E ∈ Vξ and F → X is an arbitrary fixed flat k-vector
bundle.
2.3. Proposition. Let X be a compact polyhedron, F → X be a flat k-vector bundle,
and ξ ∈ H1(X ;R) be a real cohomology class. For a fixed q, the function
E 7→ dimkH
q(X ;E ⊗ F ), E ∈ Vξ, (2-1)
has the following behavior:
(a) it is constant for all E lying outside an algebraic subvariety Σq(F ) ⊂ Vξ (the
jump subvariety);
(b) for E ∈ Σq(F ), the dimension of the cohomology dimkH
q(X ;E⊗F ) is greater
than the dimension of dimkH
q(X ;E ⊗ F ) for E ∈ (Vξ − Σq(F ));
(c) in the case k = C and F being the trivial line bundle, the common value of
dimkH
q(X ;E) for E ∈ (Vξ − Σq(F )) equals the Novikov number bq(ξ).
We refer to [N1-N3] for the definition of the Novikov numbers associated with the
cohomology class ξ ∈ H1(X ;R). We will also use the definition suggested in [F]
(using rings of rational functions instead of formal power series), which (as shown in
[F]) is equivalent to Novikov’s original definition.
Proposition 2.3 is well known.
2.4. Definition of the cup-length clk(ξ). Given a cohomology class ξ ∈ H
1(X ;R)
we will define the cup-length associated with ξ (denoted clk(ξ)) as the largest integer
m = 0, 1, 2, ..., so that there exist flat k-vector bundles E1, E2, . . . , Em and cohomology
classes
v1 ∈ H
d1(X ;E1), v2 ∈ H
d2(X ;E2), . . . , vm ∈ H
dm(X ;Em), (2-2)
such that:
(i) E1 and E2 are ξ-generic;
(ii) di > 0 for i = 3, . . . , m;
(iii) the cup-product
v1 ∪ v2 ∪ v3 ∪ · · · ∪ vm ∈ H
d(X ;E) (2-3)
is nontrivial. Here d =
∑
di and E = E1 ⊗E2 ⊗ · · · ⊗Em.
We will not focus our attention on the cases when clk(ξ) ≤ 1 since then the main
Theorem 3.1 will be vacuous.
In general, the numbers d1 and d2 (which appear in the above definition) are
allowed to be zero. For example, for ξ = 0 we may always take E1 = E2 = k (the
trivial line bundle) and v1 = v2 = 1 ∈ H
0(X ;k). This shows that clk(0) is the usual
cup-length of X plus 2.
4Note that d1 and d2 are automatically positive, assuming that the class ξ 6= 0 is
nontrivial and X is connected. Hence we obtain an inequality
clk(ξ) ≤ dim(X), ξ 6= 0. (2-4)
Here is another observation. Suppose that X is a closed orientable manifold. Then
clk(ξ) ≥ 2 if and only if some cohomology H
∗(X ;F ) is non-trivial for a ξ-generic
flat k-vector bundle F . Indeed, if Hi(X ;F ) is nontrivial then by the Poincare´ duality
there exists a nontrivial cup-product Hi(X ;F )⊗Hn−i(X ;F ∗)→ k, where n = dimX
and F ∗ is the dual flat k-vector bundle. It is clear that we may choose a ξ-generic F
so that F ∗ is also ξ-generic.
In the case k = C, a slightly weaker statement says that clk(ξ) ≥ 2 if at least one
of the Novikov numbers bi(ξ) is positive. This follows from Proposition 2.3.(c).
§3. The main result
3.1. Main Theorem. Let X be a closed manifold and let ω be a closed 1-form on X
lying in a cohomology class ξ ∈ H1(X ;R). Let S(ω) denote the set of critical points
of ω, i.e. the set of points p ∈ X such that ωp = 0. Then the Lusternik - Schnirelman
category of S(ω) satisfies
cat(S(ω)) ≥ clk(ξ)− 1. (3-1)
In particular, if the set of critical points S(ω) is finite then for the total number
#S(ω) of critical points,
#S(ω) ≥ clk(ξ)− 1. (3-2)
Here cat(S) denotes the classical Lusternik - Schnirelman category of S = S(ω),
i.e. the least number r, so that S can be covered by r closed subsets A1 ∪ · · · ∪ Ar
such that each inclusion Aj → S is null-homotopic.
Since clk(ξ) ≥ n, where n = dimX , the highest possible lower bound given by
Theorem 3.1 is #S(ω) ≥ n − 1. In the next section we will see examples where any
closed 1-form on a given closed manifold of dimension n has at least n − 1 critical
points. This estimate is the highest possible, as shown by the following result:
3.2. Theorem. Let X be a closed connected n-dimensional manifold, and let ξ ∈
H1(X ;Z) be a nonzero integral cohomology class. Then there exists a closed 1-form
ω on X, realizing ξ, having at most n− 1 critical points.
The proof is given in section §8, using the method of Takens [T].
3.3. Application: zeros of symplectic vector fields. As an immediate appli-
cation of the main Theorem 3.1 we will mention here a topological estimate of the
number of geometrically distinct zeros which must have a symplectic vector field.
Let X be a symplectic manifold with the symplectic form ν. Recall that a smooth
vector field V on X is called symplectic if the Lie derivative of ν with respect to V
vanishes, i.e. LV (ν) = 0.
Corollary. Let V be a symplectic vector field, and let S = S(V ) denote the set of
zeros of V . Then the Lusternik - Schnirelman category of S satisfies
cat(S) ≥ clk(ξV )− 1, (3-3)
5where ξV ∈ H
1(X ;R) denotes the cohomology class of the closed 1-form ω = iV (ν).
In particular, if S is finite, then for the number of distinct zeroes of V we have
#(S) ≥ clk(ξV )− 1. (3-4)
§4. Examples
4.1. Here we will construct in each dimension n ≥ 2 a closed n-dimensional manifold
X with non-trivial first Betti number so that any closed 1-form on X has at least
n− 1 critical points.
Let X be the connected sum of the real projective space RPn and S1 × Sn−1.
In other words, X is obtained from RPn by adding a handle of index one. Real
cohomology H1(X ;R) is one dimensional, generated by an integral class ξ which is
trivial on the projective space and goes along the handle once. We will show using
Theorem 3.1 that any closed 1-form in class ξ has at least n− 1 critical points. This
would imply our above statement since for any closed 1-form ω on X lying in a
nontrivial cohomology class we will have λω representing ξ for some λ ∈ R. Also,
from our arguments below it will be clear that the usual cup-length of X equals n
and so any function on X must have at least n + 1 critical points, according to the
Lusternik - Schnirelman theory.
In order to apply Theorem 3.1 we have first to choose a field k. We take k to be the
algebraic closure of the field Z2. Flat k-line bundles E over X belonging to Vξ must
be trivial over the projective space and they are determined by their monodromy
a ∈ k∗ along the handle. Such a line bundle is generic if and only if a 6= 1.
Let a ∈ k∗ be an n-th root of 1, and let E be a flat k-line bundle over X which
is trivial over the projective space and has monodromy a along the handle. We will
show that there is a class u ∈ H1(X ;E) so that 0 6= un ∈ Hn(X ;E⊗n) = Hn(X ;k).
This would give clk(ξ) ≥ n, and so Theorem 3.1 implies our statement.
Let X¯ denote the union ofRPn and S1×Sn−1 intersecting in a small n-dimensional
disk; thus, X is obtained from X¯ by removing the interior of this disk. It is clear that
the flat bundle E over X extends to a flat bundle E¯ over X¯ so that E¯|X ≃ E. Since
Hi(X¯; E¯) ≃ Hi(RPn; E¯|RPn)⊕H
i(S1 × Sn−1; E¯|S1×Sn−1)
for i > 0, we find a class u¯ ∈ H1(X¯; E¯) so that
u¯n 6= 0, and u¯|S1×Sn−1 = 0.
Let u = u¯|X ∈ H
1(X ;E). We claim that un 6= 0. Since the restriction map
Hn(RPn;k)⊕Hn(S1 × Sn−1;k) ≃ Hn(X¯;k)→ Hn(X ;k)
maps each of the summands isomorphically, we obtain that un 6= 0. 
4.2. Consider now an example having a higher first Betti number and so admitting
forms of higher rank. Let
X = RPn#(T q × Sn−q).
Arguments similar to those used above show that any closed 1-form on X has at least
n− 1 critical points.
64.3. Let n be odd, n = 2ℓ+ 1, and X be obtained by adding a handle of index 1 to
a lens space S2ℓ+1/Zp, where p is a prime number. Then for some v ∈ H
1(X ;Zp)
and u ∈ H2(X ;Zp), v ∪u∪ u∪ · · · ∪u 6= 0 (ℓ times factor u). Hence, taking for k the
algebraic closure of the finite Galois field Fp, we obtain, using arguments similar to
example 1, clk(ξ) ≥ ℓ+1 and so #S(ω) ≥ ℓ for any closed 1-form ω in class ξ, where
ξ ∈ H1(X ;R) is a generator.
Note the Theorem in [F2, F3] gives no positive information in examples 4.1 - 4.3.
Note also that we had some other examples in [F3], which prove the existence
of at least n − 1 critical points for closed 1-forms on n-dimensional manifolds. In
example 3 in section 1.8 of [F3] (the 3-manifold obtained by surgery on the knot 52)
the methods of the present paper give no positive information, although the methods
of [F3] predict the existence of critical points.
§5. Main Theorem in terms of higher Massey products
Our aim in this section is to find estimates on the cup-length clk(ξ) using higher
Massey products.
5.1. Massey products. We will deal here with a special kind of higher Massey
operations dr (where r = 1, 2, . . . ), determined by a one-dimensional cohomology
class ξ ∈ H1(X ;Z); these operations were also described by S.P. Novikov [N3]. The
first operation d1 : H
i(X ;k)→ Hi+1(X ;k) is the usual cup-product
d1(v) = (−1)
i+1v ∪ ξ, for v ∈ Hi(X ;k). (5-1)
The higher Massey products dr : E
∗
r → E
∗+1
r with r ≥ 2, are defined as the differ-
entials of a spectral sequence (E∗r , dr), (r ≥ 1) with the initial term E
∗
1 = H
∗(X ;k)
and the initial differential d1 : E
∗
1 → E
∗+1
1 given by (5-1). Each subsequent term E
∗
r
is the cohomology of the previous differential dr−1:
E∗r = ker(dr−1)/ im(dr−1). (5-2)
Traditionally, the following notation is used
dr(v) = (−1)
i+1 · 〈v, ξ, ξ, . . . , ξ︸ ︷︷ ︸
(r times)
〉, v ∈ Hi(X ;k). (5-3)
We will describe this spectral sequence in full detail in section §9 below.
Definition. A cohomology class v ∈ Hi(X ;k) is said to be ξ-surviver if dr(v) = 0
for all r ≥ 1.
5.2. Theorem. Let X be a closed manifold and ξ ∈ H1(X ;Z) be an integral coho-
mology class. Suppose that there exists a nontrivial cup-product
v1 ∪ v2 ∪ · · · ∪ vm 6= 0, (5-4)
where the first two classes v1 ∈ H
d1(X ;k) and v2 ∈ H
d2(X ;k) are ξ-survivors and
for i = 3, . . . , m the classes vi ∈ H
di(X ;Ei) belong to the cohomology of some flat
k-vector bundles Ei over X with di > 0. Then
clk(ξ) ≥ m (5-5)
7and hence any closed 1-form ω in class ξ has at least m− 1 critical points.
In case ξ = 0 (when we study critical points of functions) the class 1 ∈ H0(X ;k) is
a ξ-surviver. Hence in this case we may take v1 = v2 = 1. This shows that in the case
of functions Theorem 5.2 is reduced to the usual Lusternik - Schnirelman inequality:
we have clk(ξ) = cl(X)+ 2 and so the number of critical points of a function on X is
≥ clk(ξ)− 1 ≥ cl(X) + 1 as the Lusternik - Schnirelman theory states.
The proof of Theorem 5.2 is given in §9.
5.3. Detecting ξ-survivors. The following criterion allows us to show in some cases
that a given cohomology class v ∈ Hi(X ;k) is a ξ-surviver, where ξ ∈ H1(X ;Z).
Suppose that we may realize ξ by a smooth codimension one submanifold V ⊂ X,
having a trivial normal bundle, and we may realize the class v by a simplicial cochain
c, such that the support of c is disjoint from V . Then v is a ξ-surviver.
Indeed, this follows immediately from the definition of Massey operations dr (cf.
(9-18) and (9-17)) and also from the precise formula for δ1 (given in §9.3).
This applies to the class ξ itself and shows that it is a ξ-surviver, since we may
realize it by a cochain with support on a parallel copy of V . However, this observation
is useless in producing nontrivial products as in Theorem 5.2, because of the presence
of another ξ-surviver, which kills the whole product.
5.4. Example. Let X = RPn#(S1×Sn−1) (the real projective space with a handle
of index 1), and let ξ ∈ H1(X ;Z) be a class which restricts as the generator along
the handle and which is trivial on the projective space (as in 4.1). We may realize
this class ξ by a sphere V = Sn−1 cutting the handle. Let k be the algebraic closure
of Z2. We have a class v ∈ H
1(X ;k), which restricts as an obvious generator of
H1(RPn;k) and which is trivial on the handle. Applying the above criterion, we
see that v is a ξ-surviver (since we may realize it by a chain with support on the
projective space, i.e. disjoint from V ). As in 4.1 we obtain vn 6= 0 and hence by
Theorem 5.1, clk(ξ) ≥ n.
5.5. Example. Let Σg be a Riemann surface of genus g > 1. Consider the classes
v1, v2, ξ ∈ H
1(Σg;Z) which are Poincare` dual to the curves shown in Figure 1.
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Figure 1
Then by 5.3, v1 and v2 are ξ-survivors. Since v1 ∪ v2 6= 0, we obtain clk(ξ) = 2.
8Let now Y be an arbitrary closed manifold and X be Σg × Y . Let ξ
′ ∈ H1(X ;Z)
be the class with ξ′|Σg = ξ and ξ
′|Y = 0. Then clearly
clk(ξ
′) ≥ 2 + clk(Y ),
where clk(Y ) is the usual cup-length ofH
∗(Y ;k) (since we may multiply the pullbacks
of v1 and v2 with arbitrary classes coming from Y ).
This method produces many examples with large clk(ξ
′).
5.6. Formal spaces. IfX is a formal space [DGMS] then all higher Massey products
vanish. We obtain in such a situation that a class v ∈ Hi(X ;Q) is a ξ-surviver if
and only if v ∪ ξ = 0. In this case the statement of Theorem 5.2 is very simple.
According to [DGMS], the vanishing of all higher Massey products takes place in
any compact complex manifold X for which the ddc-Lemma holds (for example, if X
is a Ka¨hler or a Moiˇsezon space). This vanishing of higher products directly follows
from the diagram
{E∗M , d}
i
← {EcM , d}
ρ
→ {Hdc(M), d}
used in the first proof of the Main Theorem [DGMS], cf. page 270.
5.7. Remark. Theorem 5.2 becomes false if we allow products (5-4) with only one
ξ-surviver instead of two. Indeed, let X = S1 × Y and let ξ ∈ H1(X ;Z) be the
cohomology class of the projectionX → S1. Then ξ can be realized by a closed 1-form
without critical points (the projection). However, products of the form ξ∪v1∪· · ·∪vm,
where vi are pullbacks of some classes of Y , which have only one ξ-surviver ξ, may
be nontrivial for m = clk(Y ).
§6. Proof of Theorem 3.1 in the case of integral ξ.
In this section we will assume that the cohomology class ξ of the form ω is integral,
ξ ∈ H1(X,Z). We will also assume (without loss of generality) that ξ is indivisible
(i.e. not a multiple of an integral class). Our aim is to prove Theorem 3.1 under
these assumptions. The general case will be treated later in §7.
6.1. There exists a smooth map f : X → S1 such that ω = f∗(dθ), where dθ is the
standard angular form on the circle S1 ⊂ C, S1 = {z; |z| = 1}. Suppose that 1 ∈ S1
is a regular value of f and denote f−1(1) by V ⊂ X ; it is a smooth codimension one
submanifold. Let N denote the manifold obtained by cutting X along V . We will
denote by ∂+N and ∂−N the components of the boundary of N . We obtain a smooth
function
g : N → [0, 1], (6-1)
so that
(1) g is identically 0 on ∂+N and identically 1 on ∂−N and has no critical points
near ∂N ;
(2) letting p : N → X denote the natural identification map, for any x ∈ N ,
f(p(x)) = exp(2πig(x));
(3) p maps the set S(g) of critical points of g homeomorphically onto the set S(ω)
of critical points of ω.
96.2. For any subset X ⊂ N containing ∂+N we will denote by catN (X |∂+N) the
minimal number k such that X can be covered by k + 1 closed subsets
X ⊂ A0 ∪A1 ∪A2 ∪ · · · ∪Ak ⊂ N (6-2)
with the following properties:
(1) A0 is a collar of ∂+N , i.e. it contains a neighborhood of ∂+N and the inclusion
A0 → N is homotopic to a map A0 → ∂+N keeping the points of ∂+N ⊂ A
fixed;
(2) for j = 1, 2, . . . , k, each set Aj is disjoint from ∂+N and the inclusion Aj → N
is null-homotopic.
The number catN (X |∂+N) can be viewed as a relative version of the Lusternik -
Schnirelman category. We refer to [FH, R], where equivalent (but technically slightly
different) notions were studied.
Standard arguments of the Lusternik - Schnirelman theory give the inequality
catS(ω) = catS(g) ≥ catN (N |∂+N). (6-3)
6.3. The deformation complex. In the rest of §6 we will establish an inequality
catN (N |∂+N) ≥ clk(ξ)− 1. (6-4)
Together with (6-3) this will complete the proof of Theorem 3.1 in the case when ξ
is integral.
The proof of (6-4) will consist of building a polynomial deformation of the cochain
complex C∗(X ; aξ ⊗ F ) (where a is viewed as a parameter) into C∗(N, ∂+N ;F0) ”as
a → ∞”. The word ”deformation” is understood here as a finitely generated free
cochain complex C∗ over the ring P = k[τ ] of polynomials with coefficients in k
satisfying conditions (a) and (b) below. Here F → X is an arbitrary fixed k-vector
bundle over X , F0 is the induced flat bundle over N , and a
ξ denotes a flat k-line
bundle over X constructed as follows. Given a ∈ k∗, we will denote by aξ the flat
k-line bundle over X so that the monodromy along any loop γ ∈ π1(X) is a
〈ξ,γ〉 ∈ k∗.
The construction of the deformation C∗ goes as follows. We shall assume that N
is triangulated and ∂N is a subcomplex. Recall that V = f−1(1) (cf. 6.1) and we will
denote by i± : V → N the inclusions, which identify V with ∂±N correspondingly.
The given flat vector bundle F → X induces the flat vector bundle F0 → N and also
an isomorphism σ : i∗+F0 → i
∗
−F0.
Denote by Cq(N) and Cq(V ) the vector spaces of F0-valued cochains and δN :
Cq(N)→ Cq+1(N) and by δV : C
q(V )→ Cq+1(V ), the coboundary homomorphisms.
Let Cq(N)[τ ] and Cq−1(V )[τ ] denote free P -modules formed by ”polynomials
with coefficients” in the corresponding k-vector spaces; for example, an element
c ∈ Cq(N)[τ ] is a formal sum c =
∑
i≥0 ciτ
i with ci ∈ C
q(N) and only finitely
many ci’s are nonzero. We shall think of c ∈ C
q(N)[τ ] as a polynomial ”curve”,
which associates a point in Cq(N) with any τ ∈ k. The P -module structure is given
as follows: τ · c =
∑
i≥0 ciτ
i+1. It is clear that Cq(N)[τ ] and Cq−1(V )[τ ] are free
finitely generated P -modules and their ranks equal to the number of q-dimensional
simplices in N or (q − 1)-dimensional simplices in V , correspondingly.
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Consider the natural P -module extensions
δN : C
q(N)[τ ]→ Cq+1(N)[τ ], and δV : C
q(V )[τ ]→ Cq+1(V )[τ ]. (6-5)
They act coefficientwise so that δN and δV are P -homomorphisms. For example, if
α =
∑
i≥0 αiτ
i ∈ Cq(N)[τ ] then δN (α) =
∑
i≥0 δN (αi)τ
i.
Now we define a finitely generated free cochain complex C∗ over the ring P = k[τ ]
of polynomials with coefficients in k as follows: C∗ = ⊕Cq , where
Cq = Cq(N)[τ ]⊕ Cq−1(V )[τ ].
Elements of Cq will be denoted as pairs (α, β), where α ∈ Cq(N)[τ ] and β ∈
Cq−1(V )[τ ]. The differential δ : Cq → Cq+1 is given by the following formula:
δ(α, β) = (δN (α), (σ ⊗ i
∗
+ − τi
∗
−)(α)− δV (β)), (6-6)
where α ∈ Cq(N)[τ ] and β ∈ Cq−1(V )[τ ]. It is clear that C∗ is the usual cylinder of
the chain map σ ⊗ i∗+ − τi
∗
− with a shifted grading.
We claim now that:
(a) for any nonzero a ∈ k∗ there is a canonical isomorphism
Eqa : H
q(C∗ ⊗P ka)
≃
−→ Hq(X ; a−ξ ⊗ F ). (6-7)
Here ka is k which is viewed as a P -module with the following structure: τx = ax
for x ∈ k. We will call Eqa an isomorphism of evaluation at τ = a;
(b) for a = 0 we also have a canonical evaluation isomorphism (although the
bundle aξ does not exist)
Eq0 : H
q(C∗ ⊗P k0)
≃
−→ Hq(N, ∂+N ;F0), (6-8)
where k0 is k with the following P -module structure: τx = 0 for any x ∈ k.
To show (a) we note that Hq(X ; a−ξ⊗F ) can be identified with the cohomology of
complex C∗(X ; a−ξ ⊗ F ), consisting of cochains α ∈ Cq(N), satisfying the boundary
conditions
a i∗−(α) = σ ⊗ i
∗
+(α) ∈ C
q(V ). (6-9)
The complex C∗ ⊗P ka can be viewed as
Cq ⊗P ka = C
q(N)⊕ Cq−1(V )
with the differential given by
δ(α, β) = (δN (α), (σ ⊗ i
∗
+ − ai
∗
−)(α)− δV (β)), (6-10)
where α ∈ Cq(N) and β ∈ Cq−1(V ). It is clear that there is a chain homomorphism
C∗(X ; a−ξ⊗F )→ C∗⊗P ka (acting by α 7→ (α, 0)). It is easy to see that it induces an
isomorphism on the cohomology. Indeed, suppose that a cocycle α ∈ Cq(X ; a−ξ⊗F )
bounds in the complex C∗ ⊗P ka then there are α1 ∈ C
q−1(N), β1 ∈ C
q−2(V ) such
that α = δN (α1), i
∗
+(α1)−ai
∗
−(α1)−δV (β1) = 0.We may find a cochain β2 ∈ C
q−2(N)
such that σ ⊗ i∗+(β2) = β1 and i
∗
−(β2) = 0 (by extending β1 into a neighborhood of
∂+N). Then setting α2 = α1 − δN (β2) we have
α = δN (α2), σ ⊗ i
∗
+(α2)− ai
∗
−(α2) = 0, (6-11)
which means that α also bounds in Cq(X ; a−ξ ⊗ F ).
Similarly, suppose that (α, β) is a cocycle of complex C∗⊗P ka. As above we may
find a cochain β′ ∈ Cq−1(N) with σ⊗i∗+(β
′) = β and i∗−(β
′) = 0. Then (α−δN (β
′), 0)
is cohomologous to the initial cocycle (α, β) and is a cocycle of C∗(X ; a−ξ ⊗ F ).
This proves (a). The statement (b) follows similarly. 
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6.4. Relative deformation complex. We will define now a relative version of the
deformation complex C∗.
Let A ⊂ N be a simplicial subcomplex. We will assume that A is disjoint from
∂+N . Let C
q(N,A) denote the k-vector space of F0-valued cochains on N , which
vanish on A. Let Cq(N,A)[τ ] be the polynomial extension constructed similarly to
Cq(N)[τ ], cf. subsection 6.3 above. We define the complex C∗A as follows:
CqA = C
q(N,A)[τ ]⊕ Cq−1(V )[τ ]. (6-12)
The differential δ : CqA → C
q+1
A is defined by the following formula:
δ(α, β) = (δN,A(α), (σ ⊗ i
∗
+ − τi
∗
−)(α)− δV (β)), (6-13)
where α ∈ Cq(N,A)[τ ] and β ∈ Cq−1(V )[τ ]. Here δN,A : C
q(N,A) → Cq+1(N,A)
and δV : C
q(V ) → Cq+1(V ) denote the coboundary homomorphisms and also the
P -module extension. i∗± : C
q(N,A) → Cq(V ) denote the restriction maps of chains,
and the same symbols denote also their polynomial extensions i∗± : C
q(N,A)[τ ] →
Cq(V )[τ ].
Similarly to statements (a) and (b) in 6.3 we have:
(a’) for any a ∈ k∗ there is a natural isomorphism
Hi(C∗A ⊗P ka) ≃ H
i(X, p(A); a−ξ ⊗ F ), (6-14)
where p : N → X is the identification map, cf. 6.1;
(b’) also,
Hi(C∗A ⊗P k0) ≃ H
i(N,A ∪ ∂+N ;F0). (6-15)
6.5. Proposition (The lifting property). Suppose that A ⊂ N is a subcomplex
disjoint from ∂+N such that the inclusion A→ N is homotopic to a map with image
in a collar of ∂+N . Then the homomorphism C
∗
A → C
∗ induces an epimorphism on
the cohomology
Hi(C∗A ⊗P ka)→ H
i(C∗ ⊗P ka), i = 0, 1, 2, . . . (6-16)
for a generic a ∈ k (i.e. for all a ∈ k, except possibly finitely many points).
Proof. Let k0 denote the field k considered as a P -module with trivial τ action, i.e.
k0 = P/τP . We will show first that
Hi(C∗A ⊗P k0)→ H
i(C∗ ⊗P k0) (6-17)
is an epimorphism. We know from (b’) of subsection 6.4 that
Hi(C∗A ⊗P k0) ≃ H
i(N,A ∪ ∂+N ;F0) and H
i(C∗ ⊗P k0) ≃ H
i(N, ∂+N ;F0).
In the exact sequence
· · · → Hi(N,A ∪ ∂+N ;F0)→ H
i(N, ∂+N ;F0)
j∗
−→ Hi(A ∪ ∂+N, ∂+N ;F0)→ . . .
j∗ acts trivially and hence Hi(N,A∪∂+N ;F0)→ H
i(N, ∂+N ;F0) is an epimorphism.
This proves that (6-17) is an epimorphism. Now, Proposition 6.5 follows from Lemma
6.6 below. 
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6.6. Lemma. Let C and D be cochain complexes of free finitely generated P = k[τ ]-
modules and let f : C → D be a chain map. Suppose that for some q the induced map
f∗ : Hq(C ⊗P k0) → H
q(D ⊗P k0) is an epimorphism; here k0 is k considered with
the trivial P -action: k0 = P/τP . Then for a generic a ∈ k
∗ the homomorphism
f∗ : Hq(C ⊗P ka)→ H
q(D ⊗P ka) (6-18)
is an epimorphism; here ka denotes k with τ acting as the multiplication by a.
Proof. Denote by Zq(C), Zq(D) the cocycles of C and D and by Bq(C) and B
q(D)
their coboundaries. Recall that P is a PID, and hence Zq(C) and Zq(D) are free
P -modules.
Choose bases for Zq(C), Zq(D) and Dq+1 and express in terms of these bases the
map
f ⊕ d : Zq(C)⊕Dq+1 → Zq(D). (6-19)
The resulting matrix M is a rectangular matrix with entries in P .
We claim: there exists a minor A(τ) ∈ P of the matrix M of size rkZq(D) ×
rkZq(D), such that A(0) 6= 0. In fact, this claim is clearly equivalent to the require-
ment that f∗ : Hq(C ⊗P k0)→ H
q(D ⊗P k0) is an isomorphism.
Thus for a generic a ∈ k (except finitely many roots of A(τ) = 0) it follows that
A(a) 6= 0 and hence we obtain that the homomorphism
f ⊕ d : (Zq(C)⊗P ka)⊕ (D
q+1 ⊗P ka)→ Z
q(D)⊗P ka (6-20)
(which is described by the matrix M with substitution τ = a) and hence also (6-18)
are epimorphisms. 
6.7. Corollary. Let A ⊂ X be a closed subset such that A = p(A′), where A′ ⊂
N − ∂+N is a closed polyhedral subset such that the inclusion A
′ → N is homotopic
to a map with values in a collar of ∂+N . Then the restriction map
Hq(X,A; aξ ⊗ F )→ Hq(X ; aξ ⊗ F ) (6-21)
is an epimorphism for almost all a ∈ k∗ (i.e. for all, except finitely many).
Proof. We just combine the isomorphisms (a) and (a’) (cf. 6.3, 6.4) and Proposition
6.5. 
6.8. Lemma. Suppose that E1 and E2 are two ξ-generic flat bundles over X, and
w ∈ Hd1+d2(X ;E
∗
1 ⊗ E
∗
2) is such that the pairing
Ψw : H
d1(X ;E1)⊗H
d2(X ;E2)→ k, (6-22)
given by
Ψw(v1 ⊗ v2) = 〈v1 ∪ v2, w〉 ∈ k (6-23)
for vi ∈ H
di(X ;Ei), i = 1, 2, is nontrivial (i.e. is not identically zero). Then for
almost all a ∈ k∗ the pairing
Ψaw : H
d1(X ; aξ ⊗ E1)⊗H
d2(X ; a−ξ ⊗ E2)→ k, (6-24)
acting by formula (6-23) is nontrivial.
The proof will be given in §9.6; it will use the preliminary material described in
§9.1, 9.2.
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6.9. End of Proof of Theorem 3.1 for integral ξ. We need to establish inequality
(6-4). In other words, we want to prove the triviality of any cup-product
v1 ∪ v2 ∪ v3 ∪ · · · ∪ vm+2, (6-25)
where vi ∈ H
di(X ;Ei), i = 1, . . . , m + 2, d3 > 0, . . . , dm+2 > 0 and the bundles E1
and E2 are ξ-generic. Here m denotes the relative category m = catN (N |∂+N).
Suppose the contrary, i.e. that there exists a nontrivial product (6-25).
We know that N can be covered by closed subsets A0 ∪A1 ∪ · · · ∪Am = N so that
A0 is a collar of ∂+N , and for j = 1, 2, . . . , m the subset Aj is disjoint from ∂+N and
null-homotopic inN . Hence p(Aj) is null-homotopic inX for j = 1, 2, . . . , m. We may
assume (without loss of generality) that the sets Aj are polyhedral. Set Bj = p(Aj−2)
for j = 3, . . . , m+ 2. We also want to define the sets B1 and B2 as follows. Let U±
be a small cylindrical neighborhood of ∂±N in N . Set B2 = p(A0 − U+). Let B1 be
a closed cylindrical neighborhood of V in X containing p(U−) ∪ p(U+).
Applying Corollary 6.7 combined with Lemma 6.8, we may assume that the two
homomorphisms
Hd1(X,B1;E1)→ H
d1(X ;E1), H
d2(X,B2;E2)→ H
d2(X ;E2) (6-26)
are epimorphisms; if not, we may replace the bundle E1 by a
ξ ⊗ E1 and the bundle
E2 by a
−ξ ⊗ E2 for some a ∈ k
∗, leaving the other bundles Ej , with j > 2, without
modification. Thus we may lift the classes v1 and v2 to classes v˜1 ∈ H
d1(X,B1;E1)
and v˜2 ∈ H
d2(X,B2;E2), correspondingly. On the other hand, (since dj > 0 for
j = 3, . . . , m+2) we may lift the class vj for j = 3, . . . , m+2 to a relative cohomology
class v˜j ∈ H
dj (X,Bj;Ej).
Now, we get a contradiction to the assumption that the product (6-25) is nontrivial.
Indeed, it is obtained from the product v˜1 ∪ v˜2 ∪ v˜3 ∪ · · · ∪ v˜m+2 (lying in the space
Hd(X,∪m+2j=1 Bj ;E1 ⊗E2 · · · ⊗Em), where d =
∑m+2
j=1 dj), by restricting onto X , and
the cohomology Hd(X,∪m+2j=1 Bj ;E1 ⊗E2 · · · ⊗Em) vanishes since X = ∪
m+2
j=1 Bj. 
§7. Proof of Theorem 3.1 in the general case
Suppose first that ξ ∈ H1(X ;R) has rank 1, i.e. the image of the homomorphism
H1(X) → R determined by ξ is a free abelian group of rank 1 (an infinite cyclic
group). Then ξ can be written as ξ = λ · ξ0 where ξ0 is integral, ξ0 ∈ H
1(X ;Z),
λ ∈ R, and Theorem 3.1 clearly holds for ξ since (as it was proven) it holds for ξ0.
Thus Theorem 3.1 is established for all rank 1 classes.
The proof of Theorem 3.1 for classes ξ of rank > 1 consists of reducing it to the case
of classes of rank 1, which are dense in H1(X ;R). It is clear that small perturbations
of a closed 1-form may turn it into a rank 1 form with the same set of critical points.
In order to perform this plan, we need information on the dependence of the cup-
length clk(ξ) on the class ξ ∈ H
1(X ;R). Recall, that from our definition of the
cup-length in §2, it is clear that it depends only on ker(ξ) ⊂ H1(X).
Consider Nξ = {η ∈ H
1(X ;R); η|ker(ξ) = 0}. If η ∈ Nξ then Vη ⊂ Vξ and so any
ξ-generic flat bundle is η-generic. Hence, clk(η) ≥ clk(ξ).
Let ω be a closed 1-form lying in the cohomology class ξ ∈ H1(X ;R) of rank
r > 1. Let S = S(ω) denote the set of zeros of ω.
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Choose integral classes η1, η2, . . . , ηr ∈ Nξ forming a basis of Nξ. Since ηi|S = 0,
we may realize ηi by a smooth closed 1-form ωi so that it vanishes identically in a
neighborhood of S; here i = 1, 2, . . . , r. We may write ξ =
∑r
i=1 αiηi, with αi ∈ R.
Let α˜i be a rational number approximating αi, so that |αi − α˜i| < ǫ. Consider the
closed 1-form
ω˜ = ω −
r∑
i=1
(αi − α˜i)ωi. (7-1)
It coincides with ω in an open neighborhood U of the set S = S(ω) of critical points
of ω. On the other hand, it has no critical points outside U , if ǫ > 0 is small enough.
Hence, S(ω˜) = S(ω). The cohomology class ξ˜ =
∑r
i=1 α˜iηi of ω˜ has rank 1. Hence
we obtain
cat(S(ω)) = cat(S(ω˜)) ≥ clk(ξ˜)− 1 ≥ clk(ξ)− 1. (7-2)
This completes the proof. 
§8. Proof of Theorem 3.2
It is enough to prove Theorem 3.2 assuming that the given class ξ ∈ H1(M ;Z) is
indivisible and ξ 6= 0. We may realize the dual homology class to ξ by a connected
submanifold V , according to a well-known theorem of R. Thom. Let us cut M along
V and denote the resulting cobordism by N .
Using the theorem of Smale [S], we may find a self-indexing Morse function f on
N , so that f assumes constant values on the boundary of the cobordism N . We may
also assume that all the level sets f−1(c) are connected (otherwise one may use the
technique of Smale [S] to perform some cancelations of critical points of indices 0 and
1 or critical points of indices n− 1 and n).
Now, one observes that f has no critical points of indices 0 and n (since all the
level sets f−1(c) are connected). Thus, f may have only critical points of indices
1, 2, . . . , n − 1. Since the level sets are connected, we may collide all the critical
points of the same index into a single (degenerate) critical point, using the method of
Takens [T], §2. As a result, we get a function g on N with the following properties:
(a) g has at most n− 1 critical points in the interior of N ;
(b) g assumes a constant noncritical value on each boundary component of N .
For example, we may assume that g(N) ⊂ [−1, n+ 1] and g−1(−1) = ∂+N , g
−1(n+
1) = ∂−N . We obtain the following smooth map into the circle h : M → S
1 = R/Z,
where h(x) = exp(2πig(p(x))/(n+ 2)), and p : N → M is the canonical projection.
It is clear that h has at most n− 1 critical points. 
§9. Proof of Theorem 5.2 and Lemma 6.8
Our plan will be as follows. Assuming that there exists a non-trivial product
v1 ∪ v2 ∪ v3 ∪ · · · ∪ vm 6= 0 as in (5-4), so that the classes v1 and v2 are ξ-survivors,
we will show that one may deform the classes v1 and v2 to produce two families of
classes v1(a) ∈ H
d1(X ; a−ξ) and v2(a) ∈ H
d2(X ; aξ) ”rationally depending on a ∈ k∗
” so that for a generic a ∈ k∗ the cup-product v1(a)∪v2(a)∪v3∪· · ·∪vm is nontrivial.
The condition that v1 and v2 are ξ-survivors makes this deformation possible.
We will start with a general discussion of deformations of chain complexes.
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9.1. Deformations and their spectral sequences. Here we will discuss a spectral
sequence associated with a deformation of a chain complex. The Massey operations
(cf. 5.1) appear as the differentials of a spectral sequence of this type.
In a much more general situation of deformation of elliptic complexes the spectral
sequence of deformation was described in [F1].
Let (C, δt) be a cochain complex of finitely dimensional k-vector spaces so that
the differential δt depends polynomially on a parameter t. In other words,
δt = δ0 + tδ1 + t
2δ2 + · · ·+ t
sδs. (9-1)
Here each δi is a degree 1 morphism, δi ∈ Hom(C
∗, C∗+1), and we assume that
∑
i+j=k
δiδj = 0 for k = 0, 1, . . . . (9-2)
In particular,
δ20 = 0, and δ0δ1 + δ1δ0 = 0. (9-3)
Hence, for any value t ∈ k, the homomorphism δt is a differential on C, i.e. δ
2
t = 0.
In the above situation we will describe a spectral sequence (Er, dr), where r =
1, 2, . . . ,∞, with the following properties:
(i) the initial term is E∗1 = H
∗(C, δ0) (cohomology at the point t = 0).
(ii) the first differential d1 : E
∗
1 → E
∗+1
1 is the homomorphism induced by the
chain map δ1 (cf. (9-3)).
(iii) the differential dr : E
∗
r → E
∗+1
r depends only on the operators δ0, δ1, . . . , δr
(appearing in (9-1)).
(iv) for all large r the differential dr vanishes, and the limit term E
∗
∞ is isomorphic
to the cohomology H∗(C, δt) for a generic t ∈ k (i.e. for all t ∈ k, except finitely
many).
To construct this spectral sequence, consider the cochain complex (C[t], δ), where
C[t] = k[t]⊗kC is the space of polynomial curves with values in C, and the differential
δ : C[t]→ C[t] is a k[t]-homomorphism acting as follows:
δ(c) = δ0(c) + tδ1(c) + · · ·+ t
sδs(c), where c ∈ C. (9-5)
We have the following short exact sequence of cochain complexes
0→ (C[t], δ)
t
→ (C[t], δ)→ (C, δ0)→ 0 (9-6)
(multiplication by t and evaluation at t = 0). The corresponding cohomological long
exact sequence gives an exact couple (cf. [MT])
H∗(C[t], δ)
t
→ H∗(C[t], δ)
տ ւ
H∗(C, δ0).
(9-7)
The sw-arrow is the evaluation at t = 0 and the nw-arrow is the boundary homomor-
phism. We obtain the spectral sequence generated by this exact couple, cf. chapter
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7 in [MT]. The initial term is E∗1 = H
∗(C, δ0) and the first differential d1 clearly
coincides with the homomorphism induced by δ1 (using the general definition of the
differentials dr, cf. [MT]).
In order to verify (iv), we will first show that
dimkE
i
∞ = rankk[t]H
i(C[t], δ). (9-8)
In fact, the r-th derived couple
Dr
t
→ Dr
տ ւ
Er
has Dr = t
rH∗(C[t], δ). It follows that for large r the multiplication by t (the
horizontal arrow) will be monomorphic. Hence, for large r we obtain the short exact
sequence
0→ trH∗(C[t], δ)
t
→ trH∗(C[t], δ)→ E∗r → 0, (9-9)
which clearly implies (9-7).
Now we will show that rankk[t]H
i(C[t], δ) coincides with the dimension of the
cohomology H∗(C, δt) for a generic t ∈ k. For any a ∈ k we denote by ka the k[t]-
module on the underlying vector space k with t : k → k acting as multiplication
by a ∈ k. The complex (C, δa) (the initial chain complex with the differential (9-1)
where we set t = a) coincides with (C[t], δ)⊗k[t] ka. Hence we may use the Universal
Coefficients Theorem in order to compute the cohomology of (C, δa). We obtain
Hi(C, δa) = H
i(C[t], δ)⊗k[t] ka ⊕ Tork[t](H
i+1(C[t], δ),ka). (9-10)
Note that the polynomial ring k[t] is a PID and so it is clear that the Tor-summand
in (9-10) vanishes for almost all a ∈ k (i.e. for all except finitely many). Thus we
obtain that for a generic a ∈ k, dimkH
i(C, δa) = rankk[t]H
i(C[t], δ).
According to the general rules of constructing the spectral sequences out of exact
couples ([MT]), cf. also [F], pages 552 - 555, we have
Eir = Z
i
r/(tZ
i
r−1 + t
1−rδZi−1r−1), (9-11)
where Zir is defined as the subspace Z
i
r ⊂ C[t] consisting of chains c = c0 + tc1 +
t2c2 + . . . with ∑
i+j=ℓ
δi(cj) = 0, for ℓ = 0, 1, . . . , r − 1. (9-12)
The differential dr : E
i
r → E
i+1
r acts as the map t
−rδ : Zir → Z
i+1
r .
We may also express the constructed spectral sequence (Er, dr) in terms of the
k[t]-module H∗(C[t], δ), cf. [F], pages 552 - 555. Let H∗(C[t], δ) = F i ⊕ T i be the
representation as the sum of its free and torsion parts (as modules over k[t]). Then
Eir = F
i/tF i ⊕ T i/[tT i + (T i)r−1]⊕ (T
i+1)r/(T
i+1)r−1, (9-13)
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where (T i)r−1 denotes the subspace of T
i consisting of cohomology classes u with
tr−1u = 0. The action of dr in terms of this isomorphism is as follows: it vanishes on
the first and the second summand of the decomposition (9-13) and maps the third
summand of the decomposition of Eir into the second summand of the decomposition
of Ei+1r via the obvious homomorphism
(T i+1)r/(T
i+1)r−1 → (T
i+1)r/[tT
i+1 + (T i+1)r−1]. (9-14)
From the above computation of the spectral sequence of the deformation we obtain
the following corollary:
9.2. Corollary. (i) A cohomology class u ∈ Hi(C, δ0) = E
i
1 is a cycle of all dif-
ferentials (i.e. for all r, dr(u) = 0) if and only if there exists a cohomology class
u˜ ∈ Hi(C[t], δ), such that u˜|t=0 = u.
(ii) A cohomology class u ∈ Hi(C, δ0) = E
i
1 survives up to E
i
∞ (i.e. for all r, dr(u) =
0 and u /∈ im(dr)) if and only if there exists a cohomology class u˜ ∈ H
i(C[t], δ), such
that u˜|t=0 = u and there are no classes u˜ ∈ H
i(C[t], δ), such that u˜|t=0 = u and
tru˜ = 0 for some r ≥ 1.
(iii) the following conditions are equivalent:
(a) all the differentials dr are trivial, dr ≡ 0;
(b) the R-modules Hi(C[t], δ)⊗k[t]R are free, where R denotes the ring of rational
functions p(t)/q(t), where q(0) 6= 0, and p(t), q(t) ∈ k[t].
(c) for any fixed i, the dimension of the cohomology Hi(C, δ0) equals the minimum
of the dimensions dimkH
i(C, δa), where a ∈ k.
Indeed, in the notation above, we have
Ei1 = F
i/tF i ⊕ T i/tT i ⊕ (T i+1)1. (9-15)
A class u ∈ Ei1 is a cycle of all differentials iff it has a trivial (T
i+1)1-component. A
class u ∈ Ei1 survives up to E
i
∞ if and only if it has a nontrivial F
i/tF i component.
In this paper we will actually deal with a special kind of deformation (9-1) having
the form δt = δ0 + tδ1 (linear deformation). In this case some general formulae
become simpler. For example, here Zir is the subspace Z
i
r ⊂ C[t] consisting of chains
c = c0 + tc1 + t
2c2 + . . . with
δ0(cℓ) + δ1(cℓ−1) = 0, for ℓ = 0, 1, . . . , r − 1. (9-17)
The differential dr : E
i
r → E
i+1
r acts as follows
dr(c) = δ1(cr−1). (9-18)
Remark. Given a deformation (C, δt), one may replace the parameter t by τ = t−a.
In general, the obtained spectral sequence will be different, but will have the same
limit term. We will call it the spectral sequence of the deformation centered at t = a.
9.3. Now we will apply the general facts concerning deformations of chain complexes
(described above in 9.1 - 9.2), to the special situation of the deformation complex 6.3.
We will adopt the notation introduced in 6.3. In particular, X denotes a closed
manifold and V = f−1(1) (cf. 6.1) is a codimension one submanifold realizing the
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class ξ; N is obtained by cutting X along V . We assume that N is triangulated
and ∂N is a subcomplex. The maps i± : V → N denote the inclusions. C
q(N) and
Cq(V ) denote the vector spaces of k-valued cochains and δN : C
q(N) → Cq+1(N)
and δV : C
q(V )→ Cq+1(V ) denote the coboundary homomorphisms.
Now we define the deformation cochain complex (C∗, δt) as follows: C
∗ = ⊕Cq,
where Cq = Cq(N)⊕Cq−1(V ). Elements of Cq will be denoted as pairs (α, β), where
α ∈ Cq(N) and β ∈ Cq−1(V ). The differential δt : C
q → Cq+1 is given by the
following formula:
δt(α, β) = (δN (α), (i
∗
+ − (1 + t)i
∗
−)(α)− δV (β)), (9-19)
where α ∈ Cq(N) and β ∈ Cq−1(V ).
Comparing with formula (9-5) we see that this deformation is linear: δt = δ0+ tδ1.
The differential δ0 computes the cohomology H
∗(X ;k) (cf. (6-7)). The deforma-
tion δ1 : C
∗ → C∗+1 acts as follows: δ1(α, β) = (0,−i
∗
−(α)). We will denote the
homomorphism δ1 by (α, β) 7→ (−1)
|α|+1(α, β) ∪ ξ, where (α, β) ∈ C∗. We will see
below in section 9.4 (cf. (9-25)) that this notation is justified.
Applying the spectral sequence of 9.1 to the present situation and using isomor-
phisms (6-7), (6-8), we obtain that:
there exists a spectral sequence E∗r , r ≥ 1, with the initial term E
i
1 = H
i(X ;k), such
that dimkE
i
∞ coincides with dimkH
i(X ; aξ) for a generic a ∈ k∗.
According to 9.3, we see that the classes in Eir of this spectral sequence can be
described as cycles c0 ∈ C
i, δ0(c0) = 0 (considered up to a certain equivalence
relation), such that one may find cochains c1, . . . , cr−1 ∈ C
i with
δ0(c1) = (−1)
ic0 ∪ ξ, δ0(c2) = (−1)
ic1 ∪ ξ, . . . , δ0(cr−1) = (−1)
icr−2 ∪ ξ. (9-20)
The differential dr : E
i
r → E
i+1
r of the spectral sequence (cf. 9.3) maps the class
of c0 into the class of (−1)
i+1cr−1 ∪ ξ. Comparing this description with [N3] we
observe that the differentials of this spectral sequence are precisely the higher Massey
operations described by S. P. Novikov [N3]. Pazhitnov [P] showed that these Massey
operations are equivalent to the symmetric Massey products, which were introduced
and studied by D. Kraines [K].
9.4. Multiplication in the deformation complex. We will now describe the
multiplication
ψt : C
∗ ⊗k C
∗ → C∗, (9-21)
where C∗ is the deformation complex with the differential δt as in 9.3. Note that ψt
depends linearly on the parameter t.
Given c = (α, β) ∈ Cq and c′ = (α′, β′) ∈ Cq
′
, we set
ψt(c⊗ c
′) = (α ∪ α′, (−1)|α|(1 + t)i∗−(α) ∪ β
′ + β ∪ i∗+(α
′)) ∈ Cq+q
′
. (9-22)
It is not difficult to check (an unpleasant exercise!) that
δ0[ψt((α, β)⊗(α
′, β′))] = ψt(δt(α, β)⊗(α
′, β′))+(−1)|α|ψt((α, β)⊗δt′(α
′, β′)), (9-23)
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where t′ = (1 + t)−1 − 1. Hence, the pairing (9-21), viewed as a chain map
ψt : (C
∗, δt)⊗k (C
∗, δt′)→ (C
∗, δ0),
satisfies the Leibnitz rule.
If a ∈ k∗ and t = a− 1 then by (6-7) we know that Hi(C∗, δt) ≃ H
i(X ; a−ξ) and
Hj(C∗, δt′) ≃ H
j(X ; aξ), where t′ = (1 + t)−1 − 1. Also, H∗(C∗, δ0) ≃ H
∗(X ;k),
again by (6-7). It is quite obvious that the cohomological product
Hi(C∗, δt)⊗H
j(C∗, δt′)→ H
i+j(C∗, δ0),
derived from the pairing (9-21), coincides via the above mentioned isomorphisms with
the cup-product
∪ : Hi(X ; a−ξ)⊗Hj(X ; aξ)→ Hi+j(X ;k). (9-24)
To see this one repeats the arguments used at the end of section 6.3. We may realize
each cycle (α, β) of (C∗, δa) by a cycle of the form (α, 0), and then viewing formula
(9-22) makes our statement obvious.
It is clear that the pair (0, 1) ∈ C1 (where 1 ∈ C0(V ;k)) is a cycle, representing
the class ξ ∈ H1(X ;k) (more precisely, its image under the coefficient homomorphism
Z→ k, mapping 1 to 1). Hence we obtain (comparing with (9-22))
ψ0((α, β)⊗ (0, 1)) = (0, (−1)
|α|i∗−(α)) = (−1)
|α|+1δ1(α, β),
(where (α, β) ∈ C∗), which may be rewritten as
δ1(c) = (−1)
i+1c ∪ ξ, c ∈ Ci (9-25)
in accordance with our notation used in 9.3.
9.5. Completing the proof of Theorem 5.2. Assume that we are in conditions
of Theorem 5.2, i.e. there exists a non-trivial product v1 ∪ v2 ∪ v3 ∪ · · ·∪ vm 6= 0 as in
(5-4) with v1 ∈ H
d1(X ;k) and v2 ∈ H
d2(X ;k) being ξ-survivors and for i = 3, . . . , m
the class vi ∈ H
di(X ;Ei) has positive dimension di ≥ 1, where Ei is a flat bundle over
X . We would like to show that for a generic a ∈ k∗ there is a non-trivial cup-product
v′1 ∪ v
′
2 ∪ v3 ∪ · · · ∪ vm 6= 0, where v
′
1 ∈ H
d1(X ; aξ) and v′2 ∈ H
d2(X ; a−ξ).
Non-triviality of the product v1 ∪ v2 ∪ v3 ∪ · · · ∪ vm means that there exists a
homology class z ∈ Hd(X ;E
∗), where d =
∑
di and E = E3 ⊗ . . . Em, so that
〈v1 ∪ v2 ∪ v3 ∪ · · ·∪ vm, z〉 6= 0. Hence, setting z
′ = (v3 ∪ · · ·∪ vm)∩ z ∈ Hd1+d2(X ;k),
we will have 〈v1 ∪ v2, z
′〉 6= 0. Realizing z′ by a cycle in the complex (C∗, δ0) (which
we will still denote by z′), and composing with the multiplication map ψt gives a
family of chain maps
Ψt : (C
∗, δt)⊗k (C
∗, δt′)→ (k, 0), Ψt(c⊗ c
′) = 〈ψt(c⊗ c
′), z′〉, (9-26)
where (k, 0) is a cochain complex with trivial differential having k in dimension d1+d2
and all other chain groups are trivial. This chain map Ψt depends polynomially on
the parameters t and t′ = (1 + t)−1 − 1 and so can be viewed as assuming its values
in the following ring of rational functions (1 + t)−1k[t].
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Since v1 and v2 are ξ-survivors, by Corollary 9.2 we may find polynomial cycles
ct = c0 + tc1 + t
2c2 + . . . , c
′
t′ = c
′
0 + t
′c′1 + t
′2c′2 + . . .
with cj ∈ C
d1 and c′j ∈ C
d2 , such that c0 represents v1, c
′
0 represents v2 and the
following holds:
δt(ct) = 0, δt′(c
′
t′) = 0.
We obtain that Ψt(ct ⊗ c
′
t′) ∈ (1 + t)
−1k[t] is a rational function of t, regular for all
t 6= −1. Our assumptions give that Ψt(ct⊗ c
′
t′) 6= 0 for t = 0 (since 〈v1 ∪ v2, z
′〉 6= 0).
Hence for almost all a ∈ k∗ the function Ψt(ct ⊗ c
′
t′) is nonzero for t = a − 1. Now,
evaluating the cycle ct at t = a−1 we obtain a cohomology class v1(a) ∈ H
d1(X ; a−ξ)
and evaluating the cycle c′t′ at t
′ = a−1 − 1 we obtain a cohomology class v2(a) ∈
Hd2(X ; aξ) (in view of (6-7)). We have
〈v1(a) ∪ v2(a), z
′〉 = 〈v1(a) ∪ v2(a) ∪ v3 ∪ · · · ∪ vm, z〉 6= 0,
for almost all a ∈ k∗ since this value can be obtained by evaluating the rational
function Ψt(ct ⊗ c
′
t′) at t = a. This completes the proof. 
9.6. Proof of Lemma 6.8. We will use arguments based on Corollary 9.2, which
are similar to those used in the Proof of Theorem 5.2 given above.
Consider a local system τ ξ over X , which has fiber Λ = k[τ, τ−1] and where the
monodromy along any loop γ ∈ π1(X) is given by multiplication on τ
〈ξ,γ〉 : Λ → Λ.
For i = 1, 2, the cohomology H∗(X ; τ ξ ⊗k Ei) is a finitely generated Λ-module. Its
torsion part is supported on a finite set of points. Since we assume, that the flat
bundles E1 and E2 are ξ-generic, from statement (iii) of Corollary 9.2 we obtain that
the point τ = 1 does not belong to this support.
The τ = a evaluation map Λ → k, where a ∈ k∗, p ∈ Λ 7→ p(a), makes k a
Λ-module, which we will denote by ka. Using the Universal Coefficients Theorem we
obtain
Hdi(X ;Ei) ≃ H
di(X ; τ ξ ⊗k Ei)⊗Λ k1 i = 1, 2, (9-27)
(evaluation at τ = 1), where we have used the assumption that Ei are ξ-generic.
Hence we conclude that for any pair of classes vi ∈ H
di(X ;Ei), i = 1, 2, there exist
classes v˜1 ∈ H
d1(X ; τ ξ⊗kE1) and v˜2 ∈ H
d2(X ; τ−ξ⊗kE2), such that their evaluation
at τ = 1 gives vi, i.e. v˜i(1) = vi.
For any a ∈ k∗, we may evaluate v˜i at τ = a obtaining v˜i(a) ∈ H
di(X ; aξ ⊗k Ei).
We have the following family of pairings of local systems
Φa : (τ ξ ⊗k E1)⊗k (τ
−ξ ⊗k E2)→ E1 ⊗ E2, a ∈ k
∗, (9-28)
which act by (p⊗ e1)⊗ (q ⊗ e2) 7→ p(a)q(a)e1 ⊗ e2, where p, q ∈ Λ, e1 ∈ E1, e2 ∈ E2.
Using Φa, one constructs a family of cup-products
∪a : Hd1(X ; τ ξ ⊗k E1)⊗H
d2(X ; τ−ξ ⊗k E2)→ H
d1+d2(X ;E1 ⊗ E2). (9-29)
It is clear that for fixed v˜1 ∈ H
d1(X ; τ ξ ⊗k E1) and v˜2 ∈ H
d2(X ; τ−ξ ⊗k E2) the
product v˜1 ∪
a v˜2 ∈ H
d1+d2(X ;E1⊗E2) (as a function of a) is a polynomial in a and
a−1. We obtain for a ∈ k∗
〈v˜1 ∪
a v˜2, w〉 = Ψ
a
w(v˜1(a)⊗ v˜1(a)), (9-30)
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and so for a pair of classes vi ∈ H
di(X ;Ei), i = 1, 2, as above, the function a 7→
Ψaw(v˜1(a) ⊗ v˜2(a)), where a /∈ S, is a Laurent polynomial in a. This polynomial is
nontrivial for a = 1; hence for almost all a ∈ k∗ we have Ψaw(v˜1(a)⊗ v˜2(a)) 6= 0. This
completes the proof. 
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