We present the statistical mechanical foundation of nonisothermal stochastic processes, thereby generalizing Kramers' Fokker{Planck model for thermal activation and providing a microscopic context for Rolf Landauer's original ideas on state-dependent di usion. By applying projection operator methods suitable for nonlinear mesoscopic systems coupled to a heat bath, we develop the theory of classical Brownian motion (in position and momentum) including the local temperature as a dynamical variable. The ensuing stochastic process involves a microcanonical e ective mean force di erent from the free energy gradient, while the equilibrium potential is given by the availability. The e ective spatial di usion coecient in the Smoluchowski limit is calculated. The microcanonical analysis corresponds to the case of small thermal conductance.
Introduction
Thermally assisted transitions from a metastable state (with characteristic frequency ! 0 ) into a more permanent con guration are hindered by an activation barrier E = U b which is typically much higher than the available thermal energy T r (throughout k B = 1), i.e., U b =T r 1. From an ensemble point of view such processes (at rate ?) therefore appear to be slow on the timescale ( b 1=! 0 ) involved in an individual barrier crossing event, i.e., ?=! 0 1. This separation of timescales is implied in the historic Van 't Ho {Arrhenius E-mail: alec@phy.cuhk.edu.hk; tel.: +852 26096278; fax: +852 26035252. expression ? = a e ?U b =Tr ; (1.1) which was given a dynamical signi cance by Kramers in a seminal article 1] on the classical problem of a Brownian particle moving in an externally applied mechanical potential U(x) in a dissipative environment at xed temperature T r . Elementary transition state theory predicts the exponential prefactor (the`attempt rate' a ) to be a = ! 0 =2 . Attempt rates in the infrared or microwave region (10 10 {10 13 /s) and reaction rates of the order of 1{10 4 /s are common, e.g., in chemical kinetics.
The full dependence of a on the friction coe cient 2], the temperature T r and the shape of the barrier peak turned out to be a highly nontrivial problem. For very heavy damping ( =! b 1, with ! b being the harmonic frequency at the barrier peak) the problem reduces to one of spatial di usion. In this regime the reaction coordinate becomes a slow variable, the momentum may be eliminated adiabatically and the attempt rate takes on its Smoluchowski Much of the current interest in rate theory for dissipative systems (see e.g. Ref. 6 ]) has been prompted by advances in experimental techniques, especially of metastable magnetic ux states in superconducting ring devices containing a Josephson junction (SQUIDs; see Refs. 7{9]). On the one hand, such typically mesoscopic systems are su ciently large to allow the de nition of a`macroscopic' degree of freedom. The dynamics of such collective coordinates is essentially dissipative. For instance, the magnetic ux trapped in the SQUIDring is supported by the circulating supercurrent and real Josephson junctions are wellknown to present some (Ohmic) resistance. The potential energy U(x; T) of the SQUID consists of the magnetic energy stored in the ring plus the Josephson phase-locking energy of the junction, and depends on the temperature T in the junction area through the critical current I J (T ). This implies that U(x; T) has a thermodynamical (rather than the usual mechanical) signi cance. In fact, in a recent article we argued that as a consequence the critical temperature of the junction must be periodically suppressed as a function of the magnetic ux 10]. In the mean time, this has been con rmed experimentally 11] .
On the other hand, such systems are su ciently small to reveal their microscopic structure (e.g. the solid state matrix) in the form of thermal uctuations. Thermally activated jumps from one metastable state to another involve a particularly large, nonlinear change in the`reaction coordinate'. For a su ciently small system (e.g. a Josephson junction with heat capacity C 0 10 ?23 J/K, thermal Kapitza boundary conductance 1 10 ?10 W/K and b 10 ?12 s), such a typically nonequilibrium uctuation may cause the specimen's temperature T to deviate from the temperature T r of the external thermostat (e.g., the helium reservoir). In particular, the temperature dependence of the potential U(x; T) implies that the entropy will generally depend on the reaction coordinate, i.e. S = S(x; T). Consequently, a su ciently fast uctuation in x implies a corresponding variation in T. An isentropic uctuation which takes the system from the relatively stable state (near the potential minimum at x 0 ) to the unstable transition state (near the peak of the barrier at x b ) typically causes cooling. Such nonisothermal dynamical situations require a nontrivial extension of existing theory.
A phenomenological stochastic analysis was rst given by one of us in Refs. 12{14]. Using uctuation{dissipation arguments, mechanical and thermal noise were added to the deterministic evolution equations such that the total Fokker{Planck operator supposedly possessed the known equilibrium distribution|involving the availability 15]|as its stationary solution. Various limiting cases and approximations of the formalism were presented and applied to lifetime calculation problems in Josephson devices. In the thermally isolated case the results showed a substantial barrier (and, therefore, lifetime) enhancement.
An important disclaimer in Ref. 14] was the lack of a microscopic underpinning. For a thermally isolated system, such a foundation should be based on microcanonical classical statistical mechanics. The need for a microscopic derivation became pressing when it was realized 16] that the Fokker{Planck equation of Ref. 14] was, in a subtle way, incompatible with equilibrium statistics. Namely, in the nonlinear case a probability density is only speci ed when the associated measure is given, the transformation between di erent coordinates involving a nonconstant Jacobian. The original speci cation of the equilibrium measure P / exp f? r Agdxdp dS (with r the reservoir temperature, A the availability as in Eq. (6.4) below, and S the entropy) was shown to lead to a measure P / exp fS(x; p)g=T(x; p) dxdp in the isolated case (see Section 3 of Ref. 13] ). In the spatial di usion limit, the corresponding marginal distribution emerged as P / exp fS(x)g=T(x) dx.
In either case, the temperature denominator is not expected from microcanonical ensemble theory (cf. Eqs. (4.3), (5.11)), and leads to an unphysical overpopulation of the region in phase space close to absolute zero. Further, the precise connection between the`Kramers' quantities fS(x; p); T(x; p)g and the corresponding`Smoluchowski' variables fS(x); T(x)g remained unclear in the formulation of Ref. 12] . For a temperature (and hence, in the microcanonical ensemble, momentum) independent potential it was shown that the correct equilibrium measure could be implemented by a slight change of the Fokker{Planck operator, viz., by taking the present T (x; p)@ p on the r.h.s. of (4.8) instead of the original @ p T (x; p) (which emerges by transforming Eq. (3.4) of Ref. 13 ] from (x; S) to (x; p) coordinates). However, the extension of this heuristic approach to the more interesting case of a temperature dependent potential is far from obvious, while its justi cation is obscure already for the T-independent case.
In this article|on the happy occasion of Rolf Landauer's 70th birthday|we therefore give a microscopic derivation of a nonisothermal stochastic process, which will answer these questions. We shall concentrate on establishing the basic equations, in the simplest possible case. The analysis will therefore proceed on the level of Brownian motion, where a procedure for deriving the stochastic dynamics of collective variables that is general enough for our needs is available|the nonlinear-process projection technique. Some of its results that are central to the present analysis are summarized in Section 2, and, for the purpose of comparison, in Section 3 the isothermal Kramers equation is obtained by applying the projection formalism to the canonical ensemble.
In Section 4 the microcanonical case is examined, and it is shown that the e ective temperature becomes a dynamical variable, which, however, in this case is speci ed completely by position and momentum. The heuristic notions of 16] are con rmed, but upon introducing a novel mean force term (di erent from the free energy gradient) a Fokker{Planck description as in 12{14] is reconciled with equilibrium ensemble theory to the full extent of its original scope and in fact slightly beyond, since the present treatment is not restricted to constant transport coe cients. In Section 5, the spatial di usion limit is calculated by means of a systematic and well-de ned strong-friction expansion (given here for the thermally isolated case only). The results are compared to those of a projection technique similar to the one by which the basic Fokker{Planck equations themselves are derived from the manyparticle Hamilton equations. In Section 6, the restriction to constant energy E inherent in the microcanonical analysis is lifted by coupling the system to a heat bath, yielding the general nonisothermal stochastic process of the x, p, and E variables. A brief nal discussion is given in Section 7. Consider a classical dynamical system with Hamiltonian H, the microscopic state of which is described by a point ? in its phase space . One is interested in the time evolution of a set of collective variables a = fa i g, de ned microscopically as phase space functions a = A(?). This evolution is necessarily stochastic since, given an initial value (or probability distribution of values) of the macrostate a, the initial microstate is only known to lie on the hypersurface S(a) = f?j A(?) = ag. Parametrizing each such surface by coordinates a (so that ? = (a; a ) and d? = dad a ), it is possible to average over the initial value of a once the initial probability density on S(a) is known. This leads to the concept of a preparation class: decomposing the initial distribution (?; 0) in phase space as (?; 0) = P(a; 0)w(a; a ; 0) ; (2.1) with the conditional probability w(a; a ; 0) on S(a) normalized as R d a w(a; a ; 0) = 1, two distributions 1;2 (?) are said to belong to the same preparation class if they lead to the same conditional distribution w(a; a ) = (a; a )= R d a (a; a ). That is, a preparation class consists of distributions di ering only in their macroscopic part P(a) in Eq. (2.1). Let the system described by H(?) have a stationary distribution 2 (?) satisfying
where L is the Liouville operator. 3 The nal formulas for the stochastic process of a are considerably simpli ed w.r.t. the general case if one restricts attention to the stationary preparation class, i.e., to the initial distributions sharing the conditional probability w(?) with (?). This will indeed be done in what follows.
Given an ensemble of systems, all of which are in a macrostate a, the conditional distribution w enables the introduction of the reversible drift v(a) = R d a w(a; a ) _ A(a; a ), with _ A = ?LA. However, the individual members of the ensemble in general evolve with a velocity _ A(a; a ) 6 = v(a) (as has already been stated above Eq. (2.1)) and also on the average one can have R d a w(a; a ; t) _ A(a; a ) 6 = v(a), since the actual marginal distribution w(a; a ; t) will in general di er from w, even though the ensemble considered can be the subset with A(?) = a of a larger ensemble from the stationary preparation class. Therefore, in addition to the drift v there will be a random (for its average w.r.t. w vanishes) or di usive current, which has to be calculated as well. This is achieved in the projection operator formalism. First, the set of all phase space Eq. (2.8) is exact, 4 and hence useless (i.e., equivalent in di culty to the integration of the original Hamilton equations) unless further approximations are introduced. Following
Refs. 12{14] we will be especially interested in the Markovian or white noise limit (WNL), in which the di usion kernels (2.10) decay to zero on a time scale much faster than the one on which noticeable changes in P(a; t) take place. In this case the probability P on the r.h.s. of Eq. (2.8) can be taken outside both the s and|since the stochastic process of a is continuous|the a 0 -integrals. This at once leads to the conventional Fokker{Planck equation @ t P(a; t) = ?@ a i v i (a)P (a; t)] + @ a i h K ij (a) P(a) @ a j P(a) ? (3.3) which implicitly de nes the inverse temperature . The model is completed by specifying thè macrovariables' a = (x; p) by A(?) = (x 0 ; p 0 ), so that it will further be convenient to write m = m 0 and ? = (x 0 ; p 0 ; ? 1 ). This choice is appropriate for Brownian motion when m m i for all i 1, so that the 0-particle moves much more slowly than the other ones, its motion being appreciably changed only by a large number of interactions with the environment. The stationary macrodistribution is given by P(x; p) = e F?p 2 =2m?F(x)] ; (3.4) with the conditional free energy de ned as 5;6 F(x) = ?T ln 
so that the conditional free energy has the familiar meaning of potential of mean force. The last quantity in the FPE (2.11) to be evaluated for the present model is the di usion tensor K. Using (2.12) and (3.2) one obtains
The other components of K vanish since Q _ x = 0. One observes that, besides a dependence on x, the function K pp in general also has a p-dependence. 7 be absent in the leading order and we will henceforth neglect it. 8 In Section 4, the analogous statement will be that K as in (4.9) depends on p only as K(x; p; E) = K(x; E ?p 2 =2m) (cf. 4 The stochastic process in the microcanonical ensemble: Kramers projection
Before presenting the non-equilibrium thermodynamics of the Hamiltonian (3.1), we brie y recapitulate some basic notions of microcanonical equilibrium thermodynamics. Normalization of the phase space density in Eq. in terms if its microcanonical average. In the nonlinear regime the averaging over energy is a nontrivial operation, since the energy integration cannot be performed in steepest descent. Therefore, microcanonical quantities will throughout be indicated by a subscript`m' whenever there is a possibility of confusion. The lower limit of E 0 -integration in Eq. (4.6) in fact equals E min (x; p)|i.e., the global minimum of H(x; p; ? 1 ) taken over all ? 1 (assuming the potential to be bounded from below)|since below this value one has e Sm(x;p;E 0 ) = 0, with e Sm(x;p;E) ! 0 for E # E min (x; p). This familiar result for classical systems is well known to violate the Third Law. However, it actually is convenient in the present setting since for the stochastic process to be discussed below it provides an intrinsic cuto for low temperature, i.e., where a classical description fails anyhow.
With the e ective force given by Eq. (4.6), the white noise FPE (2. Of course, the projection and the inner product in (4.9) are de ned microcanonically, i.e., using w m as given by Eq. (4.5). In phenomenological models such as presented in 12{14] it is customary to take K(x; p)=mT (x; p) = 2 = const in Eq. (4.8), 11 but there is clearly no need to make this assumption. In fact, it will be shown in Section 5 that the e ective friction coe cient in the Smoluchowski (i.e., spatial di usion) limit of (4.8) in general acquires a position and temperature dependence even if it is taken constant in (4.8 Expanding the probability density as P = P (0) + P (1) + P (2) where p > (E) is de ned by T (x; p > ; E) = 0 while p < = ?p > since T = T (x; p 2 ), one has P (0) (x; p) = e Sm(x;p) (x; t) ; (5.3) where is a momentum independent but otherwise as yet undetermined function.
Using Eq. (5.3) for P (0) , the order K 0 of the large-K expansion is obtained as Z dp e Sm(x;p) : (5.8) Observing that (x) = expf?S m (x)gP(x) + O(K ?1 ) (with P(x) R dp P(x; p)), one can rewrite Eq. If the e ective force f = f(x) is momentum independent, the Fokker{Planck operator in (5.9) can be simpli ed by means of the identity expfS m (x)g@ x expf?S m (x)g = ?T ?1 (x)f(x) + @ x , with T ?1 (x) = R dp expfS m (x; p) ? S m (x)gT ?1 (x; p) so that
In this case the system's local temperature becomes a prescribed function T(x), which thus provides (now within a more fundamental context) an example of Rolf Landauer's original ideas on state-dependent di usive 
Projection operator analysis
We now rederive the nonisothermal Smoluchowski FPE (5.9) with projection operators, and examine which approximations have to be made in this formalism. Since the starting point Eq. (4.8) has itself been derived by projection from microcanonical ensemble theory, such a calculation also clari es the systematics of our analysis. Let us therefore write P(x; p) = expfS m (x; p)gQ(x; p). Eq. Introducing the projector 12 P x a Z dp e Sm(x;p)?Sm(x) a(x; p) ; (5.16) one has P x Q(x; p) = expf?S m (x)gP(x). Turning the crank (cf. Eq. (2.6)) then leads to
where we used P x H P x = 0 (a consequence of p-parity, i.e., of time reversal invariance), and introduced Q x = 11 ? P x andĤ = Q x H Q x . The second term on the r.h.s. is a transient that 12 The reason for giving the analysis i.t.o. Q instead of P|the projector taking the form P (P) x a = expfS m (x; p) ? S m (x)g R dp 0 a(x; p 0 ) in the latter case|is that P (P)
x is self-adjoint w.r.t. the inner product a; b] = R dxdp expfS m (x) ? S m (x; p)ga(x; p)b(x; p), which gives an in nite norm to all observables a(x; p) that do not vanish for jpj ! p > . Besides, P (P)
x obviously is not of the form (2.3){(2.5). Nevertheless, proceeding formally in terms of P (P)
x yields results equivalent to those obtained here; see Ref. 30] for the isothermal case.
can be made to vanish identically by starting P(x; p) in local equilibrium, i.e., by taking @ p Q(t=0) = 0. We suppose this done and make the Markov approximation to arrive at @ t P x Q = P x HĤ ?1 H P x Q ; (5.18) with H P x Q = (p=m)@ x ? expf?S m (x)gP(x) .
In order to evaluate the r.h.s. of (5.18), let g(x; p) = ?Ĥ ?1 H P x Q, where the operatorĤ will be approximated by its irreversible part (which is proportional to K). This is consistent with the Markov approximation, which is only valid for largeĤ , i.e., for large K (see Eq. (2.13)). 13 K(x; p 0 ) p 00 m ; (5.20) where the condition P x g = 0 determines the integration constant as (x) = 0, since the second term on the r.h.s. of (5.20) is odd in p and hence is annihilated by P x (cf. Eq. (5.6)).
Substitute (5.20) for g in @ t P(x) = expfS m g@ t P x Q = ? expfS m gP x H g, using the operator identity P x H = Z dp e Sm(x;p)?Sm(x) p m @ x + f(x; p)@ p = e ?Sm(x) Z dp p m @ x + @ p f(x; p) e Sm(x;p) = e ?Sm(x) @ x Z dp p m e Sm(x;p) : (5.21) A nal interchange of momentum integrations then reproduces the Smoluchowski FPE (5.9), which is what we set out to show. The Smoluchowski limit can also be taken directly in microcanonical ensemble theory, i.e., using the general formalism of Section 2. This is brie y discussed in the Appendix. 6 The nonisothermal Fokker{Planck equation
We will now generalize the theory of Section 4 to the case that the energy E of the system under study is no longer conserved, by coupling this system to an environment which plays the role of a heat bath. This extension leads to a truly nonisothermal stochastic process in the sense of Refs. 12{14].
Let us rst of all enlarge the phase space by the bath degrees of freedom, collectively denoted by ? b . That is, we write ? t = (? 0 ; ? b ) for the coordinates in the total space of`system 13 In the isothermal limit and for constant friction, the O( ?3 ) correction to (5.13) is well known (Ref. 6] and 30], where in the latter an overall factor ?1 |with = 2 |is missing in Eq. (6.4.108)). Since this correction conserves the Fokker{Planck structure|i.e., merely constitutes a modi cation of K(x)|it is not surprising that an additional approximation is necessary to derive (5.9) besides taking the Markov limit. plus bath', wherein ? 0 is to be identi ed with ? = (x 0 ; p 0 ; ? 1 ) of Sections 3 and 4. The bath is taken to be in nite, so that the canonical and microcanonical ensembles are e ectively equivalent for the total system. For de niteness, however, we choose the former, so that the theory from the outset involves the inverse reservoir temperature r as a parameter. (6. 3) where x 1;i denotes a position variable belonging to ? 1 etc. Note that @H 1 =@x 0 = 0, since the dynamics of the Brownian particle should not be in uenced directly by the state of the bath. The coupling H 1 is taken to be small and treated only in lowest nonvanishing order, since then a decomposition of the total system in`matrix plus reservoir', such as depicted in Fig. 1 (6.4) with the microcanonical availability 15, 23] de ned by A m (x; p; E) = E ? T r S m (x; p; E) = F m (x; p; E) + ? T (x; p; E) ? T r S m (x; p; E) ; (6.5) and where the normalization involves the (unconditional) free energy F 0 = ?T r ln Z 0 .
In the model (6.3), the (x; p)-dynamics at a given point (x 0 ; p 0 ; E 0 ) in macroscopic state space coincides with the microcanonical one to lowest (i.e., zeroth) order in H 1 4) ), the di erence being nontrivial for genuine nonlinear uctuations. The consequences of this modi cation|in particular in combination with a generalization of the transport coe cients such as mentioned above|for escape rate calculations as done in Ref. 13 ] have yet to be explored. 15 The relevance of Rolf Landauer's ideas on state-dependent di usion for metabistable ux states in SQUIDs was rst recognized by De Bruyn Ouboter, who added the essential thermodynamics to the scenario 23] and stimulated one of us to formulate the phenomenological theory put forward in Refs. 12{14]. In the present work that` rst and necessarily modest contribution' has been given a microscopic foundation by establishing the connection between the theory of nonisothermal stochastic processes and conventional statistical mechanics.
Of course, the second above quali er a fortiori holds for the present microscopic analysis. E.g., quantum e ects are not incorporated. Hence, the study of macroscopic quantum tunneling 6, 22, 31] in the nonisothermal regime, or the justi cation of Eq. (6.7) when the functions ff; S m ; K; Mg cannot be calculated in the classical approximation, is still beyond reach. The latter will e.g. be relevant to superconductivity, but quantum features will show up at low temperatures also in other systems. While at low T the present results satisfy the minimal requirement of being well-de ned (T = 0 constitutes a natural boundary in (6.7), cf. above Eq. (4.8)) our analysis should be extended to the case of nonisothermal mesoscopic quantum tunneling (MQT) a la Leggett and coworkers (Refs. 22, 32] ; see also Refs. 6,33]).
Finally, for the purpose of this Festschrift it is worth mentioning that in a related e ort to study local temperature measurements in systems with thermal (Kapitza) boundary resistances 34] we have developed a theory of`quantum thermometry' in two-and four-terminal measurement setups. In view of a striking analogy with resistance measurements in onedimensional conductors (as a scattering problem for ballistic electron transport), this brings us once more in touch with a pioneering contribution from Rolf Landauer's oeuvre 35{37].
Postscriptum amicorum
Dear Rolf, it is a privilege to have the opportunity to present a contribution to this Festschrift. Of course not being planned that way, it is remarkable in retrospect to see how close much of my work over the years has been to (and inspired by) yours. It was always a pleasure meeting you (e.g., Yorktown Heights, Tutzing, Tokyo) and to receive your response by mail, in the early pre-email days often aptly written in the corner of the returned outgoing letter. The theory presented on this occasion in fact dates back to your own work on state-dependent di usion. It provides a microscopic foundation for the generalization of the Kramers equation to situations (perhaps relevant for very small mesoscopic systems) where the local temperature may deviate from the reservoir value and, hence, must be considered as a dynamical variable. The technicalities are largely due to my co-author, Dr. Alec Maassen van den Brink, and taken from his recent thesis at the University of Amsterdam. I hope that you will appreciate the understanding we have gained in these`important questions' (your words!). We both wish you a long, enjoyable and active lifetime.
Hans for the conditional probability density, so that the Smoluchowski projectorP relates to the Kramers projector P implicit in Section 4 asP = P x P. The drift of x again vanishes by time reversal symmetry, i.e.,ṽ x = 0, and in the Markov limit one obtains @ t P(x) = @ x K (x)e 2) the extent of their applicability is di erent. Namely, Eq. (A.2) has been derived under the assumption that the dynamics of x is much slower than that of all other degrees of freedom, i.e., including p. On the other hand, Eq. (5.9) has been obtained under the additional condition that the variable p is much slower than all ? 1 -variables (cf. Eqs. (4.4) and (4.6)). Hence, for models in which x is a slow variable while p is not, it is Eq. (A.2) that will provide a valid description of the stochastic dynamics, not (5.9).
Similar remarks would apply to an extension of Eq. (A.2) along the lines of Section 6. However, the ensuing nonisothermal (x; E)-process will presently not be elaborated.
