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Résumé
Nous présentons dans cet article une nouvelle méthode
pour la modélisation des objets et de la scène dans un en-
vironnement intérieur inconnu. Les milieux intérieurs sont
composés d’une quantité d’objets susceptibles d’être dé-
placés. Nous souhaitons exploiter les multiples passages
d’une caméra dans un même lieu et tirer parti de ces dé-
placements pour modéliser d’une part la structure statique
de la scène et d’autre part les objets le constituant. Nous
proposons une association de méthodes de SLAM métrique
et de reconnaissance de lieu pour détecter et apprendre les
objets de façon automatique et enrichir la connaissance de
la scène.
Mots Clef
SLAM par vision, sac de mots, reconnaissance de lieu, dé-
tection d’objets.
Abstract
This paper presents a new solution for modeling the scene
and the objects in unknown environments. Many objects in
indoor environments are likely to be moved. We want to
make the most of several observations of a camera in the
same scene to represent the different places and objects. We
propose to combine methods of metrical localization and
place recognition to detect and model objects and extend
the scene model.
Keywords
Visual SLAM, bag of words, place recognition, objects de-
tection.
1 Introduction
Aujourd’hui, le traitement d’une séquence video prise par
une caméra unique permet de modéliser une scène a priori
inconnue en temps réel. Les algorithmes de SLAM (Simul-
taneous Localization And Mapping) métrique calculent la
trajectoire de la caméra tout en reconstruisant une carte
éparse des primitives visuelles de l’environnement. Ces ap-
proches sont la base d’applications de réalité augmentée
[10], [9]. Les travaux actuels permettent d’incruster de fa-
çon réaliste des objets virtuels dans la séquence d’images
et intéressent de nombreuses industries (jeux vidéos). L’ap-
profondissement de ces systèmes permettra à l’avenir des
applications industrielles précises comme l’aide à la main-
tenance ou à l’assemblage. Les environnements intérieurs
sont constitués d’une multitude d’objets susceptibles d’être
déplacés. La modélisation de milieux dynamiques comme
les rayons d’un supermarché ou les ateliers d’une usine est
perturbée par ces mouvements. Au lieu d’essayer de les
filtrer, nous souhaitons en tirer parti pour détecter et ap-
prendre de manière automatique les objets de l’environne-
ment. L’approche présentée dans cet article propose de dé-
finir explicitement la scène comme une structure statique et
un ensemble d’objets dynamiques. Sans autre information
a priori, un objet est défini comme un ensemble de primi-
tives visuelles ayant eu le même déplacement par rapport
à la structure statique entre deux passages (approche illus-
trée figure 1). Nous exploitons les multiples passages de la
caméra dans un même environnement pour tirer le maxi-
mum d’informations sur la scène et son évolution au fil du
temps.
Le système présenté dans cet article permet de reconstruire
un environnement en 3D et de s’y localiser, de reconnaître
un lieu déjà visité et de modéliser automatiquement de nou-
veaux objets. La section 2 donne une vue d’ensemble des
approches de SLAM vues dans la littérature. Nous présen-
tons dans la section 3 l’algorithme de localisation et de re-
construction 3D. La section 4 décrit la détection automa-
tique des objets. Enfin, nos résultats et perspectives sont
présentés section 5.
2 Travaux antérieurs
Les approches répondant au problème du SLAM fondées
uniquement sur la vision (Vision-SLAM) peuvent être clas-
sées en deux catégories : les approches métriques et les ap-
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FIGURE 1 – Détection automatique d’objets. La comparai-
son des reconstructions 3D de différents passages dans un
même lieu permet de détecter des objets déplacés.
proches topologiques. Les algorithmes de SLAM métrique
permettent de reconstruire un environnement inconnu en
3D et de s’y localiser précisément. Les méthodes de SLAM
topologiques et de reconnaissance de lieu reposent sur une
représentation discrète de l’environnement modélisé sous
forme d’un graphe. Les nœuds du graphe sont des lieux
distincts et les arêtes représentent les relations entre lieux
(positionnement relatif, adjacence temporelle).
Différentes solutions ont été proposées pour l’estimation
des paramètres d’une scène 3D. Les méthodes fondées sur
l’optimisation des paramètres par ajustement de faisceaux
ont des résultats remarquables. L’ajustement de faisceaux
global, permettant d’optimiser l’ensemble des paramètres
de la scène, est la méthode de reconstruction 3D la plus
précise mais elle ne permet pas une éxécution en temps
réel. Mouragnon et al. [10] proposent d’utiliser une mé-
thode d’ajustement de faisceaux local (seuls les paramètres
des dernières caméras sont optimisés) et parviennent à re-
construire l’environnement en temps réel. Cette approche
présente encore certaines limitations. On observe une dé-
rive cumulative dans l’estimation de la pose de la caméra
et une dérive du facteur d’échelle : les reconstructions sont
réalisées à un facteur d’échelle théoriquement constant sur
la séquence entière, mais on observe une dérive de ce fac-
teur le long de la trajectoire. Il est alors difficile de repérer
que la caméra repasse par un même endroit et de détecter
les boucles dans la trajectoire. De même, ces algorithmes
ne permettent pas de se relocaliser dans la carte après une
perte de la position de la caméra.
Motivées par la détection de boucle, de nouvelles ap-
proches de SLAM topologique ou SLAM basé sur l’appa-
rence ont été proposées dans la littérature. Ces méthodes
considèrent le problème du SLAM comme un problème
de reconnaissance d’images : deux images similaires pro-
viennent probablement du même endroit. De nombreux
systèmes de localisation reposent sur une représentation de
l’image en sac de mots visuels. Ces méthodes inspirées des
techniques de recherche d’information présentent l’image
comme un ensemble de primitives visuelles, les mots, dé-
finis dans un dictionnaire ou vocabulaire [14], [11]. Les
travaux de Cummins et Newman [6] définissent un forma-
lisme probabiliste reposant sur l’approche en sac de mots
visuels. L’environnement est un ensemble de lieux dis-
crets, dont l’apparence est modélisée par une distribution
sur les mots du dictionnaire. L’algorithme offre une robus-
tesse remarquable à l’aliasing perceptuel grâce à la prise
en compte des probabilités de co-occurrences des mots vi-
suels (calculées hors-ligne) dans l’estimation de la vrai-
semblance de l’observation. Néanmoins le système n’auto-
rise pas des traitements en temps réel. De plus, il a prouvé
son efficacité sur des images provenant de caméras panora-
miques et nous souhaitons utiliser des optiques de champ
moyen.
De plus en plus de travaux combinent les deux approches
pour gérer des trajectoires plus longues tout en mainte-
nant une carte des points 3D nécessaire aux applications
de réalité augmentée. Les auteurs de [5] propose un sys-
tème gérant simultanément plusieurs cartes 3D et met-
tant en oeuvre la relocalisation de l’image courante. Ils
recherchent parmi les images précédentes l’image la plus
proche en utilisant une description globale de l’image. De
nombreux travaux s’attachent aujourd’hui à extraire davan-
tage d’informations du flux video pour mieux comprendre
la scène, reconnaître un lieu déjà visité ou détecter un objet
préalablement appris. Ils visent souvent à améliorer les ré-
sultats du SLAM. Castle et al. [4] construisent une base de
données d’objets hors ligne pour les reconnaître et les utili-
ser comme points de repère robustes lors de la localisation.
D’autres approches proposent de modéliser et d’apprendre
les objets en ligne. Reitmayr [12] propose d’enrichir une
base de données mais la méthode nécessite l’intervention
de l’utilisateur qui doit segmenter manuellement les objets
lors d’un premier passage. Angeli et al. [1] suggèrent de
regrouper les primitives observées suivant leur similarité et
leur proximité en clusters 3D. Ces clusters sont souvent as-
sociés à des objets réels de la scène mais ils ne permettent
pas de définir un objet de manière robuste. Enfin, Kim et
al [8] présentent une méthode de suivi de multiples ob-
jets en temps réel dans un environnement inconnu. Les ob-
jets sont préalablement appris et l’utilisateur peut enrichir
la base de données en sélectionnant une région d’intérêt
dans l’image. L’apprentissage des objets est donc manuel
ou semi-automatique. A notre connaissance, aucune mé-
thode ne permet d’enrichir une base de données d’objets
en considérant de multiples passages dans le même envi-
ronnement.
Notre méthode est résumée figure 2. A chaque nouvelle
image clef, le nuage de points 3D est mis à jour et on re-
cherche dans l’ensemble des images précédentes l’image
la plus proche pour comparer les reconstructions et détec-
ter des objets déplacés. Les sections suivantes présentent
notre algorithme.
3 Modélisation de l’environnement
Nous présentons dans cette section notre algorithme pour
la reconstruction 3D, la reconnaissance de lieu basée sur
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FIGURE 2 – Méthode proposée : Reconstruction 3D et ap-
prentissage automatique des objets déplacés
l’apparence et la validation géométrique 3D unifiant ces
deux méthodes.
3.1 Reconstruction 3D de la scène
Avec la méthode décrite dans [10], le traitement de la sé-
quence video permet de construire une carte éparse des
points 3D en temps réel. L’algorithme détecte les points de
Harris-Stephen de l’image courante et extrait les descrip-
teurs SURF [3]. Ces points sont appariés avec la projection
des points 3D observés dans l’image précédente pour esti-
mer la pose de la caméra puis leur coordonnées 3D par tri-
angulation. Certaines images clefs sont sélectionnées pour
mettre à jour la carte et optimiser le résultat par ajustement
de faisceaux local, ce qui permet un traitement en temps
réel. Cette méthode présente cependant des dérives dans
l’estimation de la pose de la caméra et du facteur d’échelle
qui perturbent la détection de boucles dans la trajectoire.
Nous utilisons donc un algorithme de reconnaissance de
lieu reposant sur l’apparence globale de l’image pour repé-
rer un lieu déjà visité (section 3.2). En analysant les mul-
tiples passages dans un même endroit nous sommes ca-
pables d’identifier des points 3D ayant bougé (section 3.3),
puis de détecter les objets déplacés (section 4).
3.2 Reconnaissance de lieu
Notre algorithme de reconnaissance de lieu repose sur la
représentation de l’image en sac de mots visuels [11].
Cette approche permet de trouver des images similaires à
une image requète au sein d’une grande base de données
de façon rapide. Les descripteurs locaux de l’image sont
quantifiés par des mots visuels d’un dictionnaire préala-
blement appris. Le dictionnaire de mots visuels est appris
hors ligne en agglomérant les descripteurs SURF extraits
d’un ensemble d’images suivant la méthode des k-means.
Nous utilisons 3000 images aléatoires téléchargées sur Fli-
ckr car nous souhaitons modéliser tout type de scène. Les
images clefs sélectionnées par l’algorithme de SLAM mé-
trique sont progressivement enregistrées dans une base de
données. Elles sont modélisées par un histogramme des
fréquences d’apparition des mots visuels. Cette opération
n’est pas coûteuse : nous recherchons les mots visuels pré-
sents dans l’image clef et nous modifions le fichier inverse
répertoriant la liste des images contenant chaque mot vi-
suel. L’utilisation d’un fichier inverse permet de calculer
efficacement la similarité entre images. Pour chaque mot
trouvé dans l’image courante, le score de similarité des
images renvoyées par le fichier inverse est mis à jour en ad-
ditionnant un terme inspiré de la méthode de pondération
TF-IDF (Term Frequency - Inverse Document Frequency) :






pwLi est la fréquence du mot w dans l’image. pw est la
probabilité d’occurrence du mot w, calculée lors de la
construction du dictionnaire. 1pw est une mesure de l’im-
portance du mot visuel w. Les mots apparaissant peu sont
considérés comme plus discriminants et ont un poids plus
important.
Les méthodes de SLAM topologique ne se contentent pas
de retrouver des images similaires dans une base de donnée
déterminée. Elles sont confrontés à la difficulté de détec-
ter que l’image courante provient d’un nouveau lieu. Les
auteurs de [2] définissent pour cela la notion d’image vir-
tuelle qui représente une moyenne des lieux déjà visité. Si
l’image courante ressemble plus à l’image virtuelle qu’aux
autres images en base, un nouveau lieu est détecté et mo-
délisé. Néanmoins cette méthode ne permet pas de reje-
ter toutes les fausses correspondances. La vérification de
la cohérence géométrique améliore considérablement les
performances [6] en rendant la reconnaissance robuste à
l’aliasing perceptuel.
3.3 Unification des deux approches pour une
validation géométrique 3D/2D
La reconnaissance de lieu nécessite une étape de vérifica-
tion. En effet, cette méthode renvoie l’image enregistrée en
base qui se rapproche le plus de l’image courante. Cepen-
dant, deux lieux distincts peuvent avoir la même apparence
et on observe souvent des erreurs dues à ce phénomène ap-
pelé aliasing perceptuel. Pour améliorer la robustesse de la
reconnaissance de lieu, on introduit plusieurs validations
géométriques présentées ci-dessous.
Validation géométrique 2D/2D. En règle générale, les
méthodes de SLAM topologique vérifient la cohérence
géométrique 2D des deux images mises en correspondance.
Certaines approches examinent la position relative des des-
cripteurs dans les images. D’autres confirment la recon-
naissance de lieu si une homographie ou une matrice fon-
damentale peut être calculée à partir des correspondances
de points entre les images. Nous souhaitons utiliser la re-
construction des points 3D pour valider rigoureusement les
hypothèses.
Validation géométrique 3D/2D. Nous validons les hy-
pothèses de reconnaissance de lieu avec une vérification
géométrique 3D qui unifie les approches de SLAM topo-
logique et métrique. Les primitives extraites dans l’image
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de la base de données sont appariées avec la projection
des points 3D vus dans l’image courante et la pose re-
lative de l’image de la base de données est calculée (fi-
gure 3). Le nombre de points vérifiant la contrainte géomé-
trique permet alors de retenir l’hypothèse. Nous rejetons
ainsi toutes les erreurs dues à l’aliasing perceptuel. Cette
méthode permet surtout de mettre en évidence la structure
statique de la scène d’une part et un ensemble de points
incohérents d’autre part. Considérant que la scène consiste
en une structure statique et un ensemble d’objets rigides
en mouvement les uns par rapport aux autres, nous souhai-
tons regrouper les points de mouvement cohérent pour dé-
finir des objets. Ce problème est commmunément désigné
par l’expression « segmentation par le mouvement ». Nous
présentons des solutions lues dans la littérature section 4.1
puis notre méthode de détection d’objets section 4.2.
Validation géométrique entre les points 3D de l'image 








FIGURE 3 – Validation géométrique : les points d’intérêt de
l’image similaire sont appariés avec les points 3D vus dans
l’image courante et la pose relative de l’image similaire est
calculée.
4 Détection automatique des objets
La comparaison de deux images provenant d’un même lieu
et prises à des moments différents met en évidence des
points 3D incohérents avec la structure statique de la scène.
Nous inférons la présence d’objets ayant bougé en regrou-
pant les points par mouvement similaire. Etant données les
correspondances de points entre deux vues, il faut établir
les différents mouvements de la scène : le mouvement de
la caméra et le mouvement des objets. Pour simplifier notre
problème nous considérons uniquement les objets plans.
Dans cette section, nous faisons en premier lieu un bref état
de l’art sur les méthodes de détection de multiples modèles
entre deux vues et nous exposons ensuite notre approche.
4.1 Détection de multiples modèles entre
deux vues
Le problème de l’estimation d’un modèle géométrique à
partir d’un ensemble de données bruitées est très courant en
vision par ordinateur. Il est généralement résolu avec l’uti-
lisation de l’algorithme RANSAC. Notre problème est plus
compliqué : les aberrations dans les données proviennent
des erreurs d’appariemment et du bruit de mesure mais
aussi du fait que plusieurs structures sont présentes dans
la scène. D’autre part, plusieurs types de modèles peuvent
coexister : le mouvement d’une surface plane est modé-
lisé par une homographie, celui d’un objet 3D est modélisé
par une matrice fondamentale. Schindler et al. [13] pro-
posent d’estimer les différents mouvements d’une scène en
se basant sur le critère de sélection de modèle GRIC dé-
crit dans [16]. L’algorithme est coûteux et on observe des
erreurs dans la sélection qui privilégie souvent le modèle
le plus général. Nous simplifions notre problème en ne re-
cherchant pour l’instant que les objets plans. Zuliani et al.
[17] proposent l’algorithme MultiRANSAC pour détecter
des homographies. La méthode présente des résultats sa-
tisfaisants mais l’utilisateur doit préciser le nombre de mo-
dèles. Toldo et Fusiello [15] proposent une méthode simple
et rapide pour estimer les différentes instances d’un modèle
à partir des correspondances entre deux vues. Un grand
nombre d’homographies est généré à partir d’échantillons
de correspondances tirées aléatoirement. Des ensembles de
points appartenant au même modèle sont fusionnés suivant
un algorithme appelé J-Linkage. Notre méthode, présentée
en section 4.2, s’inspire de cet algorithme de fusion. Ce-
pendant nous utilisons une methode itérative pour limiter
le nombre d’hypothèses générées avant la fusion. De plus
nous tirons profit de la reconstruction 3D pour détecter uni-
quement les objets ayant bougé.
4.2 Identification des différents mouvements
dans la scène 3D
Les cartes de points 3D reconstruites sont éparses. Si nous
pouvons détecter un ensemble de points incohérents avec
la structure statique de la scène, leur nombre de points est
souvent insuffisant pour segmenter de manière robuste les
objets. Pour pallier ce problème nous recherchons les ho-
mographies entre les deux vues avec un plus grand nombre
de correspondances et nous retenons les ensembles conte-
nant des points associés à des points 3D incohérents. Notre
méthode est illustrée figure 4. Le calcul de pose relative
entre deux images similaires sépare les points de la struc-
ture statique en bleu des points incohérents représentés
par des étoiles rouges (figure 4 (a)). Nous recalculons un
plus grand nombre de points dans les deux images et nous
les apparions. Les surfaces planes et les objets plans de
la scène sont détectés (figure 4 (b)) en recherchant les
meilleures homographies avec un échantillonage local ex-
pliqué plus bas. Des ensembles de points appartenant aux
mêmes modèles sont ensuite fusionnés (figure 4 (c)) sui-
vant un critère expliqué dans la partie Fusion des modèles.
Nous retenons enfin les ensembles de points contenant des
points 3D incohérents avec la structure statique de la scène
(figure 4 (d)).
Notations. Les points 2D détectés dans le plan de la ca-
méra sont représentés par des vecteurs homogènes p. Deux
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FIGURE 4 – Segmentation des objets. (a) Reconstruc-
tion 3D des points de la structure statique (points bleus)
et points 3D ayant bougé (étoiles rouges). (b) Détection
des meilleures homographies dans chaque sous-régions de
l’image. (c) Homographies fusionnées. (d) Objets ayant
bougé entre les deux passages.
points p1 et p2 détectés dans des images similaires sont mis
en correspondance. Ce sont les projections du même point
3D. Nous recherchons les surfaces planes de la scène, ce
qui revient à trouver les ensembles de points reliés par la
même homographie H :
p2 ∼ Hp1 (2)
La matrice H a 8 degrés de liberté, elle peut être déter-
minée avec 4 correspondances de points. Dans notre pro-
blème, le système est surdéterminé et il faut estimer H en
prenant en compte l’ensemble des correspondances véri-
fiant potentiellement la relation 2. Comme les mesures sont
bruitées, la relation 2 n’est pas exactement vérifiée et nous
quantifions l’erreur avec la distance de Sampson [7]. La re-
lation peut être écrite sous la forme du système d’équations
Ah = 0, h étant le vecteur contenant les 9 composantes de
la matrice H . La distance de Sampson pour une homogra-







où J = ∂(Ah)∂(p˜) est la jacobienne du système d’équations,
p˜ les coordonnées de deux points appariés. Les correspon-
dances présentant une erreur inférieure à un certain seuil 
sont considérées valide pour l’homograhie H (nous prenons
 = 1, 5). La matrice peut alors être estimée par une mé-
thode de minimisation (moindres carrés) avec l’ensemble
des correspondances valides.
Procédure RANSAC séquentielle. Nous souhaitons uti-
liser une méthode simple et rapide pour calculer les homo-
graphies entre deux images similaires. Nous appliquons sé-
quentiellement une procédure RANSAC. Le modèle retenu
est le modèle reposant sur le plus grand nombre de points
inliers. Un premier groupe de points est constitué des cor-
respondances validées par le modèle. On répète ensuite la
procédure après avoir retiré les inliers du modèle précédant
et si le nombre de points restants est suffisant.
Echantillonage local. Les données sont polluées par de
nombreuses erreurs (bruit de mesure, erreurs d’appariem-
ment). D’autre part, la scène peut être constituée d’un
grand nombre de plans et certains objets peuvent avoir bou-
gés. Au final, chaque modèle d’homographie valide une
faible proportion de correspondances et le problème peut
rapidement devenir insoluble. Pour pallier ce problème
nous générons les modèles candidats en utilisant un échan-
tillonage local comme le font Schindler et al. [13]. Les
points d’un même objet sont regroupés dans l’image. En
utilisant un ensemble de points d’une même sous-région de
l’image nous réduisons le nombre d’itérations de la procé-
dure RANSAC. Les sous-régions utilisées sont présentées
figure 5. Les échantillons sont formés par des tirages dans
l’image entière, chaque ligne, chaque colonne et chaque
région définie par l’intersection d’une ligne et d’une co-
lonne. Nous considérons que les plus petits objets couvrent
au moins 50% d’une des sous-régions.
FIGURE 5 – Sous-régions de l’image
Fusion de modèles. Notre algorithme génère des
groupes de pointsX1, ..., Xn appartenant à des objets plans
de la scène. Comme la plupart des hypothèses de départ
sont générées à partir de groupes de points spatialement
proches, deux groupes distincts peuvent contenir des points
globalement sur le même plan. Ces deux groupes doivent
être fusionnés. Nous regroupons dans un premier temps les
groupes possédant plus de 80% points en commun. En-
suite, pour chaque paire de groupes de points X1 et X2
nous estimons une homographie avec l’union des deux en-
sembles avec la méthode des moindres carrés. Les deux
groupes sont fusionnés si la moyenne de l’erreur pour ce





eHˆ (c) <  (4)
Détection des objets. La première étape de notre algo-
rithme permet de détecter des ensembles de points apparte-
nant à des surfaces planes de la scène (figure 4 (c)). On dé-
finit un objet comme une surface plane ayant bougé. L’al-
gorithme de détection de plans est donc fusionné avec la
reconstruction 3D pour détecter les objets : nous retenons
les ensembles de points contenant des points 3D incohé-
rents avec la structure statique de la scène (représentés par
des étoiles figure 4 (d)). Ces ensembles sont enregistrés en
tant qu’objets pouvant être détectés par la suite si suffisam-
ment de points ont été reconnus. On observe quelquefois de
fausses détections. En effet, si une grande partie de la scène
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a bougé, la structure statique est plus difficile à repérer.
Certaines zones immobiles sont alors considérées comme
ayant bougé. Nous utilisons la redondance des images clefs
pour filtrer les fausses détections : un objet doit être détecté
plus de trois fois dans la comparaison de deux passages
dans un même lieu pour être finalement enregistré.
5 Résultats expérimentaux et discus-
sions
5.1 Validation expérimentale
Nous validons notre système sur deux séquences vidéo. La
première séquence est une séquence réelle de 2035 images
prises à l’intérieur d’un bâtiment. La figure 7 présente nos
résultats de détection d’objets sur quatre cas de reconnais-
sance de lieu. Les vues 1 et 2 sont deux images provenant
du même lieu. On observe les points de la carte 3D repro-
jetés sur la vue 1 (vue courante) : les points considérés
comme appartenant à la structure statique sont en bleu et
les points incohérents en rouge. La vue 3 montre les en-
sembles de points ayant eu un même mouvement entre les
deux passages. Les objets ayant effectivement bougés et les
ensembles de points correspondant à un objet détecté sont
représentés sur la vue 4. Sur les cas 7(a), 7(b) et 7(c), nous
détectons correctement le seul objet déplacé. Le person-
nage apparaissant sur le cas (c) ne perturbe pas les résul-
tats : les points détectés ne sont pas appariés dans l’image
similaire. Sur l’exemple (d), trois objets ont été déplacés.
Deux objets sont détectés par notre algorithme car les deux
livres de gauche ont eu un mouvement très proche. Les ob-
jets apparus ou disparus entre les deux passages ne sont pas
détecté par notre algorithme.
La deuxième séquence reconstruit en 3D un objet dont on
a modifié la géométrie au cours du temps (ouverture du
capot et d’une porte sur une maquette de véhicule). Les
résultats sont présentés figure 9. L’objet articulé est consti-
tué de plusieurs sous-parties rigides dont nous détectons le
déplacement. Nous souhaitons par la suite décrire chaque
sous-partie de l’objet séparément.
On peut noter qu’il y a beaucoup de distorsion dans les
images car nous utilisons une caméra grand champ mais
cela ne pose pas de problème pour le slam métrique car les
paramètres internes de la caméra sont connus.
5.2 Détection des objets : améliorations pos-
sibles
La figure 8 présentent l’ensemble de nos résultats pour la
reconstruction 3D, la reconnaissance de lieu et la détec-
tion d’objets. Tous les objets déplacés (six objets) ont été
détectés. Nous observons néanmoins deux problèmes ré-
currents : la présence d’outliers dans certains objets et la
détection d’ensemble de points n’ayant effectivement pas
bougé.
Gestion des outliers. Certains points sont inclus par er-
reur dans l’ensemble des points d’un objet (en rouge figure
7(d)). Ces erreurs sont filtrées comme suit : on estime la
moyenne et la variance des coordonnées spatiales et on re-
jette les points en dehors de l’intersection [x¯ − 2σx, x¯ +
2σx]∩[y¯−2σy, y¯+2σy]. σx et σy sont les variances des abs-
cisses et des ordonnées évaluées avec l’estimateur MAD
(Median Absolute Deviation). x¯ et y¯ sont les médianes des
abscisses et des ordonnées.
Fausses détections. Notre algorithme détecte des en-
sembles de points associés à des objets réels. Certains en-
sembles sont détectés par erreur (faux positifs) notamment
lorsqu’une grande partie de la scène a bougé. Nous comp-
tons pour la séquence étudiée 18 faux positifs sur 70 détec-
tions. Jusqu’ici, nous filtrons ces erreurs en ne gardant que
les objets détectés plusieurs fois. Nous pourrions diminuer
le taux de faux positifs en utilisant des a priori provenant
de l’analyse de l’image précédente si elle permet d’établir
de façon précise la structure statique de la scène.
FIGURE 6 – Mise en correspondance des points entre deux
images similaires : les points appariés en bleu, les points
non appariés en vert sur la vue gauche.
Apparition et disparition d’objet. Nous détectons pour
l’instant les objets déplacés dans un même lieu : le point de
vue de la caméra a légèrement changé et les arrière-plans
de l’image courante et de l’image de la base de données
sont similaires. Nous souhaitons à l’avenir détecter un objet
qui disparait et réapparait dans un lieu différent. La figure 6
présente un ensemble de points non appariés (en vert) entre
deux images similaires. Si l’objet réapparait dans un autre
lieu, l’analyse des points et de leur mouvement permet de
définir de la même façon un objet.
Objets 3D. Nous avons simplifié le problème en recher-
chant des objets plans. Nous souhaitons aussi détecter des
objets 3D. Nous devons pour cela utiliser des algorithmes
de sélection de modèles pour déterminer les meilleures ho-
mographies et les meilleures matrices fondamentales entre
deux images similaires.
6 Conclusion et perspectives
Nous avons présenté une méthode pour détecter de façon
automatique des objets. Les différentes explorations de la
caméra dans le même environnement permettent de modé-
liser les objets détectés. Les expériences présentées ont per-
mis de mettre en évidence les performances de la méthode
dans un cadre réel de localisation en environnement inté-
rieur avec apprentissage d’objets ayant été déplacés. Nous
souhaitons dans le cadre de la généralisation de ces tra-
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FIGURE 7 – Résultats de la détection d’objets sur quatre cas de reconnaissance de lieux. Vue 1 : image courante. Vue 2 :
image similaire extraite de la base de données, en bleu les points de la structure statique, en rouge les points incohérents. Vue
3 : différentes homographies calculées entre les deux vues. Vue 4 : En pointillés blancs les contours des objets effectivement
déplacés, en couleur les ensemble de points correspondant à un objet détecté par notre algorithme.
vaux modéliser un environnement intérieur sujet à de nom-
breuses modifications, comme des ateliers d’usine ou des
centres commerciaux, et maintenir une carte des lieux et
des objets fréquemment observés. Nous voyons de nom-
breuses applications à ces travaux. Dans le cadre de scéna-
rios mettant en scène une intéraction de l’utilisateur avec
son milieu, il est primordial de comprendre le contexte
dans lequel évolue la caméra et d’identifier les objets pré-
sents dans l’environnement : la détection et la reconnais-
sance des objets permet ainsi une meilleure compréhension
de la scène. Nous souhaitons aussi améliorer les résultats
de la reconnaissance de lieu et de la localisation métrique
en gérant les hypothèses de scène non statique. La connais-
sance d’objets de taille connue peut par la suite être utilisée
pour corriger la dérive du facteur d’échelle. Enfin, la détec-
tion d’objets et de mouvements dans la scène peut être utile
à des applications de réalité augmentée.
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