I. INTRODUCTION
Object recognition is one of the pillar disciplines of computer vision. The machine learning community has provided efficient tools which have proved useful for solving many recognition tasks. One of the important steps in designing object recognition systems is the choice of feature representation. Global features are commonly used for image representation [1] . This has the advantage of dealing with simple structures and thus easy algorithms can be designed for feature processing. The main drawback of such a representation is that it does not capture localized information of objects within images. Local representation overcomes this drawback by extracting local features that allow object recognition against cluttered backgrounds.
Salient points are one of the local representations that have been widely used over the last decade. Detected salient points can be characterized in different ways (SIFT [2] , Jet [3] , [4] , Image patch [5] , [6] ). This representation has the advantage of leading to invariant features with respect to transformations such as translation, rotation and scaling. Furthermore such features are robust to occlusion and distortion. On the other hand, kernel methods are providing successful tools that solves many recognition problems. SVM has proved to be one of the most efficient kernel method. The success of SVM is mainly due to its high generalization ability. Unlike many learning algorithms, SVM leads to good performances without the need to incorporate prior information. Moreover, the use of a positive definite kernel in the SVM can be interpreted as an embedding of the input space into a high dimensional feature space where the classification is carried out without using explicitly this feature space.
The use of SVM classifiers for image recognition with local features raises the need to design new kernels for such type of representations. One of the most important problems that should be tackled in designing kernels for local features is that, unlike components of Rd, there is no structure between the local features. A few kernels have been introduced to handle such local representations. They include the principal angles kernel [7] which compares the two sets of local features by computing principal angles. This consists in finding maximum angles between local features under orthogonality constraints. In [6] , Haussdorf kernel is proven to be definite positive in the case where salient points are characterized with image patches. In [8] , while Matching kernel is not positive definite, it yielded to good accuracy. In [9] , the two sets of local features are mapped into a high dimension space and fitted by a normal distribution. Then Bhattacharyya's distance is used between these two distributions.
In this paper, we introduce a positive definite kernel based on a new matching approach we term Intermediate Matching. The 
We make the assumption that the optimal kernel K* from the family KW,, is the one that selects the weights which maximize the similarity between the two sets X and Y.
We define the Matching kernel as follows where ij is defined by k(xi3,yj) = maxj=1,..., k(xi,yj).
Therefore K = K*. U The Matching kernel K has been previously used for local image features [8] . Nevertheless, its positive definiteness is not obvious. Unfortunately, the simple proof in [8] of positive definiteness of the Matching kernel is not correct. Indeed, coefficients wij and wu depend on X and Y as shown previously. Thus k cannot be viewed as a sum of positive definite kernels. Counter examples can be found to prove that such kernels are actually not positive definite, see [10] . Although Matching kernels have been successfully applied for recognitions tasks [8] , [10] , their use is risky since we no longer insure that the SVM maximizes the margin in some space. Moreover, there is always a potential risk that SVM does not converge. We also lose the nice property of solution uniqueness when L2 regularization is used [11] . To overcome these drawbacks, we introduce the Intermediate Matching kernel. The main advantage of this kernel is that it mimics Matching kernels while being positive definite.
III. THE INTERMEDIATE MATCHING KERNEL The Intermediate Matching kernel is designed such that it is positive definite. A set of virtual local features V is introduced. The role of each virtual local feature in V is to select the pairs of local features from X and Y to be matched. The positive definiteness of the Intermediate Matching kernel is given by the following proposition Proposition 1: We define the following mapping function from pP(Rd) (the set of parts of Rd) to Rd which associates for every set X the nearest neighborhood elements from X to v E Rd. kernel. The two points v1 and V2 match the sample pair (xi,y1) twice. The point X4 is far from V. so it is not used during kernel computation.
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As described previously, the computational cost of the Intermediate Matching kernel may appear high. First, the cost of Intermediate Matching kernel is lower than the cost of Matching kernels whenever the number of virtual local features does not exceed the number of vectors of the two sets X and Y. Second, the computation of the Intermediate Matching kernel can be easily speeded-up by optimizing the search for the nearest vectors.
To sum up, we described the Intermediate Matching kernel and derived its positive definiteness. In the following, we will focus on building the virtual local features.
IV. CONSTRUCTION OF THE VIRTUAL LOCAL FEATURES
We distinguish between two approaches for constructing the virtual local features V. In the first approach, we consider a continuous and compact subset IRd. In the second approach, Rd is finite and discrete, and training examples are used to obtain the virtual local features. The description of the first approach will be limited to the theoretical point of view. The second one will be described in more details. Validations and tests for the second approach are given in the experimental section. Fig. I shows the construction of the mapping Iv. For To obtain the weights wij, we need to compute the volume of the intersection between the cells of the two Voronoi diagrams. This may be difficult when the number of dimensions d is large. Fig. 3 Algorithm 2 Fuzzy C-Mean clustering algorithm [12] Input: {fx},i=1,... Moreover, a small number p of classes increases the speed of the kernel computation. Indeed, the computational complexity of the Intermediate Matching kernel is O(p(n + m)). Compared to the computational complexity of the Matching kernel, which is O(nm), the Intermediate Matching kernel is faster as soon as the number of virtual local features is smaller than n and m the numbers of local features in the two vectors sets.
V. EXPERIMENTS
For the experiments we used an image database containing 4 objects as shown in Fig. 5 . For each object, about 120 images with a size of 640x 480 are taken with different backgrounds and illumination conditions (about 30 different backgrounds, outdoor, indoor).
Salient points are detected using Harris detector [3] , as shown in Fig. 6 . Jets are chosen to be the invariant to rotation color differential features [4] .
Virtual local features are obtained by clustering local features obtained from training images. To do so, there are two possibilities: clustering positive and negative examples separately or together. A couple of comparisons we made shows that separate clustering leads to better performance. This can be explained by the fact that introducing prior information can improve the performances. A k-fold cross-validation test is used to evaluate the recognition rate (k=4). For the sake of simplicity, we evaluate the one-vs-the others recognition task. Fig. 7 presents the error rate with respect to the number of virtual local features for the different objects. The number of virtual local features ranges from 2 to 80, and increasing their number improves the performance. However, the error rate is rapidly saturated, which means that a high number of virtual local features is not necessary to achieve best performances. For a given set of virtual local features, a small number of local features is involved in the Intermediate Matching kernel. This fact can be viewed as an online feature selection. Fig. 8 shows the evolution of the number of selected local features with respect to the number of virtual local features. In Fig. 9 similar in performances, while only the Intermediate Matching kernel is sure to be definite positive. The performances of the Intermediate Matching kernel can be improved by increasing slightly more the number of virtual local features. We noticed that the obtained error rates for objects A and D are around 20% while error rates for the objects B and C are less than I %. This can be explained by the high similarity between objects A and D which increases possible confusions during the learning stage. One possible way to overcome such problem would be to take the spatial configuration of salient points into account so as to enhance recognition with respect to object shapes. 
