ABSTRACT The study of statistical resolution limit (SRL) of two closely spaced targets has attracted considerable interests in the last decade. Two definitions for SRL have been proposed: one is based on the Cramér-Rao bound (CRB) and the other is based on a decision-based process. In this paper, we focus on the latter one. Different from the existing study, which assumes that the center parameter of interests (POIs) is known a priori, we use a more general model where all the POIs are unknown. We exploit the first-order Taylor expansion of the signals to get an approximate linear model with respect to the tested parameter, namely, the separation of directions of arrival of two sources. Then, we apply the general likelihood rate test to get a closed-form expression of SRL. We consider both the cases with known and unknown noise variance. Moreover, we analyze the impact of some parameters (including the resolution rate, the falsealarm rate, and the waveforms) on the SRL. For comparison, we also derive the CRB-based SRL, which is essentially different with our decision-based counterpart. Numerical simulation results demonstrate the validity of our theoretical results.
I. INTRODUCTION
The resolution limit, also called as the distinguishing limit for two closely-spaced signals, has drawn much attention in diverse areas, such as the optics [1] , [2] , radar [3] , [4] , sonar [5] , [6] , and spectral estimation [7] - [9] . It can be measured by the ambiguity function [10] , with the measurement result known as the Rayleigh limit. However, the Rayleigh limit assumes noiseless returns and can only reflect the intrinsic resolving capability. If noise and clutter is taken into account, the resolution limit problem will become a statistical problem, and the concept of statistical resolution limit (SRL) needs to be introduced.
There are two widely-used tools to study SRL: one is based on the estimation theory [11] - [15] ; the other is based on the decision theory [16] - [25] . The study of SRL with the Cramér-Rao bound (CRB) was first introduced in [11] , where two times of the maximum mean square error of two minimum variance unbiased (MVU) estimators, i.e., 2 max (CRB(θ 1 ), CRB(θ 2 )), are used as the criterion, θ 1 and θ 2 are the parameters to be estimated. According to this definition, only if the separation of two sources exceeds the given limit, then two sources are claimed to be resolved. However, the method in [11] ignores the angular coupling between the two closely-spaced sources, implying that the resolution limit will be constant even if the two sources become closer to each other. Therefore, instead of using the CRB of parameter of interests (POIs) directly, Smith [12] proposed to measure the SRL via the CRB of the angular separation, namely γ √ CRB(δ), where γ is a constant, and δ = θ 1 − θ 2 is the angular separation. With this definition, the CRB-based SRL had been used to study the resolution limits of orthogonal loop and dipole arrays [13] , the moving co-located multiple-input multiple-out (MIMO) radar [14] , and the deterministic correlated sources [15] .
It is shown in [16] that there is no explicit expression of γ in the CRB-based SRL. If we view the problem from a statistical aspect, the SRL is actually related to a specific resolution rate and a specific false-alarm rate, where the former reflects the probability of correctly resolving two closely-spaced sources, while the latter is the probability of falsely resolving two sources while only one is present. With these notions, we need to answer two involved questions: 1) what is the minimum separation, i.e., the SRL, with a given resolution rate, the false-alarm rate as well as the waveforms of the signals? 2) Given the false-alarm rate and the waveforms of two signals, how large the resolution rate can achieve?
The above two questions have been partly answered by the recent study. Amar and Weiss [17] , based on the Bayesian approach, had shown that one can yield a theoretical resolution limit, which was expressed as a function of the probability of correct decisions, the signal-to-noise ratio (SNR), the signal waveform, etc.. They claimed that the limit would hold for any method as it was not based on any specific resolution technique. The works in [18] - [25] , which were based on decision theory, take the detection probability to indicate the probability of identifying the presence of two signals and the false-alarm probability to indicate the probability of identifying two signals when only one was present, includes: (1) the frequency resolvability of two sinusoidal signals with close frequencies [18] ; (2) the range resolvability of two closely-spaced points [19] ; (3) the angular resolvability of two closely-spaced point sources for the circular array [16] and the linear array [20] . The authors in [21] made a deep investigation of the angular SRL in the presence of point-like interferes, where many factors were taken into consideration, including the waveforms, the clutter, and the noise variance. The method was further extended to study the two-dimensional and three-dimensional statistical resolution limit of MIMO radar [22] , [23] . A more recent work can be found in [24] and [25] , where the former extended the work from the general likelihood rate test (GLRT) to the Rao test, whereas the latter discussed the angular SRL for the time-reversal MIMO (TR-MIMO) radar.
The results in [16] - [25] have assumed that the center POI of the two sources is known. However, this assumption cannot be satisfied in practice, as it is difficult to obtain the accurate value of the center POI. As pointed out by Smith [12] , using an inaccurate nominal value will degrade the resolvability. Therefore it is necessary to estimate the unknown POI and analyze its performance. To the end, [26] provides a new test from the detection view but it is too complex to apply. Zhu et al. [27] establish a more general model with all the POIs are assumed to be unknown, and they study the resolution limits under the alternative hypothesis (i.e., H 1 ) with the theory of misspecified model. However, since the distribution under null hypothesis (i.e., H 0 ) is unavailable, the SRL with a fixed false-alarm rate need to be further studied.
In this paper, we address the angular SRL of a linear array. Firstly, we use Taylor series expansion to get an approximate linear model with respect to (w.r.t.) the tested parameter and study the SRL in a GLRT context. Then we analyze the distributions under both hypotheses (i.e., H 0 and H 1 ) and derive some analytical results. With these results, we compare with the case that the center direction of arrival (DOA) is known a priori [21] . Further, we compare our SRL with [27] , where the SRL is derived based on the information criteria, i.e., the minimum description length (MDL) criterion and the Akaike information criterion (AIC). The results show that the information theoretic SRL corresponds to our SRL with a specific false-alarm rate. Finally, we derive the CRB-based SRL with the unknown center POI for comparison purpose, which is rather different with our decision-based SRL. Note that we focus on the clutter-free cases in this paper, but we believe that our conclusions can be easily extended to the case in the presence of signal-dependent clutter.
The rest of this paper is outlined as follows. In Section II we introduce the signal model. In Section III, we derive the analytical expressions of SRL for different cases. In Section IV, we discuss the impact of some parameters on SRL. In Section V, we demonstrate our results via some numerical simulations. Finally we draw conclusions in Section VI.
Notations: Matrices and vectors are denoted by the bold capital letters and bold lowercase letters, respectively. Superscript (·) T and (·) H denote transpose and conjugate transpose of a matrix or a vector, respectively. Symbol · denotes the Euclidean norm. Symbols ⊗ and represent the Kronecker product and the Hadamard product, respectively. [·] m denotes the m-th element of a vector, and [·] m,n denotes the{m,n}-th element of a matrix. S ≥ 0 means matrix S is positive semidefinite. P ⊥ S = I − S S H S −1 S H is an orthogonal projection matrix onto the space, which is spanned by the column vectors of matrix S. tr(·) represents the trace operation of a matrix, andṠ(ω) denotes the gradient of the matrix S w.r.t. ω. I L represents the L × L identity matrix. s = vec(S) is a vector which is got by stacking the columns of the matrix S, while S = unvec(s) is its inverse operation. R denotes the set of real numbers, and C is that of complex numbers. Re{·} and Im{·} denote the real and imaginary part of complex numbers, respectively. The square of Re{·} is expressed as Re 2 {·} = (Re{·}) 2 .
II. PROBLEM FORMULATION
Consider a uniform linear array (ULA) with N elements, which is shown in Fig. 1 and the inter-element spacing is half wavelength. Two far-field narrow-band signals are impinging on the array. We denote the DOAs of the two sources by θ 1 and θ 2 , respectively. Moreover, we define ω k = π sin θ k , k=1, 2, which is the angular frequency (in radian). Let ω be VOLUME 6, 2018 an angular frequency which satisfies ω ∈ [ω 1 , ω 2 ]. Herein, we assume that ω k and ω are all unknown. For simplicity, we set the geometric center of the antenna array as the reference phase center. Then the array steering vector of the ULA for the k-th target can be written as
where n ∼ −(N − 1)/2 : (N − 1)/2 and k=1,2. Note that n n 2P+1 = 0, where P is an arbitrary integer. Here we define
Let
, be the samples of the k-th waveform of signal, where L is the number of samples. Then the received signal z l ∈ C N ×1 for the l-th sampling time can be modeled as
where n l is the additive noise, obeying the circular symmetry complex Gaussian distribution with zero-mean and variance
T , we establish a binary hypotheses testing problem as follows
where Without loss of generality, we also assume that ω 1 < ω 2 . Thus, the parameter under test is δ = ω 2 −ω 1 . One can notice that this model in (2) is highly nonlinear w.r.t. δ. Thus, it is difficult to get the analytical expression of the SRL.
As the two targets are closely-spaced, so the angular separation of the POIs is very small, then we can utilize the first-order Taylor expansion at ω to approximate the model with a linear one w.r.t. δ. Then the received signals can be approximated as
where α = α 1 + α 2 , β = δ 2 α 2 − δ 1 α 1 , and
where δ 1 = ω − ω 1 and δ 2 = ω 2 − ω denote the separations of two POIs to ω , respectively. Given that ω can be an arbitrary value between ω 1 and ω 2 , so δ 1 and δ 2 are not necessarily equal. Thus, the proposed method in this paper is quite different from those in [16] - [25] , where the center parameter (ω 2 + ω 1 ) /2 is assumed to be known. The task of the test model in (2) is to decide whether δ = 0 or not. With the approximation in (3), it equivalently becomes
One should also notice that the sum of two separations is just the parameter under test, i.e., δ = δ 1 + δ 2 = ω 2 − ω 1 . In this paper we will consider two cases with known or unknown noise variance. With known σ 2 , the model in (2) becomes
including the tested parameter β and the redundant parameters α, ω . When σ 2 is unknown, then the hypothesis test becomes
which has an additional nuisance parameter σ 2 compared with the model in (5).
III. The DERIVATION OF SRL
In this section we will first investigate the convexity of the maximum likelihood estimator (MLE) w.r.t. the unknown parameter ω . Then we derive the expression of the SRL in two cases that the noise variance is known or unknown.
Finally, for comparison, we derive the CRB-based SRL.
A. CONVEXITY OF THE MLE of ω
Here we denote p 1 (·) and p 0 (·) as the probability distribution functions (PDFs) under hypotheses H 1 and H 0 , respectively. As the distribution of the received signals under hypothesis H 0 in (4) is z ∼ CN V(ω )α, σ 2 I NL , so we can obtain the MLE of ω by solving the following maximization problem
It is easy to verify that the MLE of α is given bŷ
Substituting the MLE of α into (7), we can rewrite the problem as
where P ⊥ V = I − P V is the orthogonal projection matrix,
where
which is Hermitian. In (9) the third line is got by (C T ⊗ A)vec(B) = vec(ABC), and the fourth line is by vec H (A)vec(B) = tr(A H B).
It seems that the optimization problem in (9) is non-convex since v(ω ) is nonlinear w.r.t. ω ∈ , where denotes the uncertain interval of the center POI, here we assume = [−π, π]. Note that the n-th element of v(ω ) is exp (jnω ), n ∼ −(N − 1)/2 : (N − 1)/2. Hence, the objective function in (9) is a triangle polynomial, whose k-th order coefficients is
where k ∈ R L×L is the shift matrix, with ones on the k-th diagonal elements and all zeros elsewhere. Fortunately, the problem can be transformed into a convex one by introducing [28, Th. 1], which is quoted below.
Lemma 1: The triangle polynomial
which is non-negative over [−π, π], if and only if there exists an L × L Hermitian matrix Z ≥ 0 meeting that
The Lemma 1 indicates that if a triangle polynomial is nonnegative, there is always a positive semi-definitive representation in (10) corresponding to it. For our problem in (9) , which is a maximization of a triangle polynomial, let δ be a real number which satisfies
. Thus, we can find a positive semi-definitive representation for e 1 δ − t as
is a vector with the first element being one and others zeros.
Thus, the problem in (9) can be recast a semi-definitive programming (SDP) problem as
If the uncertain interval is smaller, such as = [α −β, α + β], −π < β < π , in this case we can use [28, Th. 2] .
As the distribution of the received signal under hypothesis H 1 is z ∼ CN V(ω )α +V(ω )β, σ 2 I NL , we can recast the maximum parameters as
K 1 can be obtained via (1) with P = 1 and
With the similar process from (8) to (9), (12) can be recast as
It can be seen that G 2 (z) is also Hermitian, which is similar to (11), so (13) can be also recast an SDP problem. For the case of unknown noise variance, we can prove that, the problem of resolving the MLEs of the unknown parameters, are equivalent to the case of known noise variance. We will show this in the following.
Regarding the model in (6), we firstly get the MLE of the noise variance as
so the maximization problem can be recast as
which is same with the problem in (7) . Similarly, the maximization problem under hypothesis H 1 can be formulated as
which is the same with the problem in (12).
As we have proved that the maximum problems in (9) and (13) are both convex, so their global optimal solutions can be obtained with the numerical solver in [29] , and the MLEs under both hypotheses can be obtained either.
B. DECISION-BASED SRL WITH KNOWN σ 2
In this subsection, we consider the testing problem in (5) where the noise variance is known. Considering that some parameters are unknown, we resort to the GLRT to design the detector. The GLRT associated with (5) is given by
where γ 1 is the detection threshold. Note that the MLE of the unknown parameters can be obtained with the results in Section III.A. Therefore, the GLRT is devised.
Next we analyze the performance of the GLRT. In Appendix A, we prove that, the performance of the GLRT can be asymptotically characterized by
where the non-centrality parameter is
K 1 can be obtained via (1) with P =1.
From (16), we can infer that the non-centrality parameter λ 1 is the key for illuminating the relationship between the resolution limit and the resolution rate P d , the false-alarm rate P f . Moreover, given P f , the detection threshold can be obtained by
(·) is the inverse function of the right-tail probability, which is defined by [31] 
where p χ 2 2L (x) is PDF of the central Chi-Square distribution with 2L degrees of freedom (DOFs). Then the resolution rate is given by
where Q χ 2 2L (λ) (·) is right-tail probability of the non-centrality Chi-Square distribution with 2L DOFs.
Thus, the SRL can be obtained directly from (17) as
where Re α H 1 α 2 is the real part of the inner product of two signals. Here we define the real-correlation coefficient for two complex signals
With the above definition, δ 1 can be rewritten as
showing that the SRL not only depends on P f and P d (through λ 1 ), but also depends on the waveforms of the two targets.
Note that if |c| = 1, i.e., the two signals are fully coherent (c =1 or −1), the right hand side of (21) could not hold as the denominator will be zero. In this case we need a higher-order Taylor expansion to obtain the expression of SRL, which is beyond the scope of this paper.
It is interesting to compare with the results in [21] , which deal with the case of a known center POI. As Appendix B shows, the SRL of the two signals (|c| < 1) satisfies that
C. DECISION-BASED SRL WITH UNKNOWN σ 2
Compared with the model in (5), the model in (6) has an additional nuisance parameter σ 2 . Thus, we need to find the MLE of the unknown σ 2 before devising the GLRT. When σ 2 is unknown, we establish the GLRT as follows
where γ 2 is the detection threshold. The MLE of the unknown parameters can be obtained in Section III.A. We prove in Appendix C that, the performance of the above GLRT can be asymptotically characterized as
Similarly, given P f , the threshold and the resolution rate can be calculated with
and
is inverse function of the right-tail probability of centrality F distribution with DOFs pair (2L, 2(N − 2)L), and Q F 2L,2(N −1)L (λ 2 ) (·) is the right-tail probability of non-centrality F distribution with the same DOFs.
The SRL for unknown σ 2 can be calculated with (24)
, which has a similar expression to that in (21), but one should remember that λ 2 is the non-centrality parameter of the F distribution, while λ 1 is that of the Chi-Square distribution. Let δ 4 denote the resolution limit with known POI and unknown noise variance. It can be obtained with the result in [21] and the relation with δ 3 as follows
where λ 2 is the non-centrality parameter of F distribution in (23) . Note that (27) holds under the condition |c| < 1, which is similar with the (22).
D. CRB-BASED SRL
Using the definition of CRB in [12] with γ = 1, and inserting the expression of c, we can obtain the CRB-based SRL as
where K 0 ∼ K 2 can be calculated via (1) with P =0,1,2. The derivation of C δ is given in Appendix D.
One can see that the CRB-based SRL is rather different from the decision-based SRL, as the former has an exponent factor of 1/4, while the latter has an exponent factor of 1/2.
When c = 0, a simpler expression can be obtained:
where the inequality yields the minimum only if α 1 2 = α 2 2 , implying that equal-powered signals are easier to resolve.
IV. DISCUSSIONS
Here, we summarize the SRLs derived with different assumptions in Table 1 for comparison.
An interesting conclusion that one can get from the Table 1 , the two cases with known or unknown center POI, share the same distribution but with different non-centrality parameters. On the contrary, the two cases with known or unknown noise variance, have different distributions but with the same non-centrality parameter.
Here we define the SNR of the two signals as and the array signal-to-noise ratio (ASNR) as E 1 = N ρ 1 , E 2 = N ρ 2 , which incorporates the array gain. Then the SRL with the unknown POI (see section III.B and III.C) can be written as a unified form
If the two signals are uncorrelated, i.e., c = 0, we have
is the harmonic mean of the ASNR of the two signals. When N goes to infinity, the SRL normalized by the Rayleigh limit δ Rayleigh = 2π/N yields
which is independent of N . Similarly, with known center POI, the SRL can be written as
With two uncorrelated signals (c = 0), the normalized SRL by the Rayleigh limit is given by
where E = E 1 + E 2 is the sum of the ASNR. Several remarks are now in order. Remark 1: From (31) and (34), we can see that in both cases (unknown and known center POI), the decision-based SRL in this paper, depends on the signal waveforms, which includes the SNR and the real correlation coefficient. It is quite different from the Raleigh limit, which is only related to the element number N .
Remark 2: If the two signals are uncorrelated (in terms of real correlation coefficient), the SRL is inversely proportional to the square root of the harmonic mean of the ASNRs for the case of unknown center POI; while for the case of known POI, the SRL is inversely proportional to the square root of their sum. Thus, an increase of E M or E by 6 dB can enhance the source resolvability by two times. Regarding the CRB-based SRL, an increase of E M by 12 dB is needed.
Remark 3: An interesting property of the harmonic mean in (32) indicates that, with a fixed sum of the power of two signals, the minimum SRL will be achieved when the two signals are equal-powered, meaning that equal-power signals are easier to be resolved, which is same with (29) . However, when the center POI is known, one can see that the SRL will remain constant when the sum is fixed, see (35).
V. SIMULATION
In this section we demonstrate our results via several examples and compare them with the existing works. In the simulations, the number of array elements is set as N = 10 and the number of snapshots is set as L = 20. If not explicitly pointed out, the false alarm rate is P f = 0.01 and the two signals are uncorrelated.
First, we will verify our conclusions for both cases of known and unknown noise variance. The DOAs of the two signals are 20 • and 22 • respectively, i.e., the angular separation is only 16.29% of the Rayleigh limit. Here we only consider the case that two equal-powered signals, defined by SNR 1 = SNR 2 = α 2 /σ 2 . When the powers of the two signals are unequal, the resolving performance will increase when either SNR increases. We plot in Fig.2 the actual resolution rates versus SNR and compare them with the asymptotic theoretical results in (19) and (26) . The detection threshold is obtained via (18) or (25) . Herein, 1000 independent Monte Carlo trials are carried out to obtain the numerical resolution rate, respectively. As expected, the resolvability improves with increasing SNR. Moreover, the difference between the asymptotic theoretical results and the numerical ones is very small. Compared with the cases of known σ 2 , one can notice that the resolution rate with unknown σ 2 is lower, which is consistent with our analysis in Appendix B. Besides, one can see that the real correlation coefficient also affects the resolution rate. Considering that the theoretical results have been verified by this example, we will only plot the theoretical results in the following examples.
Next we compare the SRLs for different cases (see Table 1 ). Fig.3 plots the SRLs, normalized by the Rayleigh limit, versus SNR for two uncorrelated signal with P d = 0.9 and SNR 2 = SNR 1 + 6dB, where one can see the resolvability will improve as the SNR increases. For fixed SNR and the real correlated coefficients, we can find out that δ 3 > δ 1 > δ 4 > δ 2 , which means the use of prior information will lead to a better resolvability. From the conclusion in Appendix B, one can see that the difference between δ 1 and δ 2 , or between δ 3 and δ 4 , are depend on the value of k = α 1 / α 2 . Specifically, the more k is, meaning the more the power of two signals diversifies, the more that the difference is. When k = 1, one can see that there is Now we analyze the impact of the real-correlation coefficient on the SRL. Fig.4 plots the normalized SRLs versus c with P d = 0.9, SNR 1 = 10dB and SNR 2 = 16dB, for the four cases listed in Table 1 . As stated above that |c| < 1, here we set c from −0.9 to 0.9. One can see that, for the case with the known POI, i.e., δ 2 and δ 4 , the resolvability will degrade as ρ increases. As for the case with the unknown POI, i.e., δ 1 and δ 3 , the resolvability will first decrease then increase when the real-correlation coefficient increases, meaning the resolvability can achieve a minimum value corresponding to some c, This can be got from the expression of δ 1 in (21).
Next we compare our decision-based SRL with that in [27] , both of which assume that the center POI is unknown. Fig.5 plots the AIC-based SRL, the MDL-based SRL and the decision-based SRL (we only plot δ 1 ) versus the SNR, with P d = 0.9. We can see that they share the same tendency. As shown in [27] , in the information theoretic SRL (AIC-based and MDL-based SRL), the SRL is computed with P d . However, it is actually related to a specific value of P f , which can be seen from this Figure, where the line associated with AIC-based SRL is lying between the two lines corresponding to our decision-based SRLs with different P f . Then one can infer that the AIC-based SRL corresponds to our decision-based SRL with a specific false-alarm rate between [10 −6 , 10 −3 ], while for the MDL-based SRL the associated false-alarm rate is much lower. Therefore, the two SRLs can be seen as specific cases in our decision-based approach.
Finally, we compare our decision-based SRL (take δ 1 for example) with the CRB-based SRL (δ C ). We plot in Fig.6 the various SRLs versus SNR. It can be seen that our decisionbased SRL decreases faster than the CRB-based SRL, implying that a better resolvability can be achieved for our SRL in the high SNR area.
VI. CONCLUSION
We have addressed the angular SRL of two closely-spaced targets within the GLRT framework. A more general model has been established, where the POIs of the two sources and their center POI are unknown. Based on this model, we have derived a closed-form expressions of the SRL where the noise variance might be known or unknown, and the CRB-based SRL which are also derived for comparison. To the best of the authors' knowledge, these results are obtained for the first time.
With the expressions, we have discussed the impact of some parameters on the SRL. For two uncorrelated signals, the value of the SRL is inversely proportional to the square root of the harmonic mean of their powers. Therefore, the statistical resolvability can be superior if the harmonic mean is large enough. Such a result is essentially different from that derived with the Rayleigh limit.
From the expression of the derived SRLs, one can see that the waveforms will have a great impact on it, implying that we can design the waveforms for MIMO radar to enhance its resolvability. Therefore, our future work will concern with how to improve the performance of MIMO radar by selecting or designing the diversified waveforms.
APPENDIX

A. PERFORMANCE OF GLRT WITH KNOWN σ 2
The PDFs under two hypotheses are as follows:
We define the true values of unknown parameters under H 1 hypothesis as
then the binary hypothesis test model can be written as
In fact, readers can utilize the complexity format of θ directly, see [30] . According to [31, P239] , the performance of the statistic is presented in (16) , and the non-centrality parameter can be obtained by
where θ r1 denotes the true value of θ r under H 1 hypothesis, while F θθ denotes the Fisher information matrix(FIM), [F
−1
θθ ] θ r θ r is the upper-left block of the inversion of the FIM, corresponding with the tested parameter θ r . According to the block matrix inversion lemma, we have
For the complex Gaussian model
whereV(ω ) is the second-order derivation to ω . Inserting (A6) into (A5), we get the block part as
where K 1 and K 2 can be calculated via (1).
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Plugging (A7) into (A4), we have
Plugging (A8) into (A3), we get the non-centrality parameter as
Recall that α = α 1 + α 2 , and decompose β as β = β = τ α, τ is a complex scalar. Then we have
Also recall that β = δ 2 α 2 − δ 1 α 1 and δ 1 = δ 1 + δ 2 , so we have
With Re α H β ⊥ = 0, we eliminate the value β ⊥ in (A11), yielding
Plugging (A12) into (A11), then into (A10), we finally get
which is the result in (17).
B. DERIVATION OF (22)
When the center parameter is known, the expression of SRL has been given in [21] (plugging (54) into (53), and note that b = ȧ = K 1 ), so the SRL can be expressed as 
where the non-centrality parameter is still λ 1 , as the unknown parameters are same with the test (16) . Letting k = α 1 / α 2 , we yield 
Here we assume |c| < 1, so k 2 (1 − c 2 )(1 + k 2 − 2kc) > 0. Hence, the result in (B2) will be larger than zero, i.e.,δ 1 > δ 2 , meaning that the unknown case is more difficult to resolve.
C. PERFORMANCE OF GLRT WITH UNKNOWN σ 2
When the noise variance is unknown, the analysis method is similar to that in Appendix A. Firstly, we let the true value under hypothesis H 1 be
The FIM can be calculated by the following expression 
where C z (θ) = σ 2 I NL andũ(θ ) = V(ω )α +V(ω )β. As C z (θ ) is only the function of σ 2 , so we have
Plugging (C2) and (A6) into (C1), we get (C3) VOLUME 6, 2018 As we can obtained the MLE of ω in Section III.A, and inserting it to the test in (6) , a classical linear model with unknown σ 2 can be obtained. The statistic is given in [32, P345] , where an F distribution is presented, see (23) . However, the non-centrality parameter will be different due to the additional unknown ω , which we will resolve as follows.
Inserting (C3) into (A4) then into (A3), we obtain λ 2 = θ 
With the similar process from (A9) to (A13) in Appendix A, we can obtain the expression of λ 2 as in (24) . As the additional parameter σ 2 is independent of the other parameters in θ , λ 2 has the same expression as λ 1 in (A13). 
