We study the directional dependent band gap evolution and metal-insulator transition (MIT) in model quantum wire systems within the spin-orbit density wave (SODW) model. The evolution of MIT is studied as a function of varying anisotropy between the intra-wire hopping (t ) and inter-wire hopping (t ⊥ ) with Rashba-type spin-orbit coupling. We find that as long as the anisotropy ratio (β = t ⊥ /t ) remains below 0.5, and the Fermi surface nesting is tuned to Q1 = (π, 0), an exotic SODW induced MIT easily develops, with its critical interaction strength increasing with increasing anisotropy. As β → 1 (2D system), the nesting vector switches to Q2 = (π, π), making this state again suitable for an isotropic MIT. Finally, we discuss the physical consequences and the possible applications of the directional dependent MIT.
Quasi-one-dimensional (1D) quantum wires (QWs) are routinely prepared nowadays in laboratories with diverse functional elements, alloys and compounds. [1] [2] [3] [4] [5] [6] Such systems provide tremendous materials flexibility and enhanced tunability of versatile quantum properties, [6] [7] [8] [9] [10] [11] and therefore attracted huge research activities with both scientific and technological interests. Metal to semiconductor to insulator transition is one such functional property which is widely studied in various QW systems. 4, 5, 12 Because due to their quasi-1D geometry, correlation strength is naturally enhanced here, driving the system towards the metal insulator transition (MIT) limit. In general, dimension, inter-wire distance, variety of substrates, doping etc are used to tune the MIT strength. Recently, it is realized that the spin-orbit coupling (SOC) can be another parameter for monitoring the correlation properties, and various forms of MITs in bulk systems, 13, 14 thin films, [15] [16] [17] and QWs. 4, [6] [7] [8] SOC is a single-particle property and thus does not have a direct control over the many-body effect. However, there are multiple ways SOC helps indirectly enhance the correlation strength compared to the non-interacting bandwidth. In some systems such as Iridium oxides (known as Iridates), 13 SOC split bands near the Fermi level has an effective bandwidth (W ) which is much narrower than the one without SOC, and therefore, the Coulomb interaction U appears to be higher to the SOC split bands. Again, the SOC split bands across the Fermi level enhance the spin fluctuations strength due to dynamical particle-hole scattering between them. Therefore, the spin-fluctuation dressed quasiparticle spectrum acquires large mass renormalization as seen in various actinide compounds. 14, 18 Furthermore, Rashba-type SOC helps split the bands along the momentum direction, sometimes creating suitable condition for Fermi surface (FS) nesting between them. 5, 19 The induced FS instability opens band gap, leading to semimetallic or insulating states. 4, [19] [20] [21] The nature of FS instability for SOC split bands is characteristically different from other forms of FS nesting, raising the possibility for new and exotic quantum orders which may have no analog with conventional order parameters. One such new form of order parameter is the spin-orbit density wave (SODW) proposed earlier in similar context. [19] [20] [21] [22] In the SODW state, there are two spin density wave orders arising in different orbitals which are entangled to each other by SOC and have opposite spin polarization. In general, there can be a plethora of SODW orders occurring in such conditions owing to the nature of FS nesting and the associated spin-helicity. All such order parameters breaks translational symmetry by nature, but can restore or breaks time-reversal symmetry depending on the momentum and spin dependence of the order parameter (as discussed in details below). Such a state gives rise to spin polarized current induced by interaction which is protected by both energy gap (as in the case of ferromagnetism) as well as by time-reversal invariance, if present (as in the case of topological surface state). In this sense this class of systems can have enhanced functionality compared to the other two classes for spintronics applications.
Here we employ the theory of SODW in various quasi-1D QW systems and study the evolution of metal to semiconductor to insulator type transitions as a function of inter-wire hopping interaction (t ⊥ ) which controls the dimensionality of the system from 1D to 2D nature, and also as a function of interaction strength. One of our main results is that a direction dependent MIT can be engineered in this setup by simply controlling the ratio β = t ⊥ /t (where t is the intra-wire nearest neighbor hopping parameter), leading to highly unidirectional quantum transport properties with spin-polarization. Interestingly, we find that for both pure 1D (β=0) and pure 2D cases (β = 1), a MIT can arise for the interaction strength U → 0 as long as the FS nesting wavevector is Q 1 = (π, 0) and Q 2 = (π, π), respectively. In between, the critical value of U for MIT increases almost monotonically in the range of 0 ≤ β < 0.5. For 0.5 ≤ β < 1, both nesting vectors Q 1 and Q 2 compete, and makes it harder to gap out the FS everywhere.
I. MODEL
We consider a model system of 1D atomic wires with Rashba-SOC lying along the x-direction, and arranged along the y-direction. For the non-interacting band structure we use a single band tight-binding dispersion with nearest neighbor hoppings t , t ⊥ , where t gives the hopping between atoms on a given wire, and t ⊥ is the hopping to the nearest neighbor QWs. The corresponding dispersion is ξ k = −2t cos k x − 2t ⊥ cos k y − µ, where k x/y are the correspond-
(k x , 0) (π/2,k y ) ing crystal momenta and µ is the chemical potential. For the calculations of the translational symmetry breaking, it is useful to consider a lattice model of the Rashba-SOC. Since this SOC arises from odd parity nearest neighbor hopping, the corresponding SOC strength also becomes anisotropic in such a model and the resulting SOC Hamiltonian is
where σ x,y are the usual Pauli matrices defined in the in-plane spin basis. For simplicity the anisotropy strength for both the hopping and SOC strength is assumed to be the same and represented by a single parameter β = t ⊥ /t = α ⊥ /α . We use t =-1.216 eV and α = −0.85t , and present all the following results in terms of t . For an isotropic system (β = 1), this parameter set gives a good fit to the measured band structure of Bi-thin film on Ag substrate which shows FS nesting and SODW.
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The non-interacting FSs with SOC are shown in Fig. 1 (upper panel) for three representative values of β. For all cases, we vary the chemical potential to fix the nesting to be either Q 1 or Q 2 . This means, we allow the carrier density to be a variable parameter. For β < 0.5, both FSs remain open, but warped along the k x direction. The warping is controlled by both the inter-QW hopping (t ⊥ ) as well as inter-QW SOC (α ⊥ ). At β = 0.5, the inner helical FS becomes closed and create an electron pocket, while the outer one remains open. As β approaches 1, the C 4 symmetry is restored, and both FS becomes closed. Interestingly, in this case, the inner helical FS remains electron-like, while the outer becomes hole-like. For β < 0.5, the FS nesting is dominated at Q 1 , while for β → 1, Q 2 takes over. In these two limits, FS nesting is almost 'perfect' which means that most parts of the FS participate in the same nesting. Therefore, with very small interaction, insulating gap can be opened in these two limits.
For these specific nesting conditions, there are two possible SODW order parameters which can develop here, depending of the corresponding coupling strength and symmetry properties. They are
Here U is the renormalized interaction strength, ψ k,↑ is the fermion annihilation operator with momentum k and spin up. d(k), and d (k) are the momentum dependence of the gap terms. Combined signs of d (k) (with respect to d(k)) and σ ensure the antisymmetric property of the order parameter, as well as determines if the time-reversal symmetry is broken or not. The microscopic details of the order parameters are discussed in previous works, and here we explore their role on the MIT as a function of various parameters. We present the results for the order parameter ∆ 1 (the subscript is dropped henceforth), and neglect the momentum dependence for simplicity. Employing mean-field theory, we can obtain the quasiparticle spectrum in the SODW state as E
where ν = ± is the helical index and ± sign in the subscript is the band index due to translational symmetry breaking. This analytical expression is valid for the special case of the Q 1 nesting wavevector which renders a complete flip of the SOC between the k and k + Q 1 subspaces as H so (k + Q 1 ) = H * so (k). We use ∆ as a parameter here, but calculated self-consistently elsewhere. 19, 22 The gapped band structure for β = 0.2 is shown in Figs. 1(d-e) along two representative directions for β = 0.2 and ∆ = 0.5t . Along the nesting direction, the bands are folded across the Fermi momentum, compared to the noninteracting bands (dashed line). However, the Kramers' degenerate points remain ungapped due to the presence of timereversal symmetry. In the reduced Brillouin zone with reciprocal lattice vector is Q 1x = π, the points k = (±π/2, 0) now also become time-reversal invariants. This fact is manifested in the emergence of new Kramer's degeneracy at these special points. Along the k y direction, however there is no translational symmetry breaking, and thus instead of a band gap opening, there the bands are shifted away from the Fermi level [see Fig. 1(b) ] to commence a fully gapped insulating state. Due to the 'perfect' nesting condition for β → 0, insulating gap can be opened easily with small ∆. But as FS warping increases with increasing β, FS nesting weakens. When the nesting condition is not 'perfect', partial gap opening causes tiny FS pockets with low-mobility, and the critical value for the MIT becomes higher (see Fig. 4 ).
The corresponding density of states (DOS) in Fig. 2 shows the gap evolution from a metal to doped semiconductor to insulator state. For the intermediate value of the gap ∆ = 0.25t (blue line), we see an in-gap state developed inside the gap. This state arises due to the overlap between the conduc- In the intermediate value of the gap, a band gap opens on the nested parts of the FS, but fails to gap out the full FS. The small in-gap state arises at the Fermi level due to the overlap between the conduction band bottom and valence band maximum. In the insulating state, the band gap has two parts: in the low-energy region, there is a 'U' shape leading edge gap. Above it, the gap extends up to the coherence peaks. (b) Comparison between the DOS at β = 0.5 with Q1 nesting and at β = 1 with Q2 nesting. In the latter case, the coherence peaks arise at the edge of the insulating gap, indicating that here the gap is very isotropic due to the 'perfect' nesting conditions. tion band bottom and the top of the valence band in different momentum region (zero indirect band gap). Interestingly, the insulating gap shows a particle-hole symmetry due to the specific nature of the nesting. In Fig. 2(b) , we compare the DOS for β = 0.5 and FS nesting wavevector Q 1 (red line) and that of β = 1 with nesting vector Q 2 . It is interesting to notice that the property of DOS across the gap changes drastically in the two cases. In the former case, the leading edge gap is much smaller compared to location of the coherence peaks, indicating that the gap is very anisotropic here. On the other hand for Q 2 nesting, the coherence peaks appear at the gap edges, as in the case of the superconducting quasiparticle spectrum.
II. OPTICAL CONDUCTIVITY
Next we compute the dynamical optical absorption spectrum for such systems. To study the anisotropy of conductivity we explicitly include the directional dependent vertex in the calculation. Using standard Kubo formula for conductivity, we obtain the optical conductivity [See Ref. 23 for the generalization of this calculation to include the correlation effect and gap terms] as
Here j =x, y, z, and f (ω) is the Fermi-Dirac function. v 2 j (k) is the velocity operator, and A(k, ω) is the 2×2 single particle spectral function matrix, evaluated as A(k, ω) = −ImG(k, ω)/π where G(k, ω) is the standard Green's function. 23 Fig . 3 shows the real part of σ x= (ω) (upper panel) and σ y=⊥ (ω) (lower panel) for three different values of SODW gap at four different values of the anisotropy ratio β. For ∆ = 0, optical conductivity is dominated by Drude peak in all cases. For β = 0, an insulating gap arrears with any finite value of ∆, as shown in Fig. 3(a1) . Since the hopping between the QWs is turned off here, the perpendicular conductivity σ ⊥ remains zero. For β = 0.2, at ∆ = 0.16t , an indirect band gap appears as seen in the blue plot in 3(b1). But due to the presence of small FS pockets, Drude conductivity is also present here. For this value of β, a direct insulating band gap appears for ∆ > 0.4t . We notice two gap like features here: first one arises from the leading edge gap [see DOS in Fig. 2(a) ], while the second gap around 1.8t originates between the two coherence peaks across the Fermi level. With increasing β, conductivity expectedly arises along the perpendicular direction, however, the magnitude remains two orders of magnitude lower. We also find that the onset of MIT in the perpendicular direction is lower than that along the direction of the QW, and the gap in the former direction is much larger than along latter direction. Above β > 0.5, as we discussed earlier, both Q 1 and Q 2 vectors compete, making it harder to have MIT. By imposing the Q 1 nesting, we find that the critical value of the order parameter becomes as high as 1.32t . The conductivity above the insulating gap is also lower here. The anisotropy between σ and σ ⊥ reduces but still remains two orders of magnitude different. Finally, for β = 1, Q 1 nesting considerably weakens, while Q 2 nesting becomes dominant. In this case, the onset of the MIT further reduces to infinitesimally small value of ∆. Here the optical conductivity shows a single peak above the gap, which is consistent with the single coherent peak in DOS as discussed before. Expectedly, the isotropy between σ and σ ⊥ is restored here.
Summary of the above-presented results is given in Fig. 4 . The plot of order parameter ∆ versus the insulating gap in the optical spectrum is shown in Fig. 4(a) . Expectedly, the gap evolution is very similar for both β = 0 and 1. In between, the critical value of ∆ for the insulating gap increases mono- tonically with the anisotropy ratio β (see Fig. 4 ). Of course, in between the metallic and insulating state, the system behaves as semimetal or lightly doped semiconductor. Each small FS pocket have a definite chirality. In the case when only one or odd number of FSs is present inside the reduced Brillouin zone, such state can resembles the surface state of a topological insulator. Therefore, here the FS will be topologically protected from backscattering. Similarly, in the semimetal phase where both electron and hole-pockets are present, they possess opposite chirality. The scattering between them can lead to many interesting physics, such as chiral superconductivity, quantum spin-Hall effect, and skyrmion states etc.
III. DISCUSSION AND CONCLUSIONS
QWs are versatile systems where bandwidth, quantum many-body effects and SOC can be efficiently tuned. Directional dependent MIT can have variety of applications in transistors, spintronics. Another interesting application of unidirectional MIT would be to exploit the spin-caloritronics property 24 to channel the heat current along a particular direction. This will be helpful to protect electronic devices from heating at all sides, rather here all the heat current can be channeled to the location of heat drain.
Recently, it is also shown that with the application of outof-plane magnetic field, cyclotron orbits can be formed even in quasi-1D systems as long as the hoppings along both directions are active, but not necessarily equal. For such systems, although the FS remains 'open' in which according to Onsagar theory, quantum oscillation is prohibited, recently, we have shown that quantum oscillation can however arise due to the possible formation of 'elliptical' cyclotron orbit in real space. 25 SODW order in fact makes these systems even more efficient to monitor the FS topology while keeping the underlying electronic hopping the same. For such systems, it will be interesting to study the evolution of the quantum oscillation and its frequency as a function of anisotropy ratio β, temperature etc.
Finally, SODW is recently observed 4 in highly anisotropic Pb atomic wires on Si(557) surfaces via the direct measurement of spin polarization and band gap opening due to FS nesting as predicted. 19 It is especially shown that the spinrelaxation time decreases gradually with the excess coverage, which tunes the correlation strength. This demonstrates that the spin-orbit locking emerges with the formation of the quantum order parameter. This is not only protected by the time-reversal symmetry, but also by the energy gap (thermodynamically). This means such state gives rise to antilocalization as seen in typical SOC systems. Furthermore, as the anisotropy ratio is decreased, the scattering between different QW also decreases. Therefore, since backscattering remains the only source of scattering, which is prohibited due to spin-momentum locking in the SODW state, 26 the conductivity is expected to increase here rather than decrease as in other density wave systems. These unique functional properties of SODW make this phase an exciting platform to study many unexplored quantum properties which can lead to diverse applications.
