Abstract. We study the reconstruction of a 3D compact homogeneous object lying inside a homogeneous background for computer aided design (CAD) or nondestructive testing (NDT) applications. Such a binary scene describes either a solid object or an homogeneous material in which a fault is sought. The goal in both cases is to reconstruct the shape of the scene from sparse radiographic data. This problem is under-determined and one needs to use all prior information about the scene to find a satisfactory solution. A natural approach is to model the exterior contour of the fault by a deformable geometric template, which we reconstruct directly from the radiographic data. In this communication, we give a synthetic view of these contour-based methods and compare their relative performances and limitations to recover complex faults.
INTRODUCTION
In computer aided design (CAD) or nondestructive testing (NDT) of materials, one traditionally retrieves 3D scenes from shadows or X-ray tomographic data. In CAD, these scenes describe solid materials for which we seek a computer description of the surface. In NDT, they correspond to homogeneous materials in which some faults are sought.
In the case where a compact fault is already detected and its shape is to be reconstructed, the scene Ë is composed of two regions of constant density, for example 1 and 0; then, the density function of the scene is written ´Üµ ´½ if Ü is inside the fault ¼ otherwise
The first three categories of models are global but the last is local in its parameters. In particular, we discuss first order spline models which yield polyhedral shapes [3, 8, 7] . In recent works [9, 7] , we have proposed regularization-based methods to estimate the vertices coordinates of a polyhedron directly from the projections. In this communication, we give a synthetic view of these contour-based methods and compare their relative performances and limitations to recover complex faults.
Direct problem and scene modeling
We model the data vector as the noisy line projections of the density function: ´Ëµ·Ò (2) where is the projection operator and Ò is the noise process, which we assume additive, i.i.d. and Gaussian for the sake of simplicity. In other words, we model each piece of data as the integral of the density function ´Üµ along the line arriving at the center of the corresponding detector pixel. There exist more accurate (and complex) models which account for the whole area of the detector pixels. Projections are then based on strip band integration of ´Üµ, see [10] for example.
Assume we model the scene Ë by a set of Ò binary cubic voxels
where each voxel value is equal to 1 if the centre of the voxel is inside the fault, and 0 otherwise [11, 1] . Operator becomes linear towards and equation (2) rereads ·Ò (3) where stands for the X-ray projection matrix, whose elements are the length of the intersections between each voxel and each projection line.
In case of contour reconstruction, the scene is described by the contour of the fault region. Assuming the whole background area has a null density, it has no contribution on the scene projection. Then, we rewrite the projection operator ´ µ. The main difference from voxel representation is that the projection operator is nonlinear with respect to contour parameters, and this leads to complex optimization problems. However, the number of those parameters is significantly smaller than the dimension of a voxel representation .
Bayesian estimation
We use Bayesian methodology to perform the reconstruction. It affords the definition of a posterior density of probability Ô´Ë µ by accounting for the noise process and a prior Ô´Ëµ on the scene, which models our physical knowledge of both fault and background. Bayes rule leads to the expression of Ô´Ë µ:
where Ô´ µ is a normalization factor. We select the maximum a posteriori (MAP) estimator Ë, i.e., the scene which maximizes the posterior law. Then, it also minimizes the negative of its logarithm.
Denoting by ¾ the variance of the noise process Ò, Ë minimizes the functional Â´Ëµ ´Ëµ ¾ ´¾ ¾ µ Å ÐÓ Ô´Ëµ (6) where Å is the number of data. Criterion Â is then defined as the sum of two terms, a fidelity to data term that we denote Ã´Ëµ ´Ëµ ¾ , and a regularization term, which corresponds to the prior information. In fact, we define ÐÓ Ô´Ëµ » Ê´Ëµ·Ã, where Ã is a constant term, and functional Â is then equal to Â´Ëµ Ã´Ëµ · Ê´Ëµ (7) up to a constant term. In the next sections, we specify Ê´Ëµ for each scene model.
VOXEL BASED RECONSTRUCTION
If we define the 3D scene by a set of Ò binary cubic voxels Ë ½ Ò ℄ Ø , the main prior knowledge is that image Ë is piecewise homogeneous. That leads to the definition of a Markov random field, with the following energy:
where Ã´ µ ¾ , ³ is an even function, nondecreasing on I R · , and " " denotes the neighborhood relation between voxels [1] . Minimization of Â is not straightforward since it has to be done over the discrete set ¼ ½ Ò . We choose to extend and optimize Â on a continuous domain, i.e., ´¼ ½µ Ò for algorithmic purposes. Function ³ is chosen to be convex, we practically use the Huber function, which is quadratic towards 0 and linear at infinity [12] . Functional Â is then convex as a sum of two convex functions. Then, minimization of Â over can be carried out by gradient-based techniques.
The above modeling does not account for our other physical knowledge, i.e., the density values of each material. Following the work of Gautier [13] , we add a second regularization term which biases the value of all voxels to the metal, i.e., 0. The posterior density finally writes:
where ½ « ¾. As in the case where ¼, Â is convex and differentiable, then gradient-based methods can be used to obtain the MAP estimate. However, this modeling does not account for fault compacity. Moreover, the size of is huge for a high resolution sampling of the scene, and voxel reconstruction may be computationally expensive. For these reasons, we study direct compact shape reconstruction procedures.
CONTOUR BASED RECONSTRUCTION
We here directly take advantage of the binary compact nature of the object. Instead of reconstructing the volume of Ë, we choose to model the contour by a deformable template and estimate its parameters from the radiographic data. There are several ways of modeling geometric templates.
The first is to define implicitly the contour as the zero-th level-set of a function I R ¿ I R [5, 6] .
The principle of level-set methods is to define an evolution law for¨(¨´Ü Øµ now depends on a time parameter Ø) and to update its level-set Ø . This approach needs a transformation of the implicit curve Ø into voxels in order to calculate approximate projections of scenes Ë Ø . Such projection processes yield time consuming reconstruction algorithms.
In the following, we only consider "fully geometric" models, i.e., parametric contours. We define a set of parameters and the corresponding contour . Estimation of is done by least-square (LS) or MAP techniques.
Ö Ñ Ò Â´ µ Ã´ µ· Ê´ µ with Ã´ µ ´ µ ¾ (11) where, as in the first section, Ã´ µ accounts for fidelity to data and Ê´ µ is a regularization term. LS estimation corresponds to ¼. We distinguish two types of parameterized surfaces: local and global ones. A surface is said local with respect to its parameters if for each parameter , a modification of yields a move of only part of the surface . One obviously needs a local parameterization to describe arbitrary nonconvex and irregular contours. However, in the following, we also consider global parameterization of contours by a limited number of parameters since it can retrieve the low frequency features of contours.
In any case, the difficulty is the calculation of Ã´ µ, in fact the evaluation of the projections ´ µ. For specific models, analytic expressions of ´ µ are not available, we then use a polyhedral approximation È of , whose computation of projections may be expensive depending on the number of vertices of È .
The rest of the section is organized as follows: we first consider very simple global models, then define more complex ones, leading to star-shaped contours. Finally, we study the case of splines and their ability to reconstruct various shapes.
Quadrics and Superquadrics
Quadrics/Superquadrics are very simple shapes since they only depend on few parameters. Superquadrics are generalizations of quadrics and yield nonconvex and starshaped shapes. These contours have mainly been used in image segmentation [14] . Considering a super-ellipsoid as a star-shaped contour, and denoting its central point, this surface is defined by:
where ¾´¼ ¾ µ ¾´¼ µ, and « ¬ are positive parameters. Definition (12) Practically, we first estimate the position and the axes of inertia of from the data using explicit relations between the moments of the projections and those of the object [3, 15] . Then, we process the development (12) in the basis formed by these axes, where the third coordinate corresponds to the greatest moment of inertia. Estimation of « ¬℄ Ø is done by a constrained least-square method (i.e., ¼ in equation (11)) and a gradient based algorithm whose initialization corresponds to a sphere.
We set the constraints ¼ and ¼ ¾ « ¬ ¿; the latter avoids degenerate shapes.
Harmonic contours
We consider the following generalization of superquadrics. Surface harmonics are star shaped surfaces defined on the unit sphere of I R ¿ (see [16, 17] for their use in image segmentation). Using notations of figure 1 , we define the general parameterization:
We now use the following property [16] . Any function ´ µ of finite energy and differentiable on the unit sphere of I R ¿ can be decomposed as a linear combination of spherical harmonics:
where spherical harmonics Ñ Ð are linked to Legendre polynomials [16] . Introducing a cut off Ä, we consider the family À Ä of surface harmonics whose coefficients Ñ Ð are null for Ð Ä. The vector parameter is then 
Splines
A common and convenient way to describe local shapes is spline modeling; see [18, 19] for 2D spline curves reconstruction and [20] for 3D spline curves reconstruction in is not straightforward. A large order yields smooth contours and a larger degree of locality, whereas a small order does not favor global smoothness. In the following, we choose first-order splines, i.e., polygons and polyhedra; in other words, functions are affine on their corresponding arc length interval, and ´×µ is piecewise affine. The reasons for that choice are mostly algorithmic. Indeed, computation of projections of first-order splines is fairly straightforward since it only requires intersections of projection rays and object edges (faces) of the polygon (polyhedron). Cunningham et al. [18, 8, 4] have derived similar models but the method they use for computation of projections is not direct. It is an approximate evaluation based on a transformation of the scene into a set of voxels and the use of classical voxel set projections routines. However, that method is more easily extendable to strip band integration [4] . Both strategies are illustrated on figure 2. The direct projection evaluation is still simple in 3D case provided the polyhedral faces are triangular. In the following, we first develop the 2D method, and then its extension to 3D case.
Polygonal shapes
A polygon È is defined as a closed connection of vertices:
where vertices are arranged in the anti-clockwise order. Hence, fault reconstruction is equivalent to estimation of positions subject to the following constraint: the edges of È do not intersect. In recent years, we have developed a regularization method to reconstruct polygonal shapes from sparse tomographic data [21, 9] . With notations of equation (11), we estimate a MAP solution by minimizing the a posteriori energy Â´ µ, where the regularization functional tends to favor local smoothness of È . We then use Markovian based penalizations [9] :
where is a nondecreasing function. Algorithmic aspects are similar to the 3D case and will be discussed in the next paragraph.
Polyhedral shapes
Recently, several researchers have developed 3D polyhedral reconstruction methods [22, 8, 7] . Generalizing the 2D modeling, we define a closed polyhedron È ´ µ by a set of Ò vertices ½ Ò ¾ I R ¿Ò and a set of triangular faces . For a fixed Ò and fixed faces, the a posteriori energy Â´ µ defined in (11) depends on only. The MAP estimate is then Ö Ñ Ò Â´ µ (18) Following (17), regularization Ê´ µ tends to enforce the local regularity of È. We consider Euclidean distances between each vertex and the center of gravity of its neighbors.
where is a nondecreasing function. We select a nonconvex function, such as the truncated quadric. Such a function penalizes equally any distance greater than some arbitrary threshold, and then allows large deformations of vertices. Other choices are available for Ê; see [4] for curvature based regularizations.
In the above formulation, the projection operator is highly nonlinear as a function of the coordinates of . That generally leads to multimodal criteria Ã and Â Ã· Ê. Practical difficulties are then related to the global optimization of Â . We use local techniques (gradient descent or relaxation procedures), which provide a local minimizer of Â . As in the case of harmonic models, the key point is to select an initial solution close enough to the global minimizer of Â . In practice we use the harmonic modeling method both to select Ò 1 and as an initial guess to the polyhedral method.
SIMULATION RESULTS
The main objective of these simulations is to point out the advantages and limitations of each contour based approach. To this end, we present the reconstructions obtained FIGURE 2. Projection calculation in 2D case. a) Approximate numerical computation, based on discretization of into pixels. Calculation is then done using the linear operator introduced in the second section. Here, vector is not forcibly binary, the value of each pixel´ µ crossing an edge of is the proportion of the surface of ´ µ over the surface of´ µ. b) Exact analytic calculation, based on the positions of the intersections between projection rays and polyhedron edges. on a common data set. Data are 9 noisy parallel projections of a synthetic object . All projections correspond to a common detector, set on a plane Þ ÓÒ×Ø ÒØ (see figure 3 for the illustration of the object, the projection geometry, and the data). The signal to noise ratio (SNR) is 10 dB and the resolution of each set of projection data is ¢ pixels. Apart from the limited number and angles of the projections, the difficulty lies in the fact that the object shape is highly nonconvex.
As represented on the first graph of figure 4 , the ellipsoidal reconstruction obtained by the moment based technique [15] is clearly poor since it does not provide information on the "foot" of the mushroom. Moreover, estimation of the main axis of inertia of is incorrect. On the second graph of this figure, we represent the superquadric estimated from the data by the constrained LS method. This result does not clearly enhance the quality of reconstruction. In fact, the variety of superquadrics is not wide enough to describe a complex object, even though this family may yield nonconvex shapes.
In figure 5 , we represent the harmonic contour reconstructions for different numbers of parameters Ñ Ð (7 and 14) . Harmonic development is done relatively to the axes of inertia obtained by the moment based technique (see the orientation of the ellipsoid of figure 4 (a) ). Reconstructed shapes are nonconvex and closer to the real object, although the second one has a relatively high computational cost (150 seconds CPU). In fact, harmonic modeling may not produce high resolution results unless the order Ä of the development (14) is huge. In that case, discretization of the contour needs to be fine and then, both projection calculation and reconstruction process are a computational burden.
Finally, we show the results of the polyhedral method with the above mentioned reconstructions as initializations (see figure 6 ). The local optimization technique is a gradient descent algorithm. The first two results correspond to ellipsoidal and superellipsoidal initializations. They only contain the low frequency features of the mushroom since initializations are too distant from the real object. Results obtained with harmonic initializations are clearly more accurate (see the second line of figure 6 ). The quality of the final reconstruction is then highly related to the initialization, although a complex initialization yields an increase of the number Ò of vertices. In addition to those results, computational cost of the polyhedral method is 150 and 186 seconds CPU for cases a) and b), which is relatively low compared to the one of voxel methods.
CONCLUSION
In this paper, we have presented several methods of reconstruction of compact faults from sparse X-ray tomographic data. These methods are all based on an explicit parametric modeling of the external shape of the homogeneous object and the direct estimation of those parameters from the data. In contrast to global modelings, the polyhedral approach affords high quality reconstructions of nonconvex objects in a limited computational time. However, reconstructions are highly dependent on the initialization since the energy to be minimized is generally multimodal. We then recommend the combination of the three methods:
1. Using the moment based method to estimate the center of gravity of the object and the position of its axes of inertia. 2. Using the surface harmonic modeling to obtain an accurate initialization. 3. Using spline modeling to perform final reconstruction.
Future works will involve multiresolution procedures [18, 23] that may help to obtain a better initialization. We also plan to evaluate geometric methods on real data and to study their extension to the case where interior and exterior densities of the object are still uniform, but unknown. One then needs to estimate those parameters in addition to the contour shape.
