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Introduction
Recently, image-based methods in conjunction with laser range scans have emerged as a practical way to obtain highquality 3D models, in particular for applications like digital preservation [3] . Increasing accuracy of image-based 3D reconstruction methods could soon make it feasible to even rely on image-based modeling alone [21] . Regardless of how geometry is obtained though, in most applications it is important to recover a high-resolution and accurate texture map for the model, in order to be able to render the model from novel viewpoints and in different lighting conditions. In multi-view settings, usually every patch of the surface is captured from several cameras. Therefore, using a suitable superresolution model, one should be able to recover the texture map in higher resolution than provided by the input images. However, this possibility has not yet been explored, with most existing methods fitting a local lighting model per-vertex or per-texel only, disregarding texel interdependencies. Thus, our paper aims at opening up the highly interesting area of superresolution models on surfaces. 
Image-based texture reconstruction
In image-based texture generation, one faces the problem of integrating several views of the same surface region into a single texture map. In most approaches to date, information from the cameras is blended per texel, using a suitable heuristic to weight contributions from different source images [3, 16, 24] . It is common to perform additional image registration before estimating surface properties, in order to correct for geometry errors [3, 8] or object motion [24] . Other algorithms circumvent texel-wise blending by selecting large regions which are assigned texture data from a single camera. However, those methods then face the problem of stitching together the different regions. Optimal seam locations can be estimated beforehand [15] , in combination with multi-band blending at seam locations [1] .
Although existing methods produce visually very pleasing results, there is one problem intrinsic to the approach of selecting optimal cameras and blending the contributions. Namely, this technique does not scale favourably with the number of input cameras. Indeed, the result from blending becomes more blurred the more images are blended together, in particular if geometry estimates are not perfectly accurate. Thus, many algorithms end up throwing away most information in order to increase sharpness of the results. However, the fewer cameras contribute to a single patch, the more visible seams will arise at patch boundaries which have to be dealt with.
The proposed approach of texture superresolution delivers a solution to this dilemma. It is based on previous models employed in 2D superresolution [6, 10, 20, 22] for which there is a well-developed theory [2] . The main idea is to formulate an image formation process which explicitly models the downsampling by the cameras. A texture on the surface is then estimated to optimally fit all input images simultaneously, where a good fit is determined by minimization of an energy functional. The total variation is included as a regularizer in the functional. In comparison to the above methods, this approach has the following advantages:
• An arbitrary number of source images can be integrated in a natural way, globally reconstructing a spatially coherent texture map. No inherent scaling problems arise, in fact, we embrace having more cameras as this always leads to a more accurate solution.
• The model lends itself to an elegant and unified mathematical formulation. Suitable weighting factors for input image contributions arise naturally, and do not have to be imposed by heuristic assumptions.
• Neither visibility boundaries nor seams have to be treated explicitly, since the total variation norm in the energy already implies minimization of discontinuitues.
Due to these unique advantages, the estimated texture maps are of excellent quality and contain more details than each single input image taken by itself, Fig. 2. 
Contributions
The main contributions of this paper are the following. From a theoretical point of view, it introduces the first model for surface texture superresolution. To our knowledge, this is also the first time a superresolution model is solved on curved surfaces. While super-resolved textures were adressed previously, the authors either just perform a resampling on a higher-resolution grid and thus not actually solve a superresolution model [13, 19] , or they neglect curvature and in effect perform 2D superresolution [7] .
The theoretical derivation of the Euler-Langrange equations is non-trivial, and also valid for the reconstruction of other scalar fields with arbitrary point-wise error measures defined in image space. Thus, it will hopefully spark interest in future studies on surface PDEs for surface property reconstruction from multiple views.
In the next section, we introduce the image formation model. The optimal texture map can be recovered as the minimum of an energy functional, leading to a gradient descent approach to recover the texture. By computing a conformal atlas for the surface, one can formulate the EulerLagrange equation as a partial differential equation on texture space, Sect. 3. Details of the implementation are discussed in Sect. 4, followed by extensive experiments in Sect. 5.
Superresolution Texture Maps
In this section, we introduce the image formation model which leads to an energy functional whose minimum is attained at the unknown texture. Let I 1 , . . . , I n : Ω i → R be the input images captured by cameras with known projections π 1 , . . . , π n :
The cameras observe a known Lambertian surface Σ ⊂ R 3 , which is textured with the unknown texture map T : Σ → R. We will for now assume grayscale images and extend the model to color textures in Sect. 4.
Variational Formulation
The basic idea is to recover the unknown texture map as the minimizer of an energy functional, consisting of a data term and a regularization term,
Here, σ ≥ 0 is a parameter controlling the desired smoothness of the result. The differential operators on the surface and the norm on the tangent space are explained in detail in [17] . The total variation norm of the texture was chosen as the regularizer, because compared to alternatives, it is better suited to preserve a crisp texture with sharp highresolution features, The data term is based on the current state-of-the-art superresolution model [22] , with the limitation that we currently do not take noise in the input images into account explicitly. The idea is that a real-world camera downsamples the input by integrating over the visible texels inside each sensor element. This integration process is modeled with a convolution kernel b, which can be derived from the properties of the camera [2] . The resulting data term is
(a) Chart domains dom(τ j ) in R 2 forming the texture space T. 
Euler-Lagrange Equation
The next step is to establish necessary conditions for a minimum. Deriving the Euler-Lagrange equations of the functional leads to the following theorem, whose proof can be found in the appendix.
Theorem. A texture which minimizes energy (1) also satisfies the partial differential equation
on the surface Σ.
Some new objects appear in the PDE: the difference images D i stem from the derivative of the data term, and are defined as
with the mirrored kernelb(x) := b(−x). The functions v i : Σ → {0, 1} indicate whether a surface point is visible in a source image,
Finally, J i is the inverse surface area element with respect to the backprojection,
J i accounts for foreshortening of the surface in the input views, and is small in regions where the backprojection varies strongly, which is usually the case at silhouette boundaries or discontinuities of the backprojection due to self-occlusions, Fig. 4 . As a consequence, we have the desirable property that in those regions where texture information from the image is unreliable, the input is assigned less weight. Note that we did not need any heuristic assumptions to arrive at this weighting scheme. It is rather a direct mathematical consequence of the variational formulation. The main question arising now is how to solve a partial differential equation defined via derivative operators on the surface, which we will address in the next section.
Conformal Maps and Differential Operators
While it is possible and has some merits to solve surface PDEs based on an implicit representation [4] , the goal here are high-resolution textures which exceed the feasible resolution of the voxel grids. Thus, a method based on parametrizing the surface [17, 23] is preferred for superresolution. The idea is to define the texture on the surface as a planar, 2D texture map. In order to achieve this, one needs a global parametrization of the surface. For the purposes here, it is defined as a collection of k charts (C j , τ j ) with the following properties:
• The C j are pairwise disjoint, open subsets of Σ, and the union of their closures ∪ k j=1 C j covers Σ.
• Each τ j : dom(τ j ) ⊂ R 2 → C j is a diffeomorphism, and the domains dom(τ j ) are pairwise disjoint.
The union T := ∪ k j=1 dom(τ j ) of the chart domains is called the texture space. To simplify notation, the single mappings τ j can be combined to form a global mapping τ : T → Σ. Fig. 3 illustrates the concept. Now, the key idea for an elegant formulation of the required differential operators is to demand a last property:
• The parametrization is conformal, i.e. each τ j is a conformal map. This means that their Jacobian matrix is everywhere a scalar λ, the conformal factor, times a rotation matrix.
Utilizing conformality enables us to explain the differential operators on the surface in terms of differentiation in R 2 . Let λ : T → R be the mapping assigning the conformal factor to each point in texture space. Then the smoothness term of the Euler-Lagrange equation (3) can be expressed by pulling it back onto texture space [17] :
where T := T • τ is the texture map of the surface defined on the texture space T, see Fig. 3c . In summary, in order to compute the desired texture map T , we need to solve the following Superresolution problem: Find a texture map T : T → R which satisfies the Euler-Lagrange equation
on the chart domains dom(τ j ), j = 1, . . . , k. Here, φ i := π i • τ are the mappings from texture space into the image planes, λ assigns the conformal factor of the parametrization to each point in T, and v i := v i • τ indicates visibility of a texel in image i. D i and J i are defined according to Eqns. (4) and (6), respectively.
Note that the surface is closed and technically, there are no boundary conditions. However, because a global parametrization usually requires several charts, T is made up of several disjoint domains. Thus, the domain boundaries have to be handled correctly. After discretization, the chart neighbourhood relationships will impose a certain topology of the computation grid resembling periodic boundary conditions. The next section will detail the implementation of the PDE. Figure 5 . The various mappings connecting texture space T, the surface Σ and the image planes Ωi.
PDE-based Energy Minimization
Since the implementation of the superresolution model is very involved, we will give a detailed description of the necessary steps in this section. The first step will be to construct a conformal atlas. Once the mappings from the surface to texture space are established, the texture space needs to be discretized and the topology of the computation grid initialized using the chart neighbourhood relationships. On the grid, we employ a straightforward gradient descent scheme to solve the Euler-Lagrange equation, for which it is necessary to compute the total variation and data term. Finally, we describe the extension of the scheme to color textures and discuss runtime and memory requirements, as well as parameter settings.
Conformal Atlas and Computation Grid
Numerous methods for surface parametrization in general are available [9] . However, when one needs a conformal parametrization, the options are more limited [12, 18, 25] . Our algorithm to compute a conformal atlas is a straightforward implementation of [18] . An even coverage of the model with texels is desireable, so charts are split up if the ratio of largest to smallest conformal factor is greater than 3/2. Chart domains are scaled so that the average conformal factor equals a common constant. The algorithm is fully automatic and has the desirable property that chart boundaries tend to coincide with high-curvature edges on the surface.
For discretization, the texture space is subdivided into a grid of texels. The grid needs to admit a flexible topology, since only texels in the interior of chart domains are connected to their direct neighbours. On the boundary of charts, neighbourhood is established according to the correct relationships on the surface. To achieve this, we take Figure 6 . Boundary texel neighbour connections on the computation grid are established by searching in normal direction on the surface.
the outer normals of boundary texels in texture space and transform them up onto the surface. Then, we search for the closest texel of the neighboring chart in this direction, and assign that one as a neighbour, Fig. 6 . The discretization of differential operators in boundary texels is then perfomed similar to periodic boundary conditions in the 2D case.
Gradient Descent
The descent direction for the gradient descent is given by the Euler-Lagrange equation (8) . Because of the complexity of the data term, its appropriate implementation is crucial for the methods overall efficiency.
Data Term. The visibility indicator v i and the mapping φ i which maps texture to image space can easily be pre-computed for each texel. In order to pre-compute J i for each camera, we need to obtain the backprojection mapping β i . An efficient way to do this is by rendering the surface into each camera via OpenGL and then reading the Z-buffer to get the exact location for the backprojection of each pixel. J i is then obtained numerically via Eq. (6) using central differences.
The remaining terms to evaluate in each iteration are now the difference images
Note that T •β i is simply a rendering of the surface in the ith image using the current texture map and a pinhole camera model, which can efficiently be performed with OpenGL. A high-resolution rendering is required, which is then convolved with b and subsampled to the resolution of the input images, following the imaging model of the camera. After that, the difference to I i is computed and the result convolved again withb. All those operations can be implemented on the GPU for significiant speedup.
Total Variation Term.
Compared to the data term, the regularization term does not take much computation time to evaluate. However, care must be taken with the discretization of the operators. The scheme from [26] offers improved rotation invariance, with the diffusion tensor D set to the (isotropic) regularized TV flow,
where > 0 is a small regularization parameter. Note that adjusting the diffusion tensor allows to compare the TV flow to alternative regularizers like coherence-enhancing diffusion. In practice, however, when optimal parameters were used, only little difference can be observed in the resulting texture maps.
Extension to Color Textures
Probably the most elegant way to extend our model to color textures is to use the multidimensional total variation norm [5] in the energy functional. If T : Σ → R m is a texture with m channels, then its TV norm is defined as
The Euler-Lagrange equations for this norm are [5] TV(T i )
which must be satisfied for each texture component. The data term from (8) is simply added to the regularization term for each color channel separately in order to get the final Euler-Lagrange equations for our model. Note that the total variation of each channel can be computed in texture space as well by transforming the integral:
(13) A conformal map scales tangent vectors uniformly, so lengths scale with the square root of the area element, i.e. the conformal factor.
Experiments
After a description of the basic setup of all experiments, the merits of our approach are demonstrated on several synthetic datasets before turning to a real challenge: a multiview dataset of a bird with approximate geometry estimated by a 3D reconstruction algorithm. Table 1 . Superresolution results from full resolution input images are visually almost indistinguishable from ground truth. Furthermore, superresolution reconstructions from downscaled images are on average of better quality than the texel-wise initialization from four times the input image resolution. Mean squared error for a color range of [0, 255] is shown below the image close-ups.
General Setup
A tough choice for our algorithm is the convolution kernel b modelling the cameras. Following the advice in [2] , a Gauss kernel with standard deviation equal to half the pixel diameter leads to good simulation of the real-world situation.
The remaining free parameter σ influences the smoothness of the result. As we aim at correct textures, it should be as low as possible. However, since deconvolution problems are notoriously ill-posed, it is useful to start the minimization process with a somewhat larger σ and larger timesteps to speed up convergence and get a good approximation quickly [27] . Thus, we perform 100 iterations with σ = 1.0, followed by another 100 iterations with σ = 0.1. The time step is fixed and set to 0.02. Throughout all experiments the same parameters were used. At the given resolutions, the algorithm takes about 3 hours until convergence, running on a 2.8 GHz Core 2 Duo processor with CUDA enhancements running on a GeForce GTX. Main memory required is around 4 GByte.
Synthetic Data
In order to evaluate the algorithm numerically and to make meaningful comparisons of texture estimation errors, we first run it on synthetic test scenes. For complete knowledge of all mappings and easy comparison with ground truth we chose a torus as a test object, with a single texture wrapped around it using the standard parametrization. Images of the torus were raytraced from 48 camera locations, distributed evenly around it on six different height levels. Image resolution is 512 × 512 pixels, while the original and reconstructed texture is of size 1024 × 1024 texels.
For initialization, each texel is set to the weighted average color of its projections in all views where it is visible. Weights are given by the inverse backprojection area element, Eq. (6). As can be seen in Table 1 , this common pointwise approach to texture estimation leads to slightly blurry results in which many of the original details are lost. Naturally, the results will be even worse if the geometry is less exact than in this ideal example.
To investigate how the result depends on input image resolution, the superresolution algorithm is applied to downsampled as well as the original images. In each case, the mean squared error between reconstructed and original texture map was recorded. Error values and close-ups of the resulting texture maps are shown in Table 1 . If the input images are scaled down by a factor of 1.5, our method still produces textures which are as good as the texel-wise initialization in the high-resolution case. This clearly demonstrates the viability of the superresolution approach.
Real-world Images
Finally, we perform some experiments on real-world datasets. From 36 images of a bird at resolution 768 × 584, Fig. 1 , a 3D reconstruction was obtained using an implementation of the algorithm in [14] . After creating a conformal atlas, a texture map was computed using the proposed superresolution algorithm, with the same texel-wise initialization as for the synthetic data sets.
The data is challenging for a texture reconstruction method, since the geometry is imperfect, and weighted averaging of color information over cameras leads to a blurry initialization. Notably, however, the optimized texture estimated via superresolution exhibits even more details than an individual original input image, Fig. 7 . This is something no previous method for texture generation could hope for. The only visible artifacts result from clearly incorrect 3D geometry, while no seams due to visibility boundaries can be observed.
Conclusion
We proposed the first approach to superresolution texture reconstruction from multi-view images which solves a superresolution model on curved surfaces. The image formation model leads to an energy with the desired texture map as the minimizer, whose Euler-Lagrange equation is a PDE on the surface. Using a conformal atlas for the known surface geometry, the equation can be solved via total variation deblurring on planar 2D texture space. The method produces high-fidelity texture maps, which approach the point-wise reconstruction quality from much higher resolution input. The visible texture detail can surpass the detail of individual input images. A current limitation is that no additional image registration is performed, so geometry and camera calibration needs to be accurate. In a followup work [11] , we therefore focus on a generalized model for joint texture and geometry reconstruction.
Appendix: Proof of Theorem
This section deals with the derivation of the EulerLagrange equation for the energy functional. For this, let δT be a variation of the texture. In [17] , the directional derivative of the regularization term in direction δT was found to be
A precise definition of differential operators appearing below the integral is beyond the scope of this work, the reader is referred to the above reference. The data term can first be treated in image space with respect to the projected variation δT • β i . Following the arguments of the 2D case [27] , one obtains
For the derivation of the final Euler-Langrange equation, however, it is a problem that the integration in the data term takes place over different domains. Fortunately, by means of the visibility indicator functions v i : Σ → {0, 1} from (5) and backprojection area elements J i from (6), the expressions in (15) can be transformed to surface integrals:
At a local minimum, the directional derivative vanishes for every displacement δT . Putting (14) and (16) together yields the desired Euler-Lagrange equation.
