




















近年，アクセラレータを搭載したシステムが HPC (High Performance Computing; 高性能計算) 分野
で広く使われており，数多くのアクセラレータ搭載のシステムが TOP500 リストに掲載され，GPGPU
(General-Purpose computing on GPU)と呼ばれる GPU (Graphics Processing Units)を汎用計算に用いる手
法が広く用いられている．アクセラレータを持つシステムでは，CPUが全体の性能に占める割合が少な
いため，アクセラレータを効率良く利用することが重要である．本論文の目的は，GT5Dと QUDAとい
う 2つのアプリケーションの GPUコードの開発を通じて，どのような要素が GPUアプリケーションの
性能に影響を与えるのかを明らかにし，GPU アプリケーションの高速化を行うことである．GPU アプ
リケーションでは，計算をカーネル関数と呼ばれる単位に分割する．カーネル関数は GPU の動作単位









化と性能評価および，Lattice QCD (Quantum Chrono-Dynamics)フレームワーク QUDAの TCA (Tightly
Coupled Accelerators)アーキテクチャへの適用と性能評価を行う．GT5Dは核融合炉におけるプラズマ乱
流をシミュレーションするアプリケーションであり，いくつかの大規模な PC クラスタでの動作実績が











て，TCAアーキテクチャの FPGA (Field-Programmable Array)による実装として，PEACH2 (PCI Express
Adaptive Communication Hub Ver.2)が開発されており，NVIDIA GPU間の直接通信を行える．TCAアー
キテクチャを実際のアプリケーションである QUDAに対して適用し，TCA/PEACH2の実証開発環境で
ある HA-PACS/TCA環境を用いて，TCAによってアプリケーションの強スケーリング性能が向上するか
評価を行う．QUDAはMPIの peer-to-peer通信を利用しているため，QUDAの RMA (Remote Memory
Access)通信に対応するコードを開発し，TCAおよびMPI-3 RMA通信の適用を行う．TCAとMPIの間
の性能比較だけでなく，MPIの peer-to-peerと RMAの 2つの通信手法の間で比較することで，GPUの
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搭載のシステムが TOP500 リスト [1] に掲載されている．GPU (Graphics Processing Units) がアクセラ
レータとして広く用いられており，GPU を汎用計算に用いる事を GPGPU (General-Purpose computing
on GPU) と言う．また，規模の小さいコアを多数集積することで高いピーク性能を実現する Intel Xeon
Phi[2]といったメニーコアプロセッサも広く利用され始めている．
一般的な PCクラスタ環境では，アクセラレータはホスト CPUと組み合わせて利用される．また，CPU
とアクセラレータ間は PCIe (PCI Express)バスによって接続されている．PCIeは汎用のシリアルバスで
あり，アクセラレータだけでなくネットワークインターフェイスやディスクインターフェイスなどにも用
いられている．
PCIeの接続における性能は世代とレーン数によって区別される．世代は gen.1から gen.3までの 3つ
の世代があり，世代によって 1レーンあたりの性能が決定され，レーン数は何本の PCIeリンクをまとめ
て利用するかを示す．例えば，NVIDIA K20X GPUでは，最大 gen.2の 16レーンによってシステムと接
続されており [3]，片方向あたり最大で 8GB/s，両方向では最大 16GB/sの帯域でシステムと接続される．
アクセラレータはホストと独立したメモリを持つ．ホスト CPUとアクセラレータはそれぞれ独立した
メモリを持ち，それぞれメモリ空間が独立しており，計算に必要なデータや結果のデータは PCIeバスを
利用して CPU と GPU 間で転送される．アクセラレータのメモリは CPU と比べると広帯域のバスで接
続されており，前述した K20X GPUでは GDDR5メモリが 250GB/sの帯域で接続されている．一方で，



















































第 3章では，核融合シミュレーションコード GT5Dの GPU化と性能評価について述べる．GT5Dはい
くつかの大規模な PCクラスタでの動作実績があるが，GPUをはじめとするアクセラレータ対応コード
はなく，アクセラレータを利用した際の性能については未知数である．CPUクラスタ向けに開発されて
いるアプリケーションである GT5Dの GPUクラスタ向けコードの開発を行い，どのような要素が GPU













第 5章では，実際のアプリケーションである QUDAに対して TCAアーキテクチャを適用し，TCAに
よってアプリケーションの強スケーリング性能が向上するか評価を行う．QUDA は NVIDIA GPU を計
算に利用する Lattice QCDフレームワークであり，既に MPIの peer-to-peer通信を用いる並列計算をサ
ポートしている．本論文では，MPIによる並列化コードをベースにして，コアとなる通信について，RMA
(Remote Memory Access)通信対応および TCA化を行う．TCA化を行う QUDAの通信は，科学技術計
算で一般的なものであるステンシル計算における袖領域通信である．性能評価では，MPI peer-to-peer，











NVIDIA GPU は多数の計算コア (CUDA Core) と，いくつかの階層からなるメモリから構成され
る．CUDA Core はいくつかの単位でグループを形成しまとめて管理される．Fermi アーキテクチャで
は CUDA Core は 32 個で 1 つの SM (Stream Multiprocessor) と呼ばれるグループを形成しており [4]，
Keplerアーキテクチャでは 192個の CUDA Coreが 1つの SMXと呼ばれるグループを形成している [5]．
1つの GPUに搭載されている SMの数はモデルによって異なっており，CUDA Coreの動作周波数およ
び SMの数の差がモデル間の性能差となる．
SMおよび SMXの内部構造の概要を図 2.1に示す．SMは CUDA Coreだけでなく，レジスタ，シェ
アードメモリといった記憶領域や，制御機構であるワープスケジューラ，三角関数などの複雑な演算を行
う場合に用いられる SFU (Super Function Unit)が含まれている．GPUのプログラムの実行の最小単位は
スレッドであり，1つのスレッドは 1つの CUDA Coreによって実行される．スレッドをまとめたものを
ブロック，ブロックをまとめたものをグリッドと呼ぶ．プログラムはブロックを単位として分散処理さ




































グローバルメモリは L1および L2キャッシュを通して参照される．L1キャッシュは SMに所属し SM
毎に独立しているが，L2 キャッシュはグローバルメモリに付随するため GPU 全体で共有されている．
キャッシュラインサイズは L1, L2共に 128バイトとなっている．
シェアードメモリは，先頭から順に 4バイト毎にバンク 1，バンク 2，· · ·，バンク 16，バンク 1，バン













ドメモリ 48KB-L1キャッシュ 16KBの設定の 2通りの容量設定がある．
CPUのアーキテクチャと同様に，CUDA Coreの実行する命令のデータはレジスタから入出力される．



























1 つの SM は，最大 48 個のワープ (スレッド換算で 1536 個) を制御する能力をもつ．しかしながら，
シェアードメモリやレジスタのリソースには限りがあるため，常に 48個のワープを実行できるとは限ら






2. (実行対象のプログラムの 1ブロック当りのワープ数) × (SMの実行可能なブロックの最大数)．
3. (SMのレジスタの本数) / (実行対象のプログラムの 1ブロック当りのレジスタ使用本数)．
4. (SM のシェアードメモリの容量) / (カーネルのブロック当りのシェアードメモリの使用容量) ×
(カーネルのブロック当りのワープ数)．
例えば，シェアードメモリ 16KBの設定で，1ブロック当り 256スレッド，1ブロック当り 4KBのシェ
アードメモリを使い，1スレッドあたり 10レジスタを使用するプログラムがあるとする．この条件で上
述の制限を求めると，1から順に 48, 64, 102, 32となり，1SM当りのワープ起動数は 32，占有度は 0.667
となる．
2.3 CUDA開発環境と CUDAプログラミング
CUDA (Compute Unified Device Architecture) [6] は NVIDIA 社の GPU で汎用計算を行うための開発
環境である．CUDA Toolkitには，C/C++コンパイラ，ドライバ，ランタイムライブラリ，プロファイラ，
CUDA 用 BLAS (Basic Linear Algebra Subprograms) ライブラリである CUBLAS，CUDA 用 FFT (Fast
Fourier Transform)ライブラリ CUFFTなどが含まれる．
CUDAプログラミングにおいて，GPUで行う処理は関数単位で記述し「カーネル」や「カーネル関数」
と呼ばれる．CPUと GPUはメモリ空間が分れているため，CPUから GPUのメモリ，あるいは GPUか
ら CPU のメモリへ直接アクセスできない．したがって，計算や通信に必要なデータは，cudaMemcpy










カーネル関数の例を図 2.4に示す．配列 xの各要素を alpha倍し，その値を配列 yに足すという単純
なものであり，このコードは GPU上で実行される． global は CUDA独自の関数に対する属性であ
り， global な関数はホストから呼び出し可能な GPU上で実行される関数を意味する． device
属性もあり， device 関数は global と同様に GPU上で実行されるが，ホストからは呼び出せない






図 2.3 一般的な CUDAプログラミングの流れ．
__global__ void saxpy(float alpha, float* x, float* y) {
int i = threadIdx.x;




関数は GPU上のメモリを確保する CUDA API，cudaMemcpy関数は CPU～GPU間のデータ転送を行
う CUDA APIであり，それぞれ CPUコードにおける malloc, memcpy関数に相当するものである．図
2.4と図 2.5からわかるように，CPU上で動くコードと GPU上で動くコードは分断されており，別々に










まず，典型的な MPI 実装によるプログラミングについて述べる．通常の MPI では，通信の対象とで
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const int N = 256;
const int SIZE = N * sizeof(float);
/* allocate memory on GPU */




/* copy initial data to GPU */
cudaMemcpy(x, initial_x, SIZE, cudaMemcpyHostToDevice);
cudaMemcpy(y, initial_y, SIZE, cudaMemcpyHostToDevice);
cudaMemcpy(z, initial_z, SIZE, cudaMemcpyHostToDevice);
/* call saxpy kernel */
saxpy<<<1, N>>>(2.0f, x, y);
saxpy<<<1, N>>>(-10.0f, x, z);
図 2.5 CUDAカーネルを呼び出すコード例．






ある．図 2.7にコード例を示す．図 2.7では，計算結果のデータを CPU上の配列 xから CPU上の配列
x hostに一旦コピーし，それから MPI Send関数を呼び出すことでMPIを用いてデータの送信を行う．





呼ばれる）．CUDA-awareな MPIでは，MPIライブラリがポインタの指す先が CPUメモリなのか GPU
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const int N = 256;
const int SIZE = N * sizeof(float);
const int DEST = 1;
const int TAG = 0;




/* allocate memory on CPU */
float *x_host;
x_host = (float *)malloc(SIZE);
/* copy initial data to GPU */
cudaMemcpy(x, initial_x, SIZE, cudaMemcpyHostToDevice);
cudaMemcpy(y, initial_y, SIZE, cudaMemcpyHostToDevice);
/* calculation: update x */
saxpy<<<1, N>>>(2.0f, x, y);
/* copy from GPU to CPU */
cudaMemcpy(host_x, x, cudaMemcpyDeviceToHost, SIZE);
/* MPI communication */
MPI_Send(host_x, N, MPI_FLOAT, TAG, DEST, MPI_COMM_WORLD);
図 2.7 CUDAプログラミング + MPI通信のコード例．
メモリなのかを判断し，それぞれに対して最適な通信が行われる．CUDA-awareなMPIのコード例を図








2.5 GPUDirect RDMAによる直接通信 12
const int N = 256;
const int SIZE = N * sizeof(float);
const int DEST = 1;
const int TAG = 0;




/* copy initial data to GPU */
cudaMemcpy(x, initial_x, SIZE, cudaMemcpyHostToDevice);
cudaMemcpy(y, initial_y, SIZE, cudaMemcpyHostToDevice);
/* calculation: update x */
saxpy<<<1, N>>>(2.0f, x, y);
/* MPI communication */
MPI_Send(x, N, MPI_FLOAT, TAG, DEST, MPI_COMM_WORLD);




前節では CUDA-awareな MPIによる通信プログラミングについて述べたが，CUDA-awareな MPIを
利用したとしても，アプリケーションプログラマからは見えないだけで CPUを経由する通信であること
に変りはない．CPUを経由しない GPU間の直接通信が理想であり，直接通信を実現するために NVIDIA
は GDR (GPUDirect RDMA) と呼ばれる技術を公開している．GDR を用いることで，GPU メモリのア
ドレス空間が PCIe アドレス空間へマッピングされ，PCIe アドレス空間を共有するサードパーティーの
PCIeデバイスが PCIeバスを通じて GPUのメモリに直接アクセスできるようになる．
MPI プログラミングで GDR を用いて GPU 間直接通信を行うには，MPI ソフトウェア，通信ハード
ウェア，GPUハードウェアの 3つの条件が揃わなければいけない．GDRを利用するには，CUDA 5.0以
降のソフトウェアと，NVIDIA Kepler世代以降の Tesla版 GPUを持つ環境が必要である．また，一例と
して，GDRをサポートするMPI実装としてはMVAPICH2-GDR [7]が，GDRをサポートする通信ハー
ドウェアとしてはMellanox社 [8]の InfiniBandアダプタ [9]が挙げられる．
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2.6 主な GPU化コードおよび GPU向け通信機構
NVIDIAのMicikeviciusによる論文 [10]では，FDTD (Finite Difference Time Domain)法におけるGPU
の演算最適化および袖領域通信の最適化について述べられている．同一ノード内でのマルチ GPU利用で
あるが，フラット MPI による並列化を用いており，最大で 4 GPU までの性能評価が行われている．通
信隠蔽が十分に行えている場合は 4 GPUまで良いスケールを示しているが，問題サイズが小さい場合は
通信隠蔽が十分に行えないため，4 GPU利用時で 1 GPUの 2.28倍の速度しか得られていない．また，4
GPU利用時に 1 GPUの 4.46倍というスーパーリニアな性能が得られているが，これは 1 GPUが担当す
る計算領域が小さくなり TLB (Table Lookup Buffer)のヒット率が上昇するためと述べられている．
下川辺らは論文 [11] において，樹枝状凝固成長シミュレーションの大規模な GPU を用いた計算を行
なっている．東京工業大学に設置されていた大規模 GPUクラスタである TSUBAME 2.0 [12]を用いた大
規模並列計算を行い，4000 GPUと 16000 CPUコアを用いて 1.017 PFLOPSの性能を達成している．MPI
通信と GPU計算のオーバーラップだけでなく，CPUも計算リソースの一部として利用するハイブリッド
計算を行なっており，強スケーリング，弱スケーリングどちらの性能評価でも，ハイブリッド手法を用い
る方が GPUのみの場合よりもスケーリング性能が向上しており，弱スケーリング時に 1.017 PFLOPSの
性能を達成している．
TSUBAME 2.0 を用いた大規模計算としては他にも気象シミュレーションコード ASUCA の GPU 化
[13] が挙げられる．ASUCA のフル GPU 化は気象コードとしては初の GPU 化であり，TSUBAME 2.0
の 528 GPU を用いて 15.0 TFLOPS の性能を達成した．ASUCA も同じく通信と計算のオーバーラップ





Rietmann らが論文 [14] で Titan [15] を用いて地震波のシミュレーションを行なった際の性能評価に
ついて述べている．Titanは Cray XK6 [16]を用いたMPP (Massively Parallel Processing)マシンであり，





Mellanox [8] の InfiniBand HBA (Host Bus Adapter) は GPUDirect RDMA をサポートしている [9]．
GDRをサポートしている環境では，InfiniBandの低レイヤー APIである Verbs APIに GPUのポインタ
を直接渡すことができる．また，MVAPICH2 [7]や OpenMPI [17]といったMPI実装が InfiniBandを用
いる GDR通信をサポートしている．
GPU 間の直接通信ができるネットワークとしては，前述の InfiniBand が有名であるが，InfiniBand
以外にも GPU 間の直接通信が可能なネットワークが研究されている．APEnet+[18] は FPGA による
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3D トーラスネットワークであり，GPU との直接通信を可能としている [19]．EXTOLL [20] は DEEP
(Dynamical Exascale Entry Platform)プロジェクト [21]の一環として開発されているネットワーク機構で










核融合シミュレーション用プログラム GT5D (conservative global gyrokinetic toroidal full-f five-




GT5Dの扱う空間を図 3.1と図 3.2に示す．GT5Dはトーラス配位の実空間 3次元 (ρ,χ, ξ) (図 3.1)と，












アソン方程式を解くものである．移流方程式の非線形項については additive semi-implicit Runge-Kutta
(ASIRK)法 [24]を用いて解く．その際に必要とされる連立一次方程式は，反復法である一般化共役残差
(Generalized Conjugate Residual; GCR)法を用いる．また，ポアソン方程式は 2次元の有限要素法が用い































展部分を GPU化の対象とし，時間発展部分のフル GPU化を目的とする．計算のフル GPU化を行うこと
で，計算に必要なデータをすべて GPUメモリに配置し，CPU～GPU間のデータ転送については，初期値
および結果の転送や，通信に必要なデータの転送のみを行い，CPU～GPU間のデータ移動を最小化する．
GT5D の GPU 化の対象となる関数の中で，注目するべき関数は 2 つある．1 つは計算カーネルの
l4dx s関数であり，もう 1つは bcdf関数である．l4dx s関数は時間発展部分で最も多い回数呼び出












3.2.1 PGI CUDA Fortran
GT5Dは Fortranで記述されているが，NVIDIA社の提供する GPGPU用開発環境 CUDAでは C言語
および C++言語のコンパイラのみ提供されており，Fortranで書かれたプログラムを GPU上で実行でき
ない．しかしながら，PGI社が CUDAコードを生成できる Fortranコンパイラを開発しており，本章では
PGI CUDA Fortranコンパイラ [26]を用いて GT5Dの GPU化を行う．
PGI CUDA Fortran は，CUDA C/C++ のように Fortran 2003 の仕様に CUDA のために文法を拡張し
たコンパイラと，CUDA ランタイムライブラリを Fortran から呼び出すためのライブラリから構成され
る．PGI CUDA Fortran コンパイラは Fortran コードを C コードに変換し，バックエンドとして CUDA
C/C++コンパイラを呼び出し，GPU向け実行ファイルを作成する．PGI CUDA Fortranのソースコード例
を図 3.3に示す．CUDA C/C++における global と同等の意味を持つ attributes(global)や，
Shared Memoryに領域を確保することを示す shared属性，カーネル起動時のスレッド，ブロックの次
元数を指定する<<< >>>といったものが Fortranに対する CUDA拡張である．また，ほとんどの CUDA
APIについて，Fortran側から呼べるようにバインディングが提供されている．
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attributes(global) &
subroutine saxpy_kernel(alpha, x, y)
real, value :: alpha
real :: x(256), y(256)
real, shared :: tmp(256)
tmp(threadIdx%x) = y(threadIdx%x)
y(threadIdx%x) = &
alpha * x(threadIdx%x) + tmp(threadIdx%x)
end subroutine saxpy
subroutine saxpy(alpha, x, y)
real :: alpha
real, device :: x(256), y(256)
call saxpy_kernel<<<1, 256>>>(alpha, x, y)
end subroutine saxpy




が大きく分別して 2つある．1つは操作対象の GPUを切り替えながら GPUを制御する方式であり，も
う 1つは 1ノード内に GPUと同じ数のMPIプロセスを起動し，プロセス毎に別々の 1つの GPUを制御
する方式である．切り替える方式は効率が良いがプログラムが複雑になりがちであり，MPI プロセス毎
に GPUを割り当てる方式では，ノード内のデータ交換でさえMPI通信を必要とし，オーバーヘッドがあ
る．本章では，1 MPIプロセスにつき 1つの GPUを制御するモデルを採用する．オーバーヘッドがある
ものの，CPUから見たメモリと GPUのローカリティの確保が容易なためである．
GT5D の GPU 化にあたり，1 つの MPI プロセスがいくつの GPU を制御するかを考える．本章では，
1プロセスあたり 1 GPUを制御する方式を利用し，割り当ての詳細を図 3.5に示す．また，スレッド数
もコアを全て使い切れるように設定する．例えば，8つのコアを持つ CPUに対して 2つの GPUが接続
されている環境では，OpenMP のスレッド数を 1 プロセスあたり 4 に制限する．スレッド数の設定は
OMP NUM THREADS環境変数を通じて行う．
HA-PACS は NUMA 構成となっているため，他の CPU にあるメモリへのアクセスは速度面でペナル
ティがある．また，GPUも同様に，他の CPUの配下にある GPUへのデータ転送は，避けなければなら
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$ numactl --cpunodebind=0 --localalloc -- ./GT5D
図 3.4 numactlコマンドの例．
	 






図 3.5 MPIプロセス毎の CPUコアと GPUの割り当ての方法．
ない．前述した 2 つの条件を満たすために，numactl コマンドを使用し，あるプロセスが実行される
CPUを固定する．numactlは NUMA環境でのリソースを制御するために用いるコマンドであり，プロ
セスが利用する CPUコアとメモリを限定できる．例えば，図 3.4の様にコマンドを実行すると，GT5D
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表 3.1 GT5Dの時間計測結果．
関数名 時間 [ms] 割合 [%] 回数
Others 4447 28.6
l4dx s 5668 36.4 30
lfp 3252 20.9 2
l4dx nl 997 6.4 2
l4dx l 577 3.7 2
l4dx r 295 1.9 2
fld sfls 239 1.5 2
drift nl 59 0.4 2
dn3d 33 0.2 2






時間発展部の処理の流れの概要図を図 3.6に示す．時間発展の中には，内部ループ (図 3.6の波線部)が
2つあり，収束判定が満たされるまで繰り返される．例えば l4dx s関数は内部ループ内で呼ばれている
ため，実行パラメータによって呼び出し回数が変化する．また，l4dx s, l4dx r, l4dx l, l4dx nlの
4つの関数は，計算のみを含んでおり，MPI通信を行わない関数であるが，lfp関数はMPI通信を含ん
でいる．したがって，l4dx s, l4dx r, l4dx l, l4dx nl関数の方が GPUのみで計算が完結し，GPU
化が行いやすい．また，時間発展中に，関数として分離されていない，小さな DO ループがいくつかあ
り，それらのループが表 3.1のその他の部分に該当する．





GT5Dの MPI並列の分割数は nR, nZ , nµ の 3変数で表され，nR と nZ はそれぞれ図 3.1における R
方向と Z 方向への分割数であり，nµ は v⊥ の分割数である．bcdf関数は，R方向と Z 方向の袖領域を
交換する関数であり，nR = 1の場合は R方向への通信は行われず，nZ = 1の場合は Z 方向への通信を
行わない．














時間発展部分の中で，特に時間のかかる関数である l4dx s, l4dx r, l4dx l, l4dx nlの 4関数を
中心に考える．l4dx r, l4dx l, l4dx nlの 3つの関数は，合計で実行時間の 8.26%しか占めないが，




前節で述べた通り，l4dx s, l4dx r, l4dx l, l4dx nlの呼出の周辺に，小さな DOループがいくつ
かあり，時間発展の中で約 40%の時間を占めている．個々のループは計算量としては多くないが，CPU
で計算するとなると，l4dx r関数の場合と同様に CPU～GPU間のデータ転送が発生し，性能に悪影響
を及ぼすため，図 3.7のように関数化 (timedev1～timedev9)し，GPUで計算する．ある計算を GPU
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do i = 1-nb, nx+nb
do j = 1-nb, ny+nb
do k = 1-nb, nz+nb
do l = 1-nb, nv+nb







GT5Dでの多重ループの例を図 3.8に示す．図 3.8のループは 4重ループであり，配列 fと配列 fcの
各要素の差を配列 f1に格納する処理を行うが，それぞれのループの反復回数は nx, ny, nz, nv, nbの 5
つの変数で与えられている．
図 3.8で示す 4重ループを GPUで計算させる場合のブロック・スレッド割り当て方法はいくつか考え
られる．ただし，nx, nyの 2つは 50未満, nz, nvの 2つは 100前後，nbは 2を想定する．割り当て方
法の 1つは，最外の iループ 1回を GPUのスレッド 1つに割り当てる方法である．しかしながら，その
場合はスレッドが 50程度しか起動されず，50スレッドという数は GPUの性能を引き出すには不十分で
あり，適切な割り当てとは言い難い．
次に最内ループの lループ 1回を 1スレッドに割り当てる場合を考える．この場合では nx × ny × nz
× nv個以上のスレッドが必要とされるが，1ブロックに含められるスレッドの最大数は 1536であり，1
つのブロックだけで処理できないため，スレッドだけでなくブロックの割り当ても考慮しなければならな













attribute(global) subroutine kernel(f1, f, fc)
real, dimension(1-nb:nv+nb,1-nb:nz+nb, &
1-nb:ny+nb,1-nb:nx+nb) :: f1, f, fc
integer :: i, j, k, l
i = blockIdx%x - nb
j = blockIdx%y - nb
k = blockIdx%z - nb
l = threadIdx%x - nb
f1(l,k,j,i) = f(l,k,j,i) - fc(l,k,j,i)
end subroutine kernel
図 3.9 図 3.8をカーネル関数化した例．
call kernel<<< &
dim3(nx+2*nb, ny+2*nb, nz+2*nb), nv+2*nb >>>(f1, f, fc)









bcdf関数が扱うデータは (R,Z, ζ, v∥)の 4つの次元で構成されている．4つの次元それぞれに袖領域
処理が必要であるが，MPIプロセスをまたいでの分割の有無で，MPIによる分割がある (R,Z)の 2次元















k1, k2 の間で bcdf関数で袖領域を交換している場合を表している．GPUカーネルの起動，CPU～GPU
間通信，MPI通信をそれぞれ非同期に実行する．GPUの非同期操作は CUDA Streamを用いて行い，MPI
の非同期通信には MPI Isendと MPI Irecvを用いる．
CUDA Streamは計算用と通信用の 2つの CUDA Streamを用意し，それぞれに計算命令と転送命令を




























Method 1 (cudaMemcpy) 438.5
Method 2 (アンパック→ GPU転送) 79.8






それぞれの CUDA API関数の呼び出しには，1回あたりおよそ 3µsのオーバーヘッドがあり，多回数の
CUDA API呼び出しは性能を悪化させる．次に，Method 2とMethod 3で比較すると，Method 2の方が
性能が悪い．Method 2の方が性能が悪い理由は CPU～GPU間のデータ転送量の差にあり，Method 2の
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Method 1 Method 2
Method 3
図 3.13 lfp関数における各データ転送方法の違い．









ら，GPU で CPU と同様の仕組みを用いてデータレースを回避することは困難である．一般的に，GPU
上では数千のスレッドが実行されるため，配列のローカルコピーを大量に用意しなければならず，大量の
メモリを消費してしまう．したがって，GPU向けの最適化された実装が必要となる．
表 3.3 に 2 つの GPU の向け実装と CPU 実装の性能を示す．GPU (A) は少ないスレッド数 (1 ブロッ
ク 34 スレッド) で GPU カーネルを起動し，全スレッドで部分和を計算した後に代表の 1 スレッドが配
列 phwを更新するものである．GPU (B)は CUDAの atomic命令を利用したものである．ただし，Fermi
アーキテクチャの GPU は，整数や単精度不動小数点数に対する atomicAdd 関数は実装されている
が，倍精度浮動小数点数の atomicAdd 関数はサポートしていないため，加算の後に 64bit 幅の CAS
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GPU (B; atomic) 204.3
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図 3.14 HA-PACSベースクラスタのプロセス割り当てを示す図．青の四角形は CPUコアを表す．
(Compare-and-Swap)命令を用いて更新することで atomicな加算を実装する．GPU (B)は GPU (A)より
も遅く，Fermiアーキテクチャにおける atomic命令の性能が低いことがわかる．





性能評価には HA-PACSベースクラスタ [28]を用いる．HA-PACSベースクラスタの性能諸元を表 3.4
に示す．HA-PACS ベースクラスタは 1 つのノードに Intel Xeon CPU (Sandybridge) が 2 つ，NVIDIA
Tesla GPU (Fermi)が 4つ搭載されている高密度 GPUクラスタである．1ノードあたり 4つの GPUが搭
載されているため，図 3.14にあるように 1ノードあたり 4つのMPIプロセスを立ち上げる．
GT5D は LAPACK (Linera Algebra PACKage) および FFT (Fast Fourier Transform) ライブラリを計算
に用いる．CPU 向けには LAPACK および FFT の実装として Intel MKL [29] を利用する．NVIDIA は
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表 3.4 HA-PACSベースクラスタの性能諸元．
CPU Intel Xeon E5-2670 × 2 (2.6 GHz)
CPU (8 cores/CPU) × 2 = 16 core
CPU Memory 128GB, DDR3 1600 MHz
GPU NVIDIA Tesla M2090 × 4
GPU Memory 6 GB/GPU
OS CentOS 6.4
CUDA Toolkit ver. 5.5




Interconnect Infiniband QDR 4x, 2 Rails
GPU向けの LAPACK実装を提供していないため，BLASライブラリである cuBLAS [30]を利用して同
等の計算を行うものを作成し，FFTの実装としては NVIDIAの cuFFT [31]を利用する．
3.4.1 通信を含まない関数の性能評価
本節では，通信を含まない計算のみの関数の性能評価を行う．本評価では，各種パラメータを以下に
示すように設定し測定を行う．測定対象の CPU 版 GPU 版それぞれの関数を呼び出し計算結果が一致
しているかどうかと，処理時間を計測するテストプログラムを作成し，本測定で使用する．ただし，測
定用のテストプログラムは MPI 並列を使用せず 1 ノードのみで動作する．実行時のメッシュ分割数は
(NR, Nζ , NZ , Nυ∥ , Nµ) = (128, 128, 128, 128, 4)，CPU側の OpenMPスレッド数は 4，GPU使用数は 1
とする．
timedev1～timedev9関数を GPU化し，CPU(4コア)と性能を比較した結果を表 3.5と図 3.15に
示す．最も性能が改善した関数は timedev1 のケースで，CPU と比べ 3.35 倍高速になった．また，
timedev1～timedev9関数の平均では，CPUと比べ 2.58倍高速になった．
l4dx r, l4dx s, l4dx l, l4dx nl 関数を GPU 化し，CPU(4 コア) と性能を比較した結果を表 3.6
と図 3.16に示す．最も性能が改善した関数は l4dx r関数のケースで，CPUと比べ 1.43倍高速になっ
た．l4dx s, l4dx nl関数でも速度向上がみられるものの，l4dx l関数は CPUと比べて 0.71倍高速
と，GPUで実行する方が遅くなってしまった．
dn3d， drift nl関数を GPU化し，CPU(4コア)と性能を比較した結果を表 3.7と図 3.17に示す．




関数名 CPU(4コア)[ms] GPU[ms] Speedup
timedev1 18.2 5.4 3.35
timedev2 17.5 8.6 2.03
timedev3 21.2 9.6 2.21
timedev4 21.5 11.2 1.92
timedev5 21.3 11.2 1.90
timedev6 23.3 7.2 3.26
timedev7 18.1 5.4 3.34
timedev8 28.1 8.8 3.17


























































表 3.6 l4dx r，l4dx s，l4dx l，l4dx nl関数の性能評価．
関数名 CPU(4コア)[ms] GPU[ms] Speedup
l4dx r 34.4 24.0 1.43
l4dx s 41.5 40.8 1.02
l4dx l 75.7 106.4 0.71
l4dx nl 132.0 127.6 1.03























図 3.16 l4dx r, l4dx s, l4dx l, l4dx nl関数の性能評価のグラフ．
表 3.7 dn3d, drift nl関数の性能評価．
関数名 CPU(4コア)[ms] GPU[ms] Speedup
dn3d 0.6 0.7 0.82






























1. timedev 2→ bcdf→ l4dx s
2. timedev 3→ bcdf→ l4dx s
3. timedev 4→ bcdf→ l4dx s
4. timedev 4→ bcdf→ timedev 6
5. timedev 4→ bcdf→ timedev 8
以上 5つのパターンの内，本評価では 3番のパターンについて評価を行う．3番のパターンは，図 3.6
の波線部で示す内部ループで用いられているパターンで，実行回数が他のパターンより多いため評価対象
とする．
なお，CPU側の処理時間の測定は MPI Wtime関数を使用し，GPU側の処理時間の測定は cudaEvent
を使用する．オーバーラップを行う際は，CUDA カーネルは非同期に実行されるため，MPI Wtime
などの CPU 側で時間を計測する手段では処理時間を求められない．cudaEvent は GPU の処理の開始
や終了を検出するために用いる機構であるが，cudaEvent は 2 つのイベントの間の時間を求める
cudaEventElapsedTime関数があり，それを用いて処理時間を計測する．また，ジッタなどの影響を
軽減するために，関数の入口で MPI Barrier関数を用いて全てのMPIプロセスの待合せを行う．
関数全体の計算時間を表 3.8 に示す．GT5D のパラメータは (NR, Nζ , NZ , Nυ∥ , Nµ) =
(128, 128, 128, 128, 4)，MPI プロセス数は (nR, nZ , nµ) = (4, 4, 4) で性能評価を行う．オーバー
ラップなしの場合は 1 回あたり 143.1ms かかっていたが，オーバーラップを行うことで 1 回あたり
71.9msと，71.2ms (1.99倍)の短縮の効果が得られる．また，オーバーラップありの場合の詳細な処理時
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表 3.8 bcdf関数の計算時間．
オーバーラップ 時間 [ms] Speedup
Disabled 143.1 -
Enabled 71.9 1.99
表 3.9 時間発展部の計算時間． “Threads”は OpenMPのスレッド数を示す．
Time [s] Threads = 1 Threads = 2 Threads = 4
CPU 26.96 17.67 15.12
GPU (overlapなし) 13.51 13.05 12.89










図 3.18 の赤線は l4dx s inner の処理の終りを示し，緑線は bcdf exch. boundary の処理の終りを示す．
計算 (緑) が通信 (赤) よりも早く完了しているため，GPU が約 3.7ms 遊んでいることがわかる．l4dx s
boundaryは bcdf exch. boundaryの処理が終わらなければ計算できないためである．
3.4.3 時間発展全体の性能評価
時間発展全体の性能評価を行う．strong scalingの評価を行うために，メッシュ数のパラメータは固定
でMPIプロセス数を変化させる．メッシュ数は (NR, Nζ , NZ , Nυ∥ , Nµ) = (128, 128, 128, 128, 4)で固定
するが，MPIプロセス数は nµ = 16で固定し (nR, nZ) = (4, 4, 4)と変化させる．1ノードあたり 4プロ
セス起動するため，ノード数換算では 64ノードとなる．









































図 3.18 オーバーラップありの場合の bcdf関数の処理時間の詳細．
3.5 考察
本章では GT5D のいくつかの関数を GPU 化を行なったが，一部の関数について高速化が達成できて
いない．timedev 系の関数は 2 倍以上，l4dx r 関数については GPU の方が 1.43 倍高速であるが，
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複数のカーネルから関数が構成されていることを表す．




























～timedev9関数の平均では，CPUと比べ 2.58倍高速になり，l4dx r, l4dx s, l4dx l, l4dx nl関
数では，最も性能が改善した関数は l4dx r関数のケースで，CPUと比べ 1.43高速になった．l4dx s,
l4dx nl関数でも速度向上がみられるものの，l4dx l関数は CPUと比べて 0.71倍高速と，GPUで実
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表 3.10 各カーネルの実行時情報．ただし smemはシェアードメモリの使用量を示す．
関数名 カーネル名 レジスタ数 smem[byte] Occupancy speedup
timedev1 timedev1 15 0 1.000 3.35
timedev2 timedev2 18 0 1.000 2.03
timedev3 timedev3 21 2048 0.833 2.21
timedev4 timedev4 20 0 1.000 1.92
timedev5 timedev5 32 6144 0.667 1.90
timedev6 timedev6 19 0 1.000 3.26
timedev7 timedev7 16 0 1.000 3.34
timedev8 timedev8 23 0 0.833 3.17
timedev9 timedev9 1 22 0 0.083 2.05
timedev9 2 21 0 0.833
timedev9 3 21 0 0.833
timedev9 4 21 0 0.833
timedev9 5 21 0 0.833
timedev9 6 21 0 0.833
timedev9 7 21 0 0.833
timedev9 8 21 0 0.833
timedev9 9 21 0 0.833
l4dx l l4dx l 60 27264 0.167 0.71
reduce 22 0 0.021
l4dx nl l4dx nl 63 14336 0.333 1.03
reduce 23 0 0.021
l4dx r l4dx r 33 4352 0.333 1.43
l4dx s l4dx s 43 3200 0.333 1.02
dn3d dn3d 20 4360 1.000 0.82
drift nl k1 8 0 0.833 0.90
k2 45 0 0.417
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この問題を解決するために，TCA (Tightly Coupled Accelarators)アーキテクチャが提唱されている．ま
た，TCA アーキテクチャの実証実装として PEACH2 (PCI Express Adaptive Communication Hub Ver.2)
が開発されており，ノードをまたぐ GPU間の低レイテンシ通信を可能としている．
TCAに関する研究は筑波大学計算科学研究センターとの共同研究であり，本論文の成果の範囲ではな
いが，第 5章において TCAを利用しているため，第 5章に必要な TCAと PEACH2に関する情報を本章















1: Copy from GPU mem
to CPU mem through PCI Express (PCIe)
3: Copy from CPU mem
to GPU mem through PCIe
2: Data transfer over IB











1: Direct data transfer
(PCIe -> PCIe -> PCIe)
図 4.2 TCAを利用する環境で GPU間通信を行う場合のデータの流れ．
イテンシが減ることにより TCAを用いない環境とよりも良い強スケーリングの性能が得られる．
図 4.1 に，通信方式として MPI および InfiniBand を利用しアクセラレータに GPU を用いる環境にお
いて，GPU間通信を行う場合のデータの流れを示す．このような環境では，GPU→CPU (図 4.1の 1番)，
ノード間通信 (図 4.1の 2番)，GPU→CPU (図 4.1の 3番)の合計 3回のデータコピーが必要となる．










PEACH2は Altera社の FPGA (Field-Programmable Gate Array)を用いる TCAアーキテクチャの実装
の 1つであり，PEACH2は GDRテクノロジを利用して，PCIeプロトコルに基いてノード間通信および




ロトコルとして PCIeを利用しており，PEACH2は PCIeバスを通じて GPU内のメモリにあるデータを
他のノードの GPUへ直接転送できる．







プは PCIe gen.2 x8レーンの接続を 4つ持っており，1つをホストとの接続，残り 3つを他の PEACH2と
の接続に利用する．多数のノードを 1つのネットワークで接続する場合は，3つある外部 PCIeリンクと
PCIeケーブルを用いて，リングネットワークを形成する．
PCIeはパケットを用いる通信プロトコルであり，ネットワーク内に 1つの RC (root complex)といくつ
かの EP (end point)から構成されている．RCと EPの間で 1つの PCIeアドレス空間を共有している．一
般的なコンピュータでは，CPUが RCとなり拡張ボードが EPとなる．PCIeネットワーク内に存在でき
る RCの数は 1つだけという制限があるため，特殊なパケットルーティング機構なしに複数のノードを 1
つのネットワークとして扱えない．PEACH2チップは，イーサネットネットワークにおけるルーターの
ようにノードをまたぐ通信を扱い，PCIeネットワーク内の RC数の制限を解決する．
PEACH2では，次のような CPU/GPU環境を想定して設計されている．ホスト CPUには Intel Xeon E5
(SandyBridge-EPもしくは IvyBridge-EPアーキテクチャ)を，アクセラレータとして GPUには NVIDIA
Keplerアーキテクチャを想定して設計が行われている．これらの CPUは CPU内に PCIeスイッチを内蔵
しており，CPUに直接接続されたデバイスに関する PCIeパケットを配送できる．そして，全ての CPU
と GPUは同じ PCIeアドレス空間を共有しているため，PEACH2はそれらのデバイスの全てのメモリに
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アクセスできる．
Intel CPUを用いてマルチソケット環境を構築する場合，それぞれの CPUに独立したメモリが搭載さ
れ，NUMA (Non Uniform Memory Architecture)と呼ばれる環境が構築される．CPU間の接続には，QPI
(Intel QuickPath Interconnect) と呼ばれる Intel のプロプライエタリなバスが用いられる．QPI は異なる
CPUに接続されているメモリへのアクセスや，キャッシュコヒーレンシを維持するために用いられる．






制限されることはない．例えば，PLXといった PCIeスイッチを Intel Xeon E5 CPU内蔵の PCIeスイッ
チのかわりに利用し，QPIを経由することを回避すれば，PEACH2は性能の劣化なしに 4台の GPUやそ
れ以上の GPUにアクセスできる．
4.3.2 PEACH2の DMA Controllerの機能について
PEACH2 が通信を行う際は PEACH2 に内蔵されている DMAC (DMA Controller) を用いる．DMAC
は PEACH2 の核となる機能であり，PEACH2 の中に 4 チャンネルの DMAC が実装され，それぞれの
DMACが独立して動作できる．
PEACH2 の DMAC を操作する際には，DMA Descriptor と呼ばれるデータ構造を用いる．DMA
Descriptorには，送り元のメモリ領域の情報や送り先のメモリ領域の情報といった通信に必要な情報が格
納されている．
DMA Descriptorの構造を図 4.4に示す．ただし，図 4.4の構造は説明のために必要な部分のみを抽出






PEACH2 の DMAC は Chaining DMA という特徴的な機能を持っており，複数の DMA Descriptor を
接続して，1つの DMA Descriptorでは表現できないような複雑な通信に対応できる．Chaining DMAを
表現するために DMA Descriptorはリスト構造となっており，DMA Descriptorの “next”フィールドに次
のディスクリプタの物理アドレスを指定する．もし，終端の DMA Descriptorで，次の DMA Descriptor
がない場合は “next”フィールドには 0を指定する．Chainingされている DMA Descriptorリストの先頭
の DMA Descriptor の転送開始を DMAC に指示すると，先頭の DMA Descriptor に繋がっている DMA
Descriptor も自動的に DMAC が認識し，連続して転送される．例えば 3 回の通信を連続して行う場合
について考えると，Chaining DMA 機能を使わない場合は 3 回の DMAC 操作が必要になる．一方で，













































図 4.5 DMA Chainigの例．3つの DMA Descriptorを接続する例．終端の DMA Descriptorの “next”
フィールドには 0を指定する．
Chaining DMA機能を用いる場合，あらかじめ 3つの DMA Descriptorを接続すれば，図 4.5の様に 1回




あり，DMA Descriptor の再利用や PEACH2 の DMA Chaining の機能を効果的に利用できる．2 次元ス
テンシル計算における袖領域の通信を模して PEACH2 の DMA Chaining 機能を用いて通信する場合の
例を図 4.6に示す．図 4.6は，4つの袖領域 NORTH, EAST, SOUTH, WESTの通信に対して，それぞれ
DMA Descriptor を作成し，4 つの DMA Descriptor を NORTH, EAST, SOUTH, WEST の順番で接続し
ている状態を示す．この状態で，NORTH通信用の DMA Descriptorの通信開始を DMACに指示すると，
NORTH, EAST, SOUTH, WESTの 4つの通信が 1度の指示で順々に行われる．
4.4 TCA実証開発環境: HA-PACS/TCA
本節では，TCA アーキテクチャの実証環境として筑波大学計算科学研究センターに設置されている，
HA-PACS/TCA システムについて述べる [37]．HA-PACS/TCA のノードの写真を図 4.7 に，ノードの仕
様を表 4.1に示す．
HA-PACS/TCA は全章で述べた HA-PACS ベースクラスタと一体として運用されており，ユーザから
は 1 つのクラスタとして見える．しかしながら，ノードの構成はベースクラスタと異なっており，CPU
と GPUのどちらのプロセッサもベースクラスタより 1世代進んだものが利用されており，1ノードあた












図 4.6 2次元ステンシル計算における袖領域の通信で DMA Chainingを利用する例．
表 4.1 HA-PACS/TCAのノードの仕様．
CPU Intel(R) Xeon(R)
CPU E5-2680 v2 2.80 GHz × 2
CPU Memory 64 GB / CPU
GPU NVIDIA Tesla K20X × 4
GPU Memory 6 GB / GPU
IB HBA Mellanox Connect-X3 Dual-port QDR
PEACH2 1 board / node
OS CentOS 6.4
CUDA Toolkit version 6.5
GPU Driver version 340.32
MPI MVAPICH2-GDR 2.0
built for CUDA 6.5
り 2 つの Intel Xeon CPU (Ivybridge) と，4 つの NVIDIA Tesla GPU (Kepler)が搭載されている．また，
HA-PACS/TCAは TCAアーキテクチャの開発および性能評価に用いることを想定し，通信デバイスとし
て，1ノードあたり 1枚の PEACH2ボードと 1枚 InfiniBand HCAボードが搭載されている．PEACH2だ
けでなく InfiniBandでも通信を行えることから，PEACH2と InfiniBandの性能比較に適する環境である．
GPUは 1ノードあたり 4つ搭載されているものの，前節で述べた QPIを経由する PCIe通信の性能劣
化問題があるため，GPUの利用には制限が加えられる．QPIを経由すると十分な性能が得られないため，
PEACH2の通信の対象とする GPUは GPU0, GPU1の 2つのみである．また，InfiniBandも GDRを用い
て利用する場合は PEACH2と同様の QPIの制限を受けるため，GDR利用時の InfiniBandの通信の対象



























































































図 4.9 HA-PACS/TCAにおける PEACH2ネットワークの構成図．8ノードのリングが 2つあり，合
計で 16ノードが 1つのネットワークを構成している．図中の数字は PEACH2におけるノード番号を
示す．
とする GPUは GPU2, GPU3の 2つのみである．ただし，QPIによる性能低下は PCIeデバイス同士の通
信にのみ影響され，CPUと GPU間のアクセスに関しては問題はなく，例えばホストメモリを経由して通
信する場合は性能の低下はない．
HA-PACS/TCA は全体で 64 ノードから構成されているが，PEACH2 は 1 ネットワークに含められる
ノード数が最大で 16ノードであるため，16ノードから構成される PEACH2ネットワークが 4つ存在し，
それぞれが独立している．一方で，InfiniBand ネットワークは fat-tree 構造となっており，全 64 ノード
が 1つのネットワークに含まれており相互に通信できる．HA-PACS/TCAにおける PEACH2ネットワー
クの構成を図 4.9に示す．PEACH2ネットワークは PEACH2が持つ 3つの外部リンクを利用して構築さ
れ，8ノードの一本のリングが 2つあり，それら 2つのリングを向い合せに接続し，合計で 16ノードが
1つのネットワークを構成する．なお，図 4.9における数字は PEACH2ネットワークにおけるノード番
号を意味し，HA-PACS/TCA全体で割り当てられているノード番号とは異なる．




5.1 Lattice QCDライブラリ QUDAについて





り，1つは Dirac operatorにおけるステンシル計算，もう 1つはクリロフ部分空間法による連立一次方程
式の求解である．QUDA は CG (Conjugate Gradient) 法や BiCGSTAB (BiConjugate Gradient Stabilized)
法といった複数のクリロフ部分空間法を実装しており，解く対象の行列によってアルゴリズムを切り替
える．
QUDA はシングル GPU の環境に加えて，1 つのノード内に複数の GPU があるマルチ GPU 環境も
サポートしている．また，複数のノードを利用するノード間分散もサポートしており [38]，x, y, z, t の
4 つの次元に対して領域分割を行える．ノード間の通信には，MPI [39] と QMP (Lattice QCD Message
Passing) [40] を利用できる．本章では，MPI 通信の拡張として TCA のサポートを QUDA に追加する．
現時点では TCAネットワークは単体で利用できないため，TCA通信の準備のためにMPIを利用するが，
計算中の通信はMPIは利用せず，TCAのみによって行われる．
QUDAのステンシル計算の流れを図 5.1に示す．水色の箱は CPU側コードにおける CUDAカーネル
の起動，紫色の箱は GPU上でのカーネルコードの実行，緑色の箱はMPI通信を，赤色は CPUと GPUの
間の同期のための cudaEventSynchronizeの呼び出しを表す．
オリジナルの QUDA の実装では，MPI と QMP の両方の実装において，通信に point-to-point プロト
コルを用いている (MPI においては MPI Send 関数および MPI Recv 関数)．しかしながら，TCA は
RMA Writeと RMA Readのみしか行えないため，QUDAの通信部を point-to-pointプロトコルを利用す
るオリジナルの構造から RMAを利用するように変更しなければならない．また，図 5.1内の “Halo data
exchange”と “Calc. of inner points”の計算の通信については，通信時間の隠蔽のためにパイプライニング
































QUDAを TCAによって加速する研究は NVIDIAおよび NVIDIA Japanとの共同研究として行われて
おり，ベースとなる QUDAはMike Clarkらによって開発が行われている [41, 42]．なお，QUDAの実装
はオープンソースとして公開されており，githubのプロジェクトページより入手できる [43]．
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5.2 QUDAの Remote Memory Accessへの対応
5.2.1 Remote Memory Accessへの対応
TCAはMPIの片方向通信における MPI Put, MPI Get関数のような片方向の Remote Write, Remote
Read命令のみサポートしている．しかしながら，PEACH2の RMA Readは，PEACH2のドライバによ
るソフトウェア処理によってリモートノードが返答するプロトコルになっており，Readのオーバーヘッ




















象化レイヤーを拡張し，RMA通信用の APIを実装する．以下，RMA用の抽象化レイヤーを RMA API
と呼ぶ．そして，RMA APIに対する RMA通信の実装として TCAおよびMPI-3 RMAを実装する．
QUDA の point-to-point 通信を RMA API を用いて RMA 通信に変更する際は，TCA の仕様にあわ
せて RMA Write のみを用いる．したがって，point-to-point 通信の Send 側を RMA Write に置き換え，




あるため，peer-to-peer Sendを RMAWriteに置き換えることで RMA通信に対応できる．
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5.2.2 RMA通信用Message Handle拡張
QUDA の通信抽象化レイヤーは，通信を MsgHandle オブジェクトとして表現する．これは，一回




1 つの MsgHandle は複数回利用されるため，MsgHandle の実装においては永続通信関数を
利用して実装できる．MPI peer-to-peer 実装では， MsgHandle の実装に MPI Send init 関数や
MPI Recv init 関数によって作られる MPI Request を用いている．MPI Request は，通信デー
タのメモリアドレスや型情報，データ長といった，MPI Sendや MPI Recv関数に必要とされる通信に
必要な情報を全て含んでおり，MPI Start関数で実際の通信を開始できる．
QUDA RMA API を実装する上で MsgHandleの概念はそのまま利用するが，TCA，MPI-3 RMAそ
れぞれの実装で MsgHandleの中身は異なり，それぞれの通信ライブラリに適合する MsgHandleを作
成する．TCA，MPI-3 RMAそれぞれの実装における MsgHandleの拡張の詳細は次節で述べる．
5.2.3 Memory Window Object











5.2.4 RMA Operation Queue
QUDA RMA APIに RMA通信の制御を行うためのオブジェクトとして RmaQueueオブジェクトを導
入する．RmaQueueは RMA通信の開始と完了を管理するオブジェクトであり，どの MsgHandleを通
信するかの情報と，どのランクからの RMA通信を待機するのかの 2つの情報を持つ．CUDAプログラ
ミングにおける CUDA Stream (cudaStream t型および操作用 API)のように，どのような RMA通信
処理を行うのかをキュー登録し利用する．
RmaQueueは以下に示す 8つの操作を行える．
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Alloc
RmaQueue *comm queue alloc(RmaWindow *window);
RmaWindow windowに紐付けられた RmaQueueを作成する．
Free
void comm queue free(RmaQueue *queue);
RmaQueue queueを破棄する．
Push
void comm queue push(RmaQueue *queue, MsgHandle *mh);
RmaQueue queueに MsgHandle mhを追加する．
Commit
void comm queue commit(RmaQueue *queue);
RmaQueue queueの設定が完了し， RmaQueueの準備が完了したことを宣言する．
Add Origin
void comm queue add origin(RmaQueue *queue, int rank);
RmaQueue queueに対してプロセス rankからの RMA通信を待機するかを指定する．
Start
void comm queue start(RmaQueue *queue);
RmaQueue queueに格納された MsgHandleの通信を開始する．
Wait
void comm queue wait(RmaQueue *queue);
Start操作によって開始された RMA通信の完了を待機する．
Clear
void comm queue clear(RmaQueue *queue);
RmaQueue queueに登録された全ての情報を消去する．
Alloc 操作は，ある RmaWindow の通信を行うための RmaQueue を作成するためのものである．現
状の仕様では，1 つの RmaQueue は 1 つの RmaWindow しか通信の対象にできない．しかしながら，
QUDAを RMAで実装する上では 1つの RmaWindowのみ対象にできれば十分であるため，問題にはな
らない．





Commit操作では， RmaQueueに Push操作による MsgHandleの登録が完了し，通信準備が完了し
たことを RmaQueueに通知する．RmaQueue内部では，Commit操作のタイミングで通信の準備や最適
化を行う．
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5.2.5 QUDA RMA API
本 API を用いてプログラムを開発する場合の典型的な処理の流れを図 5.2 に示す．まず，計算の
初期化フェイズ (図 5.2 の Loop 前部) で RMA 通信のための準備を行う．この段階で RmaWindow や
RmaQueueの作成を行う．また，通信パターンにあわせた MsgHandleを作成し， RmaQueueに登録





最後に，後処理フェイズ (図 5.2 の Loop 後部) で後処理を行う．MsgHandle や RmaWindow や
RmaQueueの開放を行い，各種リソースを開放する．
5.3 RMA通信の TCAおよび MPI-3 RMAによる QUDA RMA API
実装
5.3.1 MPI-3 RMAによる実装
QUDA オリジナルの MPI point-to-point 通信では， MPI の永続通信 API（MPI Send init や
MPI Recv init など）を用いており MsgHandle はそれらの API で作成される MPI Request
を保持しており，通信時には MPI Requestを MPI Startで開始する実装となっている．しかしなが
ら，MPI-3 RMAの仕様では，RMA通信に対して永続通信の APIを定義しておらず，peer-to-peer通信
と同様の実装はできない．QUDA RMA APIのMPI-3 RMA実装では，永続通信 APIが存在しないため，





















MsgHandleには MPI Put関数に渡される引数を内部に保持しており，通信時には MsgHandle内に
保持されているパラメータを MPI Put関数にそのまま渡すことで通信を行う．
MPI の GDR 実装では， MPI Win create 関数に GPU のポインタを渡すと GPU メモリ上の
MPI Winを作成できるため，RmaWindowは MPI Win型の変数を保持するだけであり， RmaWindow
の作成は cudaMalloc関数で GPU上のメモリ領域を確保し，その領域に対して MPI Win create関
数で MPI Winを作成する事と等価である．また，QUDAでの実装では MPI Getによる RMA Read通
信は行わないが，受信用のメモリ領域にも RmaWindowを作成している．
RmaQueueの Start操作は既に述べた通り MsgHandleに格納されている引数情報を用いて MPI Put
関数を呼び出す動作となる．MPI-3 RMAの実装では Commit操作では特別な動作は行なっておらず，空
の関数が呼ばれる．
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RmaQueue の Wait 操 作 で は ，MPI Win post, MPI Win start, MPI Win complete,
MPI Win wait の 4 つの関数を用いて通信の同期を行う．プロセス全体でのバリア同期によっ
て同期を行う関数もあるが，これら 4 つの関数は全体ではなく特定のプロセスとのみ同期を行う関数で
あり，どのプロセスと同期を取るかは MPI Group を引数に与えることで指定する．RmaQueue では
RmaQueue に登録されている MsgHandle の情報と， Add Origin 操作によって登録された書き込まれ
るプロセスに関する情報から MPI Groupを作成し利用する．
MPI の仕様では， MPI Win に対して RMA 通信を行える期間を RMA Epoch として定義してお
り，RMA Epoch を開始する API と終了する API がいくつか定義されており， MPI Put や MPI Get
といった通信用関数は RMA Epoch 内でしか呼び出してはならないと定められている．先程述べた
MPI Win post, MPI Win start, MPI Win complete, MPI Win waitの 4つの関数は，それぞ
れ RMA Epochを開始または終了する関数であり， RmaQueueの実装ではこれらの関数を用いて RMA
Epochを操作する．
MPI Win post, MPI Win start の 2 つの関数は RMA Epoch を開始する関数である．2 つ
の関数は対となっており，MPI Win post は書き込まれる側の MPI Win で RMA Epoch を開始
し， MPI Win start は書き込む側の MPI Win で RMA Epoch を開始する関数である．一方で，
MPI Win complete, MPI Win waitの 2つの関数は RMA Epochを終了する関数である．これらの
関数も対となっており， MPI Win post, MPI Win startの場合と同様に，書き込まれる側か書き込
む側かで関数が分かれており，MPI Win postが書き込まれる側の関数， MPI Win completeが書
き込む側の関数である．
5.3.2 TCAによる実装











TCA による GPU メモリの通信を行う際には，まず通信したいメモリ領域を指す tcaHandle と呼
ばれるメモリハンドルを作成する．TCA では転送を行う際は物理メモリアドレスを基して転送を行う
ため，転送する CPU メモリ・GPU メモリの物理アドレスを取得する手段が必要である．物理アドレス
に関する操作はカーネル中でしかできないため，TCA プログラムは TCA のランタイムライブラリを通
じてドライバを操作し，物理アドレスを得る．TCA ライブラリでは，RMA 通信のためのメモリ領域を
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tcaHandleと呼ばれる構造体で表す．tcaHandleには，メモリ領域の物理アドレスだけでなく，対応
する仮想アドレス，メモリ領域の大きさや tcaHandleが所属するノード番号格納されており，MPIに






を取得する必要がある．QUDA RMA APIでは，MPIとの併用を前提とし， tcaHandleの交換作業は
MPIを用いて行う．tcaHandleの交換にMPIを用いるとしても，それは通信の準備段階にMPIを利用
するだけであり，計算中の重要な通信は TCAによって加速されている．
QUDA RMA API では， RmaWindow の作成時に内部でメモリも確保するという仕様のため，
RmaWindow を作成する際に tcaMalloc によるメモリ確保および tcaHandle の作成と交換を行
う．この段階では，どのプロセスと通信するかわからないため，MPI Alltoallによって全対全交換を行い，
全てのプロセスが他の全てのプロセスの tcaHandleを所有する状態となる．MPI Winは 1つの変数で
全てのプロセスとの通信に利用できるが， tcaHandleはノード毎に 1変数であるため， tcaHandle
用の配列を用意し格納する．
MPI-3 RMA実装とは違い，TCA実装においては RmaQueueの Commit操作は最適化の上で重要であ
る．TCAの性能を引き出すためには，DMACへの指示のオーバヘッドを削減するために，出来る限りの
通信を DMA Chainingで繋げることが重要であるため，Commit操作の中で，通信用の DMA Descriptor
および DMA Chaining を作成する．RmaQueue の中に登録されている全ての MsgHandle を順々に繋
げて，1つの DMA Chainingを作成する．TCA実装における MsgHandleは，MPI-3 RMA実装と同様
に，DMA Descriptorを作成するための TCA APIに渡される全ての引数を保持しており，Commit操作で
















QPIをまたぐ PCIeデバイス間通信は性能が劣化するため，PEACH2と InfiniBand HCAはそれぞれの
デバイスが接続された CPU と同じ CPU に接続されている GPU のみを利用する．したがって，図 4.8
において，PEACH2 は GPU0 と GPU1 のメモリにダイレクトにアクセスでき，InfiniBand は GPU2 と
GPU3 のメモリにダイレクトにアクセスできる．QUDA は 1 プロセスあたり 1 つの GPU を利用するた
め，TCAの性能評価を行う際は GPU0を，InfiniBandの性能評価を行う場合は GPU2を利用する．
HA-PACS/TCAに搭載されている InfiniBand HCAは 2つのポートを持つモデルであり，MPI等の通信
ライブラリが複数ポート利用に対応していれば，2つのポートを同時に利用して通信を行えるため，通信
帯域を 2倍にできる．MVAPICH2は複数ポート利用に対応しており，環境変数 MV2 NUM PORTSを設
定することで何ポート利用するかを制御でき，例えば，MV2 NUM PORTSを 2に設定すると 2つのポー
トを利用できる．
本章の性能評価では，TCA 1 リンクと InfiniBand 1 リンクの間での性能比較を意図しており，
MV2 NUM PORTS を 1 に設定し性能を測定する．InfiniBand の使用ポート数を 1 に制限すれば，HA-
PACS/TCAに搭載されている InfiniBand HCAの 1ポートの帯域は，PEACH2の 1リンクの帯域と同じ
4GB/sの帯域を持つことになる．
5.4.2 性能測定に用いる各種設定
性能評価には QUDA のテスト用プログラムである invert test を用いる．invert test プログ
ラムは，MPI-3 RMAおよび TCAによる加速のターゲットとしたステンシル計算によって生成される連
立一次方程式を CG法で解き，CG法の反復回数と演算性能を GFLOPSで表示するものである．
X, Y, Z, T はそれぞれ x, y, z, t次元のメッシュサイズを表し，nX , nY , nZ , nT はそれぞれ x, y, z, t
次元の分割プロセス数を表す．また，NX , NY , NZ , NT はそれぞれの次元における合計メッシュサイズ
を表し，(NX , NY , NZ , NT ) = (X × nX , Y × ny, Z × nZ , T × nT )で求められる．
性能測定には Small Model と Large Model の 2 つの問題サイズを用いる．Small Model のサイズ
は (NX , NY , NZ , NT ) = (8, 8, 8, 8) であり，Large Model のサイズは (NX , NY , NZ , NT ) =
(16, 16, 16, 16)である．4つの次元で問題を分割しているため，同じノード (プロセス)数の設定で比較
すると，Small Modelの 1ノードに割り当てられる問題の粒度は Large Modelの 116 である．
PEACH2では，1つのネットワーク内のノード数の上限が 16ノードであるため，性能測定では最大 16
ノードを使用する．本評価では x, y 次元について分割を行い，z, t次元については分割を行わない．MPI
peer-to-peer実装とMPI-3 RMA実装では，環境変数 MV2 USE CUDAを 1に，MV2 USE GPUDIRECTを
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表 5.1 2つの問題サイズにおける QUDAの通信データサイズ (Lx, Ly)．ただし単精度浮動小数点数
を利用する場合．
プロセス数 Lx, Ly (Small Model) Lx, Ly (Large Model)
nx, ny = 1 24KB 384KB
nx, ny = 2 12KB 192KB
nx, ny = 4 6KB 96KB
1に指定し，GDRを有効にして測定を行う．
MVAPICH2 にはチューニング用パラメータとして MV2 GPUDIRECT LIMIT 環境変数がある．
MV2 GPUDIRECT LIMIT 環境変数は，何バイトまでの通信に GDR による通信を利用するかを指定
するためのパラメータであり，MV2 GPUDIRECT LIMIT 以下までの通信は GDR を利用して行い，
MV2 GPUDIRECT LIMIT より大きい通信については GDR を用いない通信手法に切り替わる．また，
MV2 GPUDIRECT LIMITを明示的に指定しない場合のデフォルト値は 8KBである．
MV2 GPUDIRECT LIMITの最適な値は環境依存であり，利用する GPUデバイスの種類，InfiniBand
アダプタの種類やMVAPICH2のバージョンによって異なると考えられる．HA-PACS/TCAでは，事前評
価の結果， MV2 GPUDIRECT LIMITは 512KBに設定するのが良いとわかっており，QUDAの評価で
も MV2 GPUDIRECT LIMIT を無指定 (=8KB) の場合と，512KB に指定する場合の 2 パターンを測定
する．
今回の測定に利用する条件では，通信量は 512KB をこえないため， MV2 GPUDIRECT LIMIT を
512KBに指定する場合は全ての通信に GDRが利用されることになる．PEACH2はホスト経由の通信を
行わず，全て GDR 経由で直接 GPU メモリにアクセスするため，MV2 GPUDIRECT LIMIT を 512KB
に指定する場合は InfiniBandと PEACH2で GPUへのメモリアクセスの条件は同じになる．
5.4.3 通信データサイズについて
QUDAのステンシル計算中に発生する通信のデータサイズは，x次元方向のメッセージ長を Lx，y次元
方向のメッセージ長 (バイト)を Ly とすると，Lx, Ly は次の 2つの式で示せる．Lx = 12×s×Y ×Z×T，
Ly = 12× s×X × Z × T ただし，sは計算に用いる浮動小数点数のバイト数であり，例えば単精度だと
s = 4，倍精度だと s = 8となるが，本節では単精度を用いて性能評価を行うため s = 4である．また，
それぞれの分割された次元で 2つの隣接プロセスがあるため，1つの次元にあたり 2つの通信メッセージ
が発生する．
Small Modelの評価では，X = Y = Z = T = 8であり，z, tの次元には分割しない (nz = 1, nt = 1)た
め，Lx = 3072× Y, Ly = 3072×X である．同様に，Large Modelの評価では，X = Y = Z = T = 16
であり，z, tの次元には分割しない (nz = 1, nt = 1)ため，Lx = 24576× Y, Ly = 24576×X である．
評価に用いる各分割数における，1通信あたりの通信データサイズを表 5.1に示す．nx, ny はそれぞれ
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図 5.3 Small Modelの計算時間と通信時間の内訳．(MV2 GPUDIRECT LIMIT = 8KB)
5.4.4 測定結果
Small, Large の 2 つの問題サイズと，GDR パラメータ MV2 GPUDIRECT LIMIT 環境変数
を無指定 (8KB) と 512KB の 2 パターンを合せて 4 パターンの性能測定を行う．Small Model
(MV2 GPUDIRECT LIMIT = 8KB) における演算性能の比較を図 5.5 に，計算時間の内訳を図 5.3 に示
す．Small Model (MV2 GPUDIRECT LIMIT = 512KB) における演算性能の比較を図 5.6 に，計算時間
の内訳を図 5.4 に示す．Large Model (MV2 GPUDIRECT LIMIT = 8KB) における演算性能の比較を図
5.9に，計算時間の内訳を図 5.7に示す．Large Model (MV2 GPUDIRECT LIMIT = 512KB)における演




Small Model では，どのノード数設定においても TCA による実装は 2 つの MPI による実装よりも高
速である．MV2 GPUDIRECT LIMIT = 8KBの場合では，(nx, ny) = (4, 4)の場合に TCA実装はMPI
point-to-point 実装よりも 2.19 倍高速であり (nx, ny) = (2, 1) の場合に TCA 実装は MPI3-RMA 実装
よりも 2.02倍高速である．MV2 GPUDIRECT LIMIT = 512KBの場合では，(nx, ny) = (4, 4)の場合
に TCA 実装は MPI point-to-point 実装よりも 2.19 倍高速であり (nx, ny) = (4, 4) の場合に TCA 実装
は MPI3-RMA 実装よりも 1.23 倍高速である．しかしながら，ノードあたりのメッシュサイズが小さく
CUDA kernelの起動コストがボトルネックとなり，ノード数を増やしても計算時間がスケールしていな
い．MPI同士の実装で比較すると，MPI-3 RMA実装は全てのノード数においてMPI point-to-pointより
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図 5.7 Large Modelの計算時間と通信時間の内訳． (MV2 GPUDIRECT LIMIT = 8KB)
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図 5.10 Large Modelの FLOPSグラフ． (MV2 GPUDIRECT LIMIT = 512KB)
も高速であり，MPI-P2PよりもMPI3-RMAの方が GDRによる加速効果が大きいことがわかる．
一方で，Large Model では，TCA 実装が MPI の実装よりも性能が良い場合，遅い場合どちらのケー
スも存在する．2 ノード時では TCA 実装は 2 つの MPI 実装よりも遅く，8 ノード時では TCA 実装
と MPI 実装は同程度の性能となり，16 ノード時は TCA 実装は MPI 実装よりも高速になる傾向が
ある．MV2 GPUDIRECT LIMIT = 8KB の場合では，(nx, ny) = (2, 4) の場合に TCA 実装は MPI
point-to-point 実装よりも 1.42 倍高速であり (nx, ny) = (1, 4) の場合に TCA 実装は倍 MPI3-RMA 実
装よりも 1.27高速である．MV2 GPUDIRECT LIMIT = 512KBの場合では，(nx, ny) = (2, 4)の場合
に TCA 実装は MPI point-to-point 実装よりも 1.39 倍高速であり (nx, ny) = (2, 4) の場合に TCA 実装
は MPI3-RMA 実装よりも 1.06 倍高速である．Large Model の場合でも，Small Model と同様に MPI-3
RMA実装は GDRによる性能改善が大きい．
5.5 考察
まず，QUDA の RMA 通信対応による性能の変化を見るため，MPI の 2 つの実装で性能を比較する．
MPIの peer-to-peerと RMAによる実装で比較すると，RMAによる通信は GDR利用時および短メッセー
ジ時の通信性能が改善するとがわかる．Small Model, MV2 GPUDIRECT LIMIT = 8KB (図 5.5)と Small




なのは，MV2 GPUDIRECT LIMIT = 8KBの設定の段階で既に GDRが用いられているからである．
同様に Large Modelでの性能変化について考える．Large Model, MV2 GPUDIRECT LIMIT = 8KB (図
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5.9)と Large Model, MV2 GPUDIRECT LIMIT = 512KB (図 5.10)で比較すると，Small Modelの場合と
同様の傾向が見られ，MPI-3 RMA実装は長いメッセージまで GDRを利用すると性能が改善される．一
方で，peer-to-peer実装は MV2 GPUDIRECT LIMIT = 512KBの 2，4ノードの場合に性能が劣化してお
り，peer-to-peer通信に最適化する場合は MV2 GPUDIRECT LIMIT = 128KBなど，より小さい値が最
適だと考えられる．
以上の結果から，ステンシル計算では，peer-to-peer よりも RMA 通信の方が性能が良くなり，また，
GDRによる GPUメモリアクセスを用いることで，小さいデータサイズの RMA通信の性能が向上するこ
とがわかる．
PEACH2は FPGAによって実装されており，FPGAが持つ PCIe能力の不足のため，全ての PCIeポー
トは PCIe gen.2 x8レーンで動作している．一方で，GPUは PCIe gen.2 x16レーンで接続されているた
め，gen.2 x8 レーンでは GPU の PCIe 接続に対して帯域が十分ではない．InfiniBand は PCIe gen.3 x8
















例えば，MPI-3 RMA 実装の性能を Large Model の (nx, ny) = (2, 1) のノード数設定で，
MV2 GPUDIRECT LIMIT パラメータの大小 (図 5.9 および 図 5.10 を参照) で比較すると，通信
メッセージ長が長くなり，GDR を使わない方が性能が良いメッセージ長の範囲に入っており，




*1 PCIe gen.2は 1レーンあたり物理層では 5Gb/sの速度で信号が流れているが，その上で 10b/8bエンコーディングを用いて
いるため，ハードウェアが実際にデータ用に使える帯域は 4Gb/s = 500MB/sである．PCIe gen.3は物理層の速度が 8Gb/sで
あるものの，10b/8bエンコーディングではなく 130b/128bエンコーディングを用いている．したがって，PCIe gen.3のデー
タ帯域は 7.877Gb/s = 984MB/sとなり，gen.3は gen.2の厳密な 2倍の帯域を持つのではない．
5.6 QUDAの TCA実装における結論 64
TCAは小さいメッセージの通信が発生する場合に有益であるといえる．Small Modelのメッセージ長
は最も長いケースで 24KBであり，Large Modelで最も TCAで性能が改善した (nx, ny) = (4, 4)の設
定の場合，メッセージ長は xおよび y 次元の方向に 48KBである．しかしながら，大きいメッセージに
対する TCAの帯域は InfiniBandよりも狭く [32]，Large Modelの 2ノード時の性能は十分なものではな
い．メッセージ長が大きくなることによる TCAの性能低下は，ホストメモリを経由する最適化や，メッ
セージ長と通信の RMA書き込み先の GPUの位置によって通信チャンネル (TCA，InfiniBand間の切り
替え，もしくは両者併用)を変更するハイブリッドな手法によって解決できると考えられる．
Small Modelによる性能評価では，TCAは MPI peer-to-peerの実装に対して 2倍以上の性能向上が得
られている．しかしながら，1ノードで実行した方が，MPI peer-to-peer，MPI-3 RMA，TCAの 3つの並
列化実装よりも高速であり，Small Modelでは並列計算による加速が得られていないため，TCAは有用で
あるが並列計算が有用であるとはいえない．Large Modelでは，ノードあたりの効率が悪いものの，TCA




















TCAは MPIにおける MPI Put関数のような，片方向の RDMA書き込みのみしかサポートしていな
いため，QUDAの通信抽象部を RMA通信に対応するように拡張を行い，その上に TCAとMPI-3 RMA
実装を行なった．
まず，QUDA の RMA 通信対応による性能の変化を見るため，MPI の 2 つの実装で性能を比較する．
MPIの peer-to-peerおよび RMA実装を比較すると，ステンシル計算では，peer-to-peerよりも RMA通
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信の方が性能が良いという結果が得られた．RMAの方が仕組みが単純であり，通信やメモリアクセスの
最適化を行いやすいからだと考えられる．また，GDR を用いることで，peer-to-peer および RMA の両
方のプロトコルで性能が向上するが，特に小さいデータサイズの RMA 通信の性能が向上することがわ
かった．
MPI point-to-point 実装と MPI-3 RMA 実装と TCA 実装の間での性能評価では，CG 法の反復時間が
TCAを使うことで，Small Modelと MV2 GPUDIRECT LIMIT= 512KBの場合で，(nx, ny) = (4, 4)の
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ているアクセラレータ間を直接かつ密に結合する TCA アーキテクチャおよび，TCA アーキテクチャの
FPGAによる実装である PEACH2を用いる最適化も適用した．



















こで，QUDAの通信最適化では，InfiniBandと PEACH2の 2つのノードをまたぐ GPU間の直接通信が
可能な通信機構を利用することで最適化を行った．また，QUDAにおける最適化は GPU間直接通信を行




QUDAに RMA通信化および直接通信化を行い，MPI peer-to-peer，MPI-3 RMA，TCAの 3つの通信
手法で性能を測定し比較した．性能測定には Small Modelと Large Modelの 2つの問題サイズを用いた．
性能測定の結果より，2つの RMA実装 (MPI-3 RMA，TCA)はどちらもMPI peer-to-peer通信よりも高
速であることがわかった．MPI peer-to-peerおよびMPI-3 RMAはどちらも InfiniBandを利用するにもか
かわらず，MPI-3 RMAの方が高速であり，したがって，GPUを用いて計算を行うステンシル計算のアプ
リケーションでは，peer-to-peer 通信ではなく RMA 通信を用いた方が良いといえる．RMA プロトコル
を用いる方が高速な理由は，RMA通信のプロトコルでは peer-to-peerのプロトコルにおけるバッファリ
ングや送受信の待合せなどがなく，単純なものであるからと考えられる．
また，TCAとMPI-3 RMAによる実装を比較すると，一定より長いメッセージ長で TCAは InfiniBand
よりも帯域が狭いため，メッセージ長が長くなる Large Modelの少ノード数実行では MPI-3と同程度と














GT5Dの時間発展部分のフル GPU化を行い，計算時間のおよそ 80%の計算を GPUで行えるようになっ
た．関数単位での性能評価では timedev1～timedev9関数の平均では，CPUと比べ 2.66倍高速にな
り，l4dx r, l4dx s, l4dx l, l4dx nl 関数では，最も性能が改善した関数は l4dx r 関数のケース
で，CPUと比べ 2.16倍高速になった．l4dx s, l4dx nl関数でも速度向上がみられるものの，l4dx l
関数は CPUと比べて 0.77倍高速と，GPUで実行する方が遅くなってしまった．dn3d， drift nl関






















チャの実装の 1つととして PEACH2が開発されている．PEACH2は Altera社の FPGAを用いて実装さ
れており，NVIDIA GPUのメモリに対して PCIeバスを通じてアクセスし，データを転送できる．
実アプリケーションでの TCA の性能評価を行うために，GPU による演算加速に対応して
いる Lattice QCD フレームワークである QUDA に対して TCA を適用した．Small Model と
MV2 GPUDIRECT LIMIT= 512KB の場合で，(nx, ny) = (4, 4) の場合に TCA 実装は MPI point-to-









MPI peer-to-peerとMPI-3 RMAによる 2つの実装の比較では，MPI-3 RMAの方が高速であり，また，
環境変数 MV2 GPUDIRECT LIMIT を大きくした場合の性能向上が MPI-3 RMA 実装の方が大きいこ
とがわかった．したがって，GPUを用いるステンシル計算では RMA通信を用いる方が良く，環境変数
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