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Abstract
Computing stationary probabilities of states in a large countable state space Markov
Chain (MC) has become central to many modern scientific disciplines, whether in statis-
tical inference problems, or in network analyses. Standard methods involve large matrix
multiplications as in power iterations, or long simulations of random walks to sample
states from the stationary distribution, as in Markov Chain Monte Carlo (MCMC).
However, these approaches lack clear guarantees for convergence rates in the general
setting. When the state space is prohibitively large, even algorithms that scale linearly
in the size of the state space and require computation on behalf of every node in the
state space are too expensive.
In this thesis, we set out to address this outstanding challenge of computing the
stationary probability of a given state in a Markov chain locally, efficiently, and with
provable performance guarantees. We provide a novel algorithm, that answers whether
a given state has stationary probability smaller or larger than a given value A E (0, 1).
Our algorithm accesses only a local neighborhood of the given state of interest, with
respect to the graph induced between states of the Markov chain through its transi-
tions. The algorithm can be viewed as a truncated Monte Carlo method. We provide
correctness and convergence rate guarantees for this method that highlight the depen-
dence on the truncation threshold and the mixing properties of the graph. Simulation
results complementing our theoretical guarantees suggest that this method is effective
when our interest is in finding states with high stationary probability.
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Thesis Supervisor: Devavrat Shah
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Chapter 1
Introduction
U 1.1 Motivation
The computation of the stationary distribution of a Markov chain (MC) with a very
large state space (large finite, or countably infinite) has become central to many sta-
tistical inference problems. The Markov Chain Monte Carlo (MCMC) coupled with
Metropolis Hasting's rule or Gibbs sampling is commonly used in such computations.
The ability to tractably simulate MCs along with the generic applicability has made the
MCMC a method of choice and arguably the top algorithm of the twentieth century.1
However, MCMC (and its variations) suffer from a few limitations especially for MCs
with very large state space. The MCMC methods involve sampling states from a long
random walk over the entire state space [18, 25]. The random walks need to be "long
enough" to produce reasonable approximations for the stationary distribution, yet it
is difficult to analyze and establish theoretical guarantees for the convergence rates.
Furthermore, a large enough number of samples must be used in order to ensure that
the distribution has been fully sampled from.
Stationary distributions of Markov chains are also central to network analysis. Net-
works have become ubiquitous representations for capturing interactions and relation-
ships between entities across many disciplines, including social interactions between
'The Top Ten Algorithms of the Century.
http://orion.math.iastate.edu/burkardt/misc/algorithms-dongarra.html
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individuals, interdependence between financial institutions, hyper-link structure be-
tween web-pages, or correlations between distinct events. Many decision problems over
networks rely on information about the importance of different nodes as quantified by
network centrality measures. Network centrality measures are functions assigning "im-
portance" values to each node in the network. The stationary distribution of specific
random walks on these underlying networks are used as network centrality measures in
many settings. A few examples include PageRank: which is commonly used in Internet
search algorithms [29], the Bonacich centrality and eigencentrality measures: encoun-
tered in the analysis of social networks [9, 10, 28], rumor centrality: utilized for finding
influential individuals in social media like Twitter [32], and rank centrality: used to
find a ranking over items within a network of pairwise comparisons [27].
The power-iteration method is currently the method commonly used for computing
stationary disributions of random walks over networks, such as PageRank. The method
involves iterative multiplication of the transition probability matrix of the random walk
[16]. Again, this method suffers from similar limitations for large networks: there is no
clearly defined stopping condition or convergence analysis for general settings, and it
requires computation from every node in the network. While this can be implemented in
a distributed manner using a message passing algorithm (which involves computations
that use information from neighbors of a node), convergence rates are often hard to
establish.
The massive size of the state space of these Markov chains is the primary reason
for development of super-computation capabilities - be it nuclear physics [24, Chapter
8], Google's computation of PageRank [29] or Stochastic simulation at-large [3]. In
the presence of Markov chains with massive state space, an ideal algorithm would
be the one that overcomes both of these limitations. In this thesis, motivated by
this goal, we present a local algorithm to approximate the stationary probability of a
Sec. 1.1. Motivation 13
node exploiting only local information in a subnetwork around that node. By local,
we mean two things. First, the algorithm must be easily distributed. The algorithm
must only access the network through neighbor queries, and computation at a node
can only use local information passed through his neighbors. Second, the algorithm
must be "local" to the nodes of interest. For example, if we are only interested in
computing the stationary probability of a single node, then all computation involved
in the algorithm must be restricted to this node, where computation refers to any
arithmetic operations or operations involving memory. There are many benefits for
having such a local algorithm.
First, in many settings such as ranking, we are not actually interested in computing
the stationary probabilities of all nodes. In web search or movie and restaurant recom-
mendation settings, only the scoring among top nodes are relevant, since users often
only view the first page of results. Rather than computing the entire stationary distri-
bution, we may only need to compute the stationary probabilities of a smaller specific
subset of nodes. Thus we desire algorithm that scales with the size of this subset rather
than with the full size of the network.
Second, there may be physical constraints for accessing or storing the information
that prohibit global computation. For example, the information may be stored in a
distributed manner either due to memory limitations or the nature of the data. In
citation networks, the information is inherently not centralized (i.e. not owned by
a single central agent). It may be easy to query a single paper or a single author to
view the neighborhood of that node, however performing any global computation would
require first crawling through searching node by node to rebuild the network. Many
search engines maintain indexes containing the entire webgraph, yet due to the sheer
size of the web, the information must be distributed among clusters of computers. Some
estimate that the size of the web is growing at a rate of 21% new webpages every year. 2
2 Size of Internet and Its Growth Rate.
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This causes increasing difficulty for methods such as power iteration, which require
computation at every node in the network.
Third, there may be privacy constraints that prevent an external agent from access-
ing the global network. For example, in many online social networks, privacy settings
only allow a member to access his local network within a small distance (e.g. friends of
friends). There exist APIs that allow external companies to interface with Facebook's
social network data. However, every user must specifically grant the company access
to his or her local network. Companies offer users the ability to use new applications
or play new games in exchange for the access rights to their social network. Companies
design their applications and games to have a social aspect so that after a user adopts
a new appliation, he will have incentives for his friends to also join this application.
Thus, many of these applications and games are adopted through viral behavior, by
friends recommending them to their friends. Thus, a company will often gain access
rights to clusters or local snapshots of the network. A local algorithm that only requires
information from a neighborhood around a specific node can still provide estimates for
global properties such as stationary distribution, using the limited information from
these clusters.
N 1.2 Related Literature
In this section, we provide a brief overview of the standard methods used for computing
stationary distributions. Computation of the stationary distribution of a MC is widely
applicable with MCMC being utilized across a variety of domains. Therefore, the related
prior work is very large. We have chosen few samples from the literature that we think
are the most relevant.
Monte Carlo Markov Chain. MCMC was originally proposed in [25], and a tractable
http://evelx.me/technology/size-of-internet-and-its-growth-rate/
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way to design a random walk for a target stationary distribution was proposed by
Hastings [18]. Given a distribution 7r(x), the method designs a Markov chain such
that the stationary distribution of the Markov chain is equal to the target distribution.
Without formally using the full transition matrix of the designed Markov chain, Monte
Carlo sampling techniques can be used to estimate this distribution by sampling random
walks via the transition probabilities at each node.
Each transition step in the Markov chain is computed by first sampling a transition
from an "easy" irreducible Markov chain. Assume the state space is represented by
an n-length 0-1 vector in {0, 1}f. A commonly used "easy" Markov chain is such
that from a node x, a transition to x' is computed by randomly selecting a coordinate
i E 1, 2, ... n and flipping the value of x at that coordinate. Then this transition is
accepted or rejected with probability min (I ,1). The stationary distribution of this
Markov chain is equal to 7r. After the length of this random walk exceeds the mixing
time, then the distribution over the current state of the random walk will be a close
approximation for the stationary distribution. Thus the observed current state of the
random walk is used as an approximate sample from 7r. This process is repeated many
times to collect independent samples from ri.
Overview articles by Diaconis and Saloff-Coste [13] and Diaconis [12] provide a
summary of the major development from probability theory perspective. The majority
of work following the initial introduction of the algorithm involves trying to gain un-
derstanding and theoretical guarantees for the convergence rates of this random walk.
Developments in analyzing mixing times of Markov chains are summarized in books
by Aldous and Fill [1] and Levin, Peres and Wilmer [23]. The majority of results are
limited to reversible Markov chains, which are equivalent to random walks on weighted
undirected graphs. Typical techniques analyzing convergence rates involve spectral
analysis or coupling arguments. Graph properties such as conductance provide ways to
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characterize the spectrum of the graph. In general, this is a hard open problem, and
there are few practical problems that have precise convergence rate bounds, especially
when the Markov chain may not be reversible.
Power Iteration. The power-iteration method (cf. [16,22,33]) is an equally old and
well-established method for computing leading eigenvectors of matrices. Given a ma-
trix A and a seed vector x0 , recursively compute iterates xt+1 = Axt If matrix AIlAxtiL If ti*
has a single unique eigenvalue that is strictly greater in magnitude than other eigen-
values, and if x 0 is not orthogonal to the eigenvector associated with the dominant
eigenvalue, then a subsequence of xt converges to the eigenvector associated with the
dominant eigenvalue. This is the basic method used by Google to compute PageRank.
Recursive multiplications involving large matrices can become expensive very fast as the
matrix grows. When the matrix is sparse, computation can be saved by implementing
it through 'message-passing' techniques; however it still requires computation to occur
at every node in the state space. The convergence rate is governed by the spectral
gap, or the ratio between the two largest eigenvalues. Techniques used for analyzing
mixing times for MCMC methods as discussed above are also useful for understanding
the convergence of power iteration. For example, for reversible Markov chains, the con-
ductance of the graph is directly related to the spectral gap. For large MCs, the mixing
properties may scale poorly with the size, making it difficult to obtain good estimates
in a reasonable amount of time.
In the setting of computing PageRank, there have been efforts to modify the algo-
rithm to execute power iteration over subsets of the graph and combining the results
to obtain global estimates. Kamvar et. al. observed that there may be obvious ways
to partition the web graph (i.e. by domain names) such that power iteration can
be used to estimate the local pagerank within these partitions [21]. They estimate
the relative weights of these partitions, and combine the local pageranks within each
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partition according to the weights to obtain a initial starting vector for the standard
PageRank computation. Using this starting vector may improve the convergence rate
of power iteration. Chen et. al. propose a method for estimating the PageRank of a
subset of nodes given a local neighborhood [11]. Their method uses heuristics such as
weighted in-degree as estimates for the PageRank values of nodes on the boundary of
the given neighborhood. After fixing the boundary estimates, standard power iteration
is used to obtain estimates for nodes within the local neighborhood. The error in this
method depends on how close the true pagerank of nodes on the boundary correspond
to the heuristic guesses such as weighted in-degree.
Computing PageRank Locally. There has been much recent effort to develop local
algorithms for computing properties of graphs [8], including PageRank. Given a directed
network of n nodes with an n x n adjacency matrix A (i.e., Aj = 1 if (i, j) E E and 0
otherwise), the PageRank vector 7r is given by the stationary distribution of a Markov
chain over n states, whose transition matrix P is given by
P = (1 - /3)D- 1 A + /1 . rT. (1.1)
Here D is a diagonal matrix whose diagonal entries are the out degrees of the nodes,
3 e (0, 1) is a fixed scalar, and r is a fixed probability vector over the n nodes.3 Hence,
in each step the random walk with probability (1 - 3) chooses one of the neighbors of
the current node equally likely, and with probability 3 chooses any of the nodes in the
network according to r. Thus, the PageRank vector 7r satisfies
7r T = 7rTP = (1- 0)7T D-1A + #rT (1.2)
where 7rT . 1 = 1. This definition of PageRank is also known as personalized PageRank,
31 denotes the all ones vector.
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because r can be tailored to the personal preferences of a particular web surfer. When
Ir = -1 .then 7r equals the standard global PageRank vector. If r = ei, then 7r describes
the personalized PageRank that jumps back to node i with probability # in every step.
Computationally, the design of local algorithms for personalized PageRank has been
of interest since its discovery. However, only recently has rigorous analytic progress
been made to establish performance guarantees for both known and novel algorithms.
These results crucially rely on the specific structure of the random walk describing
PageRank: P decomposes into a natural random walk matrix D- 1A, and a rank-1
matrix 1 - rT, with strictly positive weights (1 - 0) and # respectively, cf. (1.1). This
structure of P has two key implications. Jeh and Widom [20] and Haveliwala [19]
observed a key linearity relation - the global PageRank vector is the average of the
n personalized PageRank vectors corresponding to those obtained by setting r = ei
for 1 < i < n. That is, these n personalized PageRank vectors centered at each node
form a basis for all personalized PageRank vectors, including the global PageRank.
Therefore, the problem boils down to computing the personalized PageRank for a given
node. Forgaras et al. [14] used the fact that for the personalized PageRank centered
at a given node i (i.e., r = ei), the associated random walk has probability # at every
step to jump back to node i. This is a renewal time for the random walk and hence
by the standard renewal theory, the estimate of a node's stationary probability (or
personalized PageRank) can be obtained through enough samples of renewal cycles
along with standard concentration results.
Subsequent to the above two key observations, Avrachenkov et al. [4] surveyed
variants to Fogaras' random walk algorithm, such as computing the frequency of visits
to nodes across the complete sample path rather than only the end node. Bahmani
et al. [5] addressed how to incrementally update the PageRank vector for dynamically
evolving graphs, or graphs where the edges arrive in a streaming manner. Das Sarma et
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al. extended the algorithm to streaming graph models [30], and distributed computing
models [31], "stitching" together short random walks to obtain longer samples, and
thus reducing communication overhead. More recently, building on the same sets of
observation, Borgs et al. [7] provided a sublinear time algorithm for estimating global
PageRank using multi-scale matrix sampling. They use geometric-length random walk
samples, but do not need to sample for all n personalized PageRank vectors. The
algorithm returns a set of "important" nodes such that the set contains all nodes with
PageRank greater than a given threshold, A, and does not contain any node with
PageRank less than A/c with probability 1 - o(1), for a given c > 3. The algorithm
runs in time 0 (-polylog(n)).
Andersen et al. designed a backward variant of these algorithms [2]. Previously, to
compute the global pagerank of a specific node j, we would average over all personalized
pagerank vectors. The algorithm proposed by Andersen et al. estimates the global
pagerank of a node j by approximating the "contribution vector", i.e. estimating for
the jth coordinates of the personalized pagerank vectors that contribute the most to 7ry.
These algorithms are effectively local: to compute the personalized PageRank of a
node i (i.e., r = ei), the sampled nodes are within distance distributed according to
a geometric random variable with parameter 3, which is on average 1/3. The global
PageRank computation requires personalized computation of other nodes as well but
they can be performed asynchronously, in parallel. They allow for incremental updates
as the network changes dynamically. However, all of these rely on the crucial property
that the random walk has renewal time that is distributed geometrically with parameter
3 > 0 (that does not scale with network size n, like 1/n, for example). This is because
the transition matrix P decomposes as per (1.1) with / E (0, 1), not scaling (down)
with n. In general, the transition matrix of any irreducible, aperiodic, positive-recurrent
Markov chain will not have such a decomposition property (and hence known renewal
time), making the above algorithms inapplicable.
* 1.3 Contributions
This thesis designs a local algorithm for estimating stationary distributions of general
Markov chains. We develop a truncated Monte Carlo method, which answers the follow-
ing question: for a given node i of a MC with a finite or countably infinite state-space, is
the stationary probability of i larger or smaller than A, for a given threshold A c (0, 1)?
Our proposed randomized algorithm utilizes only the 'local' neighborhood of the
node i, where neighborhood is defined with respect to the transition graph of the
Markov chain, to produce an approximate answer to this question. The algorithm's
computation (as well as 'radius' of local neighborhood) scales inversely proportional to
A. The algorithm has an easy to verify stopping condition with provable performance
guarantees. For nodes such that 7ri > A, we show in Theorem 4.2.1 that our estimate
is within an eZmax multiplicative factor of the true 7ri, where Zmax is a function of
the mixing properties of the graph. For nodes such that 7ri < A, we obtain an upper
bound to label them as low probability nodes. Examples in Chapter 3 and Section 6.3
illustrate that any local algorithm cannot avoid the possibility of overestimating the
stationary probabilities of nodes in settings where the graph mixes poorly.
The algorithm proposed is based on a basic property: the stationary probability of
a node in a MC is the inverse of the average value of its "return time" under the MC.
Therefore, one way to obtain a good estimate of stationary probability of a node is to
sample return times to the node in the MC and use its empirical average to produce an
estimate. To keep the algorithm "local", since return times can be arbitrary long, we
truncated the sample return times at some threshold 0. In that sense, our algorithm is
a truncated Monte Carlo method.
The optimal choice for the truncation parameter, the number of samples, and the
20 CHAPTER 1. INTRODUCTION
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stopping conditions is far from obvious when one wishes (a) to not utilize any prior
information about MC for generic applicability, and (b) to provide provable performance
guarantees. The key contribution of this paper lies in resolving this challenge by means
of simple rules.
In establishing correctness and convergence properties of the algorithm, we utilize
the exponential concentration of return times in Markov chains. For finite state Markov
chains, such a result follows from known results (see Aldous and Fill [1]). For countably
infinite state space Markov chains, we build upon a result by Hajek [17] on the con-
centration of certain types of hitting times in order to prove that the return times to a
node concentrate around its mean. We use these concentration results to upper bound
the estimation error and the algorithm running time as a function of the truncation
threshold 0 and the mixing properties of the graph. For graphs that mix quickly, the
distribution over return times concentrates more sharply around its mean, and therefore
we obtain tighter performance guarantees.
N 1.4 Outline
In Chapter 2, we give a brief overview of the fundamentals in Markov chains and
probability theory needed to understand our results. In Chapter 3, we present the
problem statement and our algorithm. In Chapter 4, we prove theoretical guarantees in
both the finite state space and countably infinite state space settings. We show that the
algorithm terminates in finite time, and with high probability, the estimate is an upper
bound of the true value. Given specific properties of the Markov chain, we prove tighter
concentration results for the tightness of our approximation as well as tighter bounds
for the total running time. The tightness of our approximation will be limited by the
mixing properties of the Markov chain. In Chapter 5, we propose an extension to the
algorithm that allows us to reuse computation to estimate the stationary probabilities
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of multiple nodes simultaneously. We similarly show guarantees for the tightness of our
approximation as a function of the mixing properties of the Markov chain. In Chapter 6,
we show simulation results of running our algorithm on specific MCs, verifying that the
algorithm performs well in reasonable settings. We also show an example of a Markov
chain that mixes poorly and discuss the limitations of our algorithm in that setting.
Finally, we present closing remarks and discussion in Chapter 7.
Chapter 2
Preliminaries
* 2.1 Markov chains
For this thesis, we consider discrete-time, time-homogenous, countable state space
Markov chains. A Markov chain with state space E and transition probability ma-
trix P is a sequence of random variables {Xt} for t E {0} U Z+ such that
* For all t, Xt E E.
" P : E x E -- [0,1], and P is stochastic: For all i E E,
1: Pig =1.
jE E
" {Xt} satisfies the Markov property:
P(Xt+1 = jnX = X0, X1 = X1.... Xt = = P(Xt+1 = jXt = = Pi.
Let P") denote the value of coordinate (x, y) of the matrix P'.
Definition 2.1.1. The Markov chain is irreducible if for all x,y E Z, there exists
a, b E Z+ such that
p(a) > 0 and p(b) > 0.Jjy >0 ad xy
23
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Definition 2.1.2. The Markov chain is aperiodic if for all x E E, there exists no G Z+
such that for all n > no,
p4n) > 0.
The Markov chain can be visualized as a random walk over a weighted directed
graph G = (E, E), where E is the set of nodes, E {(i, j) E E x E : P > 0} is the
set of edges, and P describes the weights of the edges. We refer to G as the Markov
chain graph. The state space E is assumed to be either finite or countably infinite. If it
is finite, let n = |El denote the number of nodes in the network.1 If the Markov chain
is irreducible, it is equivalent to the graph being strongly connected (for all x, y C E
there exists a path from x to y). If the Markov chain is aperiodic, it is equivalent to
the statement that the graph cannot be partitioned into more than one partition such
that there are no edges within each partition (for example, a bipartite graph is not
aperiodic). The local neighborhood of node i E E within distance r > 1 is defined as
{j E E : dG(i,j) < r}, where dG(i,j) is the length of the shortest directed path from i
to j in G.
Throughout the paper, we will use the notation E If({Xt})] = E[f({X})|Xo =i
and Eu[f({Xt})] to denote the expectation of f({Xt}) under the condition that Xo is
distributed uniformly over state space E (of course this is only well defined for a finite
state space Markov chain). Similarly, we denote Pi(event) = P(event|Xo = i). Let the
return time to a node i be defined as
Ti = inf{t > 11 Xt = i}, (2.1)
Throughout the paper, Markov chain and random walk on a network are used interchangeably;
similarly nodes and states are used interchangeably. The stationary probability of a node quantifies the
"importance" or "weight" of a node.
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and let the maximal hitting time to a node i be defined as
Hi = max Ej [Ti]. (2.2)jCE
The maximal hitting time may only be defined for finite state space Markov chains.
Definition 2.1.3. A Markov chain is recurrent if for all i C E,
Pi(T < OC) = 1.
Definition 2.1.4. A Markov chain is positive recurrent if for all i e E,
E [T] < oC.
We restrict ourselves to positive recurrent Markov chains. Since the expected return
time is finite for all nodes, this means that the random walk cannot "drift to infinity".
All irreducible finite Markov chains are positive recurrent, thus this property is only
interesting in the countably infinite state space setting.
Definition 2.1.5. A function 7c : E -+ [0, 1] is a stationary distribution for the Markov
chain if
" For all i C E, r 7ei =E jPji.
" Eiez7ri=1.
In other words, if 7 describes a distribution over the state space, then after an ar-
bitrary number of transitions in the Markov chain, the distribution remains the same.
rTpn = 7rT for all n. If the Markov chain is irreducible and positive recurrent, then
there exists a unique stationary distribution. Positive recurrence is equivalent to "sta-
bility", and the stationary distribution captures the equilibrium of the system.
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It is well known [1, 26] that for any nodes i, j E E,
1 (2.3)
and
Ej[visits to node j before time T]
Ej [T] (2.4)
The fundamental matrix Z of a finite state space Markov chain is defined as
Z = (P(t)
t=o
i.e., the entries of the fundamental matrix Z are defined by
00
Zij = E(P.
t=0
Entry Zij corresponds to how quickly a random walk beginning at node i mixes to node
j. We restate here a few properties shown in Aldous and Fill [1] which will be useful
for our analysis.
Lemma 2.1.6. For i j
zJj - Zj
Ili3
Lemma 2.1.7. For distinct i, k E, the expected number of visits to a node j beginning
from node k before time T is equal to
Ek [( 1 fxt=j11t T  =,r}(Ek[Ti] + E [Tj] - Ek[TJ]).
t=1 .
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7r - =
- 17r T) = (I_ -p + 17rT)~-1
- 7ri 
.
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E 2.2 Foster-Lyapunov analysis
Foster introduced a set of techniques for analyzing countable state space Markov chains.
[15]
Theorem 2.2.1. Let {X 1} be a discrete time, irreducible, aperiodic Markov chain on
countable state space E with transition probability matrix P. {Xt} is positive recurrent
if and only if there exists a Lyapunov function V : E - R+, '> 0 and b > 0, such that
1. For all x E E,
E [V(Xt+1)|Xt = x] < oo,
2. For all x E E such that V(x) > b,
E [V(Xt+1 ) - V(Xt)|Xt = x] < -<.
In words, given a positive recurrent Markov chain, there exists a Lyapunov function
V : E -+ R+ and a decomposition of the state space into B = {x e E : V(x) < b} and
BC = {x E E : V(x) > b} such that there is a uniform negative drift in BC towards B
and |BI is finite.
In fact, for any irreducible, aperiodic, Markov chain, the following function is a valid
Lyapunov function. Choose any i E E.
V(x) = E[Tj|Xo = x]
where T = inf{t > 0 : Xt = i}. Thus B {i}. And V(i) = 0. For all x C E \ {i},
V(x) = 1+ Y PryV(y).
YEE
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And thus,
PXyV(y) - V(x) = -1.
yEE
A Lyapunov function for a positive recurrent Markov chain helps to impose a natu-
ral ordering over the state space that allows us to prove properties of the Markov chain.
There have been many results following the introduction of the Foster-Lyapunov Cri-
teria, which give bounds on the stationary probabilities, return times, and distribution
of return times as a function of the Lyapunov function [6,17]. We present a result from
Hajek that will be useful in our analysis.
Theorem 2.2.2 (Hajek 1982). [17] Let {Xt} be an irreducible, aperiodic, positive re-
current Markov chain on a countable state space E with transition probability matrix
P. Assume that there exists a Lyapunov function V : E - R+ and values vmax, Y > 0,
and b > 0 such that
1. The set B = {x E E : V(x) < b} is finite,
2. For all x, y c E such that P(Xt+1 = jIXt = i) > 0,
|V(j) - V (ij ) vmax,
3. For all x E E such that V(x) > b,
E [V(Xt+1 ) - V(Xt)|Xt = x] < -y.
Let the random variable TB = inf{t : Xt G B}. Then for any x such that V(x) > b, and
for any choice of constants w > 0, rl, p, and A satisfying
0< r m in ewmax 2S-(1 + Wvmax))
(ewvmax - (1 + Wvmax)) 2
p=1-7I + W2
1
0 < A < ln( ),
the following two inequalities hold:
P['TB > k|Xo = x] < ei(V(x) -b)Pk
E[eATB|Xo = x] < en(V(x)-b) e 1.
1I - peA
A concrete set of constants that satisfy the conditions above are
W = 1 - _ _ and p = 1 - . (2.5)
Vmax 2(e - 2)Vmlax' 4(e - 2)vltax
U 2.3 Concentration of random variables
In this section, we state fundamental theorems for the concentration of a sum of i.i.d.
random variables.
Theorem 2.3.1 (Chernoff's Multiplicative Bound for Binomials).
Let {X 1 , X 2 , X 3 ,.. . XN} be a sequence of independent identically distributed Bernoulli
random variables, such that for all i, Xi = 1 with probability p and Xi = 0 otherwise.
Then for any e > 0,
I N < Np _e Np
P N Xi- E[X] > CE[X] < +
< 2e- .
Theorem 2.3.2 (Chernoff's Multiplicative Bound for Bounded Variables).
Let {X 1 , X 2 , X 3 ,.... XN} be a sequence of independent identically distributed strictly
bounded random variables, such that Xi - X for all i, and X e [0, 0]. Then for any
29Sec. 2.3. Concentration of random variables
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e > 0,
N)NE[X NE[X]
P N X'1 - E[X] ;> EE[1X] 5 (+1+ +
,
2 NE[X]
<2e- 3
E 2.4 Monte Carlo Methods for Pagerank
In this section, we present the key concept behind using Monte Carlo methods to
approximate Pagerank. These techniques sample short random paths, and approximate
PageRank with either the frequency of visits along the paths, or the end node of the
paths. Given a directed network G = (V, E) of n nodes, let A denote the adjacency
matrix, and let D denote the out degree diagonal matrix. Aij = 1 if (i, j) E E and 0
otherwise. Dii is the out degree of node i, and Dig = 0 for i / j. Let ej denote the vector
such that the ith coordinate is 1 and all other coordinates are 0. The PageRank vector
7r is given by the stationary distribution of the Markov chain having transition matrix
P given by
P = (1 - #)D-1 A + 01 .r T . (2.6)
Here # E (0, 1) is a fixed scalar, and r is a fixed probability vector over the n nodes.
Thus, the PageRank vector 7r satisfies
7r -T = - #)rTD-1 A +OrT (7
where 7rT . 1 = 1. We denote the personalized pagerank vector for seed vector r with
PPV(r). Haveliwala showed that personalized PageRank vectors respect linearity. [19]
PPV(O1 - r1 + a 2 - r 2 ) = a1 - PPV(r1) + a 2 - PPV(r2 ).
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Therefore, we only need to find the personalized PageRank vectors for a set of basis
vectors. These local algorithms calculate the personalized pagerank vectors where r =
ei. The key insight to these algorithms is that the random walk "resets" to distribution
r every time it takes a / jump. Therefore Jeh and Widom showed that the distribution
over the end node of a geometrically-distributed-length random walk is equivalent to
the personalized pagerank vector starting from the beginning node [20]. The proof is
shown here to highlight this critical property of PageRank.
Theorem 2.4.1. Let G be a geometrically distributed random variable with parameter
3 such that P(G = t) = 0(1 - 0)t for t E {0, 1, 2,... }. Consider a simple random
walk that starts at node i and takes G steps according to a transition probability matrix
D-1A. Then the jth coordinate of vector PPV(ei) (denote by PPV(ei)) is
PPV(ei) = P(the random walk ends at node j).
In addition,
PPVj(ei) - E[# of visits to node j]
E [G]
Proof. By definition,
PPV(e) = (1 - )PPV(e)D- 'A + BrT.
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Therefore,
PPV(ei) = /e[(I - (1 - 3)D-'A)lej
00
= 3e Z(1 - )'(D-'A)t ej
t=O
00
=ZP(Gt)eT(D A)tej
t=O
00S P(G =t)IP(random walk visits
t-o
node j at time t)
= P(the random walk ends at node j)
Similarly,
00
#e[ T (1 - )(D-'A) t ej
t=O
= 32eT (D 1 A)' 5(1 - 0)9ej
t=0 g=t
00 9
= # 2 eT [ [(D-'A)t (1 - #)g
g=O t=O
00
= #2 (1
g=0
= #20
g=0
g
- 3)9
t=o
t=0
005 1 30(1 - #)gE[# of visits to node j for length t
g=0
Z=0 P(G = g)E[# of visits to node j for length t random walk]
E [G]
E[# of visits to node j]
E [G]
U
PPV (e) =
ej (D-lA)tej
P(random walk visits node j at time t)
random walk]
32
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For each page i calculate N independent geometric-length random walks. Approxi-
mate PPV (el) with the empirical distribution of the end nodes of these random walks.
By standard concentration results of Binomial random variables, the empirical distribu-
tion concentrates around PPV(ei). Alternatively, we can approximate PPV(ei) with
the fraction of visits to node j along the paths of these random walks. Again, by stan-
dard concentration results of Binomial random variables, the estimate will concentrate
around PPV(ei).
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Chapter 3
Algorithm
* 3.1 Problem Statement
Consider a discrete time, irreducible, aperiodic, positive recurrent Markov chain {Xt};>o
on a countable state space E having transition probability matrix P : E x E - [0, 1].
Remember that all irreducible finite Markov chains are positive recurrent. Given a node
i and threshold A > 0, we would like to know whether 7ri > A or ri < A. Our goal is
to achieve this using the transition probabilities of edges within a local neighborhood
of i. The local neighborhood is defined as all nodes within distance 0 of i. We would
like to keep 6 small while still obtaining good estimates.
First we show an example to illustrate the limitations of local algorithms. Consider
the graph shown in Figure 3.1. It is a graph with n nodes, composed of a size k clique
k uk )
k-clique (n - k + 1)-cycle
Figure 3.1. Graph of a clique plus loop
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connected to a size (n -k+1) cycle. Let A denote the set of nodes in the k-clique. For all
nodes j E E \ i, let the self loop probability Pyg = . For node j in the clique excluding
i, let the remaining transition probabilities be uniform over the neighbors. Thus with
probability 2, a random walk stays at node j, but with probability 1 the random walk
chooses a random neighbor. For node j in the loop, if the random walk does not remain
at node j with probability jthen the random walk travels counterclockwise to the
subsequent node in the loop. For node i, with probability c the random walk enters the
loop, and with probability j the random walk chooses any neighbor in the clique.
We can show that the expected return time to node i is
E[Ti] = - ) + c E[Tfirst step enters cycle] + 2 E[Tifirst step enters clique]
1
S1+ E(2(n - k)) + -I(2(k - 1)) = k + 2e(n - k) (3.1)
2
Therefore, keeping k, e fixed, as n increases, 71 = 1/E[T] decreases and scales as
0(1/n). For any fixed threshold 0, n can be chosen such that n > 0+k. Any algorithm
that only has access to a local neighborhood of node i up to distance 0 will not be able
to obtain an accurate estimate of ri, as it cannot differentiate between a graph having
n = + k or n > 0 + k nodes. This shows a setting in which any local algorithm
will perform poorly. For another example, see the Magnet graph in Section 6. In these
examples, for any local algorithm, we can at best provide an estimate that is an upper
bound for 7ri. We cannot guarantee that the estimate is close, as the true value for
ni can be arbitrarily small as a function of the graph properties outside of the local
neighborhood. Thus, it is impossible to have a local algorithm that is always able to
determine 1ri < A or 7ri > A accurately for all nodes i c E.
Revised Problem Statement. Therefore, we consider the next natural variation of
the above stated problem and answer it successfully in this thesis: for nodes with 7ri > A,
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correctly determine that 7i > A with high probability (with respect to randomness in
the algorithm). Equivalently, when the algorithm declares that 7ri < A, then node i
has 7ri < A with high probability. Note that the algorithm may incorrectly guess that
ri > A for nodes that have 7ri < A.
As discussed, the example in Figure 3.1 shows that such one-sided error is unavoid-
able for any local algorithm. In that sense, we provide the best possible local solution
for computing stationary distribution.
* 3.2 Monte Carlo Return Time (MCRT) Algorithm
Algorithm. Given a threshold A e (0, 1) and a node i E E, the algorithm outputs
an estimate fri of rj. The algorithm relies on the relation ri= 1/lEi[T] (cf. Eq 2.3),
and estimates 7ri by sampling from min(Ti, 0) for some 8 large enough. By definition,
Ei [Ti] is equal to the expected length of a random walk that starts at node i and stops
the moment it returns to node i. Since the length of T is possibly unbounded, the
algorithm truncates the samples of T at some threshold 0. Therefore, the algorithm
involves taking N independent samples of a truncated random walk beginning at node
i and stopping either when the random walk returns to node i, or when the length
exceeds 0. Each sample is generated by simulating the random walk using "crawl"
operations over the Markov chain graph G.
As N -+ o and 0 - oc, the estimate will converge almost surely to ri, due to the
strong law of large numbers and positive recurrence of the Markov chain (along with
property (2.3)). The question remains how to choose 0 and N to guarantee that our
estimate will have a given accuracy with high probability. The number of samples N
must be large enough to guarantee that the sample mean concentrates around the true
mean of the random variable. We use Chernoff's bound (see Appendix 2.3.2 ) to choose
a sufficiently large N, which increases with 0. Choosing 9 is not as straightforward. If
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O is too small, then most of the samples may be truncated, and the sample mean will
be far from the true mean. However, using a large 0 requires also a large number of
samples N, and may be unnecessarily expensive.
Since the algorithm has no prior knowledge about the distribution of Ti, we search
for an appropriate 0 by beginning with small values for 6, and increasing the value
geometrically. This is order-optimal: the final choice of 6 will be at most a constant
factor more than the optimal value. Let the computation time be a function f(0). Then
the total cost of executing the algorithm repeatedly for geometrically increasing values
of 0 will be
log0
f(2').
t=1
If f(x) is super-linear in x, then
log 0 log 0 2 tf(2t)
f(2') 2 2 )
Et 2tt=1 t=1
log 0
() O 2t
t=1
f (0)20
* f)0 = 2f(0).
Therfore, since the computation time of our algorithm for a fixed 0 is super-linear in 0,
repeating our algorithm for geometrically increasing values of 0 until we find the best
0 will cost at most 2 times the computation time of the algorithm given the optimal
value for 0.
Monte Carlo Return Time (MCRT) Algorithm
Initialize Choose parameters A = threshold for importance, c = closeness of the
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estimate, and a = probability of failure. Set
t =,O~ -(1) = 2, N(~ - ~6( 1 + E) ln(8/a)~
Step 1 (Gather Samples) For each k in {1, 2, 3, . . . N(0}, generate independent sam-
ples Sk of min(T, 0(t)). Let p(t) fraction of samples that were truncated at 0(t,
and let
NW
T(t) 
-N
k=1
Step 2 (Termination Conditions) If either
(#) (1 + ) p(t(a) T) > A or (b) < eA,
then stop and return estimate
1
Step 3 (Update Rules) Set
0 (t+1) - 2 - 0 (t), N(t+') - (1 +,(t) ], and t-t+1.
Return to Step 1.
Throughout the paper, we will refer to the total number of iterations used in the
algorithm as the value for t at the time of termination. One iteration in the algorithm
refers to one round of executing Steps 1-3. The total number of "steps" taken by the
algorithm is equivalent to the number of neighbor queries on the network. Therefore,
it is the sum over all lengths of the random walk sample paths. The total number of
steps taken within the first t iterations is _ N This is used to analyze the
computation time of the algorithm.
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The algorithm will terminate at stopping condition (a) when the estimate is smaller
than '. In Lemma 4.1.3, we prove that with high probability, p^ii > g; in all
iterations. Therefore, when the algorithm terminates at stopping condition (a), we
know that 7ri < A with high probability. Furthermore, important nodes such that
7ri > A will not terminate at stopping condition (a) with high probability. Stopping
condition (b) is chosen such that the algorithm terminates when p^ is small, i.e. when
very few of the sample paths have been truncated at 0(t). We will prove in Theorem
4.1.1(2) that this stopping condition will eventually be satisfied for all nodes when
0 (t) > 'A. In fact, we will also prove that P(T > 0(O)) decays exponentially in 6 (t),
and thus the algorithm will terminate earlier at stopping condition (b) depending how
quickly P(T > 0(t)) decays. We show in Theorems 4.2.1 and 4.3.2 that when stopping
condition (b) is satisfied, the expected error between the estimate and 7ri is small.
* 3.3 Bias correction
Our algorithm introduces a bias, as the expected truncated return time E[min(Ti, 0)] is
always less than the true expected return time E[Ti]. We can partially correct for this
bias by multiplying the estimate by (1 - P(t)). Let fr< denote the estimate after bias
correction.
Ti
For graphs that mix quickly, this correction will do well, as we will show in following
analyses and simulations.
Chapter 4
Theoretical Guarantees
U 4.1 Main Theorem
We state the main result establishing the correctness and convergence properties of
the algorithm, and we provide an explicit bound on the total computation performed
by the algorithm. We establish that the algorithm always stops in finite time. When
the algorithm stops, if it outputs fri < A/(1 + c), then with high probability 7Ti < A.
That is, when ri > A, the algorithm will output ri > A/(1 + c) with high probability.
Thus, if we use the algorithm to identify high probability nodes with 7r, > A, then
it will never have false negatives, meaning it will never fail to identify nodes that are
truly important (with high probability). However, our algorithm may possibly produce
false positives, identifying nodes as "high probability" even when in fact they may not
be. Effectively, the false positives are nodes that are "high probability" nodes with
respect to their local neighborhood, but not globally. In that sense, the false positives
that the algorithm produces are not arbitrary false positives, but nodes that have high
probability, "locally". As showed in the example in Chapter 3, it is impossible for
any finite, local algorithm to avoid false positives entirely. In that sense, ours is as
good a local algorithm as one can expect to have for general Markov chains. The
following statement holds in general for all positive recurrent countable state space
Markov chains. It shows a worst case dependence on the parameters chosen for the
41
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algorithm and irregardless of the properties of the graph.
Theorem 4.1.1. For an aperiodic, irreducible, positive recurrent, countable state space
Markov chain, for any i e E:
1. Correctness. When the algorithm (cf. Section 3.2) outputs -ri < A/(1 + e), then
indeed 17r < A with probability at least (1 - a). Equivalently, when ,ri ;> A, the
algorithm outputs frj > A/(1 + e) with probability at least (1 - a).
2. Convergence. With probability 1, the number of iterations t in the algorithm is
bounded above byl
t < In
and the total number of steps (or neighbor queries) used by the algorithm is bounded
above by
~6l( )
The Markov chain is required to be aperiodic, irreducible, and positive recurrent
so that there exists an unique stationary distribution. All irreducible finite state space
Markov chains are positive recurrent, therefore the positive recurrence property is only
explicity required and used in the analysis of countably infinite state space Markov
chains. Part 1 of this theorem asserts that the estimate is an upper bound with high
probability. Part 2 of this theorem asserts that the algorithm terminates in finite time
as a function of the parameters of the algorithm. Both of these results are independent
from specific properties of the Markov chain. In fact, we can obtain tighter charac-
terizations (see sections 4.2 and 4.3) of both the correctness and the running time as
functions of the properties of the graph. The analysis depends on how sharply the
distribution over return times concentrate around the mean.
'We use the notation O(f(a)g(b)) to mean O(f(a))O(g(b)) = O(f(a)polylogf(a))O(g(b)polylogg(b)).
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Proof of Theorem 4.1.1(1). We prove that for any node such that 7ri > A, the
algorithm will output fri > A/(1 + e) with probability at least (1 - a).
First, we prove that it) lies within an e multiplicative interval around E [f ] with
high probability.
Lemma 4.1.2. For every t E Z+,
P( T { k) - ET (k) <EEi [Pk) }) - a.
Proof. Let At denote the event {.(t) - [t < eEi .t) Since NNt ) is a random
variable due to its dependence on it , the distribution of i depends on the value
of fi(t-1). Thus, we condition on the occurrence of At_1 , such that
N( t) - 3(1 + c)6t ln(4(0)a)
Ti(t-1)E2
3(1 + c)O(t) ln(40(')/a) _ 3 0 (t) ln(40(t/a)
(1 + e)IEj[f(t-1)]2 - E[T(t-1)]2
Then we apply Chernoff's bound for independent identically distributed bounded ran-
dom variables (see Theorem 2.3.2), substitute in for N(t), and use the facts that
Ei[Ti(t)] > Ei[fi(t-1)] and 0 (t) = 2 t for all t, so
Ce2 NN Ei [if (]Pi (At|At_ 1 ) > 1 - 2exp 3(t)
Ei[t ]ln(40(t)/a)> 1 
- 2exp 
-
> 20 (t) -
It can be verified that PI(A 1) is similarly lower bounded by 1 - i using the definition4
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of N(. Therefore,
;> -(I
k=1
We use the fact that ] 1 (1 - xk) >1- > 1 xk when Ej_ ze < 1, to show that
P2 (A)
t
> 1- -=1 - a(1 - 2-t) > 1 - a.
Next, we proceed to prove the main correctness result.
Lemma 4.1.3 (Correctness). When the algorithm outputs it < A/(1 + e), then indeed
,ri < A with probability at least (1 - a). Equivalently, when ri > A, the algorithm
outputs fri > A/(1 + e) with probability at least (1 - a).
Proof. By Lemma 4.1.2, for all t, with probability (1 - a),
i0 < (1 E)E± [ ].
By definition of Ei[fit)],
E [T$t)] <E [T].
Therefore,
r >
- 1 + E
If frj < A/(1 + e), then
ri A
1+e 1+e #-7 < A.
2k+1)
U
(4.1)
0
44
Pi (At|lAt_1)Pi nA = Pi (A1) r
\k=1 / k=2
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Proof of Theorem 4.1.1(2). We provide a strict upper bound on the running time
of the algorithm for all nodes i E E.
First, in order to analyze the total computation time of the algorithm, we prove
that the total number of steps taken by the algorithm within the first t iterations scales
with 2 '.
Lemma 4.1.4. With probability greater than (1 - a), the total number of steps taken
by the algorithm within the first t iterations is bounded by
~ (ln(;)2t)
Proof. The total number of random walk steps (i.e., neighbor queries of the network)
used in the algorithm over all t iterations is equal to E _ N(k)(k). By Lemma 4.1.2,
with probability greater than (1 - a),
TiW < (1 + C)EITi ]
f(- ) (1 - )E I[T(t ]
for all t. Because 0 (t) at most doubles in each iteration, <; 2. Therefore,
N(k) (k)
k=0
3(1 + E)Q(k) ln( 40 (k) /a)fT(k)
k=O 2k
< 6(1 + e)2O(k) ln(40(k)/a)
k0 (1 - e)e2
k=O
6(1 + C)2  (1 + e) 2 ln(1/a)t2t
< ( )O(t2 + ln(/a)2) < (-E)E 2
We suppress the insignificant factors (1 + e) and (1- e) and the polylogarithmic factors,
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to show that the total number of steps taken by the algorithm is bounded above by
~ (ln( )2t
E2
U
Next we procede to prove the main convergence result.
Lemma 4.1.5 (Convergence). The number of iterations t is always bounded above by
t < In ,
and with probability greater than (1 - a), the total number of steps (or neighbor queries)
used by the algorithm is bounded above by
~ ln( )
E3
Proof. By definition, it) > fi(00%. Thus,
tt
PMt
1(t
And thus,
I e
EA ft
Therefore for 0 (t) > a, stopping condition (b) will be true and the algorithm will
terminate. Recall that 0 (t) = 2t. Therefore the maximum number of iterations t before
termination is bounded above by
t <ln .
46
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Using Lemma 4.1.4, the total number of steps (or neighbor queries) used by the algo-
rithm is bounded above by
~ (ln( )
U 4.2 Finite State Space Markov Chain
Using the properties of the graph, we can prove tighter bounds on the correctness and
convergence of the algorithm. In this section, we present the results for finite state
space Markov chains.
Correctness. The following theorem proves an upper bound on the looseness of ap-
proximation.
Theorem 4.2.1. For a finite state space, irreducible, aperiodic Markov chain {Xt}
with state space E and transition probability matrix P, and for any i e Z,
?T 7i = i Zii - ( Pj ( XOat) =j kTi > 60 Zki
Ei T]2 - 2-1|) 2Hj
where Hi is the maximal hitting time to node i (cf. Eq 2.2).
There are two sources of "error" that our algorithm needs to control. First of all,
there is a probabilistic error due to the sampling of random variables. We guarantee
that this error is small with high probability by choosing NM to be large enough,
formalized in Lemma 4.1.2. Second, there is a systematic bias due to truncation, such
that our estimate ri will be larger than 7ri in expectation. Theorem 4.2.1 upper bounds
this bias as a function of 0 (t) and the properties of the graph, i.e. the fundamental
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matrix Z and the maximal hitting time Hi.
The proof of theorem 4.2.1 relies on the fact that the distribution of the return
time T has an exponentially decaying tail (adopting the result of Aldous and Fill [1]),
ensuring that the return time T concentrates around its mean Ei[Ti].
Justifying the stopping condition and bias correction. We can naively up-
per bound the expression (Zii - EkEE\{i} IPi (X 0(t) = kI T > 6 (t)) Zki) by maxjeE Zjj,
which is a constant given the graph. This captures a notion of how quickly the graph
mixes. Then the error between the estimate and the true value is upper bounded by
E[Ti) multiplied by this constant maxjEE Zjj. This justifies the choice of the sec-
ond stopping condition of < eA. Intuitively it tries to ensure that the estimate is
within an e maxjEE Zjj multiplicative factor of the true value. In fact, for graphs that
mix quickly, such as PageRank, maxjjE Z3j is small, so the error is likewise small. If
the estimate stops at the first stopping condition, when 1 < A , then we have no
guarantees that P(t) is small. However, by Equation 4.1, with high probability fri > 1 .
Therefore with high probability the estimate will have at most an additive error of A
in the case that 7Ti is arbitrarily close to 0.
In correcting for the bias, we use an estimate of 1 We adapt Theorem 4.2.1
by subtracting P (T> to show that the expected error between the estimate fr§ and
Ei [ti( I]
the true value will be
PiT>]M Zii - Pi (Xot =k| Ti > (t)) Zki -1
Therefore, when maxjEE Zjj is small, subtracting by one could help to decrease the error
significantly. In fact, for PageRank, we show that maxjeE Zjj is close to 1, thus the
bias correction performs well. Of course in settings where Zii - Zki is very large, then
subtracting 1 through the bias correction will not significantly improve the estimate.
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Convergence. The following two theorems also use the property of a exponentially
decaying tail as a function of Hi to show that for large 0 (t), with high probability,
Pi (T > 0(t)) will be small and Ei[T] will be large (or approach Ei[T]), and thus the
algorithm will terminate at one of the stopping conditions. 2 The bound is a function
of how sharply the distribution over return times concentrates around the mean (as
analyzed in Lemma 4.2.4).
Theorem 4.2.2 states that for low probability nodes, the algorithm will terminate
at stopping condition (a) for large enough iterations.
Theorem 4.2.2. For node i such that ,i < A, with probability greater than 1 - a, the
number of iterations is bounded above by
t 0; In Hi In 1 - 21/2Hi 1 +
Theorem 4.2.3 states that for all nodes, the algorithm will terminate at stopping
condition (b) for large enough iterations.
Theorem 4.2.3. With probability greater than 1 - a, the number of iterations t is
bounded above by
I Hi 1 1
0 (n (E 1 - 2 -1/2Hi
Concentration of Return Times. The following is a known lemma showing expo-
nential tail bounds on the distribution of T as a function of Hi. For completeness, the
proof is included here. It is an adaption of the proof presented by Aldous and Fill for
continuous time Markov chains [1].
2This bound on may be weak because ideally, H should be defined as the maximal value of return
times, Ej [Ti], only with respect to nodes j that are in the 'local' neighborhood of i; formalizing this seem
to require developing framework of 'local return times, local mixing times, etc.' which is an ongoing
quest in probability theory.
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Lemma 4.2.4. [1] Let {Xt} be a finite state space Markov chain with state space E.
For any i E E and k G Z+,
Proof.
Pj(T > ma) = rn P(T > (s + 1)a | T > sa)
S=O
(s + 1)a Xs, = j, T > sa) P (Xs, = j Ti > sa)) .
m-1
=l E Pi (T'l >
s=0 (jEE
By the Markov property,
m-1
rl1 P, (T > a) Pi (XSa j IT >
s=0 (jEE
Pi (T > ma) = sa)) .
By Markov's inequality,
Pj(T > ma) <
m-i
s=0
P (Xs8 = j T >
maxG E E3 [T]
sa))
(Hi 2 r
Substitute in a = 2Hj and m = [k/2Hj such that
(T > 211] -2H) < 2- [k/2Hij<K -2 k/2Hi
U
Proof of Theorem 4.2.1.
50
Pj(T > k) <22 - k/2Hj
Pj(T > k) <Pi
m-1
H EE [T ]
s=0 (jEE-
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The following lemma gives an exact expression of the difference between Ei [Ti] and
Ej [t)] . This lemma applies to both finite state space and countably infinite state space
Markov chains.
Lemma 4.2.5. For a countable state space, irreducible, aperiodic Markov chain {Xt}
with state space E and transition probability matrix P, and for any i E E and t Z+,
00
E [T] - E 1it] = IP (T > k)
k=6(t)
- Pi (T > 0 ( Pi (XQtt) k Ti > 0(t) Ek[Ti
Proof.
Ej [T] - [i ]
00 0
- kPi(T = k) - min (k,O) Pi(Ti = k)
k=0 k=0
00 0(t) -1 00
= Pi(Ti > k) - ( Pi (T > k) = E P (T > k)
k=O k=0 k=O(t)
Pi (Ti > 0 M)) Pi (T > k T > 0(t))
k=O(t)
Pi (T > 0 M)) I 5 Pj ( T > k| X(t) q, T > 0(t) ( Xo(t) q| T > 0(t)
k=O(t) qEEX\{i}
=Pi (Ti > 0 M :Pi XOet) = q| T > Ot E k [Ti ]
qE E\{i}
We will use the exponential tail bounds to prove that the additive bias due to
truncation is bounded by an expression which decays exponentially in 0(t).
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Lemma 4.2.6. For a finite state space, irreducible, aperiodic Markov chain {Xt} with
state space E and transition probability matrix P, and for any i E Z and t E Z+,
1 1 rii- (2._2-( t)/2H\
E.[T)] Ei[Ti] - Ej2[t] 1 - 2-1/2Hi '
Proof. By Lemma 4.2.4,
E4T P01 < ]ET 1) 2 .2-k/2Hi - 2 . 2 0( t)/2Hi
-k(O)/2HEi [Ti - Ei [i ~ t ] <; 2-2k/H -' 2-1/2 i*
To complete the proof of Theorem 4.2.1, we apply Lemma 2.1.6 to Lemma 4.2.5.
This explicitly shows the error bounds as a function of the values in the fundamen-
tal matrix Z, which will be upper bounded by a constant for a given Markov chain,
depending on the mixing properties of the graph.
Proof of Theorem 4.2.2.
Proof. Let t be large enough such that
0(t) = 2t > 2Hj In -2 () -4
-In 2 1 - 2-1/2Hi 7ri (1 - E)A)
We need uri < in order for this expression to be well defined. Then,
IE.T->)- 2 .2 0(t)/2Hi
E[ ]; E[T] 1 - 2-1/2Hi
> E.[T - 1(1 (1 +e)
-- r (1 - e)A )
+ (1 e)
(1- e)A
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Therefore by Lemma 4.1.2, with probability greater than 1 - a,
T- (1 - e)Ei ]
(1+a)
and the algorithm will stop at condition (a). Since e is small, we ignore the factors
(1 + c) and (1 e). Therefore, with probability greater than 1 - a, the number of
iterations in the algorithm is bounded above by
t < (In ( H In
1) 1)))((-12-1/2Hi
N
Proof of Theorem 4.2.3.
Proof. Let t be large enough such that
) = -2 2 In (27
By Lemma 4.2.4,
Pi (Ti > 0 < 2 -2-/2H,
3.5
<;Ei [Ti]
By Lemma 4.2.6
Ej[T t )] > Ej[Tj]
1
+ 1 - 2-1/2Hi
2. 2 O(t) /2Hj
1 - 2-1/Hj
.1
> Ei[T] -[ E T ] i 3.5 + 1 ( 1 2 /H
3.5
1 - 2-1/2H
1
(12- 1/Hj
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And thus,
Pj (T > o(t)) 1
Ei[Ti] ((1 A + 1-2-1/2Hi (1 - 2-1/2H) 1
1 - 2 -1/2Hi
3.5(1-2-1/2Hi) +
(1 - E)E
3.5
Therefore, with probability greater than 1 - a, T-t > (1 - E)Ei[ (t)] and
Pj (Ti > 0(t)) Pi (T > 0(t) edc
i- (1-ME[ 3.5'
We know that N(000 is distributed as Binomial(N(t), p), where p =Pi (T > 0(t)).
Therefore, we can use Chernoff's bounds (see Theorem 2.3.1) to show that if p > 21)
then
P QP(t) < 3.5p) >1 ->e 3N(t)p 
- 2/
If p < 21 , then
P(pNt == 0) = (1 -p)N(t) > 1 - pN > .>2
Therefore, with probability greater than , the algorithm will terminate due to
stopping condition (b). If the algorithm does not terminate in this iteration, then the
algorithm will terminate in the next iteration with probability greater than 1. Thus
after another additional log2(1/a) iterations, we can guarantee that with probability
greater than 1 - a, the algorithm will have already terminated by then.
Therefore, since 0(t) = 2t, with probability greater than 1 - a, the number of
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iterations needed in the algorithm is upper bounded by
t < log2(1/a) + log 2  In 27ri 1 - 2 1/2H
log2  n ( 27r( + 1 -2 -1/2H i
* 4.3 Countable-state space Markov Chain
The proof of Theorems 4.2.1, 4.2.2, and 4.2.3 required the state space of the Markov
chain to be finite, so that we could upper bound the tail of the distribution of T using
the maximal hitting time Hi. In fact, these results can be extended to many countably
infinite state space Markov chains as well. We prove that the tail of the distribution
of T decays exponentially for any node i in a countable state space Markov chain that
satisfies Assumption 4.3.1.
Assumption 4.3.1. The Markov chain {Xt} is aperiodic and irreducible. There exists
a Lyapunov function V : E -+ R+ and constants Vmax, y > 0, and b > 0, that satisfy the
following conditions:
1. The set B = {x c E : V(x) < b} is finite,
2. For all x, y G E such that P(Xt+1 =jXt i > 0,
V(j) - V(i)| I v"max,
3. For all x e E such that V(x) > b,
E [V(Xt+1 ) - V(Xt)|Xt = x] < -i.
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negative drift
Figure 4.1. Lyapunov decomposition of SS
At first glance, this may seem very restrictive. But in fact, this is quite reasonable:
by the Foster-Lyapunov criteria (see Theorem 2.2.1), a countable state space Markov
chain is positive recurrent if and only if there exists a Lyapunov function V : E - R+
that satisfies condition (1) and (3), (2'): E[V(Xt+1)|Xt = x] < 00 for all x E E. That is,
Assumption 4.3.1 has (2), which is a restriction of the condition (2'). The implications
of Assumption 4.3.1 can be visualized in Figure 4.1. The existence of the Lyapunov
function allows us to decompose the state space into sets B and BC such that for all
nodes x E BC, there is an expected decrease in the Lyapunov function in the next step
or transition. Therefore, for all nodes in BC there is a negative drift towards set B. In
addition, in any single step the random walk cannot escape "too far".
Using the concentration bounds for the countable state space settings, we can prove
the following theorems that parallel the theorems stated for the finite state space setting.
The formal statements are restricted to nodes in B = {i E E : V(i) < b}. This is not
actually restrictive as for any i such that V(i) > b, we can define a new Lyapunov
function where V'(i) = b, and V'(j) = V(j) for all j # i. Then B' = B U {i}, and V'
still satisfies assumption 4.3.1 for new values of vmax, 7y, and b. Therefore, by no means
56 CHAPTER 4. THEORETICAL GUARANTEES
Sec. 4.3. Countable-state space Markov Chain
is our result restrictive.
Theorem 4.3.2. For a Markov chain satisfying Assumption 4.3.1, and for any i E E,
1 Pi (Ti >0)) Ek [Ti]
_____~~~ - M____ IkT 1Ei[ |Ei[i] ( i Ei [Ti]
F1z-i 
__ ___
Ei[T t)] I - 2-1/Ri
where Ri is defined such that
Ri=O27va
(1 - p) (C"max - p)
Hf is the maximal hitting time over the Markov chain with its state space restricted to
the subset B. The scalars rq and p are functions of ' and vmax (see Eq 2.5).
The following two theorems give bound on the convergence of the algorithm.
Theorem 4.3.3. For node i such that ,si < A, with probability greater than 1 - a, the
number of iterations is bounded above by
t<O In Ri ln 
- 2-1/Ri e>
Theorem 4.3.4. With probability greater than 1 - a, the number of iterations t is
bounded above by
t < O In -in r 1 1( (ae 1- 2 1/R)II
In order to prove these lemma, we need to prove a statement equivalent to Lemma
4.2.4. Building upon results of [17], we extend the result of Aldous and Fill [1], we
establish that indeed return times have exponentially decaying tail even for countable-
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state space Markov chain as long as they satisfy Assumption 4.3.1. First, we introduce
some notations that will be useful to state and prove these results.
Useful notation. We introduce formal notation for observing {Xt}t>o over the subset
B. Let {Yt}t>o be a Markov chain with B as its state space. {Yt} is a subsequence of
{Xt} constructed in the following way. Define the subsequence {Sk} of Z+ as:
So = 0, Sk = min{t > Sk_1 : Xt E B},
and define Y = XS, such that
Py(x,y) =P(XSI =ylX 0 =x) for any x,y E B.
Let Q= St+1 - St, the length of the path between Xs, and Xst+ .
Let TIB= inf{t > 1 Y = i}, the return time to i for the chain {Yt}.
Let Hf = maxjEB Ej [TJ, the maximal expected hitting time to node i for the chain
{Yt}. We can use these variables to express the return time to node i by
T -1
Ti = S B= S Qk. (4.2)
k=O
Lemma 4.3.5. Let {Xt} be a countable state space Markov chain satisfying Assumption
4.3.1. Let {Yt} be defined above as the Markov chain restricted to B, and let Qk be the
length between visits to B. For any W E Z+,
W-1 (0.8(1 
- p) 1.25We2avmax
Pi E Qk > Z) < exp + W - Z .
- e (O max (1 _ p)(covmax _ p)
The constants -y and vmax are given by the Assumption 4.3.1, and the scalars r and p
are functions of y and Vmax (Eq. 2.5).
Proof. By the law of iterated expectation,
E 1 [jexp (AQk)1
k=o .
= Ej exp (AQo) Ei
"W-1~ ~
H exp (AQk) Q0
k=1 .. I
Conditioned on Y = j, Yo and Qo are independent of {Qk}k>o, because Yi
Thus by the strong Markov property,
W-1
Ei H
k=1
exp (AQk)
W-1
Qo < ax E exp (AQk)
I k=1
Yi = j ,
so that
W-1
Ej i exp (AQk)
k=o .I
< E [exp(AQo)] max EjEB
We iteratively apply conditioning to show that
W-1
Ej H exp
k=o
W-1
(AQk) < Ei[exp(AQo)] max E [exp (AQk)
. k=1
We can upper bound Qk by assuming that it always goes on an excursion from B, such
that
Qk 1 I+ (length of an excursion into B").
We invoke Hajek's result of Theorem 2.2.2, with V(x) < b + vmax to bound the expo-
nential moments of the excursion,
(e (e ?Vinax
W-1j
Ej fj exp (AQk)
k=oI
(, eA
1 peA}
W
XQ0 .
W-1
H exp (AQk)
-k=1
Yi 
= j]
Yk = ).
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For A < min (0.43, .8(1-p)
eA < 1 + 1.25A and 1 - peA > 1 - p - 1.25pA.
By substituting in these approximations and using 1 + x < ex, we obtain
( c?omax (A - i 1 <
1I- pe) )1) ) ex (evmax 1.25A +
1p1.25pA) 1))
1.25 AWea7 vmax\
exp (AW) exp k.i-p- 1.25pA
exp- p -1.25pA
exp AW 1.25eolvmax+
1 - p - 1.25pA
By Markov's inequality,
w-1 E, exp (A E-OQ
j ( Q k > Z ) < _ _ _ _ _( _ _ _ _ _
k=O exp(AZ)
< exp AW (.22t1.25a+ 1) - AZ).
- 1 -p - 1.25pA
Choose A emax . We can easily check using Eq 2.5 that A < max (0.43, O.8(1-/)
always holds. Therefore, we complete the proof by substituting in for A,
w-1 0.8(1 - p) 1.25We 2?lvmax
P(iQk>Z exp (Omax (1 - p)(eovmax - p) + W - Z)
k=0
Next we prove that the distribution of the return time T over the countably infinite
state space Markov chain is bounded by a decaying exponential function. This result
is the equivalent to Lemma 4.2.4 for countably infinite state space Markov chains.
Theorem 4.3.6. Let {Xt} be an irreducible, aperiodic Markov chain satisfying As-
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sumption 4.3.1. For any i E B and for all k e Z+,
k
where
Jj ( 21.25e 2nvmax
(1 - p)(corvmax - p)
Proof. By Eq. 4.2, for any constants W, Z E Z+,
(W-1
k=0
{T <Z}.
We use the union bound on the contrapositive statement to obtain the inequalities
Pi (T > Z) <
W-1
k=0
P (TB > W) + Pi
Choose W = 2HP (2+ ) and
1.25e 2 lvmax
( 1 - p)(evmax - p)
ln(2)emlvnlax ln(2)eVnmax + k.
+ + 8k = 2R - + k
0.8(1 - p) 0.8(1 - p)
The next inequality follows from substituting these expressions for W and Z into equa-
tion 4.3, and applying Lemmas 4.2.4 and 4.3.5:
P (Ti > 2Ri - ln(2)ellmax
0.8(1 - p)
Pi (T > 2Rj + k) < Pi ln(2)eolvmax0.8(1 - p)
+
in(2)eOvnmax
0.8(1 - p)
Qk > Z
Qk>Z). (4
k
+ k 2 Ri,
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+1
(4.3)
+ k) < 2- k ,(Ti
Z -=:->
(W-1
k=0
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k-2Ri k
Pi (T > k) < 2 Ri < 42 
The remaining steps for the proofs of Theorems 4.3.2, 4.3.3, and 4.3.4 simple follow
- the proofs for the corresponding Theorems 4.2.1, 4.2.2, and 4.2.3, by replacing uses of
Lemma 4.2.4 with Lemma 4.3.6.
Chapter 5
Estimating Multiple Nodes
Simultaneously
N 5.1 Multiple Node (MCRT-Multi) Algorithm
The algorithm we presented in Chapter 3 estimates the stationary probability of a single
node. The algorithm is especially relevant in the setting when there is only a small set
of nodes of interest. In this section, we introduce a modification to the algorithm that
allows us to obtain estimates for all the nodes simultaneously. We still fix a target node
i, ideally a node with high importance and thus smaller computation time. In addition
to storing only the length of the sampled random walks, we also store the number of
visits to other nodes in the network. If we are interested in estimating the stationary
probabilities of a subset of nodes A C E, then the algorithm requires up to JAI space
to keep track of the number of visits to each of these nodes. The modified algorithm is
presented below.
{Xt}t>o is a Markov chain on state space E having transition probability matrix
P : E x Y -+ [0, 1]. Let Xo = i, such that the random walk always begins at node i.
Define F to be the total number of visits to node j before time Ti.
0Ti
Fj  S 15X 11t<j = 1{Xt-j
t=1 t=1
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By property of positive recurrent Markov chains, for all j E E (see Eq. 2.4),
Ej [Fj] E [visits to j along sample path]
Ei [Ti] Ei[length of sample path]
Below is the formal description of the algorithm. The only modification is effectively
in Step 1, where we keep track of the frequency of visits to nodes in addition to the
length of the random walk as before.
MCRT-Multi Algorithm
Initialize Choose parameters A = threshold for importance, E closeness of the
estimate, and a probability of failure. Set
t = 1, 0(l) = 2, N(1) = [6(1 + c) ln(8/a)
Step 1 (Gather Samples) For each k in {1, 2, 3,.. . N(t)}, generate sample paths of
the Markov chain beginning at node i, denoted by {Xk), x~k) k),... } where
X0 = i and P (X 1 jl = h) = Phj. Recall from Eq. 2.1 that T=
inf{m ; 1 Xm= i}. Let
Sk = min(Ti, 0),
and
oo Sk
fA(j) = 1f{xm=j} 1 {mns E} S xm=j}-
rn=1 m=1
Let p(t) = fraction of samples that were truncated at 0 (t), and let
N(0
t) - (t ) Efk(),
k=1
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and
N(M
T( ) 1
T =N(t) Zk
k=1
Step 2 (Termination Conditions) If either
(t) (1 E) ((a) T) > A or (b) < CA,
then stop and return estimate
frj Vj E E.
Step 3 (Update Rules) Set
0(t+1) +- 2. 0 (t) N(t+1) 3(1 + e)O(t+1) ln(4Q(t+1)/a) and t -t±1.
TM e 2
Return to Step 1.
Note that fri = , i.e. the same as the estimate in the original algorithm with the
bias correction.
* 5.2 Theoretical Analysis
This algorithm requires the same number of steps and neighbor queries to the network,
thus the time complexity analysis is the same. Because F. is the sum of bounded in-
dependent identically distributed random variables, it also concentrates around E [F (t)
for large N. The main analysis required is to argue that E[#t) ] is close to E [F]. Of
course as 0 (t) goes to infinity, and Ej[#Ft)] approaches Ei[F]. The result is stated for
finite state space Markov chains.
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Theorem 5.2.1. For a finite state space, irreducible, aperiodic Markov chain {Xt}
with state space E and transition probability matrix P, and for any i, j G E,
E1 [f( t)]Ej [$t]
Ei[IT ]t I
P (T > 0(t)
E [T t)
- k|T > 0(t)) Zkj)E Pj X
Proof. By definition,
E [Fj] - E[ F]
1{Xt-i}1{t<Ti}1
~S oo
- Ej 1fxt,4
t=1
1t T1 ljt O(t
> o(t)1
> 9 (t)) E
kEE\{i}
= P (Ti > 0(0
P ( X(0> k| Ts > 0(t)) E
t a *)+1
1 Ix{1j} 1 {t T
kI
By Lemma 2.1.7,
Ei[Fj] - Ej[$Fj]
=P Ti > 60t)
kEE,\{i}
Pi ( X(t) = k| T > o(t)) rj(Ek[T] + Ei[T| - Ek[T]).
For i j, we have a simpler expression.
E [F] - E 5.2 ith ] = P (Ti > (t
We combine equations 5.2 with Lemma 4.2.5 to show that
= P (T
I]
(5.2)
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(5.1)
=Eg
t=1
X(t)> = k
Pj X(t)> = k| Ti > 60t Ek
o0
> 0(t Ei E 1(xt 511; y, Ti
t=1
11xt j111t<7,1
t= 1
Ei[1 (t] E [$ |E][TF] - E [Fj]IE [ )]Ei'i ] E [T]E [F ] [.)
Ei[_ ] E[Ft'] E[j] E[t ]Ei~~~~i ] E [ O[F E.[
E, [Fj] E [P()] - E[F] E,[t - E [T]
E[ t t El [F ] Ei[Ti]
P (TX > O) k|Ti > 0M) (Ei[T] - Ek[Tj]).
EE[T ] CZ\{i}
By Lemma 2.1.6,
j -P rg = T M Pi ( X Oat) = k|ITj > 0(t Zkj - Zij .
Ei [T] Ei [T[ij') /1
Notice the similarity between the expressions in Theorem 4.2.1 and Theorem 5.2.1.
Again the error is small when P,(T,> 9 (t)) is small and when the graph mixes quickly,
i.e. Zij is not too large. Thus the error is a function of the properties of both node i
and node j. Remember that Pj(T > 0 M) decays exponentially in 0 M. Zkj is a fixed
constant for a fixed Markov chain, thus the expression within the parentheses is upper
bounded by a constant. This expression can be either positive or negative, thus we
cannot guarantee that the estimate will be an upper or lower bound. It shows how the
error is a function of the fundamental matrix Z (relating to the mixing time). We will
show in following simulations that for graphs that mix quickly (such as PageRank), Zij
is small for all i, j E E, and therefore this algorithm performs very well.
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Chapter 6
Examples and Simulations
We discuss a few applications of our algorithm to concrete examples of Markov chains.
The examples illustrate the wide applicability of our local algorithm for estimating
stationary distribution.
N 6.1 Queueing System
In queuing theory, Markov chains are often used to model the size of the queue at
a server, which evolves over time as requests arrive and are processed. For illustra-
tive purposes, we chose the MM1 queue, equivalent to a random walk on Z+. As-
sume we have a single server where the requests arrive according to a Poisson pro-
cess, and the processing time for a single request is distributed exponentially. We
can model the queue length with the random walk shown in Figure 6.1, where p
P(a new request arrives before current request is fully processed).
I -p 1 -- p i-p 1-Jp
-j 0 1 02 03 04 05 ""
j) P P P
Figure 6.1. MM1 Queue.
Algorithm results. In Figures 6.2, 6.3, and 6.4, we show the results of applying
our algorithm to estimate the stationary distribution of the first 50 nodes in the MM1
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0.7 0.7
0 True value (n) * True value (7c)
0.6 * Estimate (nhat) 0.6 * Estimate (nhat)
0.5 Bias Correction 0.5
S 0.4. 0.4
0.3 0.3
0.2 0.2
0.1 * 0.1 *
0 0
0 20 40 60 0 20 40 60
Nodes Nodes
Figure 6.2. MM1 Queue -(left) Estimates from the MCRT algorithm, (right) Estimates from the
MCRT-Multi algorithm.
queue model. For Figures 6.2 and 6.3, we choose parameters A = 0.02, E = 0.15, and
a = 0.2. The graph on the left of Figure 6.2 shows the results of running the MCRT
Algorithm for every single node i E {1, 2, 3, ... , 50} separately. The graph on the right
of Figure 6.2 shows the results of running the MCRT-Multi Algorithm for i chosen to
be node 1 (the leftmost node). Figure 6.3 shows the final values for N, 6, and P for
the execution of algorithm MCRT on each node i E {1, 2, 3..., 50}. The stationary
probabilities decay exponentially, thus only the first few nodes are of importance.
These figures show that all variants of our algorithm perform extremely well. From
Figure 6.3, we can observe the behavior of the algorithm as a function of the nodes. As
i increases, 7ri decreases, and the computation required increases as expected. However,
for 7ri < A, the algorithm will terminate early and thus the computation cost levels off
to a constant. This shows how the truncation helps to save computation for nodes with
small 7ri.
Algorithm dependence on A. Figure 6.4 shows the results of our algorithm as a
function of A. The plot shows the results from three different nodes, chosen to illustrate
the behavior on nodes with varying 7ri. The graph on the left plots the estimates for
the stationary probability and the graph on the right plots the total number of steps
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taken by the algorithm. The figures are shown on a log-log scale. We can observe that
the computation time of the algorithm behaves as i. The blue node has the largest
stationary probability, therefore the algorithm will terminate at stopping condition
(b) for small P. Thus, as A decreases, the stationary probability estimate remains
the same, and the computation time increases only slowly in i. The red node has
the smallest stationary probability, iri < A. Therefore, the algorithm terminates at
stopping condition (a), which is verified by observing that the estimate fri behaves as
A. For similar reasons, the computation behaves as 2. The green node shows both
behaviors. When A > 7ri, then fri behaves as A, and the computation time behaves as
i. When A < 7ri, then fi concentrates around 7ri and no longer decreases with A. The
computation time levels off and grows slowly.
Tight characterization of return times - Comparison with theoretical bounds.
In fact, due to the simplicity of this random walk, we can show analytical expressions
for the distribution over return times to the node 1. Given the distribution over T(, we
can show tighter bounds on the running time of the algorithm for this Markov chain.
We then compare this to the bounds obtained by using the looser but more general
characterization for concentration of Ti in Lemma 4.3.6. We verify that the two bounds
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exhibit the same qualitative behavior.
Let the node of interest i be the leftmost node. The explicit expression for the
distribution of the return times is given by counting paths that return to i. Since there
are no self loops, the path can be seen as nested pairs of transitions such that for every
transition j to j+ 1, there must be a matching transition j+ I1 to j. Therefore, we can
count paths using the Catalan numbers (i.e. number of possible arrangements of pairs
of parentheses).
1 - p if k = 1
Pi (T = k) = 0 if k is odd and > 1
(2m-2)! ' - p)' if k = 2m.
n! (m 1)!1W P
In order to obtain a more understandable expression for Pj(T > k), we use Stirling's
approximation. Then we approximate the sum by an integral, and use integration by
parts to get an upper bound. We can show that this expression is tight for large k.
Pi(T > k) < - (4p(ip))k+2)/ 2  (6.1)
-- ln(4p(1 - p)) (27(k + 2)3)
We use similar techniques and lemma 4.2.5 to get an expression for Ei[min(Ti,0)],
which is again tight for large 0.
Ei[min(T, 0)] > 1 -p 2 (p(1 - ))02 1/2  (6.2)
- 1 - 2p (ln(4p(1 - p))) 2  27r(6 + 2) 3
Using Lyapunov function analysus, we can obtain more generic bounds. Verify that
the linear function V(x) = x indeed satisfies assumption 4.3.1, with vmax = 1 and
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-y = 1 - 2p. By equation 2.5, r = 1_ and p = (1-2p)2 . We directly apply Hajek's2(e-2) adp 1-4(e-2)
result in Theorem 2.2.2 to obtain the following bounds:
Pi(T > k) < pe pk
1-p p_
E [min(Ti, 0)] > -2 pe .
1 - 2p 1 - p
We can use these bounds to compute for the algorithm runtimes. Recall the two
stopping conditions of the algorithm. Figure 6.5 show the minimum 6 such that either
of the following inequalities hold:
Ej [min (Ti, 0)] Ej [T] Pi (T > k) > 1
k=O
Pi (T > 0)< A
E [min(Ti, 0)] -
The Figure shows values for 0 such that with probability greater than (1 - a), the
algorithm will have terminated by the time 0 (t) > 0. The figure plots 0 as a function of
p, or the amount of "drift", and a, governing the probabilistic guarantee. As expected,
the bound by using the generic Lyapunov function technique, denoted by curve (a), is
looser than the bound obtained by using an exact characterization, denoted by curve
(b). We can verify that the two bounds have similar qualitative behavior. As expected,
when p increases, the drift back towards node 1 is smaller, thus the algorithm requires
larger 0. When a decreases, the algorithm requires larger 0 to guarantee termination
with probability 1 - a.
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Figure 6.5. MM1 -Convergence rate analysis
* 6.2 PageRank
In analyzing the web graph, PageRank is a frequently used measure to compute the
importance of webpages. We are given a scalar parameter # and an underlying directed
graph over n nodes with edge transitions given by matrix P. Let {Xt} denote the
random walk such that P(Xt+1 = s|Xt = r) = + (1 -- 3)Ps. Thus, in every step,
there is an # probability of jumping uniformly randomly to any other node in the
network. The transition probability matrix of this pagerank random walk is given by
01 -1T + (1 - #)P.
n
Algorithm results. In Figures 6.6 and 6.7, we show the results of applying our algo-
rithm to estimate the PageRank of a random graph generated through the configuration
model for # = 0.15. We choose parameters A = 0.02, e = 0.15, and ai = 0.2. The graph
on the left of Figure 6.6 shows the results of running the MCRT Algorithm for every
single node separately. In this plot, we see that the MCRT Algorithm indeed obtains
close estimates for nodes such that 7ri > A, and for nodes such that 7ri < A, the al-
gorithm successfully categorizes the node as unimportant (i.e. fri < A). In addition,
we verify that the bias correction factor performs extremely well. We can compute the
75Sec. 6.2. PageRank
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Figure 6.6. PageRank -(left) Estimates from the MCRT algorithm, (right) Estimates from the
MCRT-Multi algorithm.
fundamental matrix Z for this example graph, and we verify that maxk(Zii - Zki) is
close to 1 for most nodes. By comparing with Theorem 4.2.1, we can verify that after
the bias correction, the error decreases from approximately i to near zero. For
Ei[ |p('
graphs such that maxk(Zij - Zki) is large, we would expect that the bias correction will
not be significant. The graph on the right of Figure 6.6 shows the results of running the
MCRT-Multi Algorithm for i chosen to be the largest degree node. Figure 6.7 shows
the final values for N, 0, and P for the execution of algorithm MCRT on each node. For
all of these graphs, the nodes are sorted along the x-axis in decreasing order of 7ri.
Algorithm dependence on A. Figure 6.8 shows the results of our algorithm as a
function of A. The plot shows the results from three different nodes, chosen to illustrate
the behavior on nodes with varying 7ri. The graph on the left plots the estimates for
the stationary probability and the graph on the right plots the total number of steps
taken by the algorithm. The figures are shown on a log-log scale. These results support
the same conclusions that were observed in the queueing setting. We observe that
the computation time of the algorithm behaves as A. The blue node has the largest
stationary probability, therefore the algorithm will terminate at stopping condition
(b) for small P. Thus, as A decreases, the stationary probability estimate remains
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Figure 6.8. PageRank -Results of the MCRT algorithm as a function of A
the same, and the computation time increases only slowly in i. The red node has
the smallest stationary probability, 7ri < A. Therefore, the algorithm terminates at
stopping condition (a), which is verified by observing that the estimate fri behaves as
A. For similar reasons, the computation behaves as 2. The green node shows both
behaviors. When A > 7ri, then fri behaves as A, and the computation time behaves as
1. When A < r, then fri concentrates around 7ri and no longer decreases with A. The
computation time levels off and grows slowly.
Algorithm dependence on 3 -Understanding properties of PageRank. We
observe that the PageRank random walk is effectively a convex combination between
a directed graph given by P, and a complete graph. We can thus analyze the tradeoff
as a function of 0, as the random walk becomes more or less similar to the complete
graph. Much of the previous work on PageRank[4, 5, 7, 14, 20] only utilizes the property
of the complete graph component of PageRank. Therefore, when # is large, then the
algorithm performs very efficiently. However, when 3 is small, the algorithm scales with
We first provide an analytic analysis and then show simluation results.
Lemma 6.2.1. Given a markov chain {Yt} with transition probability matrix P, and a
markov chain {Xt} with transition probability matrix
11 + (1 - O)P,
n
the expected return time to a node i can be expressed explicitly in terms of the return
time to node i in the underlying directed graph, denoted by T, and the weight of the
complete graph component given by 3.
1 -E4[(1 -- 3)TE ]
Ei [Ti = -i
#Eu[(1 - #)TT]
Tn(1 - Ei[(1 -
# (1 + EZeE\i E[(1 - /)TEY])
Proof. For the analysis, we "cut" the sequence {Xt} based on when the # jumps are
taken. Let So = 0, and let Sk be the time that the k-th / jump is taken. Therefore,
(Sk+1 - Sk) Geometric(#)
For all k > 1, XSk is distributed uniformly over all nodes in the network, such that
1
P(Xsk j) - -, for allj.
n
Thus, we split up the sequence {Xt} by {Sk}. Notice now that conditioned on the
sequence {Sk }, the subsequences { Xs,, XSk +1, ... XSk+1_1} are independent. And in
fact, they are also identically distributed for k > 1, because they all start uniformly
distributed over every state, and evolve for a geometric number of steps according
to the transition probability matrix P. Thus we want to understand the probability
distribution over these "pieces" or geometric-length subsequences of the random walk.
We can generate each "piece" independently using the following process. Let {Yt}
79Sec. 6.2. PageRank
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be a random walk on the underlying graph, i.e. using transition probability matrix
P directly. Let the initial state Y be distributed uniformly random over all nodes.
Generate a random variable G - Geometric(O), and take the first G steps in {Yt} as
a realization of the subsequence {XSk, XSk+1, ... XSk± 1-1}. We can "stitch" together
these pieces to form a realization of {Xt}. We can similarly generate {Xo, Xi, .. .Xs1 }
by simply setting the initial state Xo = Yo = i, and taking a geometrically distributed
number of steps on the Markov chain {Yt}.
Let
TY = min{t > 1 : Y = i},
To = min{t > 0: Y = i},
and
Q min{k > 0 : T < Sk+1}.
Tf- = T when Yo 4 i. Then we can represent T in the Markov chain {Xt} as a
sum of Q geometric random variables, and T for Yo - U. Let Gk denote geometric
random variables with parameter 3. For Q > 0,
Q-1
T= Gk + TY', where TY is distributed such that Yo ~ U.
k=O
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For Q = 0, T = Tf for Yo = i. Therefore,
Ei [Ti]
q-1
P(Q = O)E [Tf|TY < Go] +( ZIP(Q = q)Eu [ Gk + TICQ - q
q=1 k=0
81
I
P(Q = O)E [TY|TY < Go]
00 q-1
+(P(Q = q) Ei [Gk|Gk T] +ZEu[G|Gk < Ti] + Eu[TlT0<G
q=1 k=1
Let G be a geometric random variable with parameter /, and let A be a discrete
nonnegative random variable such that A is independent from G. By simply plugging
in the expression for the distribution of G, we can show the following equalities:
00
P(A < Gk) = P(A = t)P(Gk > t) E[(1 -
t-o
EA| tP(A = t)P(G > t) _ E[A(1 - )A]
E[AA G - t=P(A < G) E[(1 - O)^]
1'I A Z=1 gP(A = t)P(G = g)
E[G|G < A) = 9 P(A > G)
01 P(A = t) 1 g(1 - #)g-1j
P(A > G)
01 P(A = t)( (1 - (1 - #)t) t(1 - #)t)
P(A > G)
(1 - E[- /3)A]) - E[A(1 - Q)A]
1 - E- #)A]
1 E[A(1 
- #)A]
/31 - E[(1 - O)A]
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This governs the distribution of Q, such that
q-1
P(Q q) (1 - Ei[(1 - 3)V]) #(1 -E[(1I)T)E[(1 -)
where P(Q 0) Ei [(1 - #)TY ] and P(Q = 1) = (1 - Ej[(1 - #)T 7 ])Eu [(1 - #)To].
By substituting these expressions and doing algebraic manipulations, we can show
that
E~T1-1 - Ei[(1 - #TEd[Ti =
#!Eu[(1 - /) TiV]
n(1 - Ej[(1 - #)TYI
0 (1 + Zjc&\i} Ej[(1 - O)TE ])
As expected, as
# - 1, 1Ei [Ti,
and as
0 --- 0, Ej [T] Ej [Tf ]
Therefore, we can see that # is a tuning parameter that controls whether the PageR-
ank Markov chain is closer to the underlying directed graph, or to the complete graph.
This bound depends on the exponential moments of T. If Ej [Ti] < }, then each iter-
ation of our algorithm is on average shorter than a sample path in the standard local
Pagerank algorithm (see Section 2.4).
Figures 6.9 and 6.10 show the results for computing PageRank where the underlying
graph is a random graph generated using the configuration model for a power law degree
distribution. As # increases, the graph approaches a complete graph. As / decreases,
the graph approaches the underlying graph, i.e. the random graph generated by the
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Figure 6.9 shows the results for a node such that E[TY] is small (a large degree
node). As # increases, the mass is shifted away and distributed to other nodes in the
network, so the stationary probability decreases and the computation time increases.
Figure 6.10 shows the results for a nodes such that E[TY] is large (a low degree node).
As # increases, the mass from heavy weight nodes is distributed to this node, so the
stationary probability increases and the computation time decreases. For all of these
simulations, the parameters of the algorithm are chosen to be A = 0.02, f = 0.15, and
a = 0.2.
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M 6.3 Magnet Graph
In this final example, we show a setting that illustrates the limitations of a local algo-
rithm. This is an example that many existing algorithms would also perform poorly
on because it mixes slowly. The Markov chain can be described as a walk over a finite
section of the integers such that there are two attracting states, labeled in Figure 6.11
as states A and C. For all states left of state B, the random walk will drift towards state
A with probablity 1 - ei, and for all states right of state B, the random walk will drift
towards state C with probability 1 - 62 . Due to this bipolar attraction, a random walk
that begins on the left will tend to stay on the left, and similarly, a random walk that
begins on the right will tend to stay on the right.
1 - Ci 1 - 1/2 (2 E2 E2
1 _ 1_ ~
*A 0 0 0 .... QB .... 0 a 0 ec D
ei El 61 1/2 1 - E2 ] ~ :2
Figure 6.11. Magnet Markov chain.
Algorithm results. In Figures 6.12 and 6.13, we show the results of applying our
algorithm to estimate the stationary probability of this Markov chain with Ei = E2 0.3.
We chose a state space of 50 states such that the graph is symmetric: A = 1, B = 25,
and C = 50. We use parameters A = 0.02, c = 0.15, and a = 0.2. The graph on the left
of Figure 6.12 shows the results of running the MCRT Algorithm for every single node
separately. As expected, the algorithm overestimates the stationary probabilities by
almost two times the true value. This is due to the fact that the random samples have
close to zero probability of sampling from the opposite half of the graph. Therefore
the estimates are computed as if the opposite half of the graph did not exist. The bias
correction does very little to improve the estimate, as the real problem is in the poor
mixing properties of the graph. We compute the fundamental matrix Z for this Markov
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Figure 6.12. Magnet -(left) plots the results of the MCRT algorithm, (right) plots the results of the
MCRT-Multi algorithm.
chain, and find that most of the absolute values of Zj are on the order of 109 . This is
consistent with our theoretical error bounds, which show that when maxj Zij is large,
the estimates will be loose.
The graph on the right of Figure 6.12 shows the results of running the MCRT-Multi
Algorithm for i chosen to be the leftmost node (i.e. node A = 1). As expected, the
algorithm overestimates the leftmost nodes by a factor of two, and completely does not
detect the nodes on the right. The severity of this effect will depend on the choice of 61
and E2. Similar to the example shown in Chapter 3, this is a graph on which any local
algorithm will perform poorly on, since the algorithm will not be aware of the second
attracting node on the opposite end. In fact, even the standard methods such as power
iteration or MCMC will perform poorly on this graph, as it would take an incredibly
large amount of time for the random walk to fully mix across the middle border. Figure
6.13 shows the final values for N, 0, and P for the execution of algorithm MCRT on
each node.
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Figure 6.13. Magnet -Statistics from the MCRT algorithm.
Chapter 7
Conclusion
This thesis presents a local algorithm for estimating the stationary probability of a node
in a Markov chain. The algorithm is a truncated Monte Carlo method, sampling return
paths to the node of interest. The key insight it utilizes is that the stationary probability
of a node is inversely proportional to the expected return time to the node E [T]. We
provide theoretical guarantees for the tightness of approximation and convergence time
of our algorithm. The estimate we obtain is an upper bound with high probability, and
for Markov chains that mix well, we further show that the estimate will be tight. Given
a threshold A, our algorithm obtains close estimates for high probability nodes, and
obtains reasonable upper bounds on low probability nodes. The analysis and guarantees
rely on the property that for a large set of positive recurrent countable state space
Markov chains, the distribution over return times to a node concentrates around the
mean. We showed that this concentration rate is related to the mixing properties of
the Markov chain.
The algorithm has many practical benefits. First, it can be implemented easily in
a distributed and parallelized fashion, as it only involves sampling random walks using
neighbor queries. Second, it only requires a neighborhood around the node of interest,
scaling with 0 (i). Third, it only requires computation on behalf of the nodes of
interest. The computation itself only involves counting and taking an average, thus it
is simple and memory efficent. We showed an extension of our algorithm to reuse the
87
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computation to estimate the probablities of multiple nodes simultaneously. It requires
computation to be performed at those additional nodes of interest. We show through
simulation that it performs well when the graph has reasonable mixing properties.
There is considerable room for the further development of local algorithms for com-
puting global properties of graphs, and for discovering or searching for nodes that satisfy
certain properties. These techniques will become important as the scale of the networks
we operate over is growing at a fast rate. This thesis provides a step in this direction
towards understanding which global properties can be computed in a local manner.
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