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Abstract
This paper presents and explains several methods of dimensionality reduction of data
sets, beginning with the well known PCA and moving onto techniques that deal with
data on a nonlinear manifold. Methods for handling data whose underlying structure
is a nonlinear manifold are separated by whether or not sparse matrices are involved in
the computation. Additionally, the methods discussed are demonstrated and compared
by running them on data sets whose underlying structure is known. Results from
same methods with different values for input parameters are also examined. Finally,
some results on a small set of Persyst EEG data collected as a part of the Epilepsy
Bioinformatics Study for Antiepileptogenic Therapy from the Laboratory of Neuro
Imaging at USC Stevens Institute of Neuroimaging and Informatics in the Keck School
of Medicine of USC is analyzed using some of these methods.
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In the modern world, demand for data analysis is growing, especially for large data sets. There
has even been a rise in use of the term “big data." While the term is somewhat vague, large data
sets can be large in both number of observations and number of variables measured. While a large
number of samples is generally desirable, a large number of variables can make data analysis and
visualization difficult. One strategy for handling such data sets is to reduce the dimension of the
data set. In particular, reducing the dimension of the number of variables measured while retaining
as much of the original information as possible.
Principal Component Analysis (PCA) is a method for accomplishing the task of dimension
reduction. PCA is a well known technique and commonly used in real world applications to com-
press data sets so that they may be visually represented and interpreted. It is worth noting that PCA
is a mostly descriptive, as opposed to inferential, technique [1].
In this paper, the method of PCA is discussed, including when it is appropriate to use and its
shortcomings. Naturally, then, methods that are modifications of or based on PCA are introduced,
and discussed similarly. These methods include kernel PCA, diffusion mapping, local linear em-
bedding, and Laplacian eigenmaps. These methods were implemented in Matlab and run using
test data.
1.1 Principal Component Analysis
The idea behind PCA is as follows: reduce the number of dimensions (i.e., measured variables)
so that the original data are represented in fewer (ideally one, two, or three dimensions) while
1
preserving as much of the original structure of the data as possible in a linear subspace of the
original data set. What this amounts to is expressing the given data points as linear combinations
of the given predictor variables. These new expressions form the principal components and can be
used to map the original data into a lower dimensional space.
Before we see how the principal components are formed, it is important to understand what
structure is preserved. In the case of PCA, the goal is to retain as much of the original variance
as possible; that is, find linear combinations of the original predictor variables with maximum
variance. Thus, the variability of the original data is what PCA aims to capture. PCA also requires
that each subsequent linear combination of the original variables be uncorrelated with every other
linear combination. Essentially, every principal component is orthogonal to every other principal
component, resulting in perpendicular axes in the lower-dimensional space .
Suppose we are given a data set X of size n× p, where n is the number of of observations and
p is the number of variables. Thus, each row of X is one set of observations, and each column of
X is all recorded values of a particular variable.
It is likely that not every variable measured will have the same units. If this is the case, the
data matrix X can be be transformed so that each entry becomes its standard normal equivalent.
This is done by subtracting the column mean from each element in that column and then dividing
each column by its standard deviation. In fact, it is recommended that, regardless, the column
means be subtracted from each respective column. This allows singular value decomposition to be
performed on the column-centered data matrix which is equivalent to PCA [1] .





Note that XT X yields a square matrix and is both real and symmetric.
Next, the eigenvalue problem
Cu = λu
2
must be solved for eigenvalues λ and corresponding u eigenvectors u, subject to the constraint
uT u = 1. This constraint can also be thought of as letting each eigenvector be a column of a
matrix U and for each column of U , the sum of the squares of each element is equal to one, i.e.
‖u j‖= 1 ∀ j [1]. Furthermore, when solving for the eigenvalues and eigenvectors, the eigenvalues
should be somehow stored so that the eigenvalues are in descending order. Consequently, the
columns of U should be ordered so that the first column corresponds to the largest eigenvalue, etc.
Once the eigenvalues and corresponding eigenvectors of the (sample) covariance matrix C are
found, the data can be transformed. Using the centered or standardized data matrix X , the new
coordinates in the lower dimensional space are given by
Y = XU
The rows of the matrix Y give the new coordinates for each data vector. The matrix Y will have p
columns, of which the first q are kept, though for the purpose of visualization q is typically two or
three [1]. Note that the sum of all the eigenvalues from PCA gives the total variance of the original
data set. Thus, the proportion of the total variance explained by each principal component can be





For example, if one wanted to know how much of the original variance was retained for say, two





where λ1 and λ2 are the two largest eigenvalues.
It was mentioned previously that PCA is equivalent to singular value decomposition of a
column-centered matrix. This is important because some programming languages, Matlab in par-
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ticular, have built-in functions that perform PCA by using singualr value decomposition. The
equivalence is shown in [1] and summarized below.
Let X̂ represent the column-centered data matrix. An arbitrary n× p matrix may be written as
X̂ = ALBT
where A is n×r, B is p×r, and L is an r×r diagonal matrix, where r is the rank of X̂ . Additionally,
let AT A = BT B = I. It is assumed that the diagonal elements of L are in decreasing order. The
columns of B are the right singular vectors of X̂ and give the vectors u j. Using the property
BT B = I, the principal components of X̂ are given by X̂B = ALBT B = AL. Put another way,
(n−1)C = X̂T X̂ = (ALBT )T (ALBT ) = BLAT ALBT = BL2BT
where the elements on the diagonal of L2 give the variance of each principal component.
The main advantages of PCA are not difficult to see. The entire purpose of dimension reduction
is to condense data so that it is easier to interpret and visualize. PCA does this well, and in a certain
sense one can always figure out how well by looking at the proportion of variance explained by
the number principal components we choose to keep. Additionally, the distribution of the given
data does not matter. Indeed, we started with an arbitrary data matrix and were able to perform the
entire analysis. The major drawback of PCA is discussed in the beginning of the next section.
1.2 Nonlinear Full Matrix Methods
An underlying assumption of PCA is that the original data are somehow linearly related or already
exist on a linear manifold. This may not always be the case. However, it may be the case that a
given data set exists on a nonlinear manifold that is linear in some lower dimensional space (imag-
ine a rolled up sheet of paper being unrolled). For data with such a nonlinear relation, there still
exist techniques to reduce dimensionality. The following methods discussed all aim to accomplish
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this task. The main distinction between them is that first two, kernel PCA and diffusion mapping,
use full matrices. Local linear embedding (LLE) and Laplacian eigenmaps make use of a sparse
matrix in the computation.
1.2.0.1 Kernel PCA
As previously mentioned, a shortcoming of traditional PCA is that it assumes the data are already
on a linear manifold. A nonlinear manifold does not prevent PCA from being performed, but
the method might not perform particularly well. Supposing that given data were sampled from
a nonlinear manifold, it would be nice if PCA could be modified so that an analysis similar to
before could be conducted. Kernel PCA (kPCA) is a method that adheres to this idea. With that
motivation, kPCA maps the original data into a higher dimensional space using a kernel function
to represent the inner products between data points. The inner products of the data points in the
higher dimensional space are then stored in a kernel matrix and find the eigenvectors of this matrix
instead of the original covariance matrix. This method was first proposed by [2] and is outlined
here.
The first thing to do is to form the kernel matrix. In order to do this, a kernel function must
be chosen. There are many such functions, although common choices are the linear kernel (which
makes this method equivalent to traditional PCA), polynomial kernel, and Gaussian kernel. The
polynomial kernel is given by
κ(xi,x j) = (xi · xTj + c)p
and the Gaussian kernel is given by




In the polynomial kernel, c is a constant and p is the degree of the polynomial.
After choosing a kernel, the kernel matrix K is formed and will be size n× n. Note that for
the kernel matrix K, this gives that Ki j = Φ(xi) ·Φ(x j)T [3] for a map Φ (see below). To find the
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eigenvectors as before, the kernel matrix must be centered in the feature space. However, this must
be done implicitly. Fortunately, this can be expressed, and so computed, in terms of K as shown
in [4]. Indeed, suppose a map Φ is used to project the data into a high dimensional feature space








Then K̂i j = Φ̂(xi) · Φ̂(x j) and the problem to be solved is K̂v = λv. Substituting in the definition of
Φ̂, we get
















































Thus, the data can be centered in the featured space by expressing the centered matrix in terms
of the original kernel matrix K.
Finally, we solve the eigenvector problem
K̂v = λv
for eigenvalues λ and store the eigenvectors v in a matrix V . From [5], these eigenvectors are
















where u j1 is the jth value in u1.
1.2.1 Diffusion Maps
Diffusion mapping is another technique that handles data on a nonlinear manifold and uses full
matrices. However, unlike kernel PCA, diffusion maps form a graph from the original data points
and considers a random walk on the newly formed graph. A diffusion distance is then defined
based on the transition probabilities, and by Proposition 1 of [6], the mapped low-dimensional
data retains these diffusion distances (as good as possible) 1.
A notable benefit of this method is that it is, “based on integrating over all paths through the
graph and is therefore impacted less by inaccurate or false connections made in the graph" [5].
To perform this algorithm, we start by calculating the weights of the edges in the graph of the
data and storing them in an n×n matrix W . The weights are calculated using the Gaussian kernel
function. Thus, each entry wi j in W is given by




To do this, the parameter σ must be chosen. As noted in 1, if σ , and therefore 2σ2, is small com-
pared to ‖xi−x j‖2, this means that the entries in W will be approaching zero, while comparatively
large values of σ mean the entries will approach one; a value that produces weights somewhere in
between is generally desired, and some possible ways to accomplish this are presented in [8].
Next, a row-stochastic matrix P is formed, meaning the entries, denoted pi j, of each row sum
1To see that the diffusion distance between data points is equal to the Euclidean distance between mapped points
in the new space, [7] defines the diffusion distance as ∆t(xi,x j)2 = ∑k |ptik− ptk j|2 and then shows that ∆t(xi,x j)2 =
∑k |ptik− ptk j|2 = ∑z |pt(xi,z)− pt(z,x j)|2 = ‖γi−γ j‖2 where γi is the column vector of transition probabilities at t time
steps from xi to xn. In [7], ∆t is denoted as Dt , but the change was made here to avoid mixing notation
7




Note that Pt gives the transition probabilities from one data point to another after t time steps.
If we form a diagonal matrix D, where the entries along the diagonal are the row sums of W ,
or Dii = ∑ j wi j, then P can be written as
P = D−1W
Ultimately, we would like to once again solve an eigenvector problem. The following from [9]
shows how to do this. Since eigenvectors corresponding to distinct eigenvalues are orthogonal for










2 . Additionally, for a particular




and because each nonzero element (the diagonal entries) in D−1 is 1dii (similarly, the diagonal
entries in D
1
2 are given by
√
dii), we get that













Now, we solve for the eigenvectors u in
P̂(t)u = λu
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Then (as in [9] and Appendix 2 of [8]), compute V =D−
1
2U . The final low-dimensional coordinates
are then computed by Y = [λ2v2, ...,λq+1vq+1] because the first eigenvalue is equal to one and
corresponds to an eigenvector with all entries the same (meaning this eigenvalue is trivial) and is
subsequently ignored [5]. In practice, before removing the first column, the matrix Y is sometimes
divided by the entry y1,1 (which merely rescales the new coordinates) since the first column will be
constant and corresponds to the eigenvalue λ1 = 1 [5] 2.The first column is subsequently ignored
and the next q (rescaled) eigenvectors are kept and give the new representation [5].
1.3 Nonlinear Sparse Matrix Methods
The methods of kernel PCA and diffusion mapping both dealt with full matrices to achieve a lower-
dimesional representation of data on a nonlinear manifold. The next two methods, local linear
embedding and Laplacian eigenmaps, solve eigenvector problems involving sparse matrices.
1.3.1 Local Linear Embedding
As before, suppose X is a data matrix of size n× p where n is the number of data points and p
is the number of variables measured. Local linear embedding (LLE) maps the data points to a
lower dimensional space by rewriting each data point as a linear combination of different, nearby
data points in the original space, preserving the coefficients of each linear combination (called
reconstruction weights), and then reforming the data points from linear combinations of the lower-
dimensional points and reconstruction weights.
The key assumption behind this method is that each original data point and its nearest neighbors
exist on a locally linear section of the true underlying manifold (which is itself assumed to be
smooth) [10]. The algorithm from [10] is outlined below.
This method begins by selecting the nearest neighbors of each data point, which can be done in
2This can be done in more than one way; [8] cites the Matlab function eig() to acquire the eigenvectors while the
dimension reduction toolbox created by Laurens van der Maaten (link given in the next chapter) uses the function
svd().
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two ways. The first is to consider a ball of radius ε centered at the given data point xi and writing
that point as a linear combination of all other points within that ε-ball. The second way allows the
user to set an integer value for k and then writing xi as a linear combination of the k nearest data
points.
Suppose the latter approach mentioned above is taken. Once the k nearest neighbors have been








gives the sum of the square differences between the data points and the respective reconstructed
representations. Subject to two constraints, minimizing this first cost function allows the recon-
struction weights wi j to be calculated. The first constraint is that each xi is reconstructed from only
the k-nearest neighbors and every other point is ignored, i.e. for points that are not a nearest neigh-
bor, wi j = 0. The other constraint is that ∑ j wi j = 1 (the rows of W sum to one) 3. Consequently,
the reconstruction weights are retained through a linear map to a lower dimensional space 4. Since
the wi j (with the nearest neighbors) reconstruct xi in the high dimensional space and are retained
in the low dimensional space, the low dimensional representation of an arbitrary data point, yi, will
also be reconstructed using these weights and the k-nearest neighbors of yi.
To actually calculate the wi j, it is shown in [10] (Appendix A) that for a data point xi, weights
wi j that sum to one5, neighboring points α j, and local covariance matrix defined as
C jl = (xi−α j) · (xi−αl)












3The matrix W satisfies the conditions to be a stochastic matrix and can be viewed as such, though [10] does not
discuss W in such a context
4The weights are invariant to rotation, rescaling (by the first constraint), and translation (by the second constraint)
[10].





where the fact that the weights sum to one is used to achieve the second equality. The weights are






However, it is pointed out in [10] that in practice, the system of linear equations given by
∑ j C jlwl = 1 can be solved to minimize this error, and rescaling the weights so that the rows of W
sum to one. In practice, [10] does this by dividing each row by the row sum.








The first cost function, Φ1, is minimized by finding weights wi j for each nearest neighbor so that
the sum of the reconstruction errors is as small as possible; this cost function penalizes “poor"
representation of all xi by the respective linear combinations. Given the weights, then, the second
cost function is minimized by finding the k-nearest neighbors of yi in low dimensional space. This
cost function is high if, given the weights wi j, the neighbors of yi construct a poor representation
of yi.
However, instead of optimizing, an eigenvector problem may be solved, subject to a couple of
constraints. For the jth column of Y , the matrix containing the new coordinates, ‖y( j)‖2 = 1,∀ j,
which eliminates the (trivial) solution with eigenvalue zero and eigenvector whose entries are all









whose purpose is to, “remove the degree of freedom of translating the coordinates of yi by a
constant displacement" [10] 6.
Now, from [10] (Appendix B), consider the matrix M whose entries are given by
mi j = 1i j−wi j−w ji +∑
k
wkiwk j
where 1 is equal to one if i = j and zero if i 6= j. Then we have that
Φ2(Y ) = ∑
i j
mi j(yi · y j)
According to [10], the eigenvectors of M give the optimal embedding. To get the desired
eigenvectors, [10] highlights the fact that M can be written as
M = (I−W )T (I−W )
and from [5],
Φ2(Y ) = (Y −WY )2 = (Y −WY )(Y −WY )
= (I−W )Y · (I−W )Y = Y T (I−W )T (I−W )Y
Then the lower-dimensional coordinates for the yi come from the following eigenvectors v corre-
sponding the the smallest eigenvalues (where Φ2 is minimized by this solution [5]):
Mv = λv
Here, the bottom eigenvector corresponds to the eigenvalue of zero and is ignored; the next q
6In [10], the cost function Φ2 is invariant to rotation and rescaling which prevents a loss of generality from imposing
this condition on the covariance
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bottom eigenvectors v of M are kept.
1.3.2 Laplacian Eigenmaps
Laplacian Eigenmaps is the last technique explored and is similar to LLE. A graph of the original
data points is formed, the nearest neighbors of each data point xi are identified, the edges of the
neighbors are weighted, and an eigenvector problem is solved using matrices based on the weight
matrix W . The following summarizes the algorithm in [11].
As in LLE, the first step is to construct a graph of the data points and find the nearest neighbors
of each data point. This may be done in the same two ways as before: setting a value for a
parameter ε and letting the neighbors of xi be all other data points within a distance of ε or less
from xi, or setting an integer value for k and choosing the k closest points to xi. Again, suppose the
latter method is chosen.
Next, the weight matrix W must be constructed. Once again, if xi and x j are not neighbors,
then wi j = 0. If xi and x j are connected, then wi j may be computed in one of two ways. The first
is to use the Gaussian kernel (sometimes referred to as the heat kernel). The second way is to set
wi j = 1 if two data points are neighbors.
Once W is formed (which is symmetric), the diagonal matrix D is formed by taking the column
(or row) sums of W and making these values the diagonal entries of D, so that dii = ∑ j wi j = ∑i wi j.
The graph Laplacian 12 (in matrix form) is then calculated by L = D−W .
To keep the local structure as good as possible in the new space [5], the following cost function
is minimized:
Ψ(Y ) = ∑
i j
(yi− y j)2wi j
The cost should be high if xi and x j are close but yi and y j end up far away from each other. Note
that a sense of order is present in the cost function Ψ, as the difference between a point xi and its
first neighbor receives more weight than the difference between it and its second neighbor, etc. [5].
Fortunately, this minimization problem can be viewed as an eigenvector problem [5] because
13
by expanding Ψ and distributing the wi j term, one sees that
Ψ(Y ) = ∑
i j





j −2yiyTj )wi j
= ∑
i j
y2i wi j + y
2
jwi j−2yiyTj wi j








= 2Y T DY −2Y TWY
= 2Y T LY
Thus, Ψ(Y ) ∝ Y T LY under the constraint that Y T DY = I where I is the n×n identity. The eigen-
vector problem to solve, then, is
Lν = λDν
for the eigenvectors ν . The smallest eigenvalues and corresponding eigenvectors yield the mini-
mizing vectors νi. However, λ = 0 is an eigenvalue and corresponds to the trivial eigenvector of
all ones, so the next q smallest eigenvectors are used to form the lower-dimensional representation




In this section, the methods previously discussed are demonstrated by applying them to vari-
ous data sets designed to illuminate the strength(s) of each method. Additionally, some ben-
efits and drawbacks of the methods are discussed. The methods were implemented in Matlab
and are based on the drtoolbox created by Laurens van der Maaten which can be downloaded at
https://lvdmaaten.github.io/drtoolbox/. The performance metrics of trustworthiness and
continuity are calculated [5], as well as the average of these two metrics. To the author’s knowl-
edge, this average has not been used before. The LLE code is based on that of [10] and [5]. The
codes used to generate the images were not optimized for any particular purpose (run time, mem-
ory use, etc.). Some notes about the scripts used are also mentioned for each method, and some
applications each method has been applied to are mentioned. Finally, results from some of the
techniques performing on Persyst EEG data are presented.
2.0.1 The Artificial Data Sets
Algorithms for the methods presented were each performed once on data with three different struc-
tures: a sphere, helix, and Swiss roll. These manifolds are shown below and were each constructed
from 2500 data points.
The Swiss roll data set is a classic example on which dimensionality reduction techniques are
(and have been) performed on. Testing them on this data set shows how well techniques handle
data lying on a low-dimensional manifold isometric to Euclidean space, while the helix data set
tests for performance on data lying on a low-dimensional manifold not isometric to Euclidean
15
(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.1: Manifolds of data sets
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space [5]. The following analysis, to author’s knowledge, has not been performed on a sphere
at the time of writing. Each data set has three variables and each method aims to reduce to two
dimensions.
2.0.2 Implementation of Techniques
In the following sections, some notes about the implementation of the methods are given, as well
as some known types of applications for each method. For each method, the data sets consist of
points in R3 and are reduced to two dimensions. The choice of retaining two dimensions comes
from the goal of actually producing a representation with fewer dimensions.
The metrics of trustworthiness, continuity, and average of these values are also calculated for
each method. The trustworthiness is defined as








which describes, “the extent to which a neighborhood of points in the lower-dimensional space
correctly corresponds to a neighborhood around the same point in the original space" [12]. Al-
ternatively, [5] describes this as, “a measure of the proportion of points too close together in the
low-dimensional space." Here, n is the number of data points, K is the size of the neighborhood,
or number of points that constitute a neighborhood (and not necessarily equal to k in LLE and
Laplacian eigenmaps), r(i, j) is called the "rank of the low-dimensional data point j according to
the pairwise distances between the low-dimensional data points" [5]. To clarify, this “rank" may
be viewed as that of a contest of which points are nearest to a data point. For example, a data
point with rank 8 is the eighth closest point to the initial point (including the initial point, which of
course has distance zero to itself). Finally, UKi is the set of points that are nearest neighbors of a
particular ith data point in the low-dimensional space but not neighbors of the same ith data point
in the high-dimensional space.
The continuity metric can be thought of as a sort of converse to trustworthiness; it describes,
17
Table 2.1: Trustworthiness
PCA Poly. Gauss DM LLE LEM
Helix .9427 .6320 .9983 .9986 .8564 1.00
Swiss .8869 .8873 .6272 .9988 .7226 .8833
Sphere .8523 .5256 .8517 .9998 .6920 .8682
Table 2.2: Continuity
PCA Poly. Gauss DM LLE LEM
Helix .9992 .9975 .9988 .9998 .9971 1.00
Swiss .9977 .9921 .8028 .9984 .9665 .9877
Sphere .9979 .9857 .9982 .9999 .9546 .9973
“the extent to which the neighborhood of every point in the high-dimension space is kept the same
after mapping to the lower-dimensional space" [12]. Similar to trustworthiness, s(i, j) is the rank
of a high-dimensional data point j according to high-dimensional pairwise distances and V Ki is the
set of points that are nearest neighbors in the original space but not in the low-dimensional space.
The formula is given by








Note that for both of these metrics, the double sum is always positive since each term is positive
(the rank must always be larger than K). Note also that these metrics produce values between 0 and
1 and that the higher the result, the better the performance. Because both metrics are interpreted
the same way, their average, denoted by τ , is also calculated, providing an “overall performance"
metric with regard to the nearest neighbors of each point being the same in the starting and final
dimensions. Here, the performance of each method was calculated once using K = 20. The results
of each method on these data sets are presented in the tables below. For techniques with parameters
to set, the default values (mentioned in their respective sections) were used.
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Table 2.3: Average, τ
PCA Poly. Gauss DM LLE LEM
Helix .9710 .8148 .9986 .9992 .9268 1.00
Swiss .9423 .9397 .7150 .9986 .8446 .9355
Sphere .9251 .7557 .9250 .9999 .8233 .9328
2.0.2.1 PCA
For the purpose of a visual demonstration of dimension reduction, Figure 2 shows what dimension
reduction on data from the standard normal distribution looks like using PCA.
(a) 100 data points generated from the the stan-
dard normal distribution in three dimensions
(b) PCA reducing to two dimensions
Figure 2.2: PCA performed on data originally in R3
Figure 2.3 in the next section shows what PCA looks like reducing data from three dimensions
to two.
It was shown earlier that PCA with column centered data is equivalent to SVD. This equiva-
lency is worth noting because Matlab contains a built in function, pca(), that performs PCA. How-
ever, the mechanics of this function consist of centering the columns and then doing a singular




Figure 2.3: PCA with two components
Figure 2.3 shows how PCA performs on the three data sets. From this, one sees that PCA
essentially flattens the manifolds. Moreover, it does not appear to identify groupings or clusters of
points in any way more meaningful than the original representation of the data in Fig. 1. While
unsurprising, this may further motivate the utility of other methods.
However, referring to the performance tables, PCA may seem to do well (perhaps justifying its
widespread use in practice) but does not perform best for any data set; although, its trustworthiness
is comparatively good.
PCA can be, and is, used for many applications, including but not limited to: seismic series
analysis [13], facial recognition [14], and analyzing the size of fossil teeth [1].
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2.0.2.2 Kernel PCA
Kernel PCA has the obvious benefit of being designed to handle nonlinear data while maintaining
an algorithm that closely resembles traditional PCA. However, there are two primary drawbacks
to kPCA: the kernel matrix has size n× n, so a large number of data points can mean the kernel
matrix is large, and kPCA retains large pairwise distances between data points (as opposed to LLE
and Laplacian Eigenmaps, which retain small pairwise distances) [5].
The first step in kPCA is choosing a kernel function, which may be a benefit and hindrance.
There is nothing that guarantees all kernel functions will perform equally well, even with well-
chosen values for parameters of the given kernel function. Subsequently, one may need to set
values for the chosen kernel function, which may not be easy to do. In the case of the polynomial
kernel, the parameter c was set to 1 by default, and the power p was set to 2, yielding a quadratic
polynomial. The Gaussian kernel parameter σ can be challenging to estimate and is talked about
in more detail in the next section. By default, σ = 1.
Below are the outputs for the polynomial and Gaussian kernels on the sphere, helix, and Swiss
roll data sets, respectively.
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(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.4: kPCA using a polynomial kernel
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(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.5: kPCA using a Gaussian kernel
Here, some clustering can be seen on the Swiss roll data set with both kernels, but many points
are still ungrouped. Indeed, [5] reports that “techniques that do not employ neighborhood graphs
perform poorly on data sets like the Swiss roll."
The polynomial kernel outperformed the Gaussian kernel on the Swiss roll, though overall the
polynomial kernel performed poorly compared to the other methods. In particular, this choice of
kernel function was the least trustworthy for both the helix and sphere.
Barring the choice of a linear kernel, kPCA has been applied to face recognition [15].
2.0.2.3 Diffusion Mapping
Diffusion maps begin by forming a Markov chain, so one parameter that can be set is the number
of time steps t. By default, this algorithm used t = 1, although as an intermediate step, one could
run the Markov matrix forward any number of time steps algorithm.
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It is also worth noting that, in the drtoolbox, some pre-processing of the data is done with this
method. In particular, the data is manipulated so that every value is in [0,1]. This is done by sub-
tracting the minimum value from each entry and then dividing each entry by the maximum value.
While the shifting of data into [0,1] is not prohibited, and indeed, some form of pre-processing may
be worthwhile or necessary, the algorithm does not explicitly list it as a step. Thus, the images in
this section did not use any pre-processing.
(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.6: Diffusion Mapping
Figure 2.6 shows the diffusion mapping algorithm performed using t = 1 and σ = 1. Again,
the sphere and helix are more or less flattened. However, even though this method has been found
to not perform as well as LLE and Laplacian eigenmaps [5], some clustering can be seen on the
Swiss roll. On the whole, this technique performed consistently well on all three data sets.
Now, varying the parameter t is examined for the case of the Swiss roll. Moving the stochastic
matirx forward three and nine time steps produces the images in Figure 2.7. It does not appear
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that evolving the stochastic matrix forward had any significant effect on this particular data set.
However, [6] points out that as t increases, the number of significant eigenvalues decreases. Also
in [6], the authors discuss the applicability to image processing.
(a) Three time steps (b) nine time steps
Figure 2.7: Diffusion mapping with different time steps
A more difficult task than choosing the parameter t, perhaps, is choosing σ . There are several
options listed in [9], one of which is using the median of the Euclidean distances between all data
points,
med{‖xi− x j‖2}
and setting this equal to 2σ2. Figure 2.8 shows what happens when the median is used.
Figure 2.8: Diffusion Map with median for Gaussian kernel parameter
Clearly, the choice of σ has an effect on the output. Visually, one sees that this choice of σ
causes the diffusion map algorithm to produce an image that resembles PCA. From this alone,
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using the median seems to not be a good choice. However, this resulted in a value of 1 for both
trustworthiness and continuity, which seems to highlight the fact that these metrics alone may not
necessarily indicate how well a method performs. These metrics only show what proportion of
points close together in the original and lower-dimensional spaces were also close together in the
other space 1.
Additionally, [9] describes a large σ as causing a larger diffusion distance and a small σ indi-
cates a scarcely connected graph of the data points (if one imagines representing the Markov chain
in graph form). Furthermore, [7] says that for manifolds that do not have very high dimension
to begin with and data that seem close together, a smaller value for σ is more appropriate. The
Swiss roll data set generated appears to fit this description, and indeed, the median value was ap-
proximately 292, implying that sigma was approximately 12.1 (using the equation median = 2σ2).
So while the difference in values for σ may not seem like much, the value in the denominator
increased from 2 (using σ = 1) to just above 292. Thus, the median value was likely too high. In
general, σ should be carefully chosen [6].
Diffusion maps have been applied to shape matching [17] and, recently, analyzing EEG data
for preseizure conditions [18].
2.0.2.4 LLE
LLE works on the idea of being able to express each data point as a linear combination of its nearest
neighbors, all of which are assumed to lie on a locally linear hyperplane of the original manifold.
Ultimately, LLE aims to preserve only local properties of the given data points. Consequently, this
method is also robust to short-circuiting [5]. The images here were generated from code based on
that of [10], whose code can be found at https://cs.nyu.edu/~roweis/lle/code.html 2.
Perhaps the most obvious drawback is that the assumption of local linearity may not be valid.
This can be easy to verify when the true underlying structure is known, but in practice such infor-
1In [5], another performance metric, the generalization error of 1-nearest neighbor classifiers [16], was used,
and [5] reports that diffusion mapping had one of the worst performances on the Swiss roll with respect to this metric.
2Note that the founders of this technique consider X to be a p× n matrix. Thus, if one wanted to stay consistent
with the notation of this paper and use code from the above link, the data matrix will need to be transposed first.
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mation may be unattainable. Additionally, the choice of how to find neighbors for each point may
impact the performance; one either must choose ε or k so that a reasonable number of neighbors
are found for each point. It is easy to control this using k, but if using an ε-ball, one should check
to see how many neighbors each point acquires in the algorithm-it may not be the same number
for each data point. Lastly, using the e-ball method is considered more geometrically intuitive,
but k-nearest neighbors is easier to implement [10]. LLE also seems to have difficulty performing
on manifolds containing holes, and, because of the (local) covariance restriction, tends to collapse
data close together in the low dimensional space [5].
(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.9: Local Linear Embedding with k = 50
In terms of the performance metrics, LLE had a tendency to be one of the worst with respect
to trustworthiness. Comparing LLE to Laplacian eigenmaps, the other method based on nearest
neighbors and using a sparse matrix, the latter performs markedly better.
The only parameter to vary in the specific implementation of this method is k. LLE was per-
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formed on the Swiss roll data set using 10 and 25 nearest neighbors as well. The results are
displayed in Figure 2.10.
(a) k = 10 (b) k = 25
Figure 2.10: Local Linear Embedding with varied k
The image in Fig. 9 for the Swiss roll used 50 neighbors (default). However, even with k = 10,
one can see that the Swiss roll is ’unrolled’ and the perspective is from a cross-section of that
plane. For k = 10, LLE performed with the following results: T (K) = .8017, C(K) = .9850, and
τ = .8933, and for k = 25, the results were T (K) = .7962, C(K) = .9849, and τ = .8905. Thus,
LLE appears to have a noticeable drop in performance when going from 25 to 50 neighbors.
LLE has been found to work well in applications like superresolution [19] and sound source
localization [20].
2.0.2.5 Laplacian Eigenmaps
Laplacian eigenmaps is similar to LLE in that neighborhoods of every data point are formed,
but makes use of the Gaussian kernel like a couple of other methods presented here. Laplacian
eigenmaps code different from that which was used for the images here can be downloaded at
http://web.cse.ohio-state.edu/~belkin.8/algorithms/algorithms.html.
Due to the resemblance of LLE, Laplacian eigenmaps have similar advantages and disadvan-
tages. Note that both sparse methods produce a trivial solution that must be excluded [5]. The
number of neighbors was varied in a manner identical to LLE for the Swiss roll. Also, since the
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Gaussian kernel is present, the algorithm was also run using the median of all nonzero values in
the sparse matrix W for σ and default value of k = 50.
(a) Sphere (b) Helix
(c) Swiss roll
Figure 2.11: Laplacian eigenmaps with k = 50
This method performed better than any other on the helix data set, suffered (relatively) on the
Swiss roll, and had the second highest trustworthiness for the sphere, but lacked in continuity.
Again, varying the value of k produces
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(a) k = 10 (b) k = 25
Figure 2.12: Laplacian eigenmap with varied k
For k = 10, the performance results were T (K) = .9183, C(K) = .9881, and τ = .9532, and
for k = 25, the results were C(K) = .9039, T (K) = .9873, and τ = .9456, indicating that a larger
neighborhood size may not necessarily be better.
If σ is varied, however, the result is different.
Figure 2.13: Laplacian eigenmap with median for Gaussian kernel parameter
The actual value for σ was approximately 12.1 (the value for the denominator was, again, just
over 292) compared to the default value of σ = 1. This time, values of T (K) = .9522, C(K) =
.9940, and τ = .9731 are reported. Thus, Laplacian eigenmaps seems to perform slightly better
overall with the median when using k = 50 neighbors.
Laplacian eigenmaps have been successfully applied in areas such as facial recognition [21]
and fMRI data analysis [22].
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2.0.3 Persyst EEG Data Set
This data set consists of data collected during a study of 46 participants, though some participants
did not have this particular data available and were therefore removed from the sample, leaving
a sample size of n = 35. The data set originally measured six variables and for each method, the
set was reduced to two dimensions. For methods that require parameters to be chosen, the default
values were used. The performance metrics were calculated using K = 12. The two-dimensional
representations and performance results are given below. For Laplacian eigenmaps, the appropriate
function from the drtoolbox mentioned at the beginning of chapter three was used. Results for the
Gaussian kernel were not obtained for this data.
(a) PCA (b) Polynomial kernel PCA
Figure 2.14: PCA and Polynomial kPCA on Persyst EEG data
Just from examining the graphical results, PCA appears to have at least a semblance of clus-
tering. Of the six variables measured, the first principal component primarily represents the first
three, which are average number of (EEG) spikes per minute, average number of spikes per hour,
and maximum number of spikes per hour. The second principal component primarily represents
the total hours analyzed and maximum PIH end. For two principal components, the proportion of
variance retained was 82.48%.
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Table 2.4: Persyst EEG Performance
PCA Poly. DM LLE LEM
T(K) .9698 1.00 .8160 .9537 .9391
C(K) .9593 .9993 .8139 1.00 1.00
τ .9646 .9987 .8149 .9779 .9722
(a) Diffusion Mapping (b) LLE
(c) Laplacian eigenmap
Figure 2.15: Diffusion maps, LLE, and Laplacian eigenmaps on Persyst EEG data
Some clustering can be seen in some of these other methods too, namely diffusion mapping
and some in LLE. Each method was analyzed with respect to the same performance metrics as
before. The results are in the table below.
From these results, one sees that Laplacian eigenmaps seems to have performed well, similar to
the artificial data sets. However, the polynomial kernel and LLE also performed well, and diffusion
maps, in contrast to the artificial data sets, performed the worst here. It is worth noting that, due to
its widespread use, PCA seems to ahve performed considerably well here. However, these results
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may change if the parameters for the methods are varied in ways mentioned previously. The
value for K, if changed, could also produce different results. Indeed, these are only preliminary
results; more investigation and analysis should be conducted for a stronger conclusion about the




This paper presented several methods of dimensionality reduction and enumerated the steps of
each algorithm so that they may be more easily implemented in a programming language. Dis-
tinctions between the techniques were made by categorizing them into full and sparse techniques
with key features of each method highlighted. In addition to explaining the methods, each tech-
nique was performed on three data sets and the 2D results were provided and discussed. Where
appropriate, methods were run repeatedly with different values for parameters of the respective
method. Notably, the number of time steps in diffusion mapping, the number of neighbors in
LLE and Laplacian eigenmaps, and σ in methods involving the Gaussian kernel function. Given
the observed differences in outputs for these methods, the relationship between these parameters
themselves (where applicable), as well as the final output, should be investigated further. In par-
ticular, which value(s) for σ yields the best output, the most consistent output, and whether or not
this is dependent on the specific application.
For nearest neighbor methods, using an ε-ball instead of k-nearest neighbors would be inter-
esting to explore further. To the author’s knowledge, the case where the original data points might
have different numbers of neighbors and the effect of this on a 2D representation (or more gener-
ally, lower dimensinal representation) has not been analyzed, namely whether or not this affects
how well certain points are reconstructed in the new space. Extensions of LLE and Laplacian
eigenmaps are presented in [23]. It would also be worthwhile investigating what the relationship
is between the size of the neighborhood and the performance of these methods for a particular
application/type of data.
The metrics of trustworthiness and continuity should also be tested more. The results here
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indicate that, overall, diffusion mapping is the most reliable way of doing dimension reduction on
these sets. This conclusion is despite what was mentioned earlier, namely that neighborhood-based
techniques do better on data sets like the Swiss roll. However, Laplacian eigenmaps also performed
well, and these performance values were not calculated multiple times as in 12. A different value
of K = 20 was also used instead of K = 12. Furthermore, the average of trustworthiness and
continuity, τ , was introduced. Some methods have τ values that are close, such as PCA, polynomial
kPCA, and Laplacian eigenmaps on the Swiss roll, but whether or not these small differences are
actually significant should be investigated. The value τ is susceptible to the shortcomings of any
average value, but it may be a starting point from which a modification can be made so that the
performance of a particular method on a given data set can be summarized in one number. It was
also seen that trustworthiness and continuity may not be reliable indicators of performance if they
are all that as considered, since diffusion mapping using the median had excellent performance
based on these proportions, but the visual representation did not appear to provide any meaningful
clustering of the data points.
Additionally, some methods were used on a real data set consisting of Persyst EEG data. The
results presented here are preliminary. In particular, the performance of each method on the data
set, while they may be indicative, should be explored further in ways previously mentioned.
Perhaps the most important future direction for this project, though, is to analyze a large, real
data set. EEG data was graciously provided by the Laboratory of Neuro Imaging at the USC
Stevens Institute of Neuroimaging and Informatics in the Keck School of Medicine of USC as
part of the Epilepsy Bioinformatics Study for Antiepileptogenic Therapy. However, at the time
of writing, the author did not have a computer available (or access to one) that could adequately
handle the very large data set(s). From the data received, with access to capable equipment and
with permission, the first step would be to perform dimension reduction on the electrical signals
recorded from electrodes, where the electrodes would be taken to be the data points. This would
establish some type of spatial relation with the electrical brain activity recorded. Finally, as data
is currently collected in multiple ways, e.g. images, numerical measurements, etc., comparing the
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performance of dimension reduction methods on MRI data to EEG data, for example, and seeing




[1] I. Jolliffe and J. Cadima, “Principal Component Analysis: A Review and Recent Develop-
ments,” Phil. Trans. R. Soc. A, 2016.
[2] B. Schölkopf, A. Smola, and K.-R. Müller, “Kernel Principal Component Analysis.”
Springer, Berlin, Heidelberg, 1997, pp. 583–588.
[3] M. Welling, “Kernel Principal Component Analysis,” Department of Computer Science, Uni-
versity of Toronto, Tech. Rep.
[4] [Online]. Available: http://research.cs.tamu.edu/prism/lectures/pr/pr_l28.pdf
[5] L. van der Maaten, E. Postma, and J. van den Herik, “Dimensionality Reduction: A Compar-
ative Review,” TiCC, Tilburg University, The Netherlands, Tech. Rep., 2009.
[6] R. Coifman and S. Lafon, “Diffusion Maps,” Applied and Computational Harmonic Analysis,
2006.
[7] J. de la Porte, B. M. Herbst, W. Hereman, and S. J. van der Walt, “An Introduction to Dif-
fusion Maps,” in In The 19th Symposium of the Pattern Recognition Association of South
Africa, 2008.
[8] B. Bah, “Diffusion Maps: Analysis and Applications,” Master’s thesis, Wolfson College,
University of Oxford, 2008.
[9] T. Sipola, “Knowledge Discovery Using Diffusion Maps,” Ph.D. dissertation, University of
Jyväskylä, 2013.
[10] S. Roweis and L. Saul. An Introduction to Locally Linear Embedding.
37
[11] M. Belkin and P. Niyogi, “Laplacian Eigenmaps for Dimension Reduction and Data Repre-
sentation,” Neural Computation, vol. 15, no. 6, pp. 1373–1396, 2003.
[12] R. Pandit and A. Shehu, “A Principled Comparative Analysis of Dimension Reduction Tech-
niques on Protein Structure Decoy Data,” in International Conference on Bioinformatics and
Computational Biology, Las Vegas, NV, 2016, pp. 43–48.
[13] A. Posadas, F. Vidal, F. de Miguel, G. Alguacil, J. Pena, J. Ibanez, and J. Morales, “Spatial-
temporal Analysis of a Seismic Series Using the Principal Components Method,” Journal of
Geophysical Research, pp. 1923–1932, 1993.
[14] M. Turk and A. Pentland, “Face Recognition Using Eigenfaces,” Vision and Pattern Recog-
nition 1991, pp. 586–591, 1991.
[15] K. Kim, K. Jung, and H. Kim, “Face Recognition Using Kernel Principal Component Anal-
ysis,” IEEE Signal Processing Letters, pp. 40–42, 2002.
[16] G. Sanguinetti, “Dimensionality Reduction of Clustered Datasets,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, pp. 535–540, 2008.
[17] N. Rajpoot, M. Arif, and A. Bhalerao, “Unsupervised Learning of Shape Manifolds,” in
Proceedings of the British Machine Vision Conference, 2007.
[18] D. Duncan, R. Talmon, H. Zaveri, and R. Coifman, “Identifying Preseizure State in Intracra-
nial EEG Data Using Diffusion Kernels,” Math Biosci Eng., pp. 579–590, June 2013.
[19] H. Chang, D. Yeung, and Y. Xiong, “Super-Resolution Through Neighbor Embedding,” in
IEEE Computer Society Conference on Computer Vision and Pattern Recognition, vol. 1,
2004, pp. 275–282.
[20] R. Duraiswami and V. Raykar, “The Manifolds of Spatial Hearing,” in Proceedings of Inter-
national Conference on Acoustics, Speech and Signal Processing, vol. 3, 2005, pp. 285–288.
38
[21] X. He, D. Cai, S. Yan, and H.-J. Zang, “Neighborhood Preserving Embedding,” in Proceed-
ings of the 10th IEEE International Conference on Computer Vision, 2005, pp. 1208–1213.
[22] Coloring of DT-MRI Fiber Traces Using Laplacian Eigenmaps, 2003.
[23] W.-L. Chao, “Dimensionality Reduction,” Graduate Institute of Communication Engineering,
National Taiwan University, Tech. Rep., 2011. [Online]. Available: http://disp.ee.ntu.edu.tw/
~pujols/Dimensionality%20Reduction.pdf
39
