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Abstract. In recent years, digital shapes have become more and more 
widespread and have been made available in a plethora of online repositories. A 
systematic and formal approach for capturing and representing shape-related 
information is needed to facilitate its reuse and enable the demonstration of 
useful cross-domain usage scenarios. In this paper we present an ontology for 
digital shapes, called the Common Shape Ontology (CSO). We discuss the 
rationale, the requirements and the scope of this ontology, we present in detail 
its structure and describe the most relevant choices related to its development. 
Finally, we show how the CSO conceptualization is used in domain-specific 
application scenarios. 
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1 Introduction 
In the last decade, we witnessed an unprecedented improvement in technologies for 
multimedia delivery: internet bandwidth, compression methods, visualization 
capabilities are now allowing streaming, sharing and rendering of multimedia content 
both in professional and personal environments. Semantic multimedia, as the 
evolution of traditional multimedia, makes it possible to use and share content of 
multiple forms, endowed with some kind of intelligence, accessible in digital form 
and in distributed or networked environments. In this panorama, 3D content is 
emerging as a new type of media and, due to its distinctive properties, it calls for the 
development of ad hoc solutions for content sharing and re-use, content- and context-
based retrieval, modeling and presentation. The main reason is that most of the 
approaches for 2D media do not generalize directly to 3D: research on multimedia 
and semantic multimedia is largely devoted to pixel-based content which is at most 
two-dimensional (e.g. images), possibly with the addition of time and audio (e.g., 
animations or videos), while 3D media are mainly characterized by vector-based 
representations, such as triangle meshes or parametric surfaces.  
The complexity of methods for 3D content representation requires the definition of 
more elaborate ontologies and metadata to properly reflect the variety of the 
representation domain, which of course is not limited to three dimensions but can be 
generalized to any n-dimensional content, such as for example models used in 
physical or engineering simulation. 
In this context, the AIM@SHAPE Network of Excellence is mainly characterized 
by the promotion of a new semantics-oriented approach to model, retrieve, process 
and share knowledge related to multi-dimensional content in order to facilitate its re-
use for producing new content. More precisely, AIM@SHAPE addressed a wider 
domain by focusing on digital shapes as a generalized concept which encapsulates 
any multi-dimensional media characterized by a visual appearance in a space of 2, 3, 
or more dimensions [2]. Examples of digital shapes are pictures, images, 3D models, 
and animations.  
The formalization of knowledge related to the geometric representation of digital 
shapes is the basic step to build application-level ontologies: while the descriptions of 
an object can vary according to the various contexts, its geometry remains the same 
and should be captured by a set of metadata that fully describes the properties of the 
geometric representation used. Knowledge related to the application domain in which 
digital shapes are manipulated is another important ingredient: the application domain 
casts its rules on the way the shape should be represented, processed, and interpreted. 
Knowledge of the domain experts that is used to manipulate the digital model plays a 
big role as well: for example, the correct manner to compute a finite element mesh of 
a 3D object represented by free-form surfaces is subject also to informal rules that 
should be captured in a knowledge formalization framework. Finally, semantics-
oriented descriptions of digital shapes should include a formalization of the 
knowledge related to the meaning of the object represented by the shape: a digital 
shape may represent objects that belong to a category, either in broad unrestricted 
domains (e.g. chair, table in the house furniture) or narrow and more specific domains 
(e.g. T-slots, pockets in mechanical engineering).  
We argue that, to explore their true potential digital shapes should be stored with a 
comprehensive description of their content, from the geometrical information up to 
the knowledge pertaining to the context in which they are used. Preserving such 
knowledge and making it widely available enhances the value of each object and 
strengthens its potential for reuse in diverse application areas. A systematic and 
formal approach of capturing shape-related information is needed to enable 
demonstration of more complex usage scenarios and facilitate reuse of shape 
information at a much greater extent.  
The focus of this paper is on the specification of a high level ontology for Digital 
Shapes – the Common Shape Ontology (CSO) – that has been developed in 
AIM@SHAPE, and whose role is to express in a formalized way the knowledge 
about digital shapes that is common to all domain-specific scenarios. 
Even though the CSO covers the most essential aspects of knowledge pertaining to 
digital shapes, it does not capture the full spectrum of information carried or implied 
by digital shapes; this information heavily relies on domain-specific knowledge. For 
example, there are cases where more emphasis should be put on capturing and 
representing information that is not related at all to the geometry or the structure of a 
shape; in other words, in some contexts the usage of a shape can be more important 
than its geometric details. In a computer game, for example, the functionality of a 
simple chair can be more important than its appearance. Associating such kinds of 
information to the digital model allows for answering many complex queries such as 
deciding if a chair can be grasped by a character in the game, or whether a specific 
character is associated with animations that can be used with a stool in the game. 
A representation using ontologies is able to provide an expressive characterization 
of shapes at different levels of abstraction and ensures that existing tools, such as 
Description Logic reasoners [11], can be used to reason on the repository and deduce 
information that is implicit in the digital model. 
The remainder of the paper is organized as follows. In Section 2, we discuss related 
work concerning the semantic annotation of digital shapes. We then present an 
overview of the CSO structure in Section 3. Section 4 presents usage scenarios of the 
CSO in various relevant contexts. We conclude in Section 5 with some remarks and 
future directions. 
2 Related work 
Semantic description of multimedia items has been mainly developed for audio, video 
and still images. Domain-specific ontologies are focused on describing the content 
and the parts of a multimedia scenario, such as elements in a scene, colors, motion 
duration. These descriptions are defined in order to be able to categorize, retrieve and 
reuse multimedia elements as described in [3]. Examples of domain-specific 
ontologies and metadata have been developed for a wide set of applications, from 
Cultural Heritage [13] to Biomedicine [4].  
Most of these kinds of ontologies which deal with content description make 
complete or partial use of the MPEG-7 standard [5]. The MPEG-7 standard, formally 
named Multimedia Content Description Interface, provides a rich set of standardized 
tools to describe multimedia content (still pictures, graphics, 3D models, audio, 
speech, video, and composition information) regarding how these elements are 
combined in a multimedia presentation independent of storage, coding, display, 
transmission, medium, or technology. Furthermore, MPEG-7 also provides an 
ontology [6], which embodies a general and large representation of metadata. The 
Visual Descriptors Ontology [7], written in RDFS [8], aims to offer a more extensive 
description of the visual part of MPEG-7; this is primarily addressed by supporting 
automatic content annotation using reasoning and providing access to specific 
domains.  
Less common descriptions are used for those elements that are not necessarily 
audiovisuals, such as the format, the methodology used in the creation, or the 
inclusion of personal content. The Core Ontology for Multimedia (COMM) [9] is 
another ontology that extends MPEG-7 to provide richer multimedia semantics by 
using generic software patterns which create a layer between MPEG-7 concepts and 
domain-specific interpretations.  
There are efforts towards a generalized multimedia ontology [17], which represent the 
challenge to try to unify concepts among domain specific and top-level ontologies. 
However, top-level ontologies are still too general to cover the description of 
multimedia elements targeted in this paper, and the domain specific ontologies do not 
consider all kind of elements that we can find in multimedia, in particular 3D shapes. 
OntologyX3D [10] is a dedicated 3D ontology mapped from the X3D standard. It 
represents graphic elements and virtual reality concepts, which makes it domain 
specific. 
The evident lack of consideration of 3D shapes takes place, to a large extent, 
because the accessibility to this kind of multimedia is still immature. Nevertheless, 
due to the advances in knowledge management technologies related to creating and 
reusing this kind of content, 3D shapes are getting closer to becoming part of 
common multimedia like images and videos. The Common Shape Ontology presented 
in this paper targets different kinds of multimedia content, ranging from 2D/3D 
images to videos, 3D models and 3D Animations, and maintains top-level information 
that is sharable and usable in different domains. 
3 The Common Ontology for Digital Shapes 
The Common Shape Ontology conceptualizes knowledge that addresses several 
domains within the discipline of Shape Modeling. The common goal is the ability to 
reason, to re-use existing knowledge and to extend and create new knowledge about 
shape resources. The ontology lies at an intermediate level between top ontologies 
and domain ontologies. In fact, it is specific and detailed enough to be used and 
instantiated directly, but also general enough to constitute the foundation for domain- 
specific ontologies. This is why it is referred to as common: three domain ontologies 
developed in the AIM@SHAPE Network of Excellence, namely the Product Design 
Ontology, the Virtual Human Ontology [16] and the Shape Acquisition and 
Processing Ontology [15], refer to the concepts and instances of the CSO. 
The development of the Common Ontology for Digital Shapes followed mainly the 
On-To-Knowledge methodology [25] which is characterized by the specification of 
the requirements and an iteration of a refinement phase, an evaluation phase and a 
maintenance phase. 
The language used for the development of the ontology is the Web Ontology 
Language (OWL) [20] which is the latest recommendation of the World Wide Web 
Consortium (W3C) [26]. OWL has become a standard in ontology development in the 
last few years and compared to other ontology languages it facilitates greater machine 
interpretability of Web content by providing additional vocabulary along with a 
formal semantics. Besides its expressive power, OWL also provides efficient 
inference support which means that the descriptions encoded in the language can be 
operated on by already existing automated retrieval and analysis processes, such as 
reasoners. 
An overview of the Common Shape Ontology structure, where only the most 
important concepts are shown, is given in Fig. 1. As can be seen, the basic structure of 
the CSO ontology is simple enough so as to promote reusability. In order to 
understand the rationale behind the choices made for the conceptualization, it is 
important to state that the intended targets of the ontology are the scientific 
researchers, and that the information is not only related to the actual shapes, but also 
to their role inside a repository, namely the AIM@SHAPE Shape Repository [18]. 
 
Fig. 1. An overview of the structure for the Common Shape Ontology. 
The most important concepts in the ontology are the ShapeRepresentation class 
together with its specializations, whose instances are the actual digital shapes. First of 
all, a digital shape can be regarded as a generic resource. The users are typically 
interested in getting information about the contact person or institution, and therefore 
specific relations address the creator, the owner, the contact and the uploader of a 
digital shape. Since the granularity of these roles is often not well defined, the range 
of the above relations is PersonInfo and InstitutionInfo, which in turn can be mutually 
linked by the relation worksFor. Another simple yet important way to look at a digital 
shape is to consider it as a file. For this reason each shape can be related to a FileInfo 
instance, in which the information about the name, the size, the format and the URL 
of the file are stored.  
Another way in which digital shapes can be considered is related to the ability of 
clustering them in groups. This feature is mostly related to the way they are stored in 
the repository, yet it reflects some common attitudes of researchers toward shapes. In 
our conceptualization different shapes can be clustered in a single group, and each 
group may be characterized by a representative shape (mainly for visualization issues, 
the shape which stands for the whole group). Furthermore, subdivisions in subgroups 
may take place, which can reflect a possible hierarchy or generation order between 
the models. There are different reasons for the need of creating the Group concept. 
For instance, grouping different shapes is useful when (i) they are all parts of a more 
complex CAD model (in this case the representative shape could be the whole CAD 
model); (ii) they constitute the benchmark eligible for running tests on specific 
algorithms; (iii) they represent variations or products/by-products of the processing 
stages of an original shape; (iv) they are the results of different scans in an acquisition 
phase, which will possibly be registered, combined, and merged in a unique 3D shape. 
In this last case it is likely that the representative shape of the group would be the 
final shape. 
The core of the CSO is the conceptualization of the Shape Representation concept. 
It should be noted that the goal is not only to provide a valuable categorization of the 
digital shapes, but also to provide each category with its own specific attributes and 
relations. An overview of the hierarchy rooted in the Shape Representation class is 
shown in Fig. 2.  
 
Fig. 2. An overview of the hierarchy rooted in the Shape Representation class. 
Different class levels are painted in different colour in the diagram. First level 
classes are shown in light blue colour, second level classes are shown in yellow 
colour and third level classes are shown in orange colour in the hierarchy. We have 
omitted the relations (object properties) and the attributes (datatype properties) for the 
various classes in the diagram. 
An overview of the first level follows. Firstly, the GeometricalRepresentation class 
includes shape descriptions based on geometry, while the B-Rep class gives more 
emphasis to the topological information of the shape. The two classes are not disjoint, 
since formally a mesh is a B-Rep (boundary representation) and the choice of 
classifying a shape as belonging to one class or to the other depends mainly on the 
application context. In fact, the Computer Graphics community commonly adopts a 
mesh description for shapes and the terminology is definitely standard today; while 
other fields such as CAD traditionally prefer to use the more general B-Rep 
description. The boundary representation defines objects in terms of faces, edges and 
vertices which make up their boundary. The properties identified in the CSO favor the 
topological aspect, considering, for example, the continuity degree between the faces 
and its topological complexity.  
On the other hand, the attributes defined for the different subclasses of 
GeometricRepresentation focus mainly on geometrical aspects, like the number of 
vertices for a Mesh, the type of polynomial describing a Parametric Representation. 
The MultiResolutionModel class formalizes models represented in a way which 
allows for a manipulation of geometry at different resolutions, enabling both local and 
global modification, and modulation of details at different frequencies. Properties 
here are, for example, related to the granularity of the model, to the minimum and 
maximum resolution of the models contained and to the method used to simplify 
recursively the original shape. The Animation 3D class collects all the information 
related to the animation of shapes such as the number of key frames; some metadata 
are strictly related to the geometrical and structural representation of the shape, The 
StructuralDescriptor class refers to special decompositions of a shape into its relevant 
sub-parts, together with the adjacency relationships among them. Structural 
descriptors are used for an efficient shape classification, recognition, comparison, and 
retrieval because they provide a meaningful abstraction of a shape. One property of 
this class refers to the creation method of the specific instance and, in case a center-
line graph is obtained, the information related to the number of arcs and nodes and the 
typical properties of a graph are included as properties. Finally, the class RasterData 
formalizes the information stored in a grid of cells; raster data are commonly used to 
represent images (2D raster grids), videos and MRI volumes (3D raster grids). The 
properties related to this class include information about the grid and the single cells, 
such as dimension, intensity values and RGB values. 
More specialized classes and their corresponding attributes have been modeled in 
the subclasses, which are not reported here. For a complete overview of the ontology 
and the meaning of the different concepts, the Digital Shape Workbench (DSW) [19] 
can be browsed, which also includes a Glossary page. 
4 The Common Shape Ontology: Usage Scenarios 
To demonstrate that the Common Shape Ontology (CSO) can be adapted in different 
domain specific ontologies, we present in this section two specific scenarios. The first 
scenario is related to the acquisition of a human shape and the second one is related to 
the product development process. These scenarios involve concepts in the Common 
Shape Ontology as well as concepts and relations from three specific domain 
ontologies; namely, the Shape Acquisition and Processing Ontology (SAP), the 
Virtual Human Ontology (VH) and the Product Design Ontology (PDO). More details 
regarding the structure of the SAP and VH ontologies can be found in [15, 16]. The 
formal specifications (described in OWL format [20]) of these ontologies are freely 
available from the AIM@SHAPE project website along with online tutorials for a 
better understanding of their scope and usage [21]. 
The first scenario on which we focus here is related to a human shape acquisition 
for creating a virtual human from a real person. A scenario like the one we present 
here is crucial, for example, in Virtual Humans applications such as the population of 
Virtual Environments, where one of the main problems is to create a large diversity of 
human characters to fulfill the demand of a large amount of users. 
In Fig. 3 the different concepts and relations involving the human shape acquisition 
are depicted. The “SAP:” prefix denotes a concept belonging to the Shape Acquisition 
and Processing Ontology, the “VH:” prefix means that the concept is formalized in 
the Virtual Human ontology, while the “CSO:” prefix means that the concept belongs 
to the Common Shape Ontology. Every action which is foreseen in the 
conceptualization (e.g. scanning, reconstruction) has specific requirements for input 
and output. The interconnections between inputs and outputs create the actual 
workflow for passing from a real object (the human person – instance of the concept 
SAP:RealPerson) to the animated virtual human (instance of VH:VirtualHuman). 
 
Fig. 3. Acquisition and Processing of a Human Shape. 
Focusing on each specific action, we acquire the real object (the real person in this 
case) from the scanning process (instance of SAP:AcquisitionSession) and we create a 
points cloud (instance of CSO:PointSet) which is a set of points in a 3D space. This 
acquisition is performed with a dedicated scanner, a set of cameras or any other 
acquisition system (instance of SAP:AcquisitionSystem). The acquisition session 
modeled in the SAP Ontology formalizes all the necessary knowledge related to the 
acquisition phase, including the logistic and environmental conditions under which 
the scanning has been performed. Additionally, detailed information about the 
acquisition system is maintained. After the acquisition session, and starting from the 
points cloud produced, a surface reconstruction session is started (instance of 
SAP:ToolSession). In this session a specific software tool (instance of 
SAP:SoftwareTool) is used, which performs meshing, merging and hole filling 
operations. Finally, a non-manifold surface mesh is created (instance of 
CSO:NonManifoldMesh). At this step, we already have a geometrical digital 
representation of the real person. However, we still need to analyze the shape to 
create the attributes that will allow for the virtual representation of the real person. 
This means that we need to add an internal structure to the mesh to allow it to deform 
and to be able to apply an animation. The step requires making an analysis of the 
shape for its segmentation, annotation and mapping. A phase of “analysis and 
mapping” is started (again, an instance of SAP:ToolSession) which uses a specific tool 
(Plumber, instance of SAP:SoftwareTool). From this last step we obtain as output a 
structural representation of the shape (EllaBody, an instance of 
CSO:MultiDimensional StructuralDescriptor), which can be represented for example 
in an h-Anim format as described in [14].  
We can further describe this final shape object inside another specific domain, 
which is captured by the VH ontology. The Virtual Human concept is a human shape 
that has a geometry and a skeletal structure (VirtualHumanElla becomes an instance 
of VH:VirtualHuman because it has Geometry and has Skeleton in its EllaBody). In 
the VH ontology it is possible to describe animations that can be used by a given 
Virtual Human. For this example we represent an animation (IdleAnimation is an 
instance of CSO:Animation3D) that can be assigned to the Virtual Human to be 
animated. 
During this creation pipeline the history of the shape is stored in the CSO. This 
allows us to answer competency questions such as: What shape originated from shape 
‘Ella’?, What was used to generate it?, Does the shape ‘Bimba’ have a structural 
descriptor? Who produced shape ‘Frog’?. Furthermore, the VH also serves in 
answering domain specific questions, e.g., Which is the real person used to create the 
animated virtual human ‘Michela’?, Under which lighting conditions did the real 
person create this virtual human?, What animations can be used by this virtual 
human? 
The second scenario we describe here is related to the domain ontology for product 
design. Product design is the first phase of the overall product development process, 
which deals with all the aspects concerning the realization of any artifact. The PDO is 
strictly interconnected with the CSO since the goal has been to assist researchers who 
need information related to the shapes and tools intervening in different tasks. 
Consequently, the main related aspects that have been considered in the PDO are:  
• The role of a shape during the product development process to interpret the 
task-specific information; 
• The functionality and usage of shape processing methods and algorithms in 
order to model and evaluate a shape according to the task-specific needs. 
In the scenario we consider the simulation task performed on the digital model of a 
product. The simulation stage evaluates the physical behavior of any engineering 
component constituting the whole product, which is subject to various kinds of loads 
and conditions, ranging from structural analysis to thermal and electrical analysis, and 
so on. 
In Fig. 4, the different tasks (associated with PDO:Task) required to perform a 
simulation on a mechanical part, PDO:CalculationAndAnalysis, are shown. The input 
digital shape of this workflow is an instance of the concept PDO:SimulationModel, 
which models the knowledge related to simulation models. This is associated with an 
instance of CSO:Mesh as a shape representation, and has the role of a 
PDO:PreSimulationMesh, since it has to be the subject to a simulation process. 
According to the kind of simulation, specific boundary conditions – physical 
conditions at the boundaries of the simulation region – have to be applied, 
PDO:DefinitionOfBoundaryConditions, which are instances of PDO:Boundary 
ConditionType.  
 
Fig. 4. Tasks of the product design simulation process. Some elements in the diagram refer to 
concepts in both the PDO and the CSO. All the boxes are instances of concepts which are sub-
concepts of PDO:Task. 
It has to be noted that not just any mesh is suitable for performing a simulation 
analysis, and typical geometric conditions have to be satisfied (the subtask 
PDO:GeometricDesignEvaluation). Through a specific attribute of PDO:ShapeRole, 
the necessary geometric properties for the specific simulation are listed. Through the 
metadata associated to the CSO:Mesh, it is possible to verify if the mesh representing 
the engineering component has the required properties; otherwise, dedicated software 
tools in the DSW can be acquired and utilized for correcting the mesh.  
A simplification task (PDO:ShapeSimplification) can be performed on the shape to 
reduce the complexity of the successive calculation. This is mainly a geometrical task; 
therefore, all the required properties and associated queries refer directly to the CSO 
schema.  
After performing the simulation, the output shape will be an instance of the 
PDO:SimulationMesh, which has the role of a PDO:PostSimulationMesh: this 
implies that the simulation results are associated to the geometric part in order to 
interpret the simulation outcome and to make decisions about the suitability of the 
design with respect to its engineering specification. 
This conceptualization allows us to give answer to competency questions such as: 
What type of conditions should the model ‘Carter’ have before performing the Solving 
task?, Which kind of checks do we have to consider when performing the 
ShapeSimplification task?, Which software tools are helpful to detect possible self-
intersections on the model ‘Carter’? What are the PDModel whose Shape Role is 
PostSimulationMesh?. 
In this section we have presented two simple scenarios showing how the common 
shape ontology may serve as higher level ontology for different domain-specific 
scenarios. Within the AIM@SHAPE Network of Excellence, several more 
challenging scenarios have been addressed and can be found at the project’s web site 
[19]. 
5 Concluding Remarks and Future Directions  
In this paper we have outlined our work towards capturing and formally 
representing knowledge related to digital shape content. We have presented the goals 
and the structure of the Common Shape Ontology, defined within the AIM@SHAPE 
Network of Excellence [1] for structuring shape-related metadata.  
The work we presented here has been used to build a shape repository which 
follows the structure of the Common Shape Ontology and maintains semantic 
information for shape models, where each object represents an instance of a particular 
class in the specified ontology. The same approach could be adopted by other online 
digital shape repositories in order to enhance semantically their content. Moreover, a 
searching framework [12] has been developed for interacting with ontology-driven 
knowledge bases of multi-dimensional objects. 
However, specifying the framework for semantically annotating digital shapes is 
only a step towards a larger vision. To fulfill this vision means to face and 
successfully deal with several remaining challenges: (i) Facilitate, where this is 
possible, automatic semantic annotation of digital shapes; (ii) Enhance repositories so 
as to exploit and fully reuse semantic annotations; (iii) Build semantic search engines 
to improve discovery and access to digital shapes; (iv) Build tools that are able to use 
this kind of semantic information to improve their potential for interaction with 
repositories and humans. 
Each of these challenges constitutes a future path we need to traverse in order to 
facilitate the infrastructure and the tools which are necessary to take advantage of the 
additional information that is associated with digital shapes. Within the 
AIM@SHAPE Network of Excellence we have worked towards this goal.  For some 
specific types of digital shapes (namely, manifold surface meshes, non-manifold 
meshes, multi-dimensional structural descriptors and key frames), different automatic 
annotation tools have been developed (as for example in [22] and [23]) in order to 
extract useful information from a specific digital shape and to maintain this 
information according to the metadata defined in the CSO. This kind of tools offer the 
chance of reusing the implicit information held in the geometry of the shapes for 
exploitation in a Semantic Web oriented framework. One step further has been 
achieved in [24] with the development of a prototype system for semi-automatic 
annotation by extending the scope of annotation from geometry to other specific 
domains. Given as input a domain ontology and a set of tools to segment the shape, 
the annotation can be performed both on the shape as a whole and on its constituting 
subparts. 
Future directions of the work presented here will be mainly focused in the four key 
areas that have been identified and will allow us to demonstrate the potential of 
utilizing not only the geometrical properties of multi-dimensional shapes, but their 
semantic-driven descriptions as well. This will be crucial in realizing the vision of 
developing intelligent agents and programs able to interoperate and access knowledge 
bases, dealing with multi-dimensional objects in the same way as with any other type 
of information in the Semantic Web today. 
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