A QCD analysis of the world data on polarized deep inelastic scattering is presented in leading and next-to-leading order. New parameterizations are derived for the quark and gluon distributions for the kinematic range x ǫ [10 −9 , 1], Q 2 ǫ [1, 10 6 ] GeV 2 and the value of Λ QCD and α s (M z ) are determined. Emphasis is put on the derivation of the fully correlated 1σ error bands for these distributions, which are also given in terms of parameterizations and are directly applicable to determine experimental errors of other polarized observables. The impact of the variation of both the renormalization and factorization scales on the value of α s is studied. Finally we perform a factorization-scheme invariant QCD analysis based on the observables g 1 (x, Q 2 ) and dg 1 (x, Q 2 )/d log(Q 2 ) in next-to-leading order, which is compared to the standard analysis. A series of low moments of parton densities, accounting for error correlation, are given to allow for comparison with results from lattice simulations. 1 In [17] another factorization scheme is referred to. For a list of older parameterizations see [18]. 2 The latter analysis can only be performed if all corresponding fragmentation functions are known, cf. [19].
Introduction
The nature of the short-distance structure of polarized nucleons is one of the central questions of present day hadron physics. Nucleons are composite fermions and their spin should be obtained as a superposition of the spins and angular momenta of its constituents, the quarks and gluons. At large enough space-like 4-momentum transfers −q 2 = Q 2 and large energy transfer ν = 2p.q/M, with p and M the nucleon 4-momentum and mass, the QCD-improved parton model applies. A QCD analysis at leading twist level allows to determine the polarized parton densities and the QCD scale Λ QCD up to next-to-leading order (NLO) [1] [2] [3] . The distribution functions derived can be used to calculate other leading twist hard scattering cross sections of polarized nucleons.
During the recent years the remarkable growth of deep inelastic scattering data off polarized targets [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] allows to perform a detailed analysis. Here the different systematic effects of the data have to be taken into account. Previous analyzes [14] [15] [16] 1 present parameterizations only for the central values of the parton distributions. It is, however, desirable to derive at the same time parameterizations of the polarized parton densities and those of their 1σ error, taking into account all error correlations being available. With these parameterizations at hand it becomes possible to give estimates on the uncertainty of the measurement of other hard scattering processes of polarized targets w.r.t. the knowledge of the parton densities. In the analysis the polarized parton distributions are first determined at a reference scale Q 2 0 . The aforementioned parameterizations are found evolving both the central values and their errors from this scale to all scales Q 2 of interest, which we choose as 1 GeV 2 ≤ Q 2 ≤ 10 6 GeV 2 for x = Q 2 /2p.q ǫ [10 −9 , 1], and are given in form of fast and accurate grid interpolations.
Unlike the case in most of the previous analyzes the QCD analysis performed in the present paper determines the QCD-scale Λ QCD along with the parameters of the parton densities at the initial scale Q 2 0 . Moreover, positivity constraints are not imposed from the beginning but first left to the fit. A systematic investigation of the χ 2 -profiles during the analysis showed, which of the parameters of the parton densities have enough sensitivity to be measured from the current polarized deep-inelastic scattering world data. In this context it turns out that the current inclusive data do not yet allow to pin down the flavor structure of the sea quarks. Therefore we are going to use flavor SU(3) in the current analysis and leave a refinement to a further analysis including as well semi-inclusive data. 2 As the subsequent analysis shows, the small-x behavior of the parton densities cannot be reliably fixed using the current data. Special dynamical effects [20, 21] may be present at smaller values of x < ∼ 5 · 10 −3 than currently probed, however, reliable estimates cannot be given at present due to the lack of calculations on higher order resummed corrections in this kinematic range. Therefore we present two sets of parameterizations which could be both accommodated to the present data.
The standard analysis is performed using the MS factorization and renormalization scheme. In this way two independent scales, µ 2 f and µ 2 R , are introduced into the parton densities. The observables, g p 1 (x, Q 2 ) and g n 1 (x, Q 2 ), are independent of these scales which leads to two associated (matrix-valued) renormalization group equations for the Wilson-coefficients and parton densities, which are the evolution equations. Referring to also other observables, as e.g. the slopes ∂g p,n 1 (x, Q 2 )/∂ log Q 2 , it is possible to each order in the coupling constant a s = α s /(4π) to formulate physical evolution equations [2, 22] of observables itself, which removes the dependence on µ 2 f . This method of analysis is conceptually of high interest in future analyzes, having q z,
where e j denotes the charge of the jth quark flavor and N f is the number of flavors. The scale µ f denotes the factorization scale which is introduced to remove the collinear singularities from the partonic structure functions. In addition the above quantities are dependent on the renormalization scale µ r of the strong coupling constant a s (µ 2 r ) = g 2 s (µ 2 r )/(16π 2 ). The structure function g 1 (x, Q 2 ), as a physical observable, is independent of the choice of both scales. The parton densities and the coefficient functions are dependent on these scales and obey corresponding renormalization group equations.
The singlet and non-singlet parton densities which occur in Eq. (1) are expressed by the individual flavor contributions as
and
respectively, where f q i denotes the polarized quark distribution of the ith flavor. The running coupling constant is obtained as the solution of
where the coefficients of the β-function are given by
in the MS-scheme. Here C A = 3, T F = 1/2, C F = 4/3 and N f denotes the number of active flavors. In the QCD fit to the data we extract Λ (4) QCD and choose N f = 4 in Eq. (5) whereas only the three light flavors are used to represent g 1 (x, Q 2 ), Eq. (1). The expression for Λ MS QCD is given by
Subsequently we will also compare the values of a s at the mass scale of the Z-boson, a s (M 2 Z ). This is obtained matching the values of a s at the charm-and bottom-quark threshold M c = 1.4 GeV, M b = 4.5 GeV using Eq. (6) for the value of Λ MS QCD . The change of the parton densities with respect to the factorization scale µ 2 f = Q 2 is described by (matrix-valued) renormalization group equations, the evolution equations, which read
with
and ⊗ the Mellin convolution
The polarized coefficient functions and anomalous dimensions were calculated in [1] [2] [3] to nextto-leading order. The evolution equations (7, 8) may be rewritten changing the evolution variable log(Q 2 ) into a s using Eq. (4):
We solve the evolution equations in Mellin-N space. For this purpose a Mellintransformation
of the equations is carried out under which the Mellin convolution ⊗ turns into the ordinary product. After the transformation was performed the argument N is analytically continued to the complex plane. The principle way of solution of the Eqs. (7, 8) is described in the literature in detail, see [2, 26, 21] , which we summarize briefly. For the non-singlet case the solution to NLO is given by
where a s = a s (Q 2 ), a 0 = a s (Q 2 0 ). The singlet solution reads
Here the leading order evolution matrix L is given by
with eigenvalues of the LO singlet evolution matrix
and the eigenvectors
The matrix U 1 (N) is given by
The input distributions ∆q NS i (N, a 0 ), ∆Σ(N, a 0 ) and ∆G(N, a 0 ), see section 5, are evolved to the scale Q 2 , respectively to the coupling a s (Q 2 ). The inverse Mellin-transform to x-space is performed by a contour integral in the complex plane around all singularities, which can be written as
applying symmetry properties of the integrand. In practice an integral along the path c(z) = c 1 + ρ[cos(φ) + i sin(φ)], with c 1 = 1.1, ρ ≥ 0 and φ = 3/4π can be used. The upper bound on ρ is to be chosen by sufficient numerical convergence of the integral (21) . The theoretical prediction f TH (x) for the respective observables depends on the parameters of the parton distributions chosen at the starting scale Q 2 0 and on Λ QCD . These parameters are determined by a fit to the data using the χ 2 -method, see section 6.
Scheme Invariant Evolution of Polarized Structure Functions
In the foregoing section we investigated the QCD evolution of the polarized structure function g 1 (x, Q 2 ) at the level of twist-2 using the conventional picture of the QCD improved parton model. This requires choices of the non-perturbative partonic input distributions at a starting scale Q 2 0 . One outcome of the analysis is that some of the distributions are still very difficult to determine by a fit to the polarized deep inelastic data. This particularly applies to the polarized gluon and sea-quark densities.
The scaling violations of deep inelastic structure functions, i.e. their Q 2 -behavior, are properties of observables, and do thus not depend on particular representations, as scheme-dependent decompositions, which occur applying the parton model. Instead referring to the latter one might wish to eliminate the scheme dependence as occurring due to mass factorization all together and describe the evolution of polarized structure functions based on observables only. As a consequence, no parton distributions would even emerge in this description, and choices of the parameterization of less constraint input densities can be avoided. 3 Up to NLO the evolution of the structure function g 1 (x, Q 2 ) is described by one nonsinglet (7) and the coupled singlet evolution equations (8) . Instead of Eq. (7) one may use the scheme-invariant equation based on the non-singlet structure function g NS 1 (x, Q 2 )
Here the evolution variable is chosen as
For the singlet-evolution two observables have to be selected to form the factorization-scheme invariant evolution equations. In case of the polarized structure functions a natural choice is to use the flavor-singlet part of g 1 (x, Q 2 ) and its partial derivation w.r.t. t. 5 The singlet evolution equation reads (taking the Mellin transform)
with F A = g 1 (N, Q 2 ), F B = ∂g 1 (N, Q 2 )/∂t. The physical evolution kernels are given in leading order by
In next-to-leading order they read
Here γ N (0,1) ij denotes the polarized deep-inelastic anomalous dimensions
and C N (1) 2,q(g) is the Mellin-transform of the Wilson coefficients
For this combination in next-to-leading order the evolution depends on two evolution kernels only.
The kernels K NS and K g 1 S are scheme-invariant quantities. Their analytic structure in zspace is difficult to obtain due to the inverse Mellin-convolutions of inverse coefficient functions being required. Already in the case of the inverse of the leading order splitting function P gq (z) a rather complicated expression is found [28] . Therefore we perform all computations in Mellin-N space, where the physical evolution kernels are polynomials out of anomalous dimensions and coefficient functions. Their analytic continuation to complex values of N can be performed using the respective representations of harmonic sums at high numerical precision, cf. [29] . In the unpolarized case approximate representations were also obtained in [30] .
The advantage of studying factorization-scheme invariant evolution equations both in the non-singlet and the singlet case is that the input distributions are observables. Although the present world statistics is to low, future high statistics measurements may provide accurate input densities g 1 (x, Q 2 0 ) and dg 1 (x, Q 2 0 )/dt. In this case the only parameter to be measured analyzing the scaling violations of g 1 (x, Q 2 ) is Λ QCD . At present the solution of the physical evolution equations in the polarized case cannot yet take full advantage of the method, since the respective observables are not yet measured well enough at typical input scales Q 2 0 . This different formulation, however, leads to an alternative view on the data in extracting Λ QCD , as different input densities, g 1 (x, Q 2 0 ) and dg 1 (x, Q 2 0 )/dt, are fitted as compared to ∆Σ(x, Q 2 0 ) and ∆G(x, Q 2 0 ) in the standard analysis. A comparison of the values of Λ QCD obtained in both analyzes may indicate the stability of the determination of the QCD-parameter.
Data
The remarkable growth of experimental data on inclusive polarized deep inelastic scattering of leptons off nucleons over the last years allows to perform a refined QCD analyzes of polarized structure functions in order to reveal the spin-dependent partonic structure of the nucleon. For the QCD analysis presented in the present paper the following data sets are used: the EMC proton data [4] , the E142 neutron data [5] , the HERMES neutron data [6] , the E154 neutron data [7] , the SMC proton and deuteron data [8] , the E143 proton and deuteron data [9] , the HERMES proton data [10] , the E155 deuteron data [11] , and the E155 proton data [12] 6 . The number of the published data points above Q 2 = 1.0 GeV 2 for the different data sets are summarized in Table 1 for both the asymmetry data, i.e. g 1 /F 1 or A 1 , and data on g 1 together with the x− and Q 2 -ranges for the different experiments. 7 There are 435 data points for asymmetry data, a number which exceeds the number of data points for g 1 data by almost a factor of two. We therefore are utilizing the asymmetry data which are expected to give a better statistical accuracy.
The QCD fits are performed on the polarized structure function g 1 (x, Q 2 ) which has to be evaluated from the asymmetry data. Experimentally cross section asymmetries for longitudinally 6 Earlier data from Ref. [13] are not considered. 7 All corrections to the data are assumed to be carried out, including the QED radiative corrections [31, 32] . polarized leptons scattering off longitudinally polarized nucleons are measured
The arrow-combination ↑↑(↑↓) denotes parallel(anti-parallel) spin orientation of the lepton and the nucleon. The ratio of structure functions g 1 /F 1 and the longitudinal virtual photon asymmetry A 1 are related to A || by
and the relation between g 1 /F 1 and A 1 is
Here A 2 is the transverse virtual photon asymmetry and
D denotes the virtual photon depolarization factor, ǫ, γ and η are kinematic factors, y = Q 2 /(Sx) is the Bjorken variable, with S = M 2 +2ME e , M the nucleon mass, E e the electron energy in the target rest frame, and R(x, Q 2 ) = σ L /σ T . For R(x, Q 2 ) the SLAC parameterization R 1990 [33] is used by most of the experiments. At the time of the EMC experiment this parameterization was not available yet and R was assumed to be Q 2 independent. The SMC collaboration adopted a combination of R 1990 (for x > 0.12) and a parameterization derived by the NMC collaboration [34] (for x < 0.12). In the E155 experiment a recent SLAC parameterization for R [35] was used.
The changes in the data caused by using the different R parameterizations are not significant and stay within the experimental errors 8 . The magnitude of A 2 has been measured by SMC [36] , E154 [37] , and E143 [9] and found to be small. To a good approximation its contribution to g 1 /F 1 and A 1 which is being further suppressed by the kinematic factors γ and η can be neglected. Nevertheless, E143 and E154 have exploited their measurements, E155 has approximated this contribution by g WW 2 (x, Q 2 ) through the Wandzura-Wilczek expression [38] , 9 which is calculated from the measured structure function g 1 (x, Q 2 ) in the approximation that twist-2 contributions are dominant:
HERMES has accounted for the A 2 contribution to the proton data by using a fit based on existing measurements [10] . To obtain g 1 (x, Q 2 ) one has to multiply the ratio g 1 (x, Q 2 )/F 1 (x, Q 2 ) with the unpolarized structure function F 1 (x, Q 2 ) which can be calculated from the usually measured unpolarized structure function F 2 (x, Q 2 ) by
For all data sets we are using the SLAC R 1990 (x, Q 2 ) [33] and the NMC F 2 (x, Q 2 ) parameterization [42] to perform this calculation. The data sets used contain both statistical and systematic errors except the SMC data set which is given with statistical errors only. It is known that the systematic errors are partly correlated which would lead to an overestimation of the errors when added in quadrature with the statistical ones and hence to a reduction of the χ 2 value in the minimization procedure. To treat all data sets on the same footing we decided to use the statistical errors only. However, we allow for a relative normalization shift between the different data sets within the normalization uncertainties quoted by the experiments. Thereby we are taking into account the main systematic uncertainties coming from the measurements of the luminosity and the beam and target polarization. The normalization shift for each data set enters as an additional term in the χ 2 -expression which then reads
where the sums run over all data sets and in each data set over all data points. The minimization of the χ 2 value above to determine the best parameterization of the polarized parton distributions is done using the program MINUIT [43] . Only fits giving a positive definite covariance matrix at the end have been accepted in order to be able to calculate the fully correlated 1σ error bands.
Parameterizations of the Polarized Parton Distributions and their Errors

Parameterization of the Parton Densities
The shape chosen for the parameterization of the polarized parton distributions in x-space at the input scale of
The term x a i controls the low-x behavior of the parton densities and (1 − x) b i that at large values of x. The remainder polynomial factor accounts for the additional medium-x degrees of freedom. The normalization constants A i
are chosen such that the η i are the first moments of ∆q i (x,
In the present approach the QCD-evolution equations are solved in Mellin-N space as described in section 2. The Mellin-transform of the parton densities is performed and Mellin-N moments are calculated for complex arguments N :
As seen from Eq. (45) there are five parameters for each parton distribution. To meet both the quality of the present data and the reliability of the fitting program the number of parameters has to be reduced. Assuming SU(3) flavor symmetry and a flavor symmetric sea one only has to derive one general polarized sea-quark distribution. The first moments of the polarized valence distributions ∆u v and ∆d v can be fixed by the SU(3) parameters F and D as measured in neutron and hyperon β-decays according to the relations :
A re-evaluation of F and D was performed in Ref. [15] on the basis of updated β-decay constants [47] leading to
Given the present accuracy of the data a number of parameters is set to zero, namely ρ uv = ρ dv = 0, γq = ρq = 0, and γ G = ρ G = 0. This choice reduces the number of parameters to be fitted for each polarized parton density to three. In addition the QCD parameter Λ QCD is to be determined. We allow for a relative normalization shift between the different data sets within the normalization uncertainties quoted by the experiments. These normalization shifts were fitted once and then fixed afterwards. The polarized parton densities to be determined are chosen to be
and ∆G(x) .
Twelve parameters representing the parton densities are determined in the fit. These are : for ∆u v : a uv , b uv , and γ uv , for ∆d v : a dv , b dv , and γ dv , for ∆Q: ηq, aq, and bq, and for ∆G: η G , a G , and b G . Note that ηq represents the first moment of the total quark sea. Starting off with these parameters the analysis shows, however, that the four parameters γ uv , γ dv , bq, and b G turn out to have very large errors at χ 2 min . Altering them within the error range does not lead to a significant change of χ 2 , which shows that they are badly constrained by the inclusive data used in the analysis. We, therefore, fixed these parameters at their values obtained at the end of the fit and consider them as outer model-parameters. It is not expected that the small-x behavior of the polarized gluon and the sea-quarks is much different. To achieve this it turned out that the small-x slopes of the gluon and the sea-quarks are to be related like a G = aq + C, with C = 0.5 ... 1.0. We therefore decided to fix one of the parameter relative to the other. In fixing the high-x slopes b G and bq we adopted a relation as derived from the unpolarized parton densities, namely bq/b G (pol) = bq/b G (unpol) (see e.g. Ref. [26] ). Both relations together are suited to lead to positivity for ∆G and ∆q. No positivity constraint was assumed for ∆u v and ∆d v . After this the statistical measurement is only applied to the remaining seven parameters which describe the parton densities and to Λ QCD .
Error Calculation
The evolved polarized parton densities and structure functions are linear functions of the input densities. Let f (x, Q 2 ; a i | k i=1 ) be the evolved density at Q 2 depending on the parameters a i | k i=1 . Then its correlated error as given by Gaussian error propagation is
where C(a i , a j ) are the elements of the covariance matrix determined in the QCD analysis at the scale Q 2 0 . The gradients ∂f /∂a i at this scale can be calculated analytically, except for Λ QCD . Their value at Q 2 is calculated by evolution. The general form of the derivative of the Mellin
for complex values of N. Here we give the relevant expressions for F (a) as the normalized gradients w.r.t. the parameters being varied in the final fit, which are finally two parameters per distribution. For the polarized parton distributions ∆u v and ∆d v one obtains
whereas for ∆q and ∆G
Here ψ(z) = d/dz(log Γ(z)) denotes the Euler ψ-function. The gradients evolved in Mellin space are then transformed back to x space and are used according to Eq. (54). To obtain the gradients for the error calculation of the polarized structure functions g p 1 and g n 1 , which are composed of the polarized parton densities the expressions above, Eqs. (56-59) have to be multiplied with the corresponding Wilson coefficient functions.
This yields the errors as far as the QCD parameter Λ QCD is fixed and regarded as uncorrelated. The inclusion of the QCD parameter is performed easiest by numerical methods due to nonlinear and iterative aspects in the calculation of α s (Q 2 , Λ QCD ). The respective gradients are calculated performing the evolution both for
using values for δ ∼ 10 MeV in the present analysis. Finally we also present the gradients at the input scale Q 2 0 in x-space for completeness, also w.r.t. the parameters being fixed in the final analysis :
Both approaches have been used at the input scale and delivered the same error contours.
6 Results of the QCD Analysis
Standard QCD Analysis
In the fitting procedure we started with the 13 parameters selected, i.e. three parameters for each of the four polarized parton distribution and Λ QCD to be determined. For this set of parameters the sea-quark distribution was assumed to be described according to SU(3) flavor symmetry. This assumption is justified for an inclusive data analysis, which we aim on in this paper, given the present accuracy of the data, which may be refined in the forthcoming by including also semiinclusive data, which become more and more precise. Analyzing the constraints of the different parameters at χ 2 min , it turns out that the deep-inelastic scattering data do not constrain the four parameters γ uv , γ dv , bq, and b G sufficiently well, since rather large errors for these quantities are obtained. In the further procedure we fixed these parameters at their values obtained in the first minimization and chose the ratio b q /b G as in the unpolarized case [44] . Let us note that the latter choice is one possible option. The lack of constraining power of the present data on the polarized parton densities has to be stressed, however. Only more precise data in this range can improve the situation in the future. In the fit we found some tendency towards a harder distribution for the gluon, although being not significant given the errors obtained for the large-x parameters. It also turns out that the small-x parameter for the gluon and the sea-quark distribution take essentially values which are shifted relative to each other as α G = α S + c with c ∼ 0.5 . . . 1, with some preference according to the value of χ 2 min . This lead to values of c = 0.9, 0.6 in LO (ISET=1,2) and c = 0.9, 0.5 for the NLO parameterizations (ISET = 3,4), cf. Appendix 1.
The final minimization was carried out under the above conditions and determined the remaining eight parameters with their 1σ errors and the corresponding covariance matrix elements. Only fits ending with a positive-definite covariance matrix were accepted. The values and errors of these parameters along with those parameters fixed in the parameterization, cf. section 5, are summarized for both values of c in LO and NLO in table 2 for the parameters of the nonperturbative input distributions. The results on Λ QCD are discussed separately in section 6.2. The starting scale of the evolution was chosen as Q 2 0 = 4 GeV 2 . The covariance matrix elements for the LO and NLO fits, from which are the parameterizations ISET=1...4 derived, are given in tables 3-6.
In Figures 1-4 the fitted parton distribution functions in leading and next-to-leading order for all sets of parameterizations and their 1σ errors are presented at the starting scale Q 2 0 . The positivity bounds as e.g. obtained referring to the unpolarized distributions [44] hold either for the central value itself or well within the present error bands. The current data constrain the upvalence distribution at best, followed by the down-valence, sea-quark, and gluon distributions. Our leading order results deviate from previous parameterizations [15, 16] somewhat at lower values of x. Except for the gluon distribution this deviation is much less in next-to-leading order, taking into account the experimental 1σ errors. In the range x ǫ [10 −3 , 1] the polarized up-valence and gluon distributions are positive within errors, while the sea-quark and the downvalence densities are negative at the reference scale Q 2 0 = 4 GeV 2 , the latter except in a small range at very large x.
In Figure 5 the NLO polarized gluon densities of ISET =3,4, are compared to the unpolarized gluon distribution of Ref. [44] , to which the error of the gluon density as determined by the H1 experiment [45] is overlaid symmetrically in the range x > 0.1. Both error contours illustrate the current margin of the positivity constraint for the gluon density, which is well covered.
The polarized structure function xg p 1 (x.Q 2 ) measured in the interval 3.0 GeV 2 < Q 2 < 5.0 GeV 2 , Figure 6 , using the world asymmetry data is well described by our QCD NLO curve and its 1σ error band. We also compare to corresponding representations of the parameterizations [15, 16] , which are compatible within the present errors. Looking at the Q 2 dependence of the structure function g 1 (x, Q 2 ) in intervals of x gives insight to the scaling violations in the spin sector. As in the unpolarized case the presence of scaling violations are expected to manifest in a slope changing with x. The world proton data on g 1 (x, Q 2 ) have been plotted in such a way in Figure 7 and confronted with the QCD NLO curves of the present analysis and its 1σ error bands. Corresponding curves of the parameterizations [15, 16] are also shown. Slight but non-significant differences between the different analyzes are observed in the intervals at low values of x. However, the data are well covered within the errors by all three analyzes. The current statistics in the low-x range is still rather low.
In Figures 8-11 the scaling violations of the individual polarized momentum densities are depicted in the range x ǫ [10 −3 , 1], Q 2 ǫ [1, 10 4 ] GeV 2 choosing the NLO distributions of ISET=3 as an example. The up-valence distribution x∆u v , Figure 8 , evolves towards smaller values of x and the peak around x ∼ 0.25 becomes more flat in the evolution from Q 2 = 1 GeV 2 to Q 2 = 10 4 GeV 2 . The distribution is positive within the errors. Statistically this distribution is constrained best among all others. The down-valence distribution x∆d v , Figure 9 , remains negative in the same range, although it is less constraint by the present data than the upvalence density. Also here the evolution is towards smaller values of x and structures at larger x flatten out. The momentum density of the polarized gluon x∆G, Figure 10 , is positive in the depicted range for Q 2 ≥ 4 GeV 2 , but becomes slightly negative for smaller values of x at Q 2 ∼ 1 GeV 2 . Also in this case the evolution moves the shape towards lower values of x and flattens the distribution. The error band becomes more uniformly. The sea-quark distribution x∆q, Figure 11 , is negative in the kinematic range shown for Q 2 ≤ 10 GeV 2 and remains negative within errors for x ≤ 5 · 10 − 2 up to Q 2 = 10 4 GeV 2 , but changes sign for larger values of x. The minimum of the distribution at Q 2 = 1 GeV 2 around x ∼ 0.1 moves to x ∼ 0.01 at Q 2 = 10 4 GeV 2 . At the same time a maximum at x ∼ 0.1 occurs.
In the present analysis the structure functions g p,n 1 (x, Q 2 ) were parameterized in the twist-2 approximation at next-to-leading order. As the data may contain higher twist terms as well it is of interest to look for the potential effect of these contributions. At present the size of twist-4 contributions in deep-inelastic scattering data is widely unknown both in the unpolarized and polarized case 10 . Due to this we use the following phenomenological ansätze for a higher twist term :
which are used multiplicatively with g 1 (x, Q 2 ). We compare these fit results with the NLO parameterization ISET = 4 in Figure 12 . Both ansätze yield results of similar size and deviate form the NLO curves at small values of Q 2 , however, they are fully consistent with the NLO results within the 1σ error (hatched area). This shows that the present data do not contain significant higher twist contributions in the range Q 2 > 1 GeV 2 and a NLO analysis can be carried out. This is also reflected by the observed logarithmic scaling violations, Figures 7, 12 , and the measurement of the QCD scale Λ QCD , to which we turn now.
Λ QCD and α s (M z )
In the QCD analysis we parameterized the strong coupling constant α s in terms of four massless flavors determining Λ (4)MS QCD . The NLO result fitting the asymmetry data,
identifying both the factorization and renormalization scales with Q 2 . The stability of the NLO result was investigated by changing both scales to values different of Q 2 . Since the present range in Q 2 probed in polarized deep inelastic scattering is still rather low we vary Q 2 only by factors of 2 and keep the other scale at Q 2 . The following variations are obtained: 
and with the value of the current world average α s (M 2 Z ) = 0.118 ± 0.002 [50] .
The results of the present analysis are consistent within 1σ although our result and that of E154 [48] lead to a somewhat lower central value for α s (M 2 Z ). In the scheme-invariant analysis, which allows for an alternative view, a minor shift for Λ (4)MS QCD down by 12 MeV was found leading to a central value of α s (M 2 Z ) = 0.113 with statistical and the renormalization scale dependent errors of the same size as quoted above. Still more systematic effects have to be investigated in the future. Here we see a main point in studying further the unpolarized structure function F 1 (x, Q 2 ), the denominator function in the expression for the spin asymmetry. In our analysis it was obtained from parameterizations of F 2 [42] and R [33] measurements which themselves are subject to systematic uncertainties.
Scheme-Invariant Analysis
A factorization-scheme invariant QCD analysis in next-to-leading order based on the observables g 1 (x, Q 2 ) and ∂g 1 (x, Q 2 )/∂t for the proton has been performed, where t is the evolution variable defined in Eq. (24), see section 3. If compared to the standard analysis these two observables take the roles of ∆Σ(x, Q 2 ) and ∆G(x, Q 2 ). Such an analysis has, in principle, the advantage of direct experimental control over the input densities since they are measurable quantities. In this way no ansatz for ∆G is necessary and the only free parameter to be determined is Λ QCD . Unfortunately, the quality of the present data does not yet allow an experimental determination of the slope ∂g 1 (x, Q 2 )/∂t accurate enough to be used as input density. In the present analysis this slope has been derived fitting the world data as described in section 3. In the singlet analysis the initial distributions are g S 1 (x, Q 2 0 ) and ∂g S 1 (x, Q 2 0 )/∂t. The latter quantity is depicted in Figure 13 as a function of x together with the corresponding slopes at higher values of Q 2 . This slope has a rather involved shape and it requires precise data in the range of the input scale Q 2 0 on g 1 (x, Q 2 ) to determine the slope experimentally in the future. The QCD analysis performed lead to a downward shift of 12 MeV for Λ QCD which yields a similar result for α s (M 2 Z ) as obtained in the standard analysis, see section 6.2.
Moments of Polarized Parton Distributions
In recent lattice simulations [23] [24] [25] low moments for the polarized parton densities ∆u v , ∆d v , and ∆u − ∆d were determined. These moments are
for n = −1, 0, 1. The results of the simulation are presented at a scale µ 2 = 1/a 2 ∼ 4 GeV 2 , where a denotes the lattice spacing. The values of these lattice moments may be compared with the moments being obtained in the present analysis. Moreover we also present the respective moments for the sea-quark and gluon distributions and include their 1σ error. Moments of structure functions or parton distributions based on a data analysis are only constrained in the range of the respective measurements. No definite statement can be made on the behavior of the (non-perturbative) parton distributions outside the range being explored. 11 Reliably precise estimates neither for the range of very low [20] nor large x are available currently. Due to this the value and error of the moments given below is that derived from the current experimental constraints. Nonetheless we study which contribution of the moments is determined by the range in which measurements exist.
In Table 7 the moments of the NLO parton densities and some of their combinations, being derived in the present analysis, and their 1σ errors are given. We also compare to the respective values obtained integrating only over the kinematic range in which data are measured and quote the value below and above the kinematic range for the moments of the NLO parton densities ISET=3,4. The determination of the error of the moments requires in general a correlated error propagation through the evolution equations, if the reference scale Q 2 is not the input scale Q 2 0 . As the lattice calculations provide measurements for a series of moments at the starting scale chosen in the present analysis the formulae given in section 5.2. apply directly. Whereas the estimated uncertainty for the distributions ISET = 3,4 for the unmeasured large-x range x > 0.85 is small, it is quite significant for the lowest moment for the small-x range, x < 0.02. For the up-quark distributions and their combinations the present correlated 1σ errors are about 10% for the lowest moments, and reach about 30% for the down quark, and 25% for the sea quarks. Depending on the parameterization the lowest moment of the polarized gluon distribution is found to have an error of 50% and more. Towards higher moments the errors grow, but the small-x uncertainties become less significant. The first three moments of the distributions ∆u v (x), ∆d v (x) and ∆u(x) − ∆d(x) can be compared with lattice results [23] [24] [25] , with some caution. Only for a part of these values continuum extrapolations were yet performed. Still further study is required to safely determine and quantify systematic errors. While for the distribution ∆u − ∆d the moment for n = −1 comes out to be too small in the lattice measurements, it is somewhat too large for the moments n = 0, 1. We quote for the lowest moment an error, which is obtained due to all correlated parameters in the fit. On the other hand, the central value given is the axial charge g A , which is much more precisely determined by other measurements. It is yet difficult to see a systematic trend in the lattice values comparing to the moments found in the present analysis. Given the fact, that higher moments are more difficult to measure the agreement of the first two moments within the errors determined in the present analysis is quite good.
We also compare the first moments in NLO with other recent analyzes, see table 8 . Although some of the numbers, particularly for the gluon and sea-quark distributions look different they agree perfectly within the 1σ errors derived in our analysis.
Conclusions
We have performed a QCD analysis of the inclusive polarized deep-inelastic charged leptonnucleon scattering world data at next-to-leading order and derived parameterizations of polarized parton distributions at a starting scale Q 2 0 together with the QCD-scale Λ QCD . The analysis was performed using the χ 2 -method to determine the parameters of the problem in a fit to the data. A new aspect in comparison with previous analyzes is that we determine also the fully correlated errors of the parton densities and the QCD scale in leading and next-to-leading order. Due to the fact that not all shape parameters of the parton densities can be measured at sufficient accuracy using the present data, we derived two sets of parameterizations, which mainly differ in the low-x behavior of the gluon densities. Detailed comparisons were performed to the results obtained in other recent prameterizations [15, 16] . The previous results are widely compatible with the present parameterizations within the current 1σ error bands. Since we used the Mellin-method to solve the evolution equations the Gaussian error propagation of the parameters of the input densities through the evolution was possible in analytic form. Both the central values and the 1σ errors of the parton densities are made available in form of a numerical pa-rameterizations in the kinematic range x ǫ [10 −9 , 1], Q 2 ǫ [1, 10 6 ] GeV 2 . These distributions can be used in the numerical calculations for polarized high-energy scattering processes at hadronand ep-colliders. Moreover, due to the fact that parameterizations of the errors are available, error estimates of these quantities are possible w.r.t. the present knowledge of parton densities. These parameterizations are available as fast FORTRAN-routines which makes their application possible in Monte Carlo simulations.
The current experimental data allow to measure the QCD scale Λ QCD with a statistical error of δΛ = ±60 MeV, and δα s (M 2 Z ) ± 0.004. Since at present only a next-to-leading order analysis can be carried out the variations in the renormalization and factorization scales induce yet large systematic errors. Combining all errors one obtains for the two scenarios (ISET = 3,4)
0.008 and α s (M 2 Z ) = 0.114 ± 0.010 0.009 , respectively. The theoretical error due to the present renormalization and factorization scale uncertainties can be further reduced in a three-loop analysis, for which the anomalous dimensions have still to be calculated. We also performed for the first time a factorization scheme-invariant QCD analysis based on g 1 (x, Q 2 ) and ∂g 1 (x, Q 2 )/∂ log Q 2 which lead to a small shift of 12 MeV in Λ QCD only. This novel way of analysis which is based on the scaling violations of observables directly may show its full strengths in later analyzes based on the even higher statistics of future experiments. In this analysis factorization scale uncertainties do not occur.
The results of the present analysis may be compared to recent lattice results calculating the first few moments of the distributions ∆u v (x, Q 2 ), ∆d v (x, Q 2 ), and ∆(u v − d v )(x, Q 2 ) and their respective errors. We also present the respective moments of ∆q(x, Q 2 ) and ∆G(x, Q 2 ) for which lattice results do not exist at present. Both on the side of the lattice measurements and the extraction of the distribution functions from deep inelastic scattering data the errors improved during recent years and the values became closer. However, more work has yet to be done in the future on systematic effects and even more precise experimental data would be welcome to perform an essential test of QCD also in this field at a higher precision than possible at present. 9 Appendix: The FORTRAN-code for the parton densities and their errors A fast FORTRAN program is available to represent the polarized parton densities x∆u v (x, Q 2 ), x∆d v (x, Q 2 ), x∆G(x, Q 2 ), and x∆q(x, Q 2 ) and the polarized structure functions xg p 1 (x, Q 2 ) and xg n 1 (x, Q 2 ) in leading and next-to-leading order in the MS-scheme together with the parameterizations of their 1σ errors. The following ranges in x and Q 2 are covered:
The polarized distributions are the result of a fit to the world data on spin asymmetries, i.e. A p,n,d 1 or g 1 /F p,n,d 1 , as described in the paper. The SUBROUTINE PPDF returns the values of the polarized distributions, always multiplied with x, at a given point in x and Q 2 by interpolating the data on specified grids. The interpolation in x is done by cubic splines and in Q 2 by a linear interpolation in log (Q 2 ). 12 The parton distributions are evaluated by SUBROUTINE PPDF(ISET, X, Q2, UV, DUV, DV, DDV, GL, DGL, SEA, DSEA, G1P,DG1P,G1N,DG1N)
All non-integer variables are of the type REAL*8. The calling routine has to contain the COMMON/INTINI/ IINI. Before the first call to SUBROUTINE PPDF the initialization is set by IINI = 0. The values of the parameter ISET are:
The parameters X, Q 2 /GeV 2 are x and Q 2 . The momentum densities of the polarized up-and down valence quarks, gluons and the sea quarks are UV, DV, GL, SEA, with SEA = x∆u s = x∆d s = x∆u = x∆d = x∆s = x∆s. Correspondingly, DUV is the 1σ error of UV etc. and G1P and G1N are the values of the electromagnetic structure functions g p 1 and g n 1 . The program can be received on request via e-mail to Johannes.Bluemlein@desy.de or Helmut.Boettcher@desy.de or from http://www.zeuthen-desy.de/∼hboett/ppdf.uu.
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x-range Q 2 -range number of data points Ref.
[ [16] and AAC (dashed line) [15] . The shaded areas represent the fully correlated 1σ error bands calculated by Gaussian error propagation. The dark dotted line indicate the positivity bounds choosing the distributions [26] for reference. Figure 5 : NLO polarized momentum distribution for the gluon at the input scale Q 2 0 = 5.0 GeV 2 for ISET=3 (BB1, dashed line) and ISET =4 (BB2, dash-dotted line) with 1σ error bands shown (shaded areas). The solid line corresponds to the unpolarized distribution [26] . To the latter we added the experimental error of the unpolarized gluon distribution as determined in the H1 experiment [45] Figure 6 : The structure function xg p 1 measured in the interval 3.0 GeV 2 < Q 2 < 5.0 GeV 2 as function of x. The structure function g p 1 (x, Q 2 ) has been derived from the world asymmetry data. The error bars shown are the statistical errors only. The distribution is well described by our QCD NLO curve ISET=3 (solid line) at Q 2 = 4.0 GeV 2 and its fully correlated 1σ error band calculated by Gaussian error propagation (shaded area). Also shown are the QCD NLO curves at the same value of Q 2 obtained by AAC (dashed line) [15] and GRSV (dashed-dotted line) [16] for comparison. Figure 7 : The polarized structure function g p 1 as function of Q 2 in intervals of x. The error bars shown are the statistical and systematic uncertainties added in quadrature. The data are well described by our QCD NLO curves (solid lines), ISET=3, and its fully correlated 1σ error bands calculated by Gaussian error propagation (shaded area). The values of C(x) are given in parentheses. Also shown are the QCD NLO curves obtained by AAC (dashed lines) [15] and GRSV (dashed-dotted lines) [16] for comparison. x Figure 8 : The polarized parton distribution x∆u v , ISET=3, evolved up to values of Q 2 = 10, 000 GeV 2 (solid lines) compared to results obtained by GRSV (dashed-dotted lines) [16] and AAC (dashed lines) [15] . The shaded areas represent the fully correlated 1σ error bands from our analysis calculated by Gaussian error propagation. x Figure 9 : The polarized parton distribution x∆d v , ISET = 3, evolved up to values of Q 2 = 10, 000 GeV 2 (solid lines) compared to results obtained by GRSV (dashed-dotted lines) [16] and AAC (dashed lines) [15] . The shaded areas represent the fully correlated 1σ error bands from our analysis calculated by Gaussian error propagation. x Figure 10 : The polarized parton distribution x∆G, ISET = 3, evolved up to values of Q 2 = 10, 000 GeV 2 (solid lines) compared to results obtained by GRSV (dashed-dotted lines) [16] and AAC (dashed lines) [15] . The shaded areas represent the fully correlated 1σ error bands from our analysis calculated by Gaussian error propagation. x Figure 11 : The polarized parton distribution x∆q, ISET =3, evolved up to values of Q 2 = 10, 000 GeV 2 (solid lines) compared to results obtained by GRSV (dashed-dotted lines) [16] and AAC (dashed lines) [15] . The shaded areas represent the fully correlated 1σ error bands from our analysis calculated by Gaussian error propagation. x Figure 13 : The evolution of ∂xg S 1 (x, Q 2 )/∂t, the slope of the polarized structure function xg p 1 (x, Q 2 ) of the proton (singlet contribution) with respect to t = −2/β 0 ln(α s (Q 2 )/α s (Q 2 0 )) [22] . The slope was determined from a fit to g p 1 (x, Q 2 ), see text.
