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Efficient vibroacoustic response prediction on complex structures, such as spacecraft, represents
a challenging task, even for the computers and numerical techniques of today. This is particularly
evident in the mid-frequency range, where structures begin exhibiting chaotic behaviour, render-
ing element-based techniques inefficient or unreliable.
In this article, an efficient random formulation for reduced finite element method (FEM) models is
proposed, such that Monte Carlo simulations can be carried out robustly within practically accept-
able timeframes. The introduced novel non-parametric stochastic FEM is inherently compatible
with various existing component mode synthesis techniques. It is particularly well adapted to use
with popular modal reduction approaches, such as the Craig-Bampton method. The mathematical
framework for the method is outlined, enabling the deterministic reduced matrices to be robustly
perturbed at the subsystem level. Properties, such as matrix positive-(semi)definiteness, mean
system eigenvalues, and representation accuracy are preserved. This new stochastic FEM is vali-
dated against a full parametric Monte-Carlo simulation and test data of a real spacecraft structure,
establishing its reliability and computational efficiency.
In the proposed coupled FEM-BEM approach, the acoustic domain is modelled with hierarchical
matrix accelerated collocation BEM. This alleviates the memory requirements for the large, dense
BEM matrices, and the need for spatial discretisation of acoustic FEM. The full implementation
is outlined for a simple geometry discretised with high a density mesh, showing consistent con-
vergence of the employed iterative solver.
Keywords: stochastic finite element method, component mode synthesis, vibroacoustics, reduced
models, hierarchical matrices
1. Introduction
Computationally efficient, yet robust simulation of the dynamics of complex structures in the mid-
frequency range has traditionally been problematic, even in light of the continuous growth of available
computing power. The inherent uncertainties of element-based methods at frequencies not sufficiently
high for statistical techniques to be applicable call for a stochastic model representation, which often
leads to the necessity to solve multiple realisations of a problem of the same size as the original one.
The latter may already be challenging even in its deterministic form. For instance, vibroacoustic
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analysis of space structures introduces the additional difficulty of modelling the acoustic domain and
subsequently solving the coupled fluid-structure interaction problem.
Typically, the structural finite element (FEM) representation is sufficiently detailed to result in
problem sizes reaching millions of degrees of freedom (DOFs). It is therefore not surprising that
various methods have been developed, that can be employed to quantify non-deterministic behaviour
directly using a reduced-order model, for example [1, 2, 3, 4].
In practice, dynamic models of structures are built-up of several substructures, each of which is
reduced by projection from physical to component modal coordinates, using suitably chosen basis
functions. Interface DOFs are defined to allow for subsequent reassembly of the substructures into
a much smaller version of the original model. This process is known as component mode synthesis
(CMS). Among various other benefits, CMS is particularly suitable for conducting rapid Monte-Carlo
simulation, while naturally allowing uncertainties to be treated at the subsystem level [5]. What is
common in most CMS techniques is the arising partitioning of the global mass, stiffness and damping
matrices into two types of blocks, containing the component modal representation and the interface,
respectively. Arguably, the most widespread CMS approach is the Craig-Bampton (CB) method [6],
along with its recent enhanced variants [7, 8].
In this paper, we present a decomposition-based stochastic method that defines the random mass
and stiffness matrices by exploiting the particular block structure of the global CMS matrices. Its
development was originally motivated as an extension of the works of Remedia et al. [9] as well
as Shorter and Mace [10], which utilise perturbation of substructures’ natural frequencies to obtain
the global random matrices. We subsequently provide a validation example for the method, indeed
based on a Craig-Bampton reduction, comparing vibroacoustic simulation results with test data for the
NovaSAR spacecraft, designed and built by Surrey Satellite Technology Limited (SSTL). However,
the method outlined in Section 2 is applicable to a much wider range of problems, and allows any part
of the global mass and stiffness to be defined as random matrix sub-blocks.
Finally, a potential application of the method in conjunction with acoustic boundary element
method (BEM) is discussed, intending to outline an efficient coupled stochastic FEM-BEM tool for
vibroacoustic analysis. The intrinsically high computational demand of the BEM is alleviated by us-
ing hierarchical matrices [11, 12] (referred to asH-matrices) to compress the discrete representations
of the boundary integrals.
2. The decomposition based stochastic method
2.1 Algebraic formulation
Before laying out the mathematical framework developed for the method, first, let us introduce
some notation. Matrices and vectors are represented in boldface font, e.g. A,x. In addition, A∗,A+
denote conjugate transpose and pseudoinverse, respectively. For compound operations, shorthand
notation is used, i.e. A−∗ is the same as (A∗)−1. In the context of singular value decompositions
(SVD), σi(A) is the i-th singular value of A, with the standard ordering σ1 ≥ · · · ≥ σr. Similarly,
λ(K,M) are the generalised eigenvalues of the pencil (K,M). The latter are, as usual, ordered in
an ascending manner. Random variables are denoted with tilde, as in x˜.
Now, consider the standard generalised eigenvalue problem (GEP):
(K − λiM )φi = 0, i = {1, . . . , n} (1)
where φi is the i-th structural mode, and K, M are the discrete stiffness and mass, typically both
real in FEM. It is possible to show that unlessK,M  0, i.e. they are at least positive semi-definite,
the GEP has negative eigenvalues. In practical terms, this gives rise to complex natural frequencies
of the structure, since the latter are related to the generalised eigenvalues by ω2i = λi(K,M). For
their corresponding generalised eigenvectors, φi ∈ R is no longer true. Due to this, we explicitly
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require that for any realisation of the stochastic matrices K˜, M˜ that we aim to construct, the positive
(semi-)definiteness of the original mean matrices is strictly preserved.
Now, consider any n × n Hermitian matrix G with a 2 × 2 block partitioning, and its random
counterpart G˜:
G =
(
A B
B∗ D
)
, G˜ :=
(
A˜ B˜
B˜∗ D˜
)
(2)
Note thatG is used as a placehlder for any CMS substructure mass or stiffness matricesMi orKi,
emphasising that they can be treated by the methods described hereafter without loss of generality.
This is owed to the fact that exactly like the global matrices, Mi, Ki must be at least positive semi-
definite and symmetric. Now, it is possible to derive the following necessary and sufficient condition
forG  0, which is entirely based on properties of submatrices ofG:
Theorem 1. LetG be a Hermitian matrix with a 2× 2 block partitioning (A BB∗ D ). ThenG is positive
semi-definite if and only if
(a) all singular values σi(L+ABL
+∗
D ) ≤ 1, whereA = LAL∗A andD = LDL∗D
(b) range(B) ⊆ range(A)
(c) range(B∗) ⊆ range(D)
Note that detailed proofs shall not be presented, due to their overall length. Broadly speaking,
Theorem 1 can be proven by considering the generalised Schur complement condition
G  0 ⇔ A  0, D −B∗A+B  0, (I −AA+)B = 0 (3)
along with the observation that for a Hermitian T , a necessary, but not sufficient condition for
STS∗  0 is range(Vn) ∩ range(S∗) = {0}, where Vn is the matrix of eigenvectors of T with
negative associated eigenvalues.
It is worth emphasising the fact that LA and LD can be any suitable factors of the diagonal subma-
trices. Clearly, for a strictly positive definite block, a Cholesky decomposition can be taken. In the
general case, when the blocks may be singular, one can simply use the eigendecompostion/SVD of,
say,A:
A = QAΣAQ
∗
A, LA := QAΣ
1/2
A (4)
Furthermore, the strict case G  0 is an almost trivial consequence of Theorem 1. In practice,
this would correspond to unconstrained M or K, i.e. no rigid body modes present. Obviously, the
more general case explicitly enables the treatment of matrices of the free-free boundary condition
FEM model, and consequently robustly producing random M ,K before the model constraints are
chosen - an advantage of the proposed technique.
To construct the random blocks of G˜, let us initially considerB. First, take the SVD ofA, as per
Eq. (4), and an equivalent representation forD, and let Z and its SVD be given by:
Z := L+ABL
+∗
D = UZΣZV
∗
Z (5)
Now, assume R˜A, R˜D are stochastic unitary matrices of the same size as A and D, respectively.
Additionally, let Σ˜Z ∈ R be a random diagonal matrix of the size and rank of ΣZ , with elements not
exceeding unity. Then
Z˜ ′ := UZΣ˜ZV ∗Z (6a)
Z˜ := R˜AZ˜
′R˜∗D = (R˜AUZ)Σ˜Z(R˜DVZ)
∗ (6b)
B˜ := LAZ˜L
∗
D = LAR˜AZ˜
′R˜∗DL
∗
D (6c)
The validity of condition (a) of Theorem 1 is naturally preserved upon substituting B with its
random counterpart. Provided thatA andD are kept fixed, the transition fromZ to Z˜ does not affect
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their factors LA and LD, and is contained entirely in B˜. It is immediately evident that if no further
restrictions are imposed on R˜A, R˜D and Σ˜Z , the domain of B˜ is precisely {B : G  0}, i.e. the set of
all matricesB for which G˜ with constant diagonal blocks is positive semi-definite. Therefore the the
construction of B˜ has been ’uncoupled’ from that of A˜, D˜. If the latter are not to be kept constant,
a perturbation similar to that in Eq. (6b) may be utilised, thus only the more involved case of B˜ is
discussed below. Each realisation of G˜ involves sequentially computing instances of A˜, D˜, then B˜.
2.2 Definition of the rotation matrices Ri and associatd computing cost
A suitable selection of the perturbation matrices R˜A, R˜D needs to made. Due to the involved
multiple matrix multiplications in Eq. (6c), the aforementioned should be sparse, and allow for easy
preservation of range(B), range(B∗). Indeed, a matrix compounded of Givens rotations with random
angles of prescribed probability density proves a suitable candidate, namely
R˜i = Π˜iJ˜iΠ˜Ti , J˜i =

P˜1 . . . 0
...
. . .
...
0 . . . P˜k
1
 , P˜k =
(
cos θ˜k − sin θ˜k
sin θ˜k cos θ˜k
)
(7)
where k = {1, 2, . . . , bn
2
c}, n is the size of the perturbation rotation matrix, subscript i refers to either
R˜A or R˜D, and Π˜i is a permutation matrix. In case G is singular, Π˜i and J˜i are built such that the
image of the perturbed submatrix A, B or D remains unmodified, in order to ensure the conditions
of Theorem 1 are met. This is not an issue, as explicit representation of the range and nullspace
are available a priori, due to Eq. (6b) being based on pre- and post-multiplying a known SVD by
orthogonal matrices of the type shown in Eq. (7).
The algorithmic complexity of generating realisations of the random blocks of G depends on the
perturbation type selection, and most importantly, whether the singular values of A˜, D˜, Z˜ are kept
deterministic. Table 1 shows the number of required floating point operations, in terms of the sizes of
the main matrix partitions, taking into account sparse matrix operations.
Table 1: Opearations for generating a realisation of a random submatrix (for q ≥ r)
Perturbation type Ar×r Dq×q Br×q
Only singular values σi(.) r3 + r2 q3 + q2 q2r + r2
Ri and constant σi(.) r3 + 2r2 q3 + 2q2 q2r + 2r2
Ri and random σi(.) 2r3 + 3r2 2q3 + 3q2 q2r + 2q2 + 3r2
Note that the initial decompositions for the blocks of Ki or Mi need to be computed only once,
which is why FLOPS estimates for this initial stage are not included above. In addition, q and r
correspond to the modal and interface number of DOFs of a CMS component, respectively, and are
therefore smaller than the global reduced model, which, in turn, is much smaller than the original,
unreduced one.
3. Validation of the method
To ascertain the viability of the concept provided in Section 2, SSTL’s NovaSAR satellite has
been used as a realistic, high complexity test case. Acceleration spectral density (ASD) data from
reverberation chamber acoustic tests was available for several sensor locations on the spacecraft.
In addition, a FEM-FEM vibroacoustic solution was provided for the unreduced structure, ob-
tained with FFT Actran and MSC Nastran solvers for the fluid and structural domains, respectively.
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Figure 1: SSTL NovaSAR spacecraft, with indicated output nodes / test sensor locations
The diffuse sound field excitation was defined in conjunction with the physical test sound pressure
levels.
Consequently, two types of numerical simulation were carried out. A parametric full Monte-
Carlo (FMC), for which uncertain properties were modelled as random variables, and the spacecraft
was kept in physical coordinates (411786 DOFs). Values used for the uncertainties are provided in
Table 2, with NSM standing for non-structural mass, and µ is the mean. Detailed investigations on the
selection of appropriate values can be found in [13, 14]. A total of 200 instances were run, forming
the second comparison baseline for the stochastic CMS method. It should be pointed out that the
vibroacoustic coupling was not taken into account on each solve in the numerical simulations - the
nominal pressure field was reused.
Table 2: Assumed probability distributions for the parametric model’s variables
Type Property Symbol St. deviation
Isotropic material
Young’s modulus E 0.08µ
Shear modulus G 0.012µ*
Density ρ 0.04µ
Solid element
Property matrix Gij 0.12µ
Density ρ 0.04µ
Beams, rods
Section dimension L 0.05µ
Non-structural mass NSM 0.08µ*
Composite laminate
Ply thickness ti 0.05µ
Fibre orientation Θi 1.0◦
Non-structural mass NSM 0.08µ∗
Thin shell
Thickness t 0.05µ
Non-structural mass NSM 0.08µ
Spring Stiffness Ki 0.06µ
Point mass Mass m 0.05µ
Damping Modal value constant
The stochastic formulation of Section 2 was applied to a Craig-Bampton reduction of the space-
craft, comprised of 3 subsystems, and a total of 2136 DOFs, of which 1554 modal, and 582 physical
ones, for the interfaces. The random singular values of each subsystem’s mass and stiffness matrix
diagonal blocks were modelled with a Gaussian distribution, defined as normalised with respect to the
original singular values. Therefore the distribution had µ = 1, and σ = 0.06µ was specified. Simi-
larly, the values of θ˜k (from Eq. (7)) were also set to follow normal distributions, with σ = 0.06pi, and
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mean µ(θ˜k) = pi, since the rotation matrices Ri = I for the nominal model. Again, 200 instances of
the random model were executed, which was found sufficient to achieve convergence of the results.
Figure 2: Node 695897 y-direction acceleration spectral density
Figure 3: Node 7923 x-direction acceleration spectral density
A comparison of the results collected from the decomposition-based stochastic CMS method is
plotted and compared to the other data sets in Figure 2 and Figure 3. The ASD response bands shown
for either numeric scheme are mean solution ±3σ, equivalent to a 99.73% confidence interval. Gen-
erally, good agreement is established between the stochastic CMS, FMC and experimental data, with
the former affecting the low-frequency regime behaviour less than the FMC. Remarkably similar re-
sults are observed in the mid-frequency response between the two techniques, but the reduced scheme
has the advantage of a completing in 139s in total, against 36h 45min for the full Monte-Carlo. It
should be pointed out that MSC Nastran was used for the FMC, while the stochastic CMS was solved
in Matlab, both on the same machine. Finally, the computed/measured RMS accelerations are com-
pared in Table 3. Overall, the new method provided predictions slightly closer to the test data, with
greatly improved efficiency and ease of implementation.
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Table 3: Root mean square acceleration value comparison
Output node Value (mean+st.dev.) Stochastic CMS Full Monte-Carlo Test data
695897 µ 3.91g 3.68g 5.46g
695897 µ+ 3σ 6.07g 6.45g
7923 µ 13.02g 13.98g 8.31g
7923 µ+ 3σ 16.43g 18.36g
4. Stochastic FEM - hierarchical matrix BEM for vibroacoustics
The complexity of the classic BEM has been prohibitive for use in large scale problems, as the
fully populated system matrices yield O(n2) storage and O(n3) linear system solution requirements.
The latter can be reduced to O(n2k), where k  n with the use of iterative solvers, such as Gener-
alised Minimum Residual (GMRES), but this is still not sufficient.
Hierarchical techniques, such as H-matrices [11], make use of the underlying smoothness of the
integral kernels in BEM, which enable low-rank approximations of its blocks of the form Mn×m =
An×rBTm×r, with r  min(n,m). An H-matrix is built upon a partitioning of the DOF index set
in a block-cluster tree. Leaves corresponding to sets of points that are geometrically close are called
inadmissible, and all the matrix entries in that partition are explicitly computed. However, low-rank
approximations of the remaining blocks can be constructed by only evaluating a small number of
matrix entries, for example by Adaptive Cross Approximation [12]. The overall storage and matrix-
vector multiplication complexity of BEM is brought down to O(n log(n)), and that of linear system
solution to O(kn log(n)), rendering solution of large problems feasible.
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Figure 4: H-matrix structure of a 31k element elastic cube, negative values (black) indicate non-
admissible blocks; lighter colors indicate lower-rank block; compressed to 271.7MB from 14.3GB
needed for the full BEM matrix
A coupled FEM-BEM solution was tested for a simple case of elastic shell cube, with each side
being treated as a separate CMS subsystem. The underlying formulation used was collocation Burton-
Miller BEM with constant triangular elements. The resultingH-matrix structure is shown on Figure 4.
GMRES was employed for the solution of the coupled system. It was found that typically, 400-
600 iterations were needed for the iterative solver to converge at each solution frequency, when the
stochastic FEM was applied. The matrix-vector multiplications required had a mean time cost of
0.171s, yielding a typical solution at each frequency point and each stochastic FEM realisation for
85.5s. While numerical stability was good, and consistent convergence of the iterative solver was
observed, evaluating the coupled FEM-BEM solution at 490 discrete frequencies (as many as used
in Section 3), results in over 11h 30min per realisation of the stochastic FEM. Clearly, accumulating
hundreds of realisations, similarly to Section 3, would be impractical. Nevertheless, if only a few
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frequency points are needed, the stochastic FEM-BEM can be solved within acceptable times.
5. Conclusions
In summary, the framework for a novel stochastic method, applicable to Hermitian pencils arising
in FEM has been introduced. It is naturally well-suited to constructing random matrices of CMS
reduced order models, and has various benefits. For instance, strict avoidance of spurious nega-
tive eigenvalues and the ability to locally perturb the mass and stiffness matrices, which need not
be non-singular. Validation against full parametric Monte-Carlo simulation and test data has been
shown for SSTL’s NovaSAR spacecraft, and the new stochastic method showing reliable predictions,
while being very computationally efficient. Finally, the suitability of the stochastic CMS for coupled
FEM/H-matrix BEM vibroacoustic analysis has been briefly assessed, by constructing and running a
simple test case of high mesh density.
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