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Abstract 
We obtain expected number of arrivals, probability of arrival, absorption probabilities and 
expected time before absorption for a modified discrete random walk on the (sub)set of 
integers. In a [pqrs] random walk the particle can move one step forward or backward, stay for 
a moment in the same state or it can be absorbed immediately in the current state. M[pqrs] is a 
modified version, where probabilities on both sides  of a multiple function barrier M are of 
different [pqrs] type. 
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1. Introduction 
Random walk can be used in various disciplines: in physics as a simplified model of Brownian 
motion, in ecology to describe individual animal movements and population dynamics, in statistics to 
analyze sequential test procedures, in economics to model share prices and their derivatives, in 
medicine and biology where absorbing barriers give a natural model for a wide variety of phenomena. 
Random walks have been studied for decades on regular structures such as lattices. We now give a 
brief  historical review of the use of barriers in a one-dimensional discrete random walk. Weesakul 
(1961) discussed the classical problem of random walk restricted between a reflecting and an 
absorbing barrier. Using generating functions he obtains explicit expressions for the probability of 
absorption. Lehner (1963) studies one-dimensional random walk with a partially reflecting barrier 
using combinatorial methods. Gupta (1966) introduces the concept of a multiple function barrier 
(mfb): a state that can absorb, reflect, let through or hold for a moment. Dua, Khadilkar and Sen 
(1976) find the bivariate generating functions of the probabilities of a particle reaching a certain state 
under different conditions. Percus (1985) considers an asymmetric random walk, with one or two 
boundaries, on a one-dimensional lattice. At the boundaries, the walker is either absorbed or reflected 
back to the system. Using generating functions the probability distribution of being at position m after 
n steps is obtained, as well as the mean number of steps before absorption. El-Shehawey (2000)   
obtains absorption probabilities at the boundaries for a random walk between one or two partially 
absorbing boundaries as well as the conditional mean for the number of steps before stopping given 
the absorption at a specified barrier, using conditional probabilities. 
In this paper we investigate one dimensional random walk where every state can be considered as a 
multiple function barrier (mfb). A mfb can absorb, reflect, let through or hold for a moment. The 
difference with earlier investigations is that the number of barriers is not limited: every state is a mfb.  
A [pqrs] random walk on the integers is defined by: p is the one-step forward probability, q one-step 
backward, r the probability to stay for a moment in the same position and s is the probability of 
immediate absorption in the current state (p+q+r+s=1, pqs>0). 
A M[pqrs] random walk on the integers is a modified [pqrs] random walk, where probabilities right 
and left  of the mfb M are different: ],,,[and],,,[ 22221111 srqpsrqp  . 
In section 2 we solve sets of difference equations which are related to the expected number of arrivals 
and expected time before absorption. 
In sections 3-5 we study [pqrs] random walk on ),(-  and),0[],,0[ ∞∞∞N . 
We do the same for M[pqrs] random walk in sections 6-8. 
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2. Sets of difference equations. 
 
We define a probability generating function: 
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We define: 
im = expected time before absorption when starting in i. 
ijm = expected time before absorption in j when starting in i. 
The following two theorems are the base of the results in sections 3-8. 
 
Theorem 1 
The set of difference equations: 
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Proof: 
General solution of homogeneous part of (1) is:  
 1 1 2 2 ( )n nnX C C nξ ξ= + ∈Z  , where 2 (1 ) 0qz rz pzξ ξ− − + =  
We find a particular solution of (1) by applying the method of variation of the constants in:  
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Note:  
We will use )(zξξ = in combination with X. )1(ξξ =  will be used in combination with x and m. 
 
Theorem 2 
The set of difference equations: 
 1 1(1 ) 1 ( ) ( 1, 0)i i ir m pm qm s i p q r s pqs+ −− = + + − ∈ + + + = >Z   
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Proof: 
By substitution.                                                                                                                                 
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3. [pqrs] random walk on [0,N]  
 
3.1 Expected number of arrivals and probability of arrival 
 
To obtain the expected number of arrivals, we define: 
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Theorem 3 The expected number of arrivals in a [pqrs] random walk on [0,N] when starting in 0i  is: 
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Proof  
We start in 0i  ( 22 0 −≤≤ Ni ). We have the set of difference equations: 
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with general solution, using Theorem 1: 
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Notice that the solution is in this case also valid for n=1 and n=N-1, which can be seen by observing 
the n=2 and n=N-1 equations: 1x  and 1−Nx  satisfy the difference pattern. 
We now have: 
 )()1( 2211111000010 0 ξξξζ CCqxrxrqxx i ++=−⇒+= −  
 )( 21110012001 0 CCpxprxqxxpx i ++=⇒++= −ξζ  
 )( 221121121 0 NNiNNNNNNNN CCqxqrxxqpxx ξξξζ ++=⇒++= −−−−  
 )()1( 1221111211 0 −−−−− ++=−⇒+= NNiNNNNNNN CCpxrxrpxx ξξξζ  
  
We solve the four equations and get: 
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which gives the desired result. 
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After some calculation we find that our result is also valid for NNi ,1,1,00 −= . 
 
We now can obtain directly the probability of arrival:  
 
 
1 1
2 1 1 2
1 1
2 1 1 2
1 1
2 1 1 2
1 1
2 1 1 2
(0 )
(0 )
i i
j j
ij
ij N i N i
jj
N j N j
v v i j N
x v vf
x w w j i N
w w
ξ ξ
ξ ξ
ξ ξ
ξ ξ
− −
− −
− − − −
− − − −
 − ≤ < ≤
−
= = 
− ≤ < ≤

−
 
 
 
( )
2 2
2 2 1 1 1 2
1 1
1 2 2 1
2 2
1 2 2 1 1 1 2
1 1 1 1
1 2 1 1 2 1 1 2 2
2 2
2 2 1 1 1 2
2 1 1
2 1 1 2
( )1 ( 0)( )
( )1 1 (0 )( )( )
( )1 ( )
( )
N N
N N
N N
ii ii N i N i i i
N N
N N N
v w v w i
w w
v w v wf x i N
w w v v
v w v w i N
p q v v
ξ ξ
ξ ξ
ξ ξ
ζ ξ ξ ξ ξ
ξ ξ
ξ ξ
− −
− −
− −
−
− − − − − −
− −
−
− −

−
− =
−

−
= − = − < <
− −

−
 − =
−
 
 
Absorption probabilities are now given by:      
(absorption in ) ( 0,..., ),  where ( 1,..., 1)i i iP i s x i N s s i N= = = = −  
 
 
3.2 Expected time before absorption 
Theorem  4 The expected time before absorption in i (i=0,1,….N) in a [pqrs] random walk on [0,N] is 
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Proof: 
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We use theorem 2 to get the desired result. 
  
4. [pqrs] Random walk on ),0[ ∞  
 
We have probabilities 0 0 0, ,p r s  0 0 0 0 0( 1, 0)p r s p s+ + = > for moving forward , staying for a 
moment and absorption in state 0. On all positive integers we have a [pqrs] walk. 
 
4.1 Expected number of arrivals and probability of arrival 
We start in 0i  with 22 0 −≤≤ Ni . 
We have the set of difference equations: 
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Notice that the solution of theorem 1 is in this case also valid for n=1 , which can be seen by observing 
the n=2  equation: 1x   satisfies the difference pattern. 
We also have: 
 )()1( 22111000010 0 ξξζ Cqxrxrqxx i +=−⇒+= −  
)( 2110012001 0 Cpxprxqxxpx i +=⇒++= −ξζ  
Solving this two equations leads to: 
 
Theorem 5  The expected number of arrivals in a [pqrs] random walk on ),0[ ∞ is 
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We achieve the same result when taking ∞→N  in theorem 3. 
We also get: 
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After some calculation we find that the results are also valid for NNi ,1,1,00 −= . 
 
4.2 Expected time before absorption 
 
Theorem 6 The expected time before absorption in a [pqrs] random walk on [0, )∞ when starting in i 
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4.3 Expected time before absorption in j , when starting in i. 
 
Theorem 7  The expected time before absorption in j in a [pqrs] random walk on ),0[ ∞ when starting 
in i is 
If j=0 then 0im = 2 11 1 1 0 1( )is v p ivζ ξ− − −    
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Proof: 
We have: 
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5. [pqrs] Random walk on ),( ∞−∞  
 
5.1 Expected number of arrivals and probability of arrival 
 
Theorem 8  The expected number of arrivals in state n, when starting in 0i  in a [pqrs] random walk on 
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The probability of arrival in state j when starting in i  a [pqrs] random walk on ( , )−∞ ∞ is 
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Proof 
Starting in 0i , we have the set of difference equations: 
 0 1 1( , ) ( )n n n nx n i px qx rx nδ − += + + + ∈Z  
Using Theorem 1 and 1 2 1 20( because of 1 and 0 1)C C ξ ξ= = > < <  gives the desired result. 
  
 
5.2 Expected time before absorption and expected time before absorption in j. 
 
Theorem 9  The expected time before absorption in a [pqrs] random walk on ( , )−∞ ∞ is 
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The expected time before absorption in j when starting in 0  in a [pqrs] random walk on ( , )−∞ ∞ is
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Proof 
The expected time before absorption m satisfies: ( ) ( ) ( )1 1 1m p m q m r m= + + + + + , so: 
s
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We now study the expected time for absorption in j, when starting in 0 (this is no limitation in the 
),( ∞−∞ case). 
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We find the desired result by following the proof of theorem 7. 
 
  
5.3 Formulae for n step probability. 
 
Theorem 10  The n step probability for a [pqrs] random walk on ( , )−∞ ∞ when starting in 0 is 
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Proof 
To obtain formulae for n step probability we use two methods. 
Combinatorial approach 
We have 
 knnnnnnrqp
nnn
n
p qprqp
nnn
rqp
n
k
rqp
=−=++







=∑ ,      with  
,,
)(
0  
Case n=k (mod 2) 
By taking , , 2 ( 0,1..., )
2 2 2p q r
n k n k n k
n w n w n w w
+ − −
= − = − = =  we obtain the first result. 
  
Case n=k+1 (mod 2) 
By taking 1 1 1, , 2 1 ( 0,1..., )
2 2 2p q r
n k n k n k
n w n w n w w
+ − − − − −
= − = − = + =  we obtain the 
next result. 
  
PGF approach 
We define a generating function r
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6. Modified  [pqrs] random walk on [0,N]. 
 
We consider a random walk on the interval [0,N] with the following specifications:  
between 0 and M (M<N) there is a ],,,[ 2222 srqp walk, between M and N we have a 
],,,[ 1111 srqp walk and in 0,M and N we have specific probabilities ],,,[ iiii srqp (i=0,M,N), where 
00 == qpN . We use the shortcut M[pqrs] for this modified [pqrs] random walk. 
We start in 0i . We handle the case  NiM <<< 00  ( NMi <<< 00  can be handled the same way or 
direct by the result of this section: use a  reflection in 0, followed by a translation). 
 
6.1 Expected number of arrivals and probability of arrival 
Theorem  11 The expected number of arrivals in n in a M[pqrs] random walk on [0,N] when starting 
in 0i  is: 
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Proof 
We have: 
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We note that both 1111  and ,, −+− NMM xxxx are present in one of these formulae and therefore satisfies 
the relevant pattern: 
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00
0 2211
ii
i hhx ξξ +=  
 )( 2211111211 NNNNNNNNN hhqxqxrxqxpx ξξ +=⇒++= −−−  
 )()1( 122111111 −−− +=−⇒+= NNNNNNNN hhpxrxrxpx ξξ  
Solving this 10 equations gives the desired result. 
   
6.1.1 Special case 1: asymmetric random walk with three mfb’s. 
When we choose qpssrrqqqppp ≠======== ;0;; 21212121 , we have an asymmetric 
random walk with three mfb’s in 0,M and N. 
We can use  theorem 11, where ||;1; 212211 qpq
p
−====== λλξηξη  
 
6.1.2 Special case 2: symmetric random walk with three mfb’s. 
Taking 
2
1
2121 ==== qqpp  we get a simple symmetric random walk with mfb’s in 0,M,N. 
Expected number of arrivals are now given by: 
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 )11( −≤≤+= Mnbanxn  
 )1( 0inMdcnxn ≤≤++=  
 )1( 021 −≤≤+= Nnihnhxn  
 
Proceeding along the same lines as in theorem 11 we get the expected number of arrivals in n: 
)0()()(
)(
00
0
=
Ω+
−Ω
n
kMsp
iqM
 
)11(   
)()(
))((2
0
0
0
0
0
−≤≤
Ω+
−Ω+
Mn
k
s
p
M
i
s
p
nqM
 
)()(
)( 0 Mn
k
i
=
Ω
−Ω
 
)1()(
)()(2
0
0 inM
k
nki
≤≤+
Ω
−Ω
 
)1()(
)()(2
0
0
−≤≤
Ω
−Ω
Nni
k
ikn
 
)()(
)( 0 Nn
ks
ik
N
=
Ω
 
where  
 
0
0
; k(z) (z-M)  ;
( )
N M
M M
N
q qN p s ps M
s
θ θΩ = + = + = +
+
 
We get the same result by applying de l’Hospitals rule in theorem 11. 
It is easily verified that P(absorption)= 
  100 =++ NNMM xsxsxs  
 
 
7. Modified  [pqrs] random walk on ),0[ ∞  
 
7.1 Expected number of arrivals and probability of arrival 
We consider a random walk on the interval ),0[ ∞  with the following specifications:  
between 0 and M there is a ],,,[ 2222 srqp walk, beyond M we have a ],,,[ 1111 srqp walk and in 0 and 
M we have specific probabilities ],,,[ iiii srqp (i=0,M), where 00 =q . 
We start in 0i  and we handle the case  00 iM << . 
We suppose )2,1(0 => isqp iii , which implies 12
)1(0   and  1
2
)1(
1
11
2
1
11
1 <
−−
=<>
+−
=
q
r
q
r λξλξ  
We now have: )( 022 inhx nn ≥= ξ  
We can now use the same technique as in theorem 11, now solving 9 equations. 
We get the same result by taking the solution on [0,N] and letting ∞→N , which results in: 
0
2   and
in
nu
−→∞→ ξβ . 
 
7.2 Expected time before absorption 
 
Theorem 12   The expected time before absorption in a M[pqrs] random walk on ),0[ ∞  when 
starting in i is 
:then0If Mi ≤≤  
   Modified discrete random walk with absorption 
 
11 
+−−−+−+= +−+−−−− )]()([)]()1(1[{ 1211211022 MiMiMMiMiMii qp
q
sqm ξξξξασσ  
1 1
2 1 2 1 1 2 2 1[1 (1 ) ( )(1 )]( )}*M i iM Mq s p v vσ σ σ ξ ξ ξ− −− + + − − −  
12
2
2
10
1
2
1
100210 )}()]()1([)()1({ −−−−−−− −+−−++−− MMMMMMMMMM qqpqrpqrp ξξξξαξξα  
 
:thenIf Mi ≥  
iM
Mi mm
−
−+= 111 )( ξσσ  
where 
 )2,1(1 =−= k
s
s
k
k
kσ  
 
M
MMM pr 11 ξα −−=  
 
 )2,1()1( 00 =−−= irpv ii ξ  
 
Proof 
The expected time before absorption when starting in i satisfies: 
 
 2 2 1 2 1 2(1 ) 1 (1 1)i i ir m p m q m s i M+ −− = + + − ≤ ≤ −  
 )1(1)1( 111111 +≥−++=− −+ Mismqmpmr iii  
with solution: 
 
2
2 1 2 2
2
1
1 1
1
1 (0 )
1 ( )
i i
i
i
s
a b i M
s
m
s
a i M
s
ξ ξ
ξ
− −
−
−
+ + ≤ ≤

= 
− + ≥

 
We also have: 
 01000 1)1( smpmr −+=−  
 2220 σ++= bam  
 MMMMM smpmr −+=− + 1)1( 1  
 1 1 1
M
Mm a ξ σ−= +  
 22212 σξξ ++= −− MMM bam  
After some calculations we get our result.   
 
8. Modified  [pqrs] random walk on ),( ∞−∞  
 
8.1 Expected number of arrivals and probability of arrival 
We consider a random walk on the interval ),( ∞−∞  with the following specifications:  
On the negative integers there is a ],,,[ 2222 srqp walk, on the positive integers we have a 
],,,[ 1111 srqp walk and in 0  we have specific probabilities ],,,[ 0000 srqp . 
We start in 0i  and we handle the case  00 >i . 
We suppose )2,1(0 => isqp iii , which implies 10   , 1,10   , 1 2121 <<><<> ηηξξ . 
We have: 
 )2(21212 −≤++= +− nxrxqxpx nnnn  
 1 1 1 1 1 0( , ) ( 2)n n n nx p x q x r x n i nδ− += + + + ≥  
Solutions are given by: 
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 1 1 ( 1)nnx a nη= ≤ −  
 )1( 021 indcx nnn ≤≤+= ξξ  
 )( 022 inhx nn ≥= ξ  
We now have: 
 1 2 2 0 0 2 1 0 0 2 1x p x q x r x q x q a− − −= + + ⇒ =  
 
1
0 2 1 1 1 0 0 0 0 2 1 1 1 1 2(1 ) ( )x p x q x r x r x p a q c dη ξ ξ−−= + + ⇒ − = + +  
 )(1001121001 dcpxpxrxqxpx +=⇒++=  
 
00
0 21
ii
i dcx ξξ +=  
 
1
221
1
2
1
111
000
0
)(1)1( +−− +++=− iiii hqdcpxr ξξξ  
 
0
0 22
i
i hx ξ=  
Solving this six equations gives: 
 
Theorem 13  The expected number of arrivals in state n, when starting in 0i  in a M[pqrs] random 
walk on ( , )−∞ ∞ is  
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where 
 
)2,1()1( 101112020, =−−−= −−− ipqqpr niini ξξητ  
 
Remark. If 0 0i = we get the simpler result: 
 
0 1
2 1,0
1
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0 2
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8.1.1. Probability of absorption in a special case. 
When we choose 1 1 1 2 2 2 1 21; 1 ; 0p q r p q r s s+ + = + + = = = , we have an asymmetric classic 
random walk with different parameters left and right of the origin. 
We first consider the case 2211 and qpqp >> and we find directly that the probability of 
absorption is:  
0
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1
1
1
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00
)]1([
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0
0 0
0
2, 0
1 1
1, 1 1
0 0
1 1
(escape in )=( ) 1 1
[ (1 )]
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i i
i
sP p q x
q p
s p
p q
τ
τ
∞ − = − = −
 
+ −  
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If  2211 and qpqp <> we get: 
  
0
0
1 2 1
0 0 0
1 2 1
(absorption in 0)
[ (1 ) (1 )]
i
sP
q p p
s p q
p q q
=
 
+ − + −  
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2
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2
1 2 1
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i
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8.2 Expected time before absorption 
 
We have: 
 )1(1)1( 212122 −≤−++=− −+ ismqmpmr iii  
 )1(1)1( 111111 ≥−++=− −+ ismqmpmr iii  
Solution: 
 






≥
−
+
≤
−
+
=
−
−
)0(1
)0(1
1
1
1
2
2
2
i
s
s
a
i
s
sb
m
i
i
i ξ
ξ
 
So: 
 
2 1
0
2 1
1 1s s
m b a
s s
− −
= + = +  
  
We also have: 
 0101000 1)1( smqmpmr −++=− −  
 
Solving this three equations leads to: 
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Theorem 14   The expected time before absorption in a M[pqrs] random walk on ( , )−∞ ∞ when 
starting in i is 
 
)2,1(1   where
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