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Abstract
Three basic methods namely cohort component projection methods, statistical time series 
methods and structural modelling methods are discussed for the purpose of forecasting 
births, with the main focus on univariate time series methods. A general autoregressive 
integrated moving average model for birth time series is developed from the 
mathematical demographic renewal equation for births. The four-stage Box-Jenkins 
modelling method of model identification, estimation, diagnosis and forecasting is 
investigated in detail. This method is employed to model and forecast Australian birth 
time series. Finally, the comparison between time series forecasts and cohort component 
projections of births for Australia is made.
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1 Introduction
Forecasts of births are a critical input to any development plan because births are 
one of the principle determinants of variations in both population growth and age 
distributions. Information of future birth growth is required by planners and decision­
makers in Commonwealth agencies and Government, as well as private enterprise. Birth 
forecasts are of critical importance to labour force planning, social welfare, education, 
health, housing, transportation and public infrastructure. Therefore, it is of great 
importance to forecast births in the future.
1.1 Review of Birth Forecasting Methods
Birth forecasts may be made using cohort component projection methods, 
statistical time series methods and structural modelling methods. The cohort component 
method basically involves informed judgment about the future trends in fertility, 
mortality, interstate and overseas migrations, and the application of the last three 
demographic trends to a base year population for each sex by single years of age. Judged 
age-specific fertility trends are only applied to the female populations of reproductive 
ages to produce a new cohort of births. The cohort component method then repeats this 
procedure for each year in the projection period. Time series methods for forecasting 
range from the use of simple univariate to complex multivariate models. Univariate time 
series models assume that current values of the output series are simply functions of their 
own past values. Transfer function models assume multivariate relationships among the 
input and output series, while multivariate time series models allow tests of feedback 
among the multiple series. Structural models forecast a series as a function of variables,
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for instance, these may be demographic or economic variables, that are thought to cause 
fluctuations in the series of interest. The choice of method is largely dependent on the 
available resources and the availability of reliable data.
The accepted cohort component projection methodology requires the 
demographer to choose the path (or paths) that fertility, mortality and migration will 
take. However, in less developed countries or for countries with less available data, it 
may not be at all clear what assumptions should be made about the future path of these 
demographic variables. As a consequence, a great deal of uncertainty enters into 
projections using the cohort component method. Forecasts using the structural modelling 
methods are also affected to a large extent due to the limitation of available data from 
demographic or non-demographic variables.
Univariate time series methods offer an attractive alternative because they do not 
require assumptions about the components of population change or information from the 
other variables. The future path of the series of interest, in this case births, is determined 
solely by the past values of the series. Moreover, time series methods provide interval 
forecasts which indicate the precision of the point forecasts by the widths of the forecast 
intervals. Time series methods model and reflect the uncertainty regarding the future that 
may help making development plans for the future.
One of the earliest applications of time series analysis to birth forecasting was by 
Lee (1974) who started with classical deterministic population models and developed a 
linear stochastic model relating variations in fertility to variations in births. U.S. fertility 
was assumed to follow autoregressive processes and the linear model was used to 
generate forecasts of births in the U.S. But births suffered a random variation which 
resulted in a model with autocorrelated disturbances. Lee also discussed the difficulties
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of identifying an appropriate model for U.S. fertility. Saboia (1977) investigated the
relationship between time series models and classical deterministic models for population 
growth, and first applied autoregressive integrated moving average (ARIMA) models to 
analyze births directly in Norway. The ARIMA forecasts were compared with cohort 
component projections of births generated by the Central Bureau of Statistics of 
Norway. A time series analysis of Norwegian births was also studied by McDonald 
(1980). McDonald (1979) extended the investigation of relationships between classical 
deterministic population models, stochastic structural econometric models and time 
series models. Time series models of births in Australia were constructed with particular 
attention given to data transformation for variance stabilization. In his paper, transfer 
function models linking births to numbers of females in the reproductive age groups were 
also constructed. A comparison of the univariate time series and transfer function models 
forecasts with cohort component projections of births generated by the Australian 
Bureau of Statistics was performed. Jain, Sharma and Jain (1985) justified the use of 
time series models of seasonal and non-seasonal variations in monthly birth data for 
Ontario.
Al-Osh (1982) applied univariate time series models to each birth order series 
and generated total birth forecasts by summing up the birth order forecasts. Univariate 
time series analysis only took the autocorrelations of each birth order series into account 
but ignored the consideration of the cross correlations between the other birth order 
series. Joint modelling of all the birth order series might result an improvement in the 
birth order forecasts and hence the total birth forecasts. Al-Osh applied multivariate time 
series models to the birth order series and generated forecasts for the total births. 
Univariate and multivariate time series analysis were employed to U.S. birth data. Al-Osh
3
(1986) pointed out that the high fluctuations in the age-specific fertility rates were the
error sources causing most available birth forecasts based on these rates to be inaccurate, 
and suggested the use of the birth order probabilities rather than the age-specific fertility 
rates to generate birth forecasts. A forecasting model for births based on prediction of 
the birth order probabilities was constructed. Univariate and multivariate time series 
analysis were employed to the U.S. birth order probability series and the U.S. birth 
forecasts were generated using this forecasting model. Multivariate time series analysis 
was employed to consider the cross correlations among the birth order probability series 
in addition to their autocorrelations. Al-Osh (1982,1986) also compared his forecasts 
with projections using cohort component method generated by the U.S. Bureau of the 
Census.
Carter and Lee (1986) integrated mathematical demographic and statistical time
series approaches. They applied univariate time series, transfer function and multivariate 
time series models to determine the best models of indexes of fertility and nuptiality, and 
then applied a demographic simultaneous-equation model, which modelled these indexes 
together with total births and first marriages, to produce joint forecasts of births and 
marriages. This forecasting method was employed to make forecasts of first marriages 
and total births for the U.S.
1.2 Objective of Study
The objective of this study is to investigate the application of univariate time 
series models to birth forecasting. These models are chosen because they are applicable 
to less developed countries and countries with less available data. Also, if the variable 
birth is the principle determinant of variations in itself, using transfer function and
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multivariate models to model birth time series with other variable time series may not
significantly improve the result of birth forecasts. A determination of how well the past 
values of the birth series forecast their future values may be achieved by comparing birth 
forecasts generated by univariate time series methods with birth projections generated by 
detailed cohort component methods. Univariate time series models forecast a series on 
the basis of its serially correlated data. Mathematical demographic models forecast the 
components of population based on mathematical models which may relate to several 
other components. We investigate the relationship between statistical birth time series 
models and structural birth models to show that births are in fact appropriate to forecast 
themselves from the mathematical demographic point of view. Also, investigations are 
taken in detail for each stage in the Box-Jenkins modelling method; this method consists 
of model identification, estimation, diagnostic checking, and forecasting. Australian 
births are used as the data set for illustration whilst computational analysis in this study is 
undertaken using TIMES LAB.
1.3 Time Series Models and Box-Jenkins Modelling Method
A general autoregressive integrated moving average (ARIMA) model of order 
(p, d, q) can be expressed in any one of the three forms
0 ( B ) (w ,- | iJ  = ©(B)e,
0(B)w, = 0 o + 0(B )e ,
O(B)w,=0(B)(e,+£)
where p  is the order of the autoregressive operator
p
q is the order of the moving average operator
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©(B) = l - £ e ;B;
7=1
d is the order of differencing, B is the backward shift operator such that B;w, = wt_j , 
wt = ( l - B ) Jz, = Wdz, is the differenced time series, zt is the original time series, \iw is 
the mean of the differenced series w, and relates to the constants 0 0, ^ and parameters 
<(>., j  = 1, 2 ,. . . ,  p, Qj, j  = 1 ,2 ,..., q with the following relation
B w  = — % —
i-I>,
7=1
d - I e yÄ
_  7=1
"
7=1
{e,}, t > 1 is a sequence of independently distributed random variables having mean zero 
and constant variance (white noise), the roots of O(B) = 0 are assumed to lie outside the 
unit circle for <E>(B) to be stationary, the roots of 0(B) = 0 are assumed to lie outside 
the unit circle for 0(B ) to be invertible (see Box and Jenkins (1970)).
The Box-Jenkins modelling method involves a three-stage iterative procedure 
consisting of model identification, parameter estimation and model diagnostic checking. 
Successful modelling is followed by forecasting the series using the adequate model. 
Using this procedure, the identification stage searches an appropriate parsimonious 
subclass of models. Once a model is identified, estimation is applied to make inferences 
about the parameters conditional on the adequacy of the model. Diagnostic tests are 
employed to the fitted model to test model adequacy. If the diagnosis reveals any 
inadequacy of the model to promote model improvement, the iterative procedure of 
identification, estimation, and diagnosis is repeated until an adequate model is found. If
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no lack of fit is indicated, the model is regarded as appropriate to generate minimum 
mean squared error forecasts of the series.
1.4 Outline of Study
In the following chapter, female population models are described and a 
deterministic renewal equation for total births is derived. A parsimonious autoregressive 
integrated moving average model for total births is developed in Chapter 3. Chapter 4 
presents a procedure consisting of a series of diagnostic tests, which leads to identifying 
a time series model. This procedure is applied to analyze Australian total birth data. 
Estimates and inferences of the model parameters are provided in Chapter 5. Chapter 6 
employs diagnostic tests to examine the adequacy of the fitted model. Minimum mean 
squared error forecasts and forecast confidence intervals for Australian total births are 
made in Chapter 7 . Chapter 8 describes the cohort component method for population 
projections for Australia. Birth projections are compared with birth forecasts generated 
using time series method. Finally, some concluding comments are given in Chapter 9 .
7
2 Deterministic Discrete Models for Population Growth
This chapter presents a summary of some results of the deterministic discrete 
population models that are necessary to develop the birth time series models in the next 
chapter. Female population models are described, with deterministic renewal equations 
for both female births and total births being derived.
2.1 Female Population Models
Much attention has been paid to female population models since
1. women have their children within a narrower and more sharply defined range of ages 
than do men.
2. both the spacing and number of children are less subject to variation among women. 
A woman is physiologically limited to have children only at time intervals of one or 
two years.
Female models are more useful as the potential variation in births to women is 
less than that to men.
We begin with a single-region closed-system cohort survival model (which means 
either that there is no migration or we neglect it) but a single-region open-system cohort 
survival model will also be considered. Let us consider a female population at discrete 
points in time t = 0,1, 2 ,... and age-intervals correspond to the unit intervals of time, 
0 ,1 ,2 , . . . ,  N  where N  is the largest age-interval in which no one survives. The usual 
practice is to consider only the female population in the prereproductive and 
reproductive age-intervals, 0 ,1 ,... ,  co,. . . ,  05 (ß < N)  where co and 05 are the lowest 
and the highest reproductive ages respectively.
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Define the variables as follows
1. r ( j ) is the number of females born during the period from time t to time t + 1 per 
female in the j  th age-interval at time t , who will be alive in the 0 th age-interval at 
time t + 1.
2. s ( j ) is the proportion of females in the j  th age-interval at time t , who will be alive 
in the (J +1) th age-interval at time t + 1.
3. f t( j )  is the number of females alive in the j  th age-interval at time t .
The usual practice is to assume that the rates r{j ) and s( j ) vary with age j  but 
do not vary with time t to avoid the difficulty of dealing with serially dependent 
matrices. Then the model equations can be written
/,(0 ) = X r(7)/,-,O ')
j= 0 3
and
/,(!)  = *(0)/M(0)
/,(2) = s(l)/,_j(l)
/ f(3) = j(2 ) /M(2)
/,(G3) = J(G3 (G5-1)
Leslie (1945) presents these model equations in matrix form
 ^ 0 ••• 0 r(CO) ••• r(G 5-l) r(C5)^ 0)"
/,(D
oooo
/,-,(!)
/ , ( 2)
=
oooo
/,-,(2)
v 0 ••• 0 5 ( t 0  -1 )  0 J v/f-1 )>
(2 . 1)
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Model (2.1) provides a useful introduction to population modelling. However, in
demography, only a few systems can be considered closed. Hence we progress to the 
models in which migration is allowed.
Let m( j ) be the net in-migration rate of females in the j  th age-interval at time 
t , who will be alive in the (j  +1) th age-interval at time t + 1, expressed in terms of the 
female population of the single region.
Rogers (1966,1968) modifies the model (2.1) to be
' / ( 0 ) N f
m
/,(2 )
=
/—
0 ••• 0 r(co)
s(0)+ra(0) 0
0 s(l)+m(l) 0
r(G3 -1 )  
0 
0
tin3)
o
o
V
0 s(G3 -  l)+m(G5 -  1) 0 JU -i(® )y
/ . . ( o n  
/,-,(!) 
2)
We can obtain an algebraic expression of the open-system survival model as 
following
/,(0 ) = 2 k o /,_ ,(0 7 = 0 (2.2)
and
/,(;') = ( J Ü - l )  + m ü - l ) ) / Mü - l )  7 = 1, 2 ,... ,05
2.2 Deterministic Renewal Equations for Births
(2.3)
If we consider only females in the Oth age-interval at time t , / , ( 0 ) ,  which is 
approximately equal to the number of female births, then the renewal equation for female 
births (Goodman (1967)) can be derived from (2.2) and (2.3). The recursive equation 
(2.3) yields
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f t -  iO ')
= (s(j  -  1) + m{j  -  -  1)
= OO' -  1) + M j  -  1))00' -  2) + m(j  -  2))/,_30  -  2)
= 0 0  -  1) + m{j -  1 ))(s(j -  2) + m(j  -  2))(s(j -  3) + m(j  -  3)) /f_4(; -  3)
= -  1) + mU ~ V)(s(j  -  2) + m(j  -  2)) ••• (5(0) + m(0))/,_y_j(0)
or equivalently
/ m O') = PO‘)/,-7-,(0) (2.4)
where $o(j) is the rate of females aged 0 , who will survive in the region and attain age 
j , defined by
PÜ)  =
7 = 0
y-i
^[(5(0 + m(/)) 7 > 0
Substitute (2.4) into (2.2) to yield
j=(ü
or equivalently
j=(0
(2.5)
where §(j )  is the rate of females aged 0 , who will survive in age j  and deliver a child 
in the region, defined by
W )  = rU)PU)
Thus, the female births f t{0) is given by the deterministic renewal equation (2.5).
Equation (2.5) has been derived only for the female births. Male and female births 
can be considered together. In practice, the sex ratio defined as the number of males per 
female does not vary considerably for different periods of time. (Its average value is very
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close to 1.05 .) Define q to be the average sex ratio. Then the renewal equation for male
births can be approximated by multiplying (2.5) by the average sex ratio q (~ 1.05).
^ ( 0 )  = X<t>0')^-;-,(0) (2.6)
j=CO
Hence the renewal equation for total births can be obtained approximately by adding the 
renewal equations (2.5) and (2.6)
ü + O / ,( 0 )  = f > ü ) ( i (0)
j=C0
During period of time t , the total number of births is approximately equal to 
(l + q ) /f(0). We can improve this renewal equation by replacing the approximate
number of births by the exact number of births.
b, = (2-7>
j=(ü
where bt is the total number of births born during period of time t . The deterministic 
renewal equation for total births (2.7) is the starting point to construct birth time series 
models.
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3 Birth Time Series Models
In the previous chapter, fertility, survival and net in-migration rates are allowed 
to vary with age but not with time to avoid the difficulty of dealing with random 
matrices. Sykes (1969) and Pollard (1970) start to investigate the population models in 
which the vital rates are no longer independent over time. These rates are considered as 
functions of age and time so that they can vary with age and time as in real human 
populations. The deterministic renewal equation (2.7) can be modified to allow time 
dependent coefficients, however, the analysis becomes extremely complex and has often 
been forced to restrict to a particular model which either the coefficients are independent 
over time or the age structure is neglected. For the reason given above, Saboia (1977) 
shows how to neglect the time dependent coefficients and analyzes their influence on 
birth time series.
In this chapter, a parsimonious model for birth time series is proposed. That is, 
the model is chosen which has the smallest possible number of parameters for an 
adequate representation of the time series of interest. Following this way we can focus 
on, and directly study, the birth time series itself.
3.1 ARIMA Models for Birth Time Series
Modifying (2.7), the renewal equation for births with time dependent coefficients 
is given by
b, = Z<l),-iO')fc,-;-i (3-1)
y=co
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where <j)M0 ’) is the rate of females born during time period t — j  -  1, who will survive in
age j  and deliver a child in the region at time period t -  1.
Let (j)(y) be an average value for (7) for age j  during time period t -  1. 
Then we can write
<I>m O') = <l>0) + 5,-10) 7 = cd, co + 1,. . . , G3
where 8 M0 ’) is the variation in <J),_j (7) for age j  during time period t — 1 from its 
average value § ( j ) . The stochastic renewal equation (3.1) becomes
b, =  £(<!>(./) + 8 ,
j =CO
7 = 0 )  7 = 0 )
b, = X5M(7)fc,./.1
7 = 0 ) 7 = 0 )
7 = 0 ) 7 = 0 )
or equivalently
O 0( B ) ^ = ti, (3.2)
where B is the backward shift operator such that BJbt =bt_j, rj, corresponds to a 
sequence of numbers of births due to variations in (]),_, (j)  defined by
G3
■n, = X 8 .-l(7)fo,-y-|
7= 0 )
and
O 0(B) = 1 -  X<K-/)B>+' (3.3)
7 = 0 )
Thus, birth time series bt can be expressed as an autoregressive model with noise time 
series rj t .
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The neighbouring values r\t and r |f+1 have the common terms § t_l(j)bt_j_l , 
7 = co, (0 + 1 , ,  G3 -  1, this observation would lead us to expect the noise time series r\t
to be serially correlated. A class of linear models which incorporates such an 
autocorrelation structure is the ARIMA models.
Suppose that the noise time series r\t can be represented by a general ARIMA 
(px, d v qx) process
<J>,(B)V‘,'ii,= © 1(B)(e,+l;) (3.4)
where ^ is a constant, £, is white noise, V = 1 -  B , the autoregressive operator
*,(*>) = i - 2 > ,b'
7=1
and the moving average operator 
0 ,(B) = l - £ e ;B J
7=1
share no common factors. The roots of the equations O ,(B) = 0 and 0 ,(B ) = O lie 
outside the unit circle for stationarity and invertibility respectively.
Thus multiply both sides of (3.2) by 0 ,(B )V Jl to obtain 
<t>0(B)<D,(B)V‘''fc, =® ,(B )V ‘,'r|,
Then from (3.4)
<I>0(B)®i(B)V‘,,fcI = 0 ,(B )(e ,+ ^ )  (3.5)
so that birth time series bt can be expressed as a general ARIMA model.
The model (3.5) is not very useful in practice. The problem is that the 
autoregressive operator (3.3) contains a large number of parameters to be estimated. 
(For human populations co and G5 are approximately 15 and 50 respectively.) Hence
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we have to employ the smallest possible number of parameters to seek an adequate 
representation of (3.5).
Since a finite invertible moving average process can be written as an infinite 
autoregressive process, we may fit a model of the form
®,(B ) ^ ' b ,  = 0 1(B )02(B)(8, +%) (3.6)
where 0 2(B) is a low order invertible moving average operator. Because G5 (= 50) is 
sufficient large, the model (3.6) could be represented approximately by the model (3.5). 
In practice, to achieve a parsimonious parameterization, sometimes it will be necessary to 
include both autoregressive and moving average operators in the model. Thus a 
parsimonious version of the model (3.5) would be 
0 1(B)®2(B)V‘,'fc, = 0 ,(B )0 2(B)(e , + 0  
or equivalently
<D(B)V"fc, = © (B )(e ,+ 0  (3.7)
where 0 2(B) is a low order stationary autoregressive operator, d = dx,
0(B ) = 0 ,( B ) 0 2(B) 
and
0(B ) = ©j(B )0 2(B)
The parsimonious ARIMA model (3.7) is applied to model Australian birth time 
series data.
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4 Order Determination
Determining what type of ARIMA model best fits a data set is an important issue 
in time series analysis. This chapter describes a model identification procedure which can 
be applied to identify an appropriate model for a given set of data. This procedure 
involves a sequence of diagnostic tests that will help in model identification. These 
diagnostic tests have proven to be useful in determining model types and their model 
orders. We employ this model identification procedure for analyzing Australian total 
birth data.
4.1 Degree of Differencing Identification
Consider the general ARMA(p, q) process which is given by
where zt = z, -C, is the deviation of the process z, from £ and e, is white noise.
The autocorrelation function of the process can be derived by multiplying both 
sides of (4.1) by z,_k and taking expectations
where y k = E (z,_kzt) is the autocovariance function at lag k and y zt(k) = E(zf_*£,) is
the cross covariance function between z and £ at lag k .
The expectation E(?,_*£,_,) vanishes when k> j  since zt_k depends only on £,
up to time t -  k and is uncorrelated with fu tu res ,. It follows that
= e / - 2 X - e *-y (4.1)
(4.2)
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T ze ( ^ ) - X 0 yyze(^-7 ') = O k > q
7=1
and (4.2) becomes
Y * - S ^ = 0  k > q  (4.3)
7=1
Dividing (4.3) by y  0 gives the difference equation
p
P* - ^ j P k - j  = 0  k > Q
7=1
or equivalently
<D(B)p*=0 k > q  (4.4)
where p A is the autocorrelation function at lag k and is defined by
and
d>(B) = l -X^)JBJ
7=1
Express O(B) as a product of linear factors 
®(B) = f l ( l - A . B )
7=1
The solution of (4.4) depends on the roots of equation O(B) = 0 and the p  starting 
values p j  = 0 ,1 ,. . . ,  p - 1. When the roots are distinct, the general solution of (4.4) 
is given by
p * = X A 7A 7' k >  q -  p  (4.5)
7=1
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where A , j  = 1, 2 , . . . ,  p are the roots of O(B) = 0 and Aj,  j  = \ , 2 , . . . ,  p  are 
constants whose values depend on the q moving average coefficients.
To verify that (4.5) is the general solution of (4.4), substitute (4.5) in (4.4) to
obtain
< K B )£ a ,a * = 0
7=1
Now consider
;=i
= (A’ -£ < |)iA7i)A7''
1=1
We note that 0(B)A* would vanish for each value of j  if
i= i
or equivalently
= o
i=l
That is, if B = A“1 is a root of <D(B) = 0 . But d>(B) is the product of linear factor 
1 -  AjB for y = l ,2 , . . . , /7 ,  this implies that the roots of O(B) = 0 are B = A“1. It 
follows that 0(B)A^ vanishes for all j  and hence
X A yO(B)A‘ = 0
7=1
is true, confirming that (4.5) is the general solution of (4.4).
For (4.1) to be stationary, the roots A“1 must lie outside the unit circle. In other
words, the stationarity implies that the A . lie inside the unit circle.
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For stationarity, we require Ay. less than unity. Then from (4.5), it follows that
the autocorrelation function dies out quickly for large k . However, suppose that one of 
I A, I lies close to unity, then the autocorrelation function fails to die out quickly for large 
k .
In other words, the fact that the autocorrelation function not to die out quickly 
may indicate an existence of |Av| which lies close to unity and suggest that the process is
close to nonstationary. However, the process may be stationary after appropriate 
differencing.
Stationarity is assumed to be achieved when the autocorrelation function of V Jzt 
dies out fairly quickly. In practice, d takes the values 0,1 or 2 .
We have, to date, only considered the theoretical autocorrelation function. In 
practice, the autocorrelation function is unknown and must be estimated from the 
observed time series zt . Suppose that the observed series zt has N  observations
Zj, j  = 1 ,2 ,..., N.  Then the theoretical autocorrelation function is estimated by its 
sample autocorrelation function which is defined as
Pt = | i  fc>0
To
where
i  N - k  
•W  j - j
is the estimate of the autocovariance function y k and
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is the sample mean of the series z, .
4.2 Stationary ARMA Process Identification
This section investigates the uses of theoretical and sample autocorrelation and 
partial autocorrelation functions for model identification. However, we will only derive 
the theoretical results for the theoretical functions but not for the sample functions. Since 
proving the results of the sample functions is rather lengthy, it is not presented in this 
section. Rather, we describe their uses on identifying models and give references where 
appropriate.
Consider the general ARIMA(/?, d, q) process expressed as an ARMA(/?, q) 
process in vv, = w, -  p , that is
( l-£<t>yB')tf, = ( l - £ e , B ' ) e ,
7=1 7=1
or equivalently 
0(B)vv, = G(B)e,
where p  is the mean of the differenced series vv, = VJz ,, and vv, is the deviation of w, 
from its mean p .
We have shown in Section 4.1 that the autocorrelation function satisfies the 
difference equation
(l-X<t>jBOp»=0 k > q  (4.6)
; = i
and also, if O(B) is put into a form of linear products
®(B) = n ( 1 - A ;B)
M
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then, assuming distinct roots, the general solution of (4.6) is
P * = X A;A‘ k > q - p  (4.7)
j=1
where A”.1, j  = 1, 2 , . . . ,  p are the zeroes of O(B) and A ., j  = 1, 2 , . . . ,  p  are constants 
whose values depend on the q moving average coefficients.
The stationarity of the process wt implies | Ay | < 1. Then two possibilities arise in 
practical situations.
1. If a root A j is real, then it contributes a term A-A*, in (4.7) that decays 
exponentially to zero as k increases.
2. If a root A • is complex and its conjugate is A, , then their combined contribution to
(4.7) is a term 
I I*A A J sin(2nak + b)
where a is the angular frequency, b is the phase difference between A,., A . and A
is a constant. This term follows a damped sine oscillation.
If wt is ARMA(p, q ) , then the autocorrelation function p* is a mixture of
damped exponentials and/or damped sine waves after q -  p lags.
Note that (4.6) is equivalent to
p
LfjPn=0 k > ( l (4-8)
7=0
where cp0 = 1 and cp . = —<()., j  = 1, 2 , . . . ,  p .
If wt is ARMA(0, q ) , then (4.8) yields p * = 0 ,  k > q .  That is, the 
autocorrelation function p ;. cuts off after lag q .
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For a stationary normal general linear process wt , Bartlett (1946) has shown that 
for k > 0 and k + i> 0 , the covariance between the sample autocorrelations and 
p k+i at lags k and k + i is approximately given by
C o v (P*- P t J  £ ( P , P y /  +  P w P j - k - 2 P t P j P h t -l - 2 P*+,PjP, -* + 2 p ( p (+ip5)
1 1  j = ~ ~
where n -  N  -  d is the number of observations of the differenced series wt = Wdz , . For 
large n , the sample autocorrelation p A is approximately normally distributed with mean 
p k and variance
V a rC p ,)« -  X (P -  + P/+tP j-» -4 p tp,Pj_t +2plp])
j= -
If w, follows an moving average process of order q , which all the autocorrelations p^ 
are zero after lag q , then the approximate variance of the sample autocorrelations p k is 
given by
v ar(p*) = -  X p
j = - q
= - ( l  + 2 ^ p J )n P k >  q
In practice, the autocorrelations p 7, j  = 1, 2 , . . . ,  q are unknown and are replaced by 
their sample autocorrelations py, j  = l, 2, Thus, to test whether p* is effectively
zero, we use
■'a/2 - a + 2 ^ p j )
n  j = l
where Za/2 is the standard normal deviate such that Pr(Z > Za/2) = a / 2  . Usually, it is
sufficient to use
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as confidence limits on the autocorrelation p^ .
From (4.6), if q = 0 , then letting k = 1, 2 , . . . ,  p  successively yields the Yule- 
Walker equations
p
* =  1,2
j=1
Let (j)K/ be the j  th coefficient in an autoregressive process of order K such that 
(J)KK is the last autoregressive coefficient. Thus <|>KK satisfies the Yule-Walker equations
= P* * = 1, 2, ... ,K
7=1
Since p 0 = 1 and p_* = p*., these equations can be written in matrix notation
(  1 
P.
Pi P2
1 P.
P k-1
P k-2
'  P ."
^ k 2 = P 2
r-
---
--
"
O
 
.
's
__
__
__
\  P k-1 P k-2 P k-3
Solving this system of equations for K =1, 2 ,... successively by Cramer’s Rule, the 
partial autocorrelation function is given by
(b
t KK
P i
|a (k,0)|
|b(k,0)|
K =  1
K >  1
where B(s, t) is the square matrix of dimension  ^ defined by
' P/ Pm P/-2 P f-s+1
B(s, t) - P t+\ P t Pm ‘ P t-s+2
vP r+j-l P t+s-2 P t+s—3 "  P t ,
(4.9)
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and A(s, t) is the matrix composed of the first s -  1 columns of B(s, t) with the last
column replaced by
"P,+i "
P t+2
V P t+s  )
If xvt is ARMA(/?, 0 ), then the partial autocorrelation function <j)KK is nonzero 
for K = p and identically zero for k  > p . The partial autocorrelation function cuts off 
after lag p .
If invertibility is assumed, the process vv, can also be written as an infinite 
autoregressive process 
0-'(B)<D(B)vv, = e ,
As 0 “'(B) is an infinite series in B, the partial autocorrelation function is infinite in 
extent. Referring back to (4.9), the partial autocorrelation function depends on the 
autocorrelation functions. That is, the partial autocorrelation function is a function of the 
autocorrelation functions.
If vv, is ARMA(/7, q ) , then the autocorrelation function is a mixture of damped 
exponentials and/or damped sine waves after q - p  lags. As a result, the partial 
autocorrelation function would eventually be dominated by a mixture of damped 
exponentials and/or damped sine waves.
The sample partial autocorrelation function <j)KK is obtained by replacing the 
theoretical autocorrelation p y by its sample autocorrelation p ; in (4.9). Under the 
hypothesis that the process vv, is autoregressive of order p ,  Quenouille (1949) has
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shown that the sample partial autocorrelations of order p +1 and higher are 
approximately independently distributed with variance
~ 1
V a r ( 4 > K K ) Ä -  K > P  n
Thus we can use 
7
» ^ a / 2  
“  ^
as confidence limits on the partial autocorrelation <|>KK to test whether it is significantly
different from zero at significance level a  .
Thus, a pure autoregressive process can be identified by inspection of the graph 
of the partial autocorrelation function, a pure moving average process by inspection of 
the graph of the autocorrelation function with appropriate confidence limits inserted in 
each case. However, for a mixed process, the autocorrelation and partial autocorrelation 
functions (which consist of a mixture of damped exponentials and/or damped sine waves) 
do not possess graphs that uniquely determine p and q by simple inspection. As a 
result, a method is needed to help for identifying the ARMA processes.
The developments up to now are all well known results and are widely available 
elsewhere (Box and Jenkins (1970), Anderson (1971), Priestley (1981)).
Recall that in the case of an AR M A(p, q) the autocorrelation function satisfies 
the equation (4.6)
r
XV*-j = p* k > 4
7=1
It is clear that the autocorrelation function does not satisfy the first q equations of (4.6) 
but satisfies the equations from q +1 and so on. Based on this observation, Woodward
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and Gray (1981) derived an extension of the partial autocorrelation function for ARMA
processes, which is called the generalized partial autocorrelation function.
The generalized partial autocorrelation function, (j)^ K}, is defined to be the last 
autoregressive coefficient in an ARMA(k , ft) process. Thus the generalized partial 
autocorrelation function satisfies the equation (4.6)
Z < 0 * - ;  =  Pt k > h
j=  1
or equivalently
I O w - r P w  k > 0  (4 -i0)
7=1
To find the generalized partial autocorrelation function, we can use the first K 
equations of (4.10) to solve for (f)^ . Assemble these k equations into a matrix relation 
and solve the system by Cramer’s Rule. Hence, we obtain the matrix equation
Pa
Pa+i
Pa-i Pa-2
P a P a- i
P  Ä-K+1
P a- k +2
Y C ) "Pa+, ^
Pa+2
V P A+k )
and the generalized partial autocorrelation function 
P a+ i
(h(Ä) =T KK
|A(k ,A)| 
|B(K, A)|
K = 1
K > 1
If wt is AKMA(p ,  q ) , then the following results hold
1 . <bw =<b
'  pp
2. (j)  ^ is nonzero for K = p and identically zero for k > p
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3. If the true autocorrelation function is known, then the same <|>(9) can also be found by 
using the p  equations of (4.10) from k to k + p — \ for k = 1 ,2 ,... . That is
6 i9+k)=&  r  p p  T  p k = 0 ,1 ,...
To summarize these results, we have 
'$P K=/7,  h > q
$w = \KK
0 K > p, h = q
Thus if we tabulate the generalized partial autocorrelation functions on a table for 
autoregressive order from 1 to P on the left and moving average order from 0 to Q 
across the top, then the true orders p and q can be determined by searching for a cell in 
the table where henceforth the values across the row are constant and the values down 
the column are all zero.
4.3 Subset ARMA Process Identification
A natural extension of the ARMA model is the subset ARMA model, in which 
some of its coefficients are zero. Such subset models can be stated as
( l - X v yB“O w ,= ( l - X ( o ^ ) e ,
7=1 7=1
or equivalently
= Q(B)e,
where 0 < w, < u2 < • • • < up = p and 0 < v, < v2 < • ■ • < vQ = q are the integer powers of
the operator B . Obviously, we can apply all the results which we have obtained for the 
ARMA processes to the subset ARMA processes if the polynomial equations 'F(B) = 0 
and Q(B) = 0 have roots all outside the unit circle.
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A useful diagnostic for identification of an ARMA process having a subset
moving average part is the prediction variance horizon function (Parzen (1981)). The 
stationary process wt can be written as an infinite moving average process
7=0
where X0 = 1. It is shown in Section 7.3 that the error variance of infinite memory h 
step ahead prediction is given by 
o l  = Var(wt+h\wt_ j , j > 0 )
Given data wt_ j , j >  0 , e ., j > 0  have been realized. They are no longer random 
variables but e ., j  = 1, 2 , . . . ,  h are still unknown variables. Then taking the conditional
variances on (4.11), we obtain the error variance of infinite memory h step ahead 
prediction
7=0
where a 2 is the variance of £ ,. The stationarity ensures that the infinite moving average 
coefficients are square summable. That is
7=0
When h tends to infinity, a 2 tends to a 2c.  We can define the prediction variance 
horizon function as
w, = 2 A e<-;
or equivalently
W t+h ^ L ^ f t t + h - j (4.11)
h- \
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PVH(Ä) =
a 2c
7=0
h>  1
Hence the prediction variance horizon function increases monotonically from c~l at 
h = 1 to 1 as h tends to infinite. The infinite moving average coefficients can be 
estimated by fitting a high order autoregressive model to the data and then inverting the 
autoregressive operator of the fitted process. If the data from the process contains a 
subset moving average part, then we would expect that the estimates of the coefficients 
would approximate zero corresponding to the zero moving average coefficients. Thus 
nonzero moving average coefficients can be identified by inspection of graph of the 
prediction variance horizon function. If there is a jump at horizon h , then this would 
suggest at least including lag h in the subset moving average part.
Since there is an analogy between an ARMA model and an ordinary multiple 
regression model, it is natural to apply regression techniques in their analysis. Our aim is 
to determine a subset ARMA model that adequately represents the full ARMA model. 
Stepwise regression is an ideal approach to achieve our aim. (A general discussion of 
stepwise regression is given in Appendix A.) The idea is to estimate the parameters of an 
ARMA(/7, q) model by expressing the model as a regression model in which wt is
regressed on the previous p values Wj, j  = t - 1, t -  2 ,. . . ,  t -  p  and q values 
Ej, j  = t - l , t - 2 , . . . , t - q .  Because the 8 's are unknown, they are estimated by the one
step ahead prediction errors of a high order autoregressive model fit to the w 's . This 
idea came from Durbin (1959,1960). The stepwise ARMA method (Newton (1988)) 
described below also uses this idea. This method determines which elements of the 
parameters are nonzero.
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Suppose that we fit an ARMA model of some order (p , q) to the data
Uj = Wj, j  = 1, 2 , . . . ,  n and (P , Q) is an upper bound on the order. Then we extend the
stepwise regression analogy to the ARMA model and write
P Q
= X <t>l UH - ' L Q i £ H + t '
7=1 7=1
Or in matrix relation 
y = Xß + e
where, for R = max(P, Q) , we have
uR+2
y =
\ Un J
( p  \
c 7?+l
• ^ R+2
0 p
- e .
, 6  =
:
i
 
.
to v
__
__
__
X J
and X = (U S ), where
'  « * U R - 1 . u  'Nu R+\-P
/  £ . £  Ac /?+i-e
u = UR+1
U r  ■ UR+2-P z = £ / ? + l £  f l + 2 - ß
^ Un - 1 Un - 2 • Un-P  J t ^ n - 1 £ n - 2 8 *-e >
Then we form the matrix
f X ' X X V
a 'X y 'y ,
"U 'U U 'Z U V
E T J Z 'E z 'y
, y ' u y ' s y 'y ,
The matrix A consists of lagged inner products of u s  and/or e 's .  Hence for n 
sufficiently large, the matrix A is close to the matrix
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r r ruu ue uu
a , = n rE„ r££ r£u
r »u r „E T»«(°)
where y  (t — s) is the cross covariance function between a; and y at lag t - s ,  and is
defined by
Y „(* -* ) = E((x, -  m X x — M-,))
and
( r u u ) j , k = V u u ( \ k - j \ ) ’
(T u e ) j , k = Y u t ( k ~ j ) .
( r e«)y, i t=Teu( ^ - i X
( r ee)M =Y ee( |^ -; |X
(O j =luuU\
(*,M) r 7 « ( - A
(Oy =YeU0’X
7, ^ = 1 , 2 , ,  P 
7 = 1 ,2 ,..., P, = 1 ,2 ,..., ß  
;  = 1 ,2 ,..., ß , k = \ ,2 , . . . ,P  
j , k  = \ ,2 , . . . ,Q  
7 = 1 2 , ,  P 
y = 1 ,2 ,..., ß  
7 = 1,2, . . . , ß
(4.12)
Because we do not know the auto- and cross-covariance functions in the matrix A ,, we 
have to estimate these quantities and apply stepwise regression to the matrix A, which is 
the matrix A, with the estimates replacing the true covariances.
If the ARMA process is invertible, we can write ut as an infinite order 
autoregressive process. For some high order p  the infinite order process can be
approximated by
tp
£ r
7=0
where A,0 = 1. We can determine the auto- and cross-covariances from
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Y K (Ä) = E(e,e,+J
= (4 -13)
j = 0  k=0
= Z L x'A*y »«(*-*+;')
;'=0 *=0
Furthermore, w, is uncorrelated with future £ t+h for h > 0 , y  ut(h) is identically zero for 
h > 0 . For h < 0 , we have 
Y » (* ) =  % » . )
= E ( ^ ^ « ,w ,+„_J) (4.14)
7=0
= £^..(*-7)
7=0
Yt» H )  = Y « W
= YjXPl (4.15)
Note that we can only calculate y ee(/z), y uz{-h)  and y zu(h) for ^ = 0 , 1 , ,  M - p
from y  uu(j), j  = 0 ,1 ,. . . ,  M if these values are known.
Thus for given M and p , we proceed as follows
1. Estimate the y MU(y), j  = 0 ,1 ,. . . ,  M by the sample autocovariances.
2. Estimate the X j  = \ , 2 , @  by the Yule-Walker equations with the sample 
autocorrelations replacing the true autocorrelations.
3. Estimate the remaining elements of A, using (4.12), (4.13), (4.14) and (4.15) with 
estimates replacing the true covariances.
4. Apply stepwise regression to the matrix A, to determine the nonzero coefficients 
among the parameters <J>., j  = 1,2, . . . ,  P and 0 7, j  = 1, 2 , . . . ,  Q .
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4.4 Empirical Results
Australian total birth data have been extracted from various issues (Demography, 
Population and Vital Statistics, Australian Demographic Statistics, and Births, Australia) 
published by the Australian Bureau of Statistics. This data set consists of 93 yearly 
observations from 30 June 1902 to 30 June 1994. These observations are shown in 
Figure 4.1.
The birth time series exhibits an upward trend in the mean which suggests 
differencing the series to achieve stationarity. This is confirmed by the sample 
autocorrelation function for the series shown in Figure 4.2. The slowly decaying 
autocorrelation function supports the need for differencing. First differencing is applied 
to the series. The differenced series exhibits no deterministic trend in Figure 4.3. The 
sample autocorrelation function for the differenced series decays very fast in Figure 4.4 , 
suggesting that first differencing is sufficient to achieve stationarity.
The sample partial autocorrelation function for the differenced series is computed 
and shown in Figure 4.5. Inspection of the functions of Figure 4.4 and 4.5, they both 
tail off and indicate only lags 3 and 4 as being significantly different from zero at 
significance level a  = 0.05. This may indicate that the differenced series is in fact a 
subset ARM A process. Table 4.1 displays the generalized partial autocorrelation 
function for selected values of autoregressive order p and moving average order q . The 
fifth column contains the values which are all approximately zero down the column from 
the fifth row. Also, the constant behaviour occurs in the fourth row. This indicates that 
the possibly maximum order that can be included in the ARMA model is (4, 4 ).
34
Table 4.1 The generalized partial autocorrelations for the differenced series of birth data
p\q 0 1 2 3 4 5 6 7
1 -0.019 -6.276 1.895 -0.990 0.074 3.666 1.839 -0.645
2 0.117 0.153 -4.200 -0.692 0.249 0.139 -9.173 -0.489
3 0.229 0.343 0.273 -0.788 0.270 0.798 0.645 -0.685
4 -0.235 -0.316 -0.339 -0.310 -0.427 -0.448 -0.490 -0.672
5 -0.087 0.062 -0.494 0.539 0.090 0.470 1.473 -0.488
6 -0.056 -0.064 -0.168 -0.374 0.096 -0.248 2.760 -0.523
7 0.005 0.753 -0.043 -0.265 0.292 0.443 0.507 0.450
8 0.068 0.064 0.054 0.076 -0.218 -0.225 -0.072 0.251
9 0.057 0.014 0.178 0.202 -0.001 -2.225 0.067 2.374
10 0.036 -0.047 0.007 -4.074 0.015 0.015 2.095 2.298
11 0.053 0.079 0.132 0.133 0.001 -3.567 0.046 -8.200
12 -0.039 -0.177 0.028 0.618 0.143 0.143 0.177 0.158
13 -0.102 -0.129 -0.107 -0.104 -0.177 -0.345 -0.319 -0.281
14 0.071 0.060 0.075 -0.399 0.298 -0.067 0.875 0.121
15 -0.008 0.045 1.317 -0.425 -0.351 -0.149 -0.147 0.266
Figure 4.6 shows the values of the prediction variance horizon function for the 
differenced series. Three jumps appear at lags 2, 3 and 4 . The implication is that the 
process contains a subset moving average part having lags 2, 3 and 4 . We use the 
stepwise ARMA method to suggest a subset ARMA process. The output produced by 
the stepwise ARMA method is given in Table 4.2 . This analysis suggests a subset 
ARMA (4,3) process with autoregressive part containing only lag 4 and moving
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average part containing lags 2 and 3. Note that these estimating coefficients can be 
used as initial estimates for other more efficient (minimum variance) estimation 
procedures such as maximum likelihood estimation.
Table 4.2 The stepwise ARM A method for the differenced series of birth data (a)
Autoregressive part of selected ARMA Moving average part of selected ARMA
Lag Parameter estimate Lag Parameter estimate
1 0.000 (b) 1 0.000 (b)
2 0.000 (b) 2 -0.188
3 0.000 (b) 3 -0.346
4 -0.157
(a) See Appendix A for a discussion.
(b) The selected model does not include this lag.
4.5 Conclusion
Section 4.1 determines the order of differencing for a given data set and obtains 
a stationary process. Section 4.2 examines the process and identifies its model type and 
order. Finally, detection of the process having zero coefficients on certain lags in the 
autoregressive part and/or moving average part is undertaken in Section 4.3. This 
section describes the stepwise ARM A method which also provides order determination.
The above procedures for order determination are applied to the birth time series 
data and the analytical results are discussed below. Stationarity is achieved by first order 
differencing. The autocorrelation, partial autocorrelation and generalized partial 
autocorrelation functions identify the stationary process as an ARMA model. The 
generalized partial autocorrelation further recognizes the process having model order 
(4, 4). The prediction variance horizon function detects that nonzero coefficients are at
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lags 2 ,3  and 4 in the moving average part of the ARMA(4, 4) model. The stepwise
ARMA method identifies the process having model order (4, 3) rather than (4, 4 ). It 
also detects the ARMA (4, 3) model containing nonzero coefficient at lag 4 only in the 
autoregressive part and at lags 2 and 3 in the moving average part. The characteristics 
shared by all the diagnostics are used in Section 4.4. We identify the process to be the 
subset A RIM A (4,1, 4) as our tentative model. This model includes only lag 4 in the 
autoregressive part and excludes only lag 1 in the moving average part, and is referred 
as Model I.
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Figure 4.1 Total Births, Australia, year ended 30 June, 1901-02
to 1993-94
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5 Approximate Maximum Likelihood Estimation and Its 
Inference
After identifying a tentative model, we proceed to obtain efficient estimates of the 
parameters in the identified model. This leads to the use of likelihood methods since 
under fairly general conditions maximum likelihood estimation gives efficient (the 
variance-covariance matrix attains the Cramer-Rao lower bound) and consistent (the 
estimates converge in probability to the true values) estimates. Once the parameters have 
been estimated, we make inferences about the maximum likelihood estimates.
Unconditional maximum likelihood estimation is employed. This is an 
approximate estimation procedure which has the advantage that the computational 
complexity of the nonlinear optimization can be reduced by concentrating parameters out 
of the likelihood function.
5.1 Unconditional Maximum Likelihood Estimation
Suppose that we have a realization zjy j  = —d + 1, — d + 2 , . . . ,  0 ,1 ,. . . ,  n from a 
time series. Assuming that this series is generated by an ARIMA(/?, d, q) process, this 
process can be modelled as
where wt = and e, is white noise with zero mean and variance a 2. Note that after 
d th differencing, we obtain the series of n observations w., j  = 1, 2 , . . . ,  n . Thus the
or equivalently
(5.1)
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parameter estimation of the ARIMA(p, d, q ) process in z t is equivalent to that of the 
ARMA(/7, q ) process in wt .
From (5.1), it follows that
W, -<!>,%-(t>2w_,------<t>pH-_p+l =e0 +e, - e ,£0 - 02e_, -•
w2 — (t>,w, -<t)2w0------- <|)pW- p+2 = 6 0 + e 2 — 9 1£| - e 2e 0
®«e -9+1
- 0 ,e _ ,+2
~<l>2W r 2---------------= 0 O + e ,  - e ie , - l  - 0 2e , - 2 ----------- e , E 0
>V -<|>2w,.i------ <t>pw,+1_p =90+e,+i ------ e,e.
W n~<I>,»V| ~ th W n-24 \ W n-P 6 0 +  E „ ~ 6 1£ „-I - 0 2 E«-2-------0 , E
If we define the following vectors and matrices
n-q
'  w x N p M ( e  >c i
( P \
t'-q+X
w  =
w 2
, <{> =
^ 2
1  =
l
, e  =
e 2
2 £ *  —
^ - q +  2
(«xl) (pxl) («xl) («XI)
^e «>
(?xl)
 ^ e o >
W =
(nxp)
Wn W.-1
W ,  W n
VWn-1 W„-2
; -/>+2
«-a» y
CD v, ••• e,\
0 e ,  ;•• e2
M* = j
•
•• e „
(nxq)
0
/•--
-- o . •• o ,
M =
(nxn)
M  0 
0 , -1 
e 2 e,
o
o ... 0 0
o \
0 2 0) 1 j
then these n equations can be written concisely as
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w = W(J) + 1 0 0 -  Me -  M*e*
It follows that
e = M _1 (W<J) + 1 0 0 -  M*e* -  w)
Under the assumption that e, is white noise, the joint probability density function of e is 
given by
n  i  c 2
f(e)=Qw2Texp(- ^ )
1
=  (2kg2) 2exp ( - —r X e j)
^  j =1
Thus the joint probability density function of w is obtained by the following
transformation
g(w) = |J|f(e)
where J is the Jacobian given by
J =
0 e , 0 e , 0 e ,
3vv, d w 2 d w n
d e 2 d e 2 3 e 2
dwj d w 2 dw„
f e n n
d w t d w 2 dw„
1 0
-<t>, 1
—4*2 -4* i
-0,
0
0 . . . o 4*2 4*1 1
= 1
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Hence the joint probability density function of w is 
g(w) = f(e)
= (2no2) 2 e x p C - ^ Y e 2 )
2a p
which is the conditional likelihood function of the parameters <|>., j  = 1, 2 , 0  j  =
1, 2 , . . . ,  q and conditional on the preperiod values wjt j  = —p + 1, -  p  + 2 , . . . ,  -  1, 0, e ., 
j  = - q  + 1, -  q + 2 , . . . ,  -1 , 0 . Thus the conditional log-likelihood function is
lnL*((j>,0,0o,G ) = — ln27t---- In a “ -H i„ 2 S*((J), 0, 0 o)
where S*((j), 0 , 0 O) is the conditional sum of squares function given by
S * ( ( f )  ,  0 , 0 Q ) = ( ( J ) ,  0 ,0 Q|w*, £*, w)
7=1
and
re,'] f w  A- p +1
0 =
0 2
, W* =
V w o j
We have to specify the preperiod values w* and e* , so that we can compute the 
sum of squares and likelihood functions. The model (5.1) written in the forward form can 
also be rewritten in the backward form
( l -£ c |> /B -1) V ,= = e o + ( l - I X ( B ~ ,)'')5, (5.2)
7=1 7=1
The stationarity ensures that the autocovariance structure is exactly the same whether the 
process w, is written in the forward or backward form. This implies that 8, is also white
noise with variance g 2 . Thus we can use the backward form (5.2) to back-forecast the 
preperiod values w* and hence compute £* based on the data w . Also, we can backcast
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the unknow n past values w / and hence com pute e . for j  < 0 based on the data w . Box
and Jenkins (1970) improve the conditional log-likelihood function by suggesting the 
use o f the unconditional log-likelihood function
lnL ((j),0 ,0o, a 2) =  — \n2n — In a 2 - S (<!>, 0 ,0  o)
w here S(4>, 0 , 0 O) is the unconditional sum of squares function given by
S(<t>, 0 , eo) =  ^ { E (e ,|< t> ,6 ,9 0, w )}2
t = -o o
= i> j2
where [e f] =  E (e f|({),0,0o, w ) is the expectation o f £, conditional on (j) ,0 ,0 o and w .
M aximizing the log-likelihood lnL((j),0 , 0 O, a 2) is equivalent to minimizing the 
sum of squares S((j), 0 , 0 O) . In practice, the summation in S(((), 0 , 0 O) is truncated below 
at a certain point, say, t =  - M . Thus the finite form  of S((J), 0 , 0 O) is given by
s(4>,e,e0)= !> ,]2
t=—M
Truncation can be carried out as a result o f stationarity. The back-forecast 
E (w f|(j),0 ,0o, w) = [wt] will becom e essentially equal to its mean E (w ,) = |i  for
t < - M  . This implies that [£,] is negligible for t < - M  .
To com pute [s, ] for t = - M,  -  M  +  1, . . . ,  n , we take conditional expectations in 
(5.1) and write
E(e,|(t>,0 , 0 o, w) = E(w ,|<t),0,0o, w ) - ^ ( j )  .E(wf_ .|(j),0 ,0o, w ) - 0 o +
7=1
X e 7E ( 8 f-7-|(l) , 0 ’ 0 O’ W )
7=1
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[e,] = K ] - X < t> ,K - >] - 9 „  + X 0 >[e,_J]
7=1 7=1
Before we commence the recursion to compute [£f] for given values of ()),0 and 0 O, 
we need to know the starting values [e .], t — j  < 0  and [w ,] ,f< 0 . To find these 
values, we describe a procedure suggested by Box and Jenkins (1970). As mentioned 
before, the stationarity ensures that [wt ] for the forward model (5.1) is the same as [w,] 
for the backward model (5.2). Note that in terms of the backward model, 8, for t < 0 
are unknown future random variables with respect to the data w . That is, for given 
values of (j), 0 and 0 0 ,
E(5,|<t>,e,e0,w ) = E(8,|<|>,e,e0)
= o t < o  
If we let [8,] = E(8,|t]),0,0o, w), then we have from (5.2)
[w,] = £ < |)J[w,+;] + 0 o + [ 8 , ] - X 0 ; [8,+y]
7=1 7=1
where [8,] = 0 if t <  0 and [wt+j] = wt+j if 1 <t  + j < n .  Thus we can carry out the 
following scheme for evaluating S(<|), 0 , 0 O) .
1. Let [8n_ • ] = 0 for j  = \, 2 , ,  q , and for t = n — p, n  — p — 1,_, 1, calculate
[8,] = K ] - £ < | . ;. K +j] - 0 o + X 0 J.[8,+J]
7=1 7=1
That is, using all observed values w to calculate the [81 ] from t -  1 to t - n - p  by 
setting the unknown values [8,] after t - n - p  equal to zero.
2. For t = 0, - 1 , . . . ,  -  M  , calculate
K ]  = X < t> ;K .> ]+ 0 o + [8 ,] -X 0 ,[8 ,+y]
7=1 7=1
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where [wt+j ] = wt+j if t + j  > 1, [8, ] = 0 if t < 0 , and t is determined so that [wt ] 
is essentially constant (mean j l l  ) for t < - M  , or the calculation is terminated when 
the backcast increment |[wt ] -  [w,_, ]| is less than any arbitrary predetermined small
quantity A for t < - M  .
3. Take [e,] = 0 ,
[ w j =  (I
=eo(i-£*,)-'
7=1
for t < - M  and commence the recursion, that is to calculate 
[e,] = K ] - ^ (|); [wf_ . ] - 0 o + 2 ^0  t = +
7=1 7=1
When minimizing S((|), 0 , 0 O) we solve the estimating equations
9S(^,e,eo) _ 0
0(j)
But d S (<}), 0 ,0  q ) _ 0 
30
3 S(4>, 0 ,0 0) _  Q 3S((|),0 ,0O) =O
30 30 0
are nonlinear equations in 0 . To see that, we express [e,] as
[e,] = (i -  fypxw,]- e 0}
7=1 7=1
and differentiate [£,] with respect to 0 .
^  = 0 - I , 0,bo-2{(i -  X<i>;BOK_y] - e 0)+(i - X e ^ r ' o  -
V V  j  7=1 7=1 7=1 7=1 b ö y
It is clear that [ e j  is nonlinear in the parameters. Solving these equations requires a 
nonlinear algorithm. Consequently, to find the (j),0 and 0 O that minimize S((j),0,0o),
we use a nonlinear least squares estimation algorithm such as Gauss-Newton, Newton- 
Raphson or Marquardt.
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Once the parameter estimates <j),0 and 0 O are found, the estimate 6 2 of a 2 is
then determined from
d lnL((J),0 ,0 0, (T2)   n  S((J),0,0o)
d P  ~ ~ Z r r + 2(a2 )2 
=  0
which yields the estimate of a 2 
Q 2 _  S((j), 0 , 0 Q)
n
5.2 Statistical Inference for Maximum Likelihood Estimates
Let f t  and f t z respectively represent the maximum likelihood estimate and the 
true value of f t  where
0
Then satisfies the estimating equations
d lnL(fl) _  0 
d f t
Box and Jenkins (1970) state that over the relevant 100(1 - a ) %  confidence region for 
-0 , the log-likelihood lnL('O) will be approximately quadratic in f t  . Thus we may 
assume lnL('O) to be approximately locally quadratic in $  , so that we may ignore the
derivatives of lnL('O) that are higher than second order and approximate the
d  lnL(fl)
by one term Taylor expansion. Expanding
0 lnL('O) 
d f t
about the true value we obtain
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3 lnL(d) _ 3 lnL(d,) 3 2 lnLCd,) ;■ 
3d “ 3d 3d3d'
3 2lnL(d,)Y' 3lnL(d,)
(5.3)
Now consider the observation wt which is conditional on wt , 7 = 1, 2, . . . , p  
and e,_ , j  = 1, 2 , . . . ,  q . Given the observations w , j  = 1, 2 , . . . ,  q , however, the
values of 8, , 7 = 1,2, . . . , q  are fixed with certainty. Therefore, wt can also be 
conditional on wt_j, j  = 1, 2 , . . . ,  R where R = max(p, q ) . Let w, denote the history of 
observations on w up to time t . That is, w, ={Wj, j  <t } . Then the conditional density 
function of w, given all the observations before time t is represented by 
hO ,|w ,_ ,,d )
We can express the log-likelihood function as
lnLfd) = lnL(d, w n)
= lnh(wn,£ )
= ln[h(w„|wn_1,'d )h (w n_1,i3)]
= ln[h(wn|wn_p h(wM_1|wn_2,'d )h (w n_2,'d)]
= ln[h(w„ |wn_,,£ )  h(w„_, |w„_2, d ) • • • h(w, |w0, $)]
= ln J£Jh (w I|wM,'d)
t= i
= j^lnh(w ,|w ,_p d )
Then the first derivative of lnL(d) is given by
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3 lnL(f>) _ y  3 lnh(w, |wM, f))
3f) 3f)
We want to determine the asymptotic distribution of 
1 3 lnL(f)T) _ 1 lnh(w,|w,_p ftT)
yfn 3f) 4n ^  3$
We consider the expectation and the variance of the first derivative of lnh(w,|wM, f>)
h(w,|wM,'d)dw,
h(wt\wt^ ,$ )d w t
^3 lnh(wfwM,0 ) > p 3 lnh(w,|\
l »  J i a*
_ j 3h(w,|wM,f t )_____1
SR
=  1
3$ h(w,|wM,0 )
- f 3h(w,lv \
where is the range of possible values that wt can assume. Under certain regularity 
conditions, the range of h(w,|wM,$ )  does not depend on (Cramer (1946)) and we 
can interchange the order of differentiation and integration.
3 lnh(vv,Iw,_,,£)
■Jh(w,|wM,fl>Äv,
Because h(w,|wf_1,'d) is a density function, it must integrate to unity. Hence the
expectation
lnh(w/|wt_1, /d) 
3f>
Now the variance
V
=  0
y
Var
3 lnh(w,|wM,fl)^ _ 3 lnhQvJw,.,,#) f  3 lnh(w,|wM,ft) 
d'd y 3f>
/ \
= m
where 1(f)) is the information matrix of f) . Then the Central Limit Theorem applies and
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I ^ 3 o
V« T\  3d
Hence we obtain the asymptotic distribution
1
y/n 3d
The second derivative of lnL(d) is given by 
d 2 lnL(d) _  -A d 2 lnh(w,|w
To determine the convergence of
1 3 2 lnL(dx) _ 1 y  3 2 lnh(w,|w,_p d T) 
n 3 d 3 d ' n 3 d 3 d '
by the Weak Law of Large Numbers, we have
3 2 lnh(w,|w,_p d x)A1 3 2 lnh(w,|w,_p d T) p f 2*
3d3d'1=i
But
3d3d'
a 2 lnh(w,|w,_p d)
V 3d3d'
(5.4)
= Ef 3
i 3 h(w,|wM,d)V
v3d vh(w, wM,d) JJ
= E
h 2(w,|w,_p d )  3d
ah(w Jw M,d )3 h (w ,|w M,d )  | 1 3 2 h(w,|w,_p d )
3d ' h(wjwM,d )  3d3d'
= - E
f
1 3h(w ,|w _p d ) i 3h(w,|w,_p d )"
h(w,w,_p d )  ad
V
^h(w,|wM,d ) ad
y
+
1
1 a 2 h(w,|wM, d )  
h(w(|wM,d )  3 d 3 d '
h(wf|wM,d )d w f
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= -E
d lnh(w,|w,_pft) f  d lnh(wf|wM,-ft)^[
' \
+ 7Jh(w,|w,_p £)iw ,
= - ! ( £ ) +  0
-  - 1(0 )
1 A  3 2 lnh(wjw ,,i} )
Hence — > ------- — -^----------- converges in probability to - 1 ( d ) . It follows that
n T f  d w d '
1 d 2 lnL(dT) 
n d d d d '
(5.5)
With the results (5.4) and (5.5), we can deduce the asymptotic distribution of 
Vrc(d - d T) in (5.3)
where Z is distributed as N(0,1(f) t )). This would give 
■JÜQ& -  , )  — 2-» N (0 ,1 '1 (■&,))
Thus the maximum likelihood estimate i3 is asymptotically distributed as
d —2-»N(dT,n '1r ,(dt ))
The asymptotic normality of d  allows us to test hypotheses about the parameter 
d  estimated by maximum likelihood. To construct the tests, we have to estimate the
1 3 2 lnL (iJJ
information matrix I(d ) . From (5.5),
n d d d d '
is a consistent estimator of
- I ( d T). Hence we may estimate I(d T) by the information matrix
m = -
1 d 2 ln L (d ,[w J) 
n d d d d '
1 3 2 lnL(d) 
n d d d d '
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where the history of observations xvn is truncated below at the point t = —M and is 
replaced by [ w j  = {[wf], t = -M ,  -  M + 1 ,..., n) with [w;] = wt if 1 < t < n , so that the 
variance-covariance matrix of $  is estimated by
VärCd) = n“'r '( d )
'V ln L ( f t ) V ' 
düd-ö'
Thus testing the null hypothesis H0 :i3T/ = t307 against the alternative hypothesis
^  'do , we use the test statistic
VF = ^  j  ^  0 j
S td (d ,)
where *¥ has distribution N (0 ,1), d t/ is the j th element of /d T and Std('dy) is the 
estimated standard deviation of d y obtained by taking the square root of the yth 
diagonal element of Var(/d).
5.3 Empirical Results
In Section 4.5, the birth time series is identified as being most likely generated by 
Model I which is the subset ARIMA model with order (4,1, 4) including lag 4 in the 
autoregressive part and lags 2, 3 and 4 in the moving average part. Unconditional 
maximum likelihood estimation is employed to estimate the parameters of Model I. For 
completeness, various ARIMA models are fitted to the data and are examined through 
model diagnostic checks (to be discussed in Chapter 6 ) despite the best result is Model 
I. The fitted model has parameter estimates shown in Table 5.1 in which the estimated 
standard errors, test statistics and p-values of the estimates are also displayed.
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Table 5.1 Summary statistics of parameter estimates for Model I
Parameter Estimate Standard error Test statistic p-value
<t>4 -0.528 0.191 -2.769 0.006
e 2 -0.156 0.093 -1.678 0.093
e 3 ■ -0.280 0.098 -2.846 0.004
04 -0.368 0.187 -1.970 0.048
00 2.506 1.271 1.971 0.048
a 2 46.636
The estimates of c{)4 and 0 3 are highly significant with significance level 
a  =0.01 and the estimates of 0 O and 0 4 are significant with a  = 0.05. Although the 
estimate of 0 2 is not significant with a  = 0.05, it is significant with a  = 0.1 which is 
also a reasonable significance level. As the prediction variance horizon function and 
stepwise ARMA method both suggest to include 0 2 in Model I, we retain 0 2 in Model 
I. Moreover, with this model, the diagnostic tests indicate no model inadequacy. If 0 2 is 
to be excluded from Model I and the model ARIM A (4,1,4) having lag 4 in the 
autoregressive part and lags 3 and 4 in the moving average part is fitted, another 
parameter becomes insignificant and the model fails some diagnostic tests. We refer this 
model as Model II and its failure of the diagnostics is given in detail in Appendix B.
The conditions for stationarity are that the roots of the characteristic equation 
O(B) = 0 have absolute value greater than unity. Similarly, the conditions for 
invertibility are that the roots of 0(B) = 0 have absolute value greater then unity. We 
summarize the results of Model I in Table 5.2 .
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Table 5.2 Roots of the characteristic equations and their absolute values
Characteristic equation Root Absolute value
®(B) = l-<j>4B4 = 0 ±0.830 ±0.830i 1.173
0(B ) = 1 - 6 2B2 - 0 jB3 - 0 4B4 = 0 0.690 ± 0.92 li 1.150
-1.070 ±0.953i 1.433
Since the roots are all outside the unit circle, Model I is stationary and invertible. 
Furthermore, O(B) = 0 and 0(B) = 0 have no roots in common. Model I is also 
parsimonious.
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6 Model Diagnosis
Having determined and estimated the model, the issue of model adequacy must 
then be addressed. Model evaluation involves a variety of diagnostic tests. A number of 
these diagnostics which have already been carried out in Section 5.3 are the tests of 
hypothesis relating to the parameters, stationarity, invertibility and parameter 
redundancy. The last three criteria check on model assumptions. Another model 
assumption is that {£,} is a white noise series. These unobserved white noise e's are
estimated by their residuals e 's . Model adequacy is then examined through an analysis of 
the residuals. This analysis consists of an examination of the residuals and their 
probability density, autocorrelation and partial autocorrelation functions. Apart from 
examining the white noise assumption using the residual autocorrelation function, we 
also compare the model autocorrelation function with the sample autocorrelation 
function.
6.1 Theoretical, Sample and Model Autocorrelation 
Functions
Just as in model identification, we identify the stationary model by comparing the 
patterns in the sample autocorrelation and partial autocorrelation functions with the 
theoretical patterns of known models. Since any stationary ARMA model is fully 
determined by its theoretical autocorrelation function, we examine the model 
autocorrelation function to determine how well these autocorrelations match with the 
sample autocorrelations. Before we make this comparison between model 
autocorrelations of Model I (see Section 5.3) and sample autocorrelations of the birth 
time series data, we show how to determine the theoretical autocorrelation function for a
59
general stationary ARMA process. This exact method of calculating the theoretical
autocorrelation function is due to McLeod (1975).
Consider the general stationary ARMA(p, q) process
I ' H
~ X't*iui-i = e<_ 2 9>et~j ( 6 . 1)
7=1 7=1
where ut = w, -  p is the deviation of the stationary process wt from its mean |i and e, 
is white noise with variance g 2. It is shown in Section 4.1 that the autocovariance
function satisfies the relation
r  •l
1 1  -  k~j  = y
7=1 7=1
(6 .2)
and
Y „e (*) =  0 ^ > 1
where y k = E(ut_kut) and y ut(k) = E(ut_ke t) . Multiplying (6.1) by E t _ k  and taking
expectations we obtain
T«(-*)-£<l>;Ym(-*+7) = -[e t ]a
7=1
(6.3)
where
0 Jc = \ , 2 , . . . , q
[0 k] = \ ~ \  k = 0
otherwise
If k >  r — max(/?, q) , recursive equation (6.2) can be used to calculate y k directly from 
the previous values y  k_j, j  = 1, 2 , . . . ,  p . That is
Yt = 2AYt-y *>r (6.4)
7=1
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If k = 0 ,1 ,..., r , we proceed the procedure below for calculating y k . For k = 0 , \ , . . . ,  q ,
y  ue(~k) can be calculated recursively from (6.3) as follows
Y„e(0)= a2
Y„E(-l) = -0,(J2+<|),Ym(O)
Y « (-2) = -6  2 + X<I>J « (-2 + ;')
7=1
min (p,q)
YM( - ? ) = - e ,a 2+ £<t>,Y „ ( - q + j )
j =1
or equivalently
min(p, k)
Y„e(-*) = - e *CT2+ X<t ' f / u t i - k  + * = 0,1,...,
7=1
where 0 O = -1 . We can write (6.2) as 
-Y * + 2 >  jY = -Y „  (*) + Z e  ;Y « (k ~
7=1 7=1
and let bk be the right hand side of (6.5). Then for A: = 0 ,1 ,..., r , we have
K  =-Y„e(0) + X e ;Y„E(-7)
7=1
^=^0J„e(l-7)
7=1
*i = l®yY-(2-7)
J=2
b, =e,Y„e(0)
V .  = 0
br = 0
or equivalently
(6.5)
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j=k
0 k >  q
and the left hand side of (6.5) can be written in matrix form Ax where
M > ,-J i = \ , 2 , , r + 1,7 = 1
[<t>lW ] + [<t> /+y-2 ] / = 1, 2, . . . ,  r + 1, j  = 2,3 , . . . ,  r +1
<t>* k = l ,2, . . . ,  p
»*] = ]-!  k = 0
0 otherwise
xf =YM / = 1 , 2 , r  +1
Cramer’s Rule can be used to solve the matrix equation Ax = b for y k, k = 0 ,1 ,. . . ,  r 
where b (. = i = 1 , 2 , r + l . Recall that for k > r ,  y  k is calculated using (6.4). 
Because y  _k =y  k, we only have to calculate y k for k >  0 . The theoretical 
autocorrelation function p k is obtained by dividing y k by y 0.
The method of evaluating the theoretical autocorrelation function can be used to 
compute the model autocorrelation function of Model I. The sample and Model I 
autocorrelations are shown together in Figure 6.1. In this figure, only lags 3 and 4 of 
the sample autocorrelations are significantly different from zero with significance level 
a  = 0.05 and the model autocorrelations match with the sample autocorrelations to a 
large extent up to lag 10. That means the model autocorrelations match well with the 
sample autocorrelations. We may conclude that Model I is a satisfactory fit of the 
observed series.
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6.2 Diagnostic Tests for White Noise
We now examine each of the diagnostics which we have mentioned earlier in this 
chapter for testing white noise. We will discuss whether it is reasonable to conclude that 
the residual series from Model I is a realization from a white noise series.
Because there involves a large number of theories leading to the results to be 
used in this section, no proofs will be provided. They are however readily available in the 
literature. We will summarize the implications of these results on model diagnostic 
checking and give references where appropriate.
To test whether the residuals are normally distributed, we can inspect an estimate 
of the probability density function of the standardized residuals. The empirical density 
should be similar to the standard normal density with mean zero and constant variance 
one. Figure 6.2 displays the empirical probability density function of the standardized 
residuals. The empirical density appears to be fairly symmetric about zero except that it 
shows evidence of a long tail at the right. In general, however, it has a fairly “bell 
shaped” or normal shape.
In addition, to test whether the residuals have constant variance, we plot the 
standardized residuals and examine the variability in the residuals against time. The 
standardized residuals are shown in Figure 6.3 and the variability in the residuals appears 
fairly constant over time. There is no evidence of variance heterogeneity apparent from 
the residual plot.
If a model is inadequate, it can often be improved by modelling the estimated 
residuals. Hence to assess model adequacy, we test whether the residuals are generated 
by a white noise process. This is accomplished by examining the estimated correlograms 
derived from the residuals to determine whether they form any pattern that matches with
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a theoretical pattern of a known model. The autocorrelation and partial autocorrelation 
functions of the residuals are respectively shown in Figure 6.4 and Figure 6.5. The 
autocorrelations and partial autocorrelations do not form any pattern and are all 
insignificantly different from zero with significance level a  = 0.05. This indicates that the 
model is acceptable.
Rather than considering the individual residual autocorrelations for testing white 
noise, another approach to this problem is to use all the residual autocorrelations as a 
whole to perform a test. This is based on the fact that white noise autocorrelations are 
independent normal random variables. It follows that their autocorrelations for nonzero 
lag are all zero. The most widely used method for this problem is the portmanteau test 
which is also called the Q test. The Q test contrasts the joint null hypothesis
H0 'P i  — P 2 — ■ ' * — P — 0
against the general alternative hypothesis H a : not all p . = 0 . The modified test statistic 
originally proposed by Box and Pierce (1970) and modified by Ljung and Box (1978) is
Q = ra(m + 2)]T ( r a -y T 'p J
j=i
where m is the length of the differenced series. Under the null hypothesis of white noise, 
the Q statistic has an asymptotic distribution and is given by
Q = m(m + 2 ) ^  (m -  y')"1 p ) — ^
where p  is the number of parameters estimated in the model. Thus the hypothesis of 
white noise is rejected if Q > %^_rj(cx). Instead of reporting the numerical values of the 
Q statistic and its p-value, the Q test can be viewed graphically. Since the Q test uses 
the whole set of the residual autocorrelations as an indication of the model adequacy, we
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have to put 100(1- a ) %  simultaneous confidence bands on the residual correlogram.
That is, each of the individual confidence intervals has significance level ( 1 - a ) ^ .  
Figure 6.6 displays the residual correlogram with 95% simultaneous confidence bands. 
The residual autocorrelations all fall entirely within the 95% simultaneous confidence 
bands. We may conclude that with significance level a  = 0.05 the residuals are white 
noise.
The Q test is carried out in the time domain and uses the fact that the 
distribution of white noise autocorrelations are independent and normally distributed. An 
alternative to this approach is the cumulative periodogram test due to Bartlett (1955). 
This test makes use of the fact that the power spectrum p( / )  for white noise is constant
and takes a value 2 c 2 over the frequency domain 0 -  0.5 cycles. Then the cumulative 
spectrum for white noise
P(/> = f  P (g)dg
= 2 o 2/  0 < /  < 0.5
is a linear function increasing from 0 to a 2. Thus if we plot P ( / ) / a 2 against /  , then 
P ( / ) / a 2 is a straight line joining the points (0, 0) and (0.5,1). It can be shown that the 
periodogram 1(f)  for white noise is an unbiased estimate of the power spectrum p( / ) ,  
that is, E(I( / ) )  = 2 a 2. We can estimate the integrated spectrum P(/^) by an unbiased
i  %
estimator — ^ I ( / y) and hence estimate P ( /) /g 2 = P(/)/P(0.5) by
7=1
m ,_i 
C(/f ) = ----—
it«/,)
7=1
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^ = 1, 2 , ,  S  = [m/2] + 1
I k/,)
where f ^ = h )/m  is the frequency, [m/2] denotes the largest integer less than or equal to 
m/2 and C(/^) is the normalized cumulative periodogram. We would expect that C(/^) 
should be close to the points £ /E ,£ = 1 , 2 , . . . , E . It can be shown that C(/^) for
£ = 1,2, . . . ,  E ,  has approximately the same distribution as the ordered sample of size E 
selected from a uniform distribution on (0,1).  Thus we can use the well known 
Kolmogorov-Smirnov test (Feller (1948))
limPr
H —> ° °
max ^^E
\<$<E
c(/,)-i = 3(K)
where
3(K)= f y - i y  exp(-2K27'2)
j= 00
to judge whether in the normalized cumulative periodogram, the maximum deviation 
from the theoretical straight line is too extreme to be reasonable under a white noise 
process. To construct a test for the hypothesis of white noise, we impose two parallel 
limit lines located at a distance K/Vh above and below the theoretical line where K is 
determined by setting 3(K) = 1 -  a  , a  being the significance level of the Kolmogorov- 
Smirnov test. Figure 6.7 displays the normalized cumulative periodogram and inserts the 
5% limit lines y = 2 x ±  1.36/V s together with the theoretical straight line y = 2x  . As 
the cumulative periodogram is located completely inside the region bounded by the 5% 
limit lines and scatters about the straight line joining the points (0, 0) and (0.5,1),
66
Figure 6.7 reveals that the residuals come from a white noise process based on the 
Bartlett’s test, with significance level a  = 0.05.
6.3 Conclusion
In Section 6.1, the model autocorrelation function is compared with the sample 
autocorrelation function. In Section 6.2, a series of diagnostic tests for white noise is 
performed including an examination of the distribution of the residuals, a consideration 
of the autocorrelation and partial autocorrelation functions, and performing two tests for 
white noise.
Model I is examined by means of these diagnostic tests. The model 
autocorrelations match to a large extent with the sample autocorrelations. The residuals 
follow a normal distribution with zero mean and constant variance. The residual 
autocorrelation and partial autocorrelation functions, and the two white noise tests all 
show that the residuals are generated by a white noise process. Since none of these 
diagnostics indicate inadequacy of Model I, we conclude that Model I is adequate and 
can be used for forecasting its future values.
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Figure 6.1 Sample and model autocorrelation functions
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Figure 6.2 Standardized residual probability density function
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Figure 6.4 Residual autocorrelation function
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Figure 6.5 Residual partial autocorrelation function
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Figure 6.6 Residual correlogram with 95% simultaneous 
confidence bands
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Figure 6.7 Normalized cumulative periodogram of residuals 
with 95% simultaneous confidence bands
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7 Minimum Mean Square Error Forecasting
One objective of time series analysis is to forecast future values. Given that the 
estimated model has been judged to be adequate, this model is then used to forecast 
future values. In this chapter, we initially derive the minimum mean square error 
forecasts and probability forecast limits for general ARIMA models. This is then applied 
to forecast births for Australia, together with confidence limits for these forecasts.
7.1 Minimum Mean Square Error Forecasts
Suppose that we have observation z r = {z , , j  ^  t} from a time series and we wish 
to forecast the £ step ahead observation zt+e. Let the optimal forecast be z(t+()^  and let 
z*t+e)\, be any other forecasts in which each of them is based on the observation z t . We 
derive the optimal forecast z0+i)\, by “completing the square”. Introducing the forecast 
errors
e (t+ i)\t ~  z t+e ~  Z (t+e)\t
e,\t+i)\t '-r+t z u+e)\t
and consider that
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But this shows that z(t+l) will be optimal because E^(g*+0|r)2^> E(e2+^ )  with equality if
and only if z[t+t))f = z(t+e). The question is back to how to choose z(t+e)such that the 
cross term vanishes. Using the law of iterated conditional expectation, we can write
Since z( t+ i)and Z*t+()\t are both functions of z t , they can be pulled out of the conditional 
expectation. Thus if we choose z(t+e)|, to ensure E(e(t+e)^ \zt) = 0 , then this implies
Hence the minimum mean square error forecast is the conditional expectation of zt+l 
given previous observation z t .
7.2 Minimum Mean Square Error Forecasts for General 
ARIMA Processes
Consider a general nonstationary invertible ARIMA (p, d, q) process at time 
t + i  , that is
where B is the backward shift operator, V = 1 -  B and 8, is white noise with variance 
G 2. Let
(1 - = e0 + (1 - £e,B' )e1+, ( 7. 1)
p+d p
Then the general ARIMA process can be written as
76
p+d q
( l -Xcp,B'>,+, = e 0 + ( l - £ e yB')ew,
7=1 7=1
or equivalently
/;+J q
z , +( =  Z ^ / ^ - y  + 0 o + e »<  “  Z 9
7=1 7=1
To obtain the actual forecasts for the general ARIMA process, we take conditional 
expectations with respect to the observations up to time t . We have
p+d q
Z(t+t)\t ~~ A (t+ e -j) \t  + 0 o + ^(f+o| /  — o+ e-j)\t ( 7 - 2 )
7=1 7=1
where
z{t+i)\t
E(zt+,|z,)
Zf+l
^ (/+/)|/ ^(£/+/|Z()
/>1 
/ <  0
0
£ /+Z — Zt+i ~  t+l)\t+l-l
l> 1 
/ < 0
(7.3)
For l < 0, the white noise e;+/ is just the one step ahead forecast error in forecasting z1+l 
made at time t + l - 1. Consider forecasting zt+l at time t + l - 1,
Z(t+i)\t+i-\ j z (t+l-j)\t+l- 1 "*~®o + £  (H-/)|/+/-1
7=1
p+d
f l P
7=1
^ 9  j^ t+ i - j  + Ö o ^ ^ ®  j£ t+ i-j
7=1 7=1
Thus the one step ahead forecast error is
e O+l)\t+l-\ ~~ Z t+l ~  Z(t+i)\t+i-\
= e /+/
Hence, to compute the forecasts z{t+^ t for i  > 1, a recursion for the forecasts of zt+e is
executed using the recursive equation (7.2) and the terms on the right of (7.2) are treated 
according to the rule (7.3).
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7.3 Probability Limits of Forecasts for General ARIMA 
Processes
To develop the probability limits of the forecasts at any lead time £ , we consider 
the general ARIMA process at time t + £ described by (7.1) which can be written as an 
infinite autoregressive process. This infinite process exists because the process (7.1) is 
invertible. Thus the autoregressive representation of (7.1) is
O z„,= i; + e„, (7.4)
7=1
where £ = (1 -  ^ 0 y.)_10 o and
j=i
1 -  5 > , B' = a  -  (7.5)
7=1 7=1 7=1
Following Wegman (1986), we apply the finite operator
t - \
7=1
to (7.4) and obtain
» e-\ e-\
7=0 k=0 *=0
where 7t0 = —1, \)0 = 1 and
S=(l + | > t£
*=1
The double summation term can be written
~ i-\
^  ^  ^  f t  k z t+ e - j -k
7=0 k=0
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^0^0^/+* + * W Z ,+,_1 + + 7to^-l^r+l
- ^ o W - l  h 71 jl) ^ _2^/+i +71 iD^_iZ,
+  7C^ _i\)0Z,+i + K i _]V l Zl H f  71 _^1'0 t_xZt_(+2
+  7C tV 0Z, +  • • * +  K f t  £_2Z,_£+2 +  H f t  z-\Zt_M
l 2 e-\
— K 0\ ) 0 Zt+ e +  ^ 71 j_/l) ^ f t  2 - f t i ^ t + i - i  "*  ^^ ^  *-i-A*i^/+i
i=0 i=0 i=0
£-1 -^1
+ L IC<-.A)iz- + X , t <+wViz,.1+ ........
i =0 1=0
-^1 l ~ *-l
— 7C o'ö 0Z ^  +  ^  ^  7C WD i Z t + i _ l +  ^  ^  f t  ^ _i+;-/U I ^ /-;+i
/=1 i=0 y=l i=0
Suppose that we choose the v  weights so that for / = 1, 2 , . . . ,  £ - 1,
X j r ;_,-u, = 0 (7.6)
i=0
This would then give
oo ^-1
z»<= 5 > 5 V „  + c + I X e , +,_y
7=1 7=0
where
-^i
i=0
Furthermore, assuming that observations are available up to time 7, the £ step ahead 
forecast z{t+()(f of z,+^ is given by its conditional expectation. Since future errors are
independent of past observations, so E(ef+/|zr) = 0 for / > 1. It follows that 
= Z 71 f E(z,-;+i K ) + C + Z « ;.E(e ,„_y |z,)
7=1 7=0
= £ + V , +,+C
7=1
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Hence the forecast error is
e o+e)\t Z t+e Z(t+e)\t 
e- 1
7=0
where the v  . weights can be computed recursively from the 7 t. weights by first equating 
coefficients of powers of B in (7.5) to get the te . weights and then compute the 
weights using (7.6) to give
7~1
' Z K i-tv t + n o»i = °  j  = 1, 2, 1
k=0
This implies
7-1
— k j  — 1,2, £ 1
We note that the forecast error has conditional expectation
£—\
E(<W jz<) = I X E(£»/-;lz.>
7=0
=  0
and the conditional variance of the forecast error is the conditional expectation of
'U+OI t (^ t+e %+<>!<)
Then taking the conditional expectation, we have
Var(<W)i<h)= E(eo+/)i<lzi)
— E ( /^+#|Zi)  ^E (Zf+*Z(/+*)j;lZ/ j l Z' )
— E(^ (+/ |Z; ) E(^ i+^ lZi) ^
= E(zL|z, ) -  2(E(z,+,|z,))2 + (E(z,+f|z,))2 
= E ( 4 |z,) - (E (Z,+(|z,))2 
= Var(z,+<|z,)
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But the conditional variance is also equal to
Var(<V)|.k> = 5X Var(e,+,_,|z,)
7=0
= ^ ;V a r (e ,+^ )
7=0
= a2(l + 2>5)
This yields
Var(zf+Jz f) = a 2(l + ^ \ )72)
Under the assumption that s' s are normally distributed, a future value zt+e conditional 
on the past observation z, = {z;., j  < t} will follow a normal distribution as
where Za/2 denotes the standard normal deviate such that Pr(Z > Za/2) = a /2  .
7.4 Forecasting Australian Total Births
Forecasts for Australian total births from 30 June 1995 to 30 June 2041 
(chosen for the purpose of comparison between time series forecasts and cohort 
component projections), together with 95% confidence intervals, are obtained using 
Model I (see Section 5.3). The forecast values and their confidence intervals are shown
z,+<k ~ N v , r a2( i + 2 > 2)
v 7=1 y
Thus the 100(1 -  a )% forecast limits are
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in Table 7.1 and displayed graphically in Figure 7.1. At this moment, our forecasts seem 
to be reasonable since they are consistent with the increasing birth trend for the last 15 
years (from 1979-80  to 1993-94 ). These forecasts will be further discussed in 
Chapter 8. In that chapter, our forecasts are compared with two sets of long-term 
projections made by the Australian Bureau of Statistics. The first set contains two 
projection series and the second set contains three projection series. These series are 
projected under different projection assumptions concerning future fertility, mortality, 
interstate migration and overseas migration rates. A main difference between these two 
sets is that the overseas migration assumption is excluded in making the projections from 
the first set.
Table 7.1 Forecasts for the total births, Australia, 1994 -  95 to 2040 -  41, in thousands
Year ended 
30 June
95% lower forecast Forecast 95% upper forecast
1995 245.147 258.531 271.916
1996 243.127 262.056 280.985
1997 235.988 260.438 284.887
1998 232.948 264.047 295.147
1999 231.528 267.008 302.488
2000 228.276 267.652 307.029
2001 228.519 271.013 313.506
2002 226.873 271.612 316.352
2003 225.326 272.554 319.782
2004 225.128 274.720 324.311
2005 223.430 275.451 327.472
2006 222.988 277.640 332.293
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Y ear ended  
30 June
95%  lo w er fo recast F o recast 95%  u p p er fo recas t
2007 222 .657 279 .648 336 .639
2008 221.773 281 .010 340 .248
2009 221 .809 283 .130 344.451
2010 221 .279 284 .480 347 .6 8 0
2011 220 .8 2 4 285.925 351 .026
2012 220 .764 287.711 354 .658
2013 220 .317 289 .098 357 .879
2014 220 .258 290.891 361.523
2015 220 .232 292.633 3 6 5 .034
2016 220 .069 294 .195 368 .322
2017 220 .174 295 .969 371 .7 6 4
2018 220 .132 297 .528 374 .924
2019 220.131 299.113 378 .095
2020 220 .257 300 .794 381.331
2021 220 .292 302.363 384 .434
2022 220 .453 304 .046 387 .638
2023 220 .636 305 .714 390 .792
2024 220 .794 307 .332 393.871
2025 221 .039 309 .009 396 .979
2026 221 .255 310 .626 399 .997
2027 221 .496 312.251 4 0 3 .0 0 6
2028 221 .7 8 4 313 .902 4 0 6 .0 2 0
2029 222 .059 315 .522 4 0 8 .985
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2030
2031
2032
2033
2034
2035
2036
2037
2038
2039
2040
2041
95% lower forecast Forecast 95% upper forecast
222.381 317.174 411.967
222.719 318.822 414.924
223.061 320.455 417.849
223.438 322.106 420.773
223.816 323.739 423.662
224.210 325.375 426.539
224.627 327.017 429.408
225.049 328.652 432.254
225.493 330.295 435.096
225.950 331.937 437.923
226.416 333.575 440.733
226.900 335.218 443.535
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Figure 7.1 Total birth time series, Australia, year ended 30 
June, 1901-02 to 1993-94, together with forecasts and 95%
confidence intervals, 1994-95 to 2040-41
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8 Population Projections by Cohort Component 
Projection Method
Population projections are concerned with population growth and change in the 
future. The Australian Bureau of Statistics currently publishes population projections 
twice in each intercensal period. The most recent publication of population projections 
provides annual figures for the population of Australia, the States and Territories by age 
and sex for the period 1993 to 2041. It also provides estimates of the annual number of 
births, deaths and immigrants. In this chapter, we present a summary taken from 
Projections of the Populations of Australia, States and Territories 1993 to 2041 
published by the Australian Bureau of Statistics and Australia’s Population Trends and 
Prospects 1993 published by the Bureau of Immigration and Population Research. This 
chapter contains the methodology employed in making the projections, assumptions 
underlying the projections and projected number of births. The population is first 
assumed to be closed to and then open to overseas migration; two sets of population 
projections are made. These two sets of projections provide a significant information 
relating to components of population change. Because of our interest is in births, only 
the projected number of births are taken from these two sets of projections and 
compared with our forecasts.
It is important to note that population projections are not predictions. They only 
show what the population would be if the assumptions about future demographic trends 
prevail over the projection period. There is no certainty that any of these assumptions 
will or will not be realized. Clearly, the results of population projections are highly 
sensitive to the assumptions on which they are based.
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8.1 The Cohort Component Projection Method
The population projections are made using the cohort component method. This 
method begins with a base population for each sex by single years of age and advances it 
year by year by applying assumptions regarding future mortality and migration. Assumed 
age-specific fertility rates are applied to the female populations of child-bearing ages to 
provide a new cohort of births for each year. This procedure is repeated for each year in 
the projection period for each State and Territory and for Australia. The resulting 
population projections for each year for the States and Territories, by sex and single 
years of age are summed up to give totals for Australia.
The most important step in the projection process is the specification of 
assumptions. The formulation of assumptions involves analysis, research and 
consultation. Analysis of demographic trends, research into the determinants of 
population growth and consultation with Government and academic institutions at both 
national and State levels are necessary to ensure that the assumptions are generally 
relevant for the projection period. The population projections made by the Australian 
Bureau of Statistics are based on the assumptions concerning the components of 
population change, namely fertility, mortality, interstate migration and overseas 
migration. Each component may have one or more assumptions. For fertility, interstate 
migration and overseas migration, two alternative assumptions are selected and only one 
assumption has been used for mortality. Projections may be based on combinations of 
various assumptions concerning one or more of these components. The assumptions 
pertaining to each component of population change and the time period to which they 
apply for the 1993 -  2041 series are detailed in Table 8.1.
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Table 8.1 Summary of assumptions
Component Assumption
Mortality I For Australia as a whole, 1990-92 mortality rates decline to 
the year 2000 according to short-term rates of decline and 
from 2001 to 2041 according to long-term rates of decline.
For the States and Territories (except the Northern Territory) 
State-specific mortality rates converge to the rates for 
Australia as a whole in the year 2000, and then decline to 
2041 according to long-term rates of decline (from 2000 to 
2041 mortality rates are the same as for Australia as a whole).
Northern Territory mortality rates decline to the year 2001 
according to short-term (Australian) rates of decline, and then 
from 2001 to 2041 according to long-term (Australian) rates 
of decline.
Fertility I For Australia as a whole the total fertility rate for 1993 of 1.88 
children per woman remains unchanged.
For the States and Territories, fertility rates are State-specific 
and trend from the total fertility rate for 1993 to rates that are 
determined as ratios of the Australian fertility rate in the year 
2002. These ratios, relative differentials between States and 
the Australian rate, remain constant from 2002 to 2041.
Fertility II For Australia as a whole the total fertility rate rises from 1.92 
children per woman in 1993 to 2.10 in the year 2002, after 
which it remains unchanged.
For the States and Territories, fertility rates are State-specific 
and trend from the total fertility rate for 1993 to rates that are 
determined as ratios of the Australian fertility rate in the year 
2002. These ratios, relative differentials between States and 
the Australian rate, remain constant from 2002 to 2041.
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Component Assumption
Interstate migration I Large net gains and losses for most States and Territories 
commensurate with annual net gains of 28000 for Queensland 
and 4000 for Western Australia. After a transitional period 
from 1993 to 1997 annual net gains and losses remain 
unchanged.
Interstate migration II Small net gains and losses for most States and Territories 
commensurate with annual net gains of 20000 for Queensland 
and 2000 for Western Australia. After a transitional period 
from 1993 to the year 2001 annual net gains and losses remain 
unchanged.
Overseas migration I Annual net migration gain rising from 40000 in 1993-94 to 
70000 in 1999-2000 and then remaining unchanged.
Overseas migration II Annual net migration gain rising from 40000 in 1993-94 to 
100000 in 2000-01 and then remaining unchanged.
Selected combinations (not all combinations) of the various assumptions have 
been made by the Australian Bureau of Statistics to generate five series of projections for 
the States and Territories. These are identified as Series A to E. If we are interested in 
projections for Australia as a whole, Series B and C, and Series D and E become 
identical because of the repetition of the interstate migration assumption. Therefore there 
are only three different series for Australia as a whole. These are A, B (or C) and D (or 
E). In addition, if the overseas migration component is excluded in generating the 
projections, only two different series remain for Australia as a whole. These are A and B 
(or C, D, E). The assumptions underlying the projections of each series are summarized 
in Table 8.2.
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Table 8.2 Summary of assumptions underlying the projection series
Projection series
Assumption A B C D E
Fertility II I I I I
Mortality I I I I I
Interstate migration I I II I II
Overseas migration I II II I I
The base population for this series of projections is the estimated resident 
population at 30 June 1993. All the projections of Series A to E are based on this base 
population. The birth estimates of these projections are provided in the subsequent 
sections.
8.2 Projections under Closed-Population
Series A and Series B/C/D/E of projections for Australia are generated without 
the component of overseas migration. Under Series A, which has high fertility rates, the 
projected number of births fluctuates during the projection period, finally reaching 
269300 in the year 2041. Under Series B/C/D/E, where constant fertility is assumed, 
births decline steadily to 215800 by the year 2041. Series I combines the observed birth 
time series for the period 1901-02  to 1993 -  94 with the forecast series for the period 
1994 -  95 to 2040 -  41 using Model I (see Section 7.4). Our forecasts increase linearly 
to 335218 in the year 2041. The forecasts and the projected number of births are shown 
together in Table 8.3 and displayed graphically in Figure 8.1. Although our forecasts are 
very different from the projected number of births obtained from Series A and Series
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B/C/D/E, however, the result should not be surprise as Series A and Series B/C/D/E are 
generated excluding overseas migration. The exclusion of the overseas migration 
component obvious does not reflect real circumstances.
Table 8.3 Projected number of births excluding overseas migration and forecasts, 
Australia, 1993 -  2041, in thousands
Year ended 
30 June
Series A Series B/C/D/E Series I
1993 (a) 265.6 265.6 265.758 (b)
1994 268.2 262.4 259.393 (b)
1995 270.1 261.4 258.531
1996 271.7 260.3 262.056
1997 273.3 259.1 260.438
2001 277.3 252.4 271.013
2006 270.7 242.9 277.64
2011 262.8 235.6 285.925
2016 262.5 233.9 294.195
2021 266.7 233.6 302.363
2026 271.9 231.6 310.626
2031 274.2 226.6 318.822
2036 272.3 220.6 327.017
2041 269.3 215.8 335.218
(a) Base year (b) Actual figure
8.3 Projections under Open-Population
Series A, Series B/C and Series D/E of projections for Australia are generated 
including overseas migration. Under Series A, which combines high fertility rates with
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low overseas migration gains, the projected number of births rises to 292000 in the year 
2011 and to 345200 in 2041. Under Series B/C, where constant fertility and high 
overseas migration gains are assumed, births rise steadily, eventually reaching 306100 in 
the year 2041. Under Series D/E, where constant fertility and low overseas migration 
gains are assumed, the projected number of births, after dipping slightly in the initial 
years, rises to only 281100 by the end of the projection period. The properties of Series 
I is the same as all the above. These forecasts and the projected number of births are 
shown together in Table 8.4 and displayed graphically in Figure 8.2. Our forecasts are 
close to the projected number of births from Series A and lie between that from Series A 
and Series B/G. This agrees with the projection results obtained from Series A and Series 
B/C which are generated using the cohort component method made by the Australian 
Bureau of Statistics. Since the assumptions are formulated through a process consisting 
of research, analysis and consultation to ensure their general relevance for the projection 
period, we can conclude that our birth forecasting using a time series approach is also a 
reasonable approach.
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Table 8.4 Projected number of births and forecasts, Australia, 1993 -  2041, in 
thousands
Year ended 
30 June
Series A Series B/C Series D/E Series I
1993 (a) 265.6 265.6 265.6 265.758 (b)
1994 268.7 262.9 262.9 259.393 (b)
1995 271.7 263.1 263.0 258.531
1996 274.7 263.3 263.1 262.056
2001 289.0 266.1 263.1 271.013
2006 291.9 268.3 261.9 277.64
2011 292.0 270.8 261.8 285.925
2016 298.5 277.6 266.2 294.195
2021 309.5 285.8 271.9 302.363
2026 322.3 293.0 276.3 310.626
2031 333.3 298.1 278.4 318.822
2036 340.1 301.9 279.4 327.017
2041 345.2 306.1 281.1 335.218
(a) Base year (b) Actual figure
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Figure 8.1 Projected number of births excluding overseas 
migration for Australia, 1994-95 to 2040-41, together with
observed series and forecasts
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Figure 8.2 Projected number of births, Australia, 1994-95 to 
2040-41, together with observed series and forecasts
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9 Conclusion and Extension 
9.1 Conclusion
Population projections should not be treated as predictions. They illustrate 
growth and change in the population which will occur in the projection period based on a 
chosen set of assumptions about the level and direction of underlying values or rates of 
the components of population change. These specified assumptions may or may not be 
correct. By definition, a projection must be correct if its assumptions are valid.
The time series approach to forecasting the number of births presented in this 
thesis is a useful supplement to other birth estimate approaches such as the cohort 
component method. This method is currently used by the Australian Bureau of Statistics 
to estimate the number of births for Australia. The cohort component method implicitly 
relies on judgments about the future rates of growth of the components of population. 
While the judgmental methods explicitly rely on an assumed rate of population growth, 
these rates for projections for Australia are formulated on the basis of an assessment of 
past demographic trends, both in Australia and overseas, and their likely future 
movements. However, no statement is made on the probability that such rates will 
actually be realized. Obviously, the birth projections are largely sensitive to the rates 
upon which they rely. In recognition of the uncertainty of these rates and the sensitivity 
of projections, it is more often sensible to provide alternative projections in order to 
supply users with a possible range of options under different assumptions. As we have 
seen in Sections 8.2 and 8.3, the Australian Bureau of Statistics provides two sets of 
birth projections for Australia. The first set has two projection series generated without 
overseas migration. The second set has three projection series generated with overseas 
migration. The time series approach discussed in this thesis is not suggested as a
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replacement for the cohort component method but rather as a complement to it. The 
cohort component method yields point projections only. In contrast, the time series 
approach yields both point and interval forecasts (see Section 7.4) based on historical 
data. The interval forecasts provide information about the precision of the point forecasts 
that is reflected by the widths of the forecast intervals. It may help decision-makers in 
planning developments for the future according to the degree of certainty of these 
forecasts.
9.2 Extension
As we have seen from Sections 8.2 and 8.3, the inclusion of overseas migration 
in the evaluation of birth projection affects the results of the projection. We have already 
discussed the closed-system cohort survival model and single-region open-system cohort 
survival model in Section 2.1. Since the open-system model takes the effect of migration 
into consideration, it seems to be more realistic than the closed-system model. However, 
the drawback is that since only net migration rates are used, these rates do not give 
information about the origins and destinations of migrants. Therefore the information 
which is important for predicting migration itself and other demographic variables is not 
available. Moreover, an apparent small net migration flow may be the results of large 
gross flows in and out. Knowing these flow in and flow out figures is always useful in 
improving predictions for migration and for other demographic variables. Another 
weakness of the open-system model is the failure to recognize surviving and migrating 
infants. In fact, the data collection of origins, destinations, gross flows and migrating 
infants (or fairly common use of corresponding rates) can be achieved easily. This 
information can be integrated to extend the single-region open-system cohort survival
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model to the multi-region cohort survival model (Rogers (1966,1968,1971,1973)). It is
worthwhile to note that in the multi-region model, the female populations and survival 
rates are all region-specific and the migration and fertility rates are specified by both their 
origins and destinations.
We have shown in Section 3.1 that univariate time series models for birth data 
can be obtained from the stochastic discrete renewal equation for births. This renewal 
equation is developed from the deterministic single-region open-system model (see 
Section 2.2) which subsequently modified to allow the fertility, survival and migration 
rates varying with time (see Section 3.1). Since the probabilistic time series models and 
the deterministic multi-region model are known as two different approaches for 
forecasting births, we believe that the relation between these two types of models is 
worth further investigation. Multivariate time series models for births for each region 
may also be developed from the multi-region model and, as a result, the number of births 
for each individual region and the total number of births in the regions being considered 
can be forecast. It is that also possible to forecast not only the total number of births, but 
also their distribution among these regions. In our case, we may obtain the forecasts of 
births for each State and Territory and for Australia as a whole. These pieces of 
information relating to the size and distribution of births help planning and developments 
for the future.
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Appendix A: Stepwise Regression
Suppose that we have a set of n observations on a dependent variable y and 
independent variables xjt j  = 1 , 2 , p . Stepwise regression technique (Jennrich 
(1977)) determines a linear function of a subset of the independent variables that 
adequately explains the variability in the dependent variable. This subset of variables is 
usually found by recursively entering and removing the independent variables from the 
regression model 
y = X ß + e
where
V * 1 1  * 1 2 ■ V fM ( p  A  c i
y = y2 x = * 2 1 * 2 2 * 2  p . P = p2 , e =
e2
,*„1 *„2 ‘" *«„
and £ satisfies
f ° l "1 0 ... 0^
E(e) =
0
, V ar(£ )= G 2
0 1
■\ 0
A ,o  ... 0 1,
The stepwise regression procedure starts with no variable in the model. At each 
step, a variable that is in the model is chosen to be removed and a variable that is not in 
the model is chosen to be entered. (At the first step, there is no variable to be removed 
from the model.) In the procedure, the removal of the deleted variable is checked first. 
The deleted variable can be removed if it satisfies the criterion for deletion. If so, it is 
removed and the next step begins. If not, then the entry of the added variable is 
examined. The added variable can be entered if it satisfies the criterion for addition. If so,
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it is entered and the next step begins. This stepping continues until no variable can be 
entered and removed from the model. This task is ideally performed by employing the 
sweep algorithm (Efroymson (1960)).
The sweep algorithm starts by forming the matrix 
( X' X X' y \
A =
ly'X y'y)
The removal and entry of variables are recursively done in A using the sweep operator 
(Efroymson (1960)). Denote the matrix A at the K th step of the algorithm by
( B v ^
A = ,
[u '  RSS J
Suppose that variables indicated by indices k ., j  = 1, 2 ,... ,  r are in the model and those 
indicated by Ky, j  = r + 1, r + 2 , p  are not. The algorithm chooses a variable to 
remove by seeking an index k . that minimizes
K;
a
1 < j < r
K j , K j
and chooses a variable to enter by seeking k that maximizes
R
r + \ < j < p
K j , K j
where (B)jk = Bjk and (v )y = v ( . Denote the variables for deletion and addition by'j ¥ j
indices k d and respectively. Then the algorithm removes the variable xK/> if the
deletion criterion
C0 =
' Y- l
RSS/(n -  r — 1)
<1
100
is satisfied where %2^ is the value of a %2 random variable having Pr(x^ > Xuv) = co
and RSS is the residual sum of squares for the model chosen at the current step k . If it 
is not possible to remove xK/>, the algorithm enters the variable jck  ^ if the addition
criterion
x 2 T v 2A /a ,p - r  /  i k j
C. = --------- — >1
R S S / ( n - r - l )
is satisfied. The algorithm terminates when neither deleting nor adding can occur.
Most stepwise regression procedures do not allow removal of the most recently 
entered variable, and set a maximum number of steps to avoid an infinite loop of entering 
and removing variables from the model.
In most situation, stepwise regression technique is useful in determining an 
adequate regression model which explains the variability in a dependent variable as a 
function of independent variables. However, the theoretical results such as p-values or 
confidence intervals are very difficult to derive. Traditionally, it is regarded as an 
exploratory technique for data analysis.
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Appendix B: Inadequacy of Model II
This appendix shows the inadequacies of Model II (see Section 5.3) which are 
revealed in the diagnostic tests. Table B.l gives summary statistics of parameter 
estimates for Model II. The estimates of parameters (|>4 and 0 O are significantly different 
from zero with significance level a  = 0.05. The estimate of 0 3 is highly significantly
different from zero with a  = 0 .01 . But Model II is not parsimonious. This model 
contains an insignificant estimate of 0 4 which has a p-value of 0.176.
Table B.l Summary statistics of parameter estimates for Model II
Parameter Estimate Standard error Test statistic p-value
<l>4 -0.502 0.234 -2.144 0.032
e, -0.304 0.097 -3.128 0.002
e4 -0.315 0.233 -1.353 0.176
0o 2.530 1.196 2.116 0.034
a 2 47.959
Figure B.l displays sample and Model II autocorrelation functions (see Section 
6.1). The model and sample autocorrelations are quite different up to lag 10 in Figure 
B.l but not in Figure 6.1. This implies that the sample autocorrelations do not appear to 
be generated by Model II. Figure B.2 shows the normalized cumulative periodogram 
plot of the residuals (see Section 6.2) based on Model II. Although the points of the 
cumulative periodogram do not cross the 95% simultaneous confidence bands, these 
points do not scatter closely about the theoretical straight line joining the points (0, 0)
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and (0.5,1). The cumulative periodogram steadily increases its deviation from the
theoretical line at frequencies 0.09 and 0.25 , and forms a bump on the line at frequency 
0.4 . The fact that the cumulative periodogram does not lie close to the theoretical 
straight line is unusual, thereby indicating that the residuals are actually not white noise. 
The failure of diagnostic tests found in Model II reveals that Model II is inadequate and 
thus should not be used in forecasting.
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Figure B.1 Sample and Model II autocorrelation functions
0.3 t
0.2 -
0.1 -
- 0.1 - -
- 0.2 -
Model II4  Sample
104
Figure B.2 Normalized cumulative periodogram of residuals 
with 95% simultaneous confidence bands
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Amendments
page 1, 3 lines from bottom should read “own past values and random noise” 
page 11, line following equation (2.4) should read “where p { j )  is the rate at which 
females reach age j  in the region per female aged 0” 
page 11, line following equation (2.5) should read “where §(j )  is the rate at which 
females deliver a child at age j  in the region per female aged 0” 
page 13, lines 5, 9 “independent” should read “constant”
page 14, line 3 should read “Let (J)(j) be the value of (|)f_1 (j)  for age j  averaged over 
time period t -  1”
page 16, lines 1-2 should read “we shall look for an adequate representation of (3.5) 
using a small number of parameters” 
page 26, line 2 should read “distributed with mean zero and variance” 
page 29, lines 7-9 should read “Section 7.3 (the end of page 80) that the error variance
of infinite memory h step ahead prediction o j r = Var(e(/+^ |f| wt_j, j  > 0) is
equal to Var(wt+h j  > 0) where prediction error”
page 46, line 4 should read “ e , is Gaussian white noise”
page 53, last line should read “information matrix of (Silvey (1970)). Then the 
Central Limit Theorem applies (Serfling (1980)) and” 
page 62, last sentence should read “conclude that this comparison does not identify any 
inadequacy of Model I”
page 76, lines 11-12 should read “and then demonstrate that it is minimum mean square 
error forecast”
page 80, line 5 “compute” should read “computing”
page 86, lines 15-16 should read “provide significant information relating to components 
of population change. Because our” 
page 107, line 1 “Kolmogarov” should read “Kolmogorov”
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