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Abstract
A new non-linear optimization approach is proposed for the sparse reconstruction of
log-conductivities in current density impedance imaging. This framework comprises of min-
imizing an objective functional involving a least squares fit of the interior electric field data
corresponding to two boundary voltage measurements, where the conductivity and the elec-
tric potential are related through an elliptic PDE arising in electrical impedance tomography.
Further, the objective functional consists of a L1 regularization term that promotes sparsity
patterns in the conductivity and a Perona-Malik anisotropic diffusion term that enhances the
edges to facilitate high contrast and resolution. This framework is motivated by a similar
recent approach to solve an inverse problem in acousto-electric tomography. Several numer-
ical experiments and comparison with an existing method demonstrate the effectiveness of
the proposed method for superior image reconstructions of a wide-variety of log-conductivity
patterns.
Keywords: Inverse problems, PDE-constrained optimization, proximal methods, edge-enhancement,
sparsity patterns, current density impedance imaging.
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1 Introduction
Electrical impedance tomography (EIT) is an imaging modality, where one attempts to recover
the conductivity of a body from the boundary measurement of current and voltage [14]. The un-
derlying inverse problem is highly ill-posed and non-linear yet very important due to its wide range
applications in the fields such as medical imaging [54] and engineering [27, 53]. The mathematical
formulation of the EIT inverse problem is given by the following conductivity equation
−∇ · (σ(x)∇u(x)) = 0 x ∈ Ω,
σ(x)
∂u
∂ν
(x) = f(x)x ∈ Γ,
(1)
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where Ω ⊂ Rn is a convex and bounded domain with Lipschitz boundary and Γ is the boundary
of Ω. In this model, σ is the electrical conductivity, u represents the electric potential and f is
the current applied to the boundary.
The reconstructions obtained through the EIT setup usually have high contrast but limited
spatial resolution [48]. On the other hand, reconstructions obtained through ultrasound imaging
has very high resolution but limited contrast [3, 42]. In recent years, attempts have been made
to combine multiple imaging modalities to obtain image reconstructions with both high contrast
and high resolution. This led to the emergence of hybrid imaging methods that belong to class of
coupled-physics imaging modalities to generate images of superior quality. One of such imaging
methods, known as current density impedance imaging (CDII) combines the classical EIT setup
with magnetic resonance (MR) scanning [19, 36]. It is alternatively known as magnetic resonance
EIT (MREIT). Current or voltage is applied through the electrodes, which give rise to an interior
electric field and the corresponding generated magnetic field, represented as B = (Bx, By, Bz), is
measured by the MR scanner. The corresponding inverse problem is to solve for the conductivity
σ from Bz using the well-known iterative Harmonic Bz-algorithm [17, 30]. Convergence of the
harmonic Bz algorithm has been well-studied [17, 30, 31]. In particular, it has been shown that
for small contrast values of the target conductivity, the harmonic Bz-algorithm is stable and
convergent, provided we have a good initial guess [30]. Thus, it is not clear that one can recover
good quality images for high contrast objects through Harmonic Bz-algorithm.
An alternate approach to solve the CDII inverse problem is to use the knowledge of interior
electric field, which is obtained from the magnetic field. Correspondingly, the magnitude of the
interior electric field is also determined [47, 49], which is given by
H(σ(x)) = σ(x)|∇u(x)|, x ∈ Ω. (2)
The formulation of reconstruction problem is as follows: Given the boundary data f for, possibly,
several choices of boundary patterns and the corresponding interior measurement data H , find the
conductivity distribution σ. In this framework, we use the internal function H(σ) to replace σ in
the EIT equation (1) to get the following nonlinear equation
∇ ·
(
H
|∇u|
∇u
)
= 0 in Ω,
H
|∇u|
∂u
∂ν
= f on Γ.
(3)
For the CDII inverse problem, the solution to the boundary value problem (3) is crucial but it
is difficult to use it in practice because of its highly nonlinear behaviour and also because the
data represented by the measured values of H enter as a coefficient of the differential model [48].
Even with the additional measurements, analysis and application of the 1-Laplacian relies on an
iterative localized algorithm, wherein one considers an approximation of the CDII problem. This
subsequently led to several computational approaches in solving the CDII inverse problem. In [23],
it was proved that the linearized problem is elliptic and hence solvable, if there are at least n set of
measurements {Hi(σ)}
n
i=1 and corresponding to n boundary data {fi}
n
i=1 such that ∇ui and ∇uj
are nowhere collinear for i 6= j. It has been shown in [26] that the solution of the above 1-Laplacian
equation with the Neumann boundary condition is non-existent unless additional measurements
with different boundary current patterns are used. Recovery of isotropic conductivity in regions
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where the magnetic field is transversal using two internal current distributions was done using an
explicit local formula [28]. Moreover, using the information of two internal current distributions,
the authors in [26] uniquely determine the singular support of the conductivity function. In [34],
the authors showed that the conductivity in the planer domain can be recovered from a single
voltage-current on a part of boundary and the magnitude of one interior current density. In
the same article, they also provide sufficient conditions on Dirichlet boundary data to guarantee
unique recovery of conductivity. In [35], the recovery of Ho¨lder continuous conductivities have been
establised for domains with connected boundary from the interior measurement of the magnitude
of one current density. Determination of isotropic conductivity variations from measurements
of two current density vector fields was studied in [19]. In [51], authors showed the recovery of
planar conductivities by solving the 1-Laplace equation with partial boundary data. The authors
in [32, 8, 9] present explicit reconstruction formulae for recovering the conductivity distribution
from multiple interior measurements in two and higher dimensions.
The well-known numerical reconstruction algorithm using the internal current distribution is
an iterative J-substitution algorithm which was first introduced by [24] and subsequently consid-
ered in other works, see for e.g., in [21, 25, 35, 36]. It has been shown that the J-substitution
algorithm is able to reconstruct the conductivity with high resolution [25, 26]. Another numerical
reconstruction iterative method is the regularized D-bar method [22] that provides images with
high resolution. In [33], the authors use an alternating split Bregman algorithm for solving a
minimization problem related to the energy functional corresponding to the 1-Laplacian equation
(3). Also, in [20], Picard and Newton type algorithms are implemented to solve the 1-Laplacian
problem. But there is not enough evidence to suggest that these existing algorithms (linearized
or localized iterative methods) can provide high contrast images, specially for objects with holes
or inclusions, which are inherent to CDII reconstructions.
The CDII inversion problem can be viewed as an inverse problem of estimating the conductivity
parameter from the conductivity partial differential equation (PDE) (1). A robust way of solving
this inverse problem is to formulate it as an optimal control problem, where the condiuctivity
parameter is the control variable that drives the interior electric field close to the measured value,
with dynamics governed by the conductivity PDE. Such optimal control methods has been used
previously in the context of ultrasonically-induced Lorentz force electrical impedance tomography
[5], magnetoacoustic tomography [6, 7, 38] and acousto-electric tomography (AET) [1, 41]. In [5],
the authors use an optimal control framework to recover the conductivity distribution from the
measurements of current induced by static magnetic field through the Lorentz force. They solve the
optimal control problem using an orthogonal field method. In [6, 7, 38], the authors use an optimal
control approach to reconstruct conductivity distribution of biological tissue from measurements
of the Lorentz force induced tissue vibration. In [1, 41], the authors reconstruct log-conductivity
in acousto-electric tomography (AET) using an optimal control formulation based on the theory of
anisotropic diffusion to potentially obtain reconstructions with high resolution and contrast. The
results obtained in these papers demonstrated that such optimal control frameworks are robust
and accurate for imaging modalities arising through a partial differential equation (PDE).
In this paper, we consider a similar optimization framework developed in [41] for reconstructing
the log-conductivity in CDII. We formulate a minimization problem, where given interior electric
field intensity data, we aim at determining the variation in conductivity from a known background
conductivity. We, further, assume that this variation demonstrates a sparsity pattern. Such pat-
terns arise frequently in several tomographic imaging scenarios, for e.g. in blood vessel tomographic
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reconstructions [29]. This is incorporated in our model through a L2 − L1 regularization term in
our objective functional. To obtain sharp edges and, thus, improve spatial resolution of the recon-
structed images, we use a Perona-Malik anisotropic diffusion filtering term in our functional. The
resulting optimality system gives rise to an elliptic adjoint equation with a L2 source term. Classi-
cal cell-nodal finite difference schemes are not applicable for solving such equations. We, thus, use
a averaged cell-nodal scheme to solve such equations. Finally, we solve the optimization problem
using a variable inertial proximal scheme that efficiently handles the non-differentiable terms in
the objective functional. We demonstrate through several examples that our method can be used
to obtain superior quality reconstructions for objects with holes and inclusions. In this context
we would like to remark that our framework can also be used for obtaining superior reconstruc-
tion of anisotropic conductivity distributions, in ultrasonically-induced Lorentz force electrical
impedance tomography and magnetoacoustic tomography. Further, our proposed framework can
also be used in other hybrid imaging modalities like quantitative photoacoustic tomography [16]
and quantitative thermoacoustic tomography [4] to obtain better reconstructions.
The article is organized as follows: In the Section 2, we formulate the minimization problem for
the CDII. In the Section 3, we present some theoretical results about our optimization problem. We
also characterize the optimality system. The variable inertial proximal scheme and the averaged
cell-nodal schemes to solve the optimization problem are discussed in Section 4. In the Section 5,
we present simulation results of our CDII framework and compare them with the reconstructions
obtained using the Picard scheme proposed in [20], which validate our framework for CDII and
demonstrate the effectiveness of our method to reconstruct wide variety of objects with corners,
holes and inclusions. A section on conclusions completes our work.
2 A minimization problem
We consider the conductivity equation in R2 arising in EIT
−∇ · (eσ(x,y)∇u(x, y)) = 0 in Ω,
u(x, y)|Γ = fD(x, y),
(4)
where Ω ⊂ R2 is bounded, Γ is the boundary of Ω, eσ is the conductivity coefficient and u ∈
H1fD(Ω) = {u ∈ H
1(Ω) : u = fD on Γ} is the electric potential.
We assume that σ is a sparse conductivity coefficient which we want to recover, given the fact
that the conductivity of the background is 1. The conductivity equation (4) can also be written
as
L(u, σ, fD) = 0,
where σ(x, y) ∈ Lad = {σ ∈ H
1
0 (Ω) : σl ≤ σ(x, y) ≤ σu, ∀(x, y) ∈ Ω}, σu > 0 and σl = −
1
2
σt .
We consider an optimization-based approach for reconstructing σ given H1(σ), H2(σ), where
H(σ) = eσ|∇u|
is the interior electric field corresponding to the voltage potential u. We consider the following
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cost functional
J(σ, u1, u2) =
2∑
j=1
αj
2
∫
Ω
(Hj(x, y)−H
δ
j (x, y))
2 dxdy +
β
2
‖σ‖2L2(Ω)
+ γ ‖σ‖L1(Ω) +
δ
2
∫
Ω
log(1 + |∇σ(x, y)|2) dxdy
(5)
where u1, u2 satisfy (4) with boundary data f
1
D, f
2
D. We now consider the following minimization
problem
min
σ
J(σ, u1, u2),
s.t. L(u1, σ, f
1
D) = 0,
L(u2, σ, f
2
D) = 0.
(P)
The term γ ‖σ‖L1(Ω), γ > 0 in the functional, defined in (5), implements a L
1 regularization of
the minimization problem that promotes sparsity patterns in the reconstruction of conductivity.
Such a regularization method mirrors the well known compressed-sensing technique; see [11]. In
recent past, optimal control with L1 cost functionals has become a topic of major interest [50], be-
cause one obtains sparse controls through this procedure, which finds numerous applications. The
motivation for sparse log-conductivity patterns is based on the assumption that the background
conductivity is known to be 1 in a substantial part of the domain Ω after normalization and
varies considerably from this value in correspondence to different kind of objects present within
the domain.
The combined L2-L1 regularization allows for the reconstruction of conductivity, and thus
the imaging of, possibly, irregular objects inside Ω. This does not serve the ultimate goal of
reconstructing objects like tissues in medical imaging, which are more regular, save for the edges
that eventually define them. We infuse this additional aprior knowledge into our model through
the last term in our functional (5) that, commonly, appears in the field of anisotropic diffusion.
Such a term plays an important role in dampening image noise while keeping significant parts
of the image content such as edges and other anatomical details that are of utmost importance
in the interpretation of the image. Anisotropic diffusion means non-uniform diffusion in different
directions. The regions where |∇σ| is very small corresponds to noise and thus, the process of
smoothening occurs. At the edges or singularities of an object, where the value of |∇σ| is large,
there is a small amount of smoothening and this preserves the edges. A standard technique to
implement anisotropic diffusion, in order to obtain a good contrast, is to use a total variation
(TV) regularization [13, 43]. But, this regularization method gives rise to a non-differentiable
term in the functional (5), thus requiring more sophisticated optimization algorithms. On the
other hand, anisotropic diffusion is inherent to Perona-Malik (PM) filtering [37]. It is well-known
that the diffusion process governed by the PM equation leads to a decrease in the total variation
during its evolution [44]. We, thus, choose the energy functional of the Perona-Malik equation
for anisotropic diffusion [37]. One can note that the PM regularization term is differentiable and,
thus, easier to handle than the TV regularization term.
Mathematically, one can consider the PM filtering as the gradient flow generated by the non-
convex and lower semi-continuous functional given by
JPM(σ) =
∫
Ω
log(1 + |∇σ(x, y)|2) dxdy.
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We refer to [12, 44] for a general introduction to anisotropic diffusion and a detailed discussion
on the PM functional. Further, in [41], the PM model was used in the reconstruction of log-
conductivities in AET and it was observed that the reconstructions obtained demonstrated supe-
rior contrast and resolution. Thus, for the current setup in CDII, we use a similar PM anisotropic
diffusion filter to facilitate high contrast and high resolution images.
3 Theory of the minimization problem
In this section, we discuss the existence of solutions of the minimization problem (P) and its
characterization through a first-order optimality system. We refer to this minimization problem
as the CDII sparse reconstruction problem (CDII-SR). Our analysis of this problem begins with
the discussion concerning the existence and uniqueness of weak solutions of L(u, σ, fD) = 0, which
can be proved by standard arguments of Riesz representation theorem [18, Chapter 8].
Proposition 1. Let σ ∈ Lad and fD ∈ H
1/2(∂Ω). Then the problem (4) has a unique solution in
H1fD(Ω).
The solvability of the CDII inversion problem depends on the type of Dirichlet boundary data
f jD, j = 1, 2. In this, context, we have the following lemma from [2].
Lemma 3.1 (Boundary data). Let Ω ⊂ R2 be a bounded simply connected open set, whose bound-
ary Γ is a simple closed curve. Let f = (f 1, f 2) be a mapping Γ→ R2 which is a homeomorphism
of Γ onto a convex closed curve C, and let D denote the bounded convex domain bounded by
C. Let σ ∈ L∞(Ω), and let U = (u1, u2) be the e
σ-harmonic mapping whose components u1
and u2 are solutions to the Dirichlet problem (4) with fD = f
1
D and fD = f
2
D, respectively, and
fJD ∈ H
1(Ω) ∩ C(Ω¯), J = 1, 2. Then U is a homeomorphism of Ω onto D. In particular, for all
ω ⊂⊂ Ω we have either det(∇u1,∇u1) > 0 or det(∇u1,∇u1) < 0 almost everywhere in ω.
In [23], the authors have shown that in 2D, the boundary condition pair f 1D = x and f
2
D = y
satisfies the conditions of Lemma 3.1 and, thus, the corresponding solutions to (4) u1 and u2 have
no critical points and ∇u1,∇u2 are not collinear in Ω¯. We will use these boundary conditions for
our numerical experiments in Section 5.
Next, we consider the Fre´chet differentiability of the mapping u(σ).
Lemma 3.2. The map u(σ) defined by (4) is Fre´chet differentiable as a mapping from Lad to
H1fD(Ω).
For the proof of this Lemma, we refer to [23]. Using Lemma 3.2, we introduce the reduced
cost functional
Ĵ(σ) = J(σ, u1(σ), u2(σ)), (6)
where ui(σ), i = 1, 2 denotes the unique solution of (4) given σ and f
i
D, i = 1, 2. The constrained
optimization problem (P) can be formulated as an unconstrained one as follows
min
σ∈Lad
Jˆ(σ). (7)
We next investigate the existence of a minimizer to the CDII-SR problem (P). We first consider
the case when δ = 0, i.e., the Perona-Malik term in the functional J is absent.
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Proposition 2. Let f 1D, f
2
D ∈ H
1/2(Ω) such that |∇u1| > 0, |∇u2| > 0 and let δ = 0. Then
there exists a triplet (σ∗, u∗1, u
∗
2) ∈ Lad × H
1
f1D
(Ω) × H1
f2D
(Ω) such that u∗i , i = 1, 2 are solutions to
L(σ, ui, f
i
D) = 0, i = 1, 2 and σ
∗ minimizes Jˆ in Lad.
Proof. Boundedness from below of Jˆ guarantees the existence of a minimizing sequence (σm). Since
Lad is reflexive and Jˆ is sequentially weakly lower semi-continuous, this sequence is bounded.
Therefore it contains a weakly convergent subsequence (σml) in Lad, σ
ml ⇀ σ∗. Correspond-
ingly, the sequence (uml1 , u
ml
2 ), where u
ml
i = ui(σ
ml), is bounded in H1
f1D
(Ω) × H1
f2D
(Ω). There-
fore the sequence converges weakly to (u∗1, u
∗
2). Now, using the Rellich Kondrachev compactness
theorem in R2, we have that Lad is compactly embedded in L
2(Ω). This results in a strong
convergence of the subsequence σml in L2(Ω) to σ∗. We, now, consider the weak formulation
of the solutions of the elliptic problem (4) and, thus, focus on 〈∇ · (σml∇umli ), ψ〉L2(Ω) for any
ψ ∈ H10 (Ω). Using integration by parts, we have 〈∇ · (σ
ml∇umli ), ψ〉L2(Ω) = −〈σ
ml∇umli ,∇ψ〉L2(Ω).
From the above discussion, the sequence of products σml∇umli is weakly convergent in L
2(Ω), that
is, 〈σml∇umli ,∇ψ〉L2(Ω) → 〈σ
∗∇u∗i ,∇ψ〉L2(Ω). With this preparation and using the continuity of
the maps ui(σ), it follows that (u
∗
1, u
∗
2) = (u1(σ
∗), u2(σ
∗)), and the triplet (σ∗, u∗1, u
∗
2) minimizes
the objective Jˆ .
In the case δ 6= 0, we first note that the function log(1 + z2) is not convex. Therefore the PM
functional, and, hence, the functional Jˆ in (5) is not weakly lower semi-continuous on W 1,p(Ω) for
any 1 < p < ∞. Nevertheless, Jˆ is a bounded below, lower semi-continuous Lipschitz functional,
for which a minimizer exists, provided that Lad is compact.
3.1 Characterization of local minima
To characterize the solution of our optimization problem through first-order optimality conditions,
we write the reduced functional Jˆ as
Jˆ = Jˆ1 + Jˆ2, Ji : Lad → R
+, i = 1, 2,
where
Jˆ1(σ) =
α1
2
‖eσ|∇u1| − g
δ
1‖
2
L2(Ω) +
α2
2
‖eσ|∇u2| − g
δ
2‖
2
L2(Ω) +
β
2
‖σ‖2L2(Ω)
+
δ
2
∫
Ω
ln(1 + |∇σ(x, y)|2) dxdy,
Jˆ2(σ) = γ‖σ‖L1(Ω).
(8)
Remark 3.1. The functional Jˆ1 is smooth and possibly non-convex, while Jˆ2 is non-smooth and
convex.
We next state some properties of the reduced functional Jˆ1(σ) which can be proved using the
arguments in [23, Lemma 3.1].
Proposition 3. The reduced functional Jˆ1(σ) is weakly lower semi-continuous, bounded below and
Fre´chet differentiable.
We now define the subdifferential of a non-smooth functional.
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Definition 3.1 (Subdifferential). If Jˆ is finite at a point σ, the Fre´chet subdifferential of Jˆ at σ
is defined as follows [15]
∂Jˆ(σ¯) :=
{
φ ∈ L∗ad : lim inf
σ→σ¯
Jˆ(σ)− Jˆ(σ¯)− 〈φ, σ − σ¯〉
‖σ¯ − σ‖2
≥ 0
}
, (9)
where L∗ad is the dual space of Lad. An element φ ∈ ∂Jˆ(σ) is called a subdifferential of Jˆ at σ.
In our setting, we have the following
∂Jˆ(σ) = ∇Jˆ1(σ) + ∂Jˆ2(σ),
since Jˆ1 is Fre´chet differentiable by Prop. 3. Moreover, for each α > 0, it holds that
∂(αJˆ) = α∂Jˆ.
The following proposition gives a necessary condition for a local minimum of Jˆ (see [41]).
Proposition 4 (Necessary condition). If Jˆ = Jˆ1 + Jˆ2, with Jˆ1, Jˆ2 given by (8), attains a local
minimum at σ∗ ∈ Lad, then
0 ∈ ∂Jˆ(σ∗),
or equivalently
−∇Jˆ1(σ
∗) ∈ ∂Jˆ2(σ
∗).
The following variational inequality holds for each λ ∈ ∂Jˆ2(σ
∗) (see [50]).
〈∇Jˆ1(σ
∗) + λ, σ − σ∗〉 ≥ 0, ∀σ ∈ Lad. (10)
Using the definition of Jˆ2 in (8) and the fact that Lad is reflexive, the inclusion λ ∈ ∂Jˆ2(σ
∗) gives
the following characterization of space of λ
λ ∈ Λad := {λ ∈ L
2(Ω) : 0 ≤ λ ≤ γ, a.e. in Ω}.
A pointwise analysis of the variational inequality (10) leads to the existence of a non-negative
functions λ∗σl, λ
∗
σu ∈ L
2(Ω) that correspond to Lagrange multipliers for the inequality constraints
in Lad. We, thus, have the following first-order optimality system.
Proposition 5 (First-order necessary conditions). The optimal solution of the minimization prob-
lem (7) can be characterized by the existence of (λ∗, λ∗σl, λ
∗
σu) ∈ Λad × L
2(Ω)× L2(Ω) such that
∇σJˆ1(σ
∗) + λ∗ + λ∗σu − λ
∗
σl
= 0, (11)
λ∗σu ≥ 0, σu − σ
∗ ≥ 0, 〈λ∗σu , σu − σ
∗〉 = 0, (12)
λ∗σl ≥ 0, σ
∗ − σl ≥ 0, 〈λσ∗l , σ
∗ − σl〉 = 0, (13)
λ∗ = γ a.e. on {x ∈ Ω : σ∗(x) > 0}, (14)
0 ≤ λ∗ ≤ γ a.e. on {x ∈ Ω : σ∗(x) = 0}. (15)
The conditions (12)-(15) are known as the complementarity conditions for (σ∗, λ∗).
8
To determine the gradient ∇σJˆ1, we use the adjoint approach (see for e.g., [39, 40]). This gives
the following reduced gradient of Jˆ1
∇σJˆ1(σ
∗) =α1(e
σ∗ |∇u1| − g
δ
1)|∇u1|+ α2(e
σ∗ |∇u2| − g
δ
2)|∇u2|+∇u1 · ∇v1 +∇u2 · ∇v2 + βσ
∗
− δ∇ ·
(
∇σ∗
1 + |∇σ∗|2
)
(16)
where u1, u2 satisfy the forward equations L(u1, σ
∗, f 1D) = 0, L(u2, σ
∗, f 2D) = 0, respectively, and
v1, v2 satisfy the adjoint equations
−∇ · (eσ
∗
∇v1) = α1∇ ·
[
eσ
∗
(eσ
∗
|∇u1| − g
δ
1) sign(∇u1)
]
in Ω,
v1|Γ = 0,
(17)
−∇ · (eσ
∗
∇v2) = α2∇ ·
[
eσ
∗
(eσ
∗
|∇u2| − g
δ
2) sign(∇u2)
]
in Ω,
v2|Γ = 0.
(18)
The complementarity conditions (12)-(15) can be rewritten in a compact form as follows.
Define
µ∗ = λ∗ + λ∗σu − λ
∗
σl
. (19)
Then the triplet (λ∗, λ∗σl, λ
∗
σu) is obtained by solving the following equations
λ∗ = min(γ,max(0, µ∗)),
λ∗σl = −min(0, µ
∗ + γ),
λ∗σu = max(0, µ
∗ − γ),
(20)
(see [50]). For each k ∈ R+, define the following quantity
E(σ∗, µ∗) = σ∗ −max{0, σ∗ + k(µ∗ − γ)}+max{0, σ∗ − σu + k(µ
∗ − γ)}
−min{0, σ∗ + k(µ∗ + γ)}+min{0, σ∗ − σl + k(µ
∗ + γ)}.
The following lemma determines the complementarity conditions (12)-(15) in terms of E (see
[50, Lemma 2.2]).
Lemma 3.3. The complementarity conditions (12)-(15) are equivalent to the following
E(σ∗, µ∗) = 0, (21)
where µ is defined in (19).
Using the gradients in (16) and Lemma 3.3, the optimality conditions (11)-(15) for the CDII-SR
problem can be rewritten as follows
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Proposition 6. A local minimizer (u1, u2, σ
∗) of the problem (P) can be characterized by the
existence of (v1, v2, µ
∗) ∈ H10 (Ω)×H
1
0 (Ω)× Lad, such that the following system is satisfied
−∇ · (eσ
∗
∇u1) = 0 in Ω,
u1|Γ = f
1
D,
−∇ · (eσ
∗
∇v1) = α1∇ ·
[
eσ
∗
(eσ
∗
|∇u1| − g
δ
1) sign(∇u1)
]
in Ω,
v1|Γ = 0,
−∇ · (eσ
∗
∇u2) = 0 in Ω,
u2|Γ = f
2
D,
−∇ · (eσ
∗
∇v2) = α2∇ ·
[
eσ
∗
(eσ
∗
|∇u2| − g
δ
2) sign(∇u2)
]
in Ω,
v2|Γ = 0,
α1(e
σ∗ |∇u1| − g
δ
1)e
σ∗ |∇u1|+ α2(e
σ∗ |∇u2| − g
δ
2)e
σ∗ |∇u2|+∇u1 · ∇v1 +∇u2 · ∇v2 + βσ
∗
− δ∇ ·
(
∇σ∗
1 + |∇σ∗|2
)
+ µ∗ = 0, a.e. in Ω,
E(σ∗, µ∗) = 0, a.e. in Ω.
(22)
4 Numerical solution of the CDII-SR problem
In this section, we discuss numerical optimization and approximation schemes to solve the CDII-
SR problem. We also describe the Picard-type iterative scheme used by the authors in [20] to
compare the results of our scheme with the Picard scheme.
4.1 Variable inertial proximal method for CDII-SR
In this context, we first discuss proximal methods that consists of identifying a smooth and a
non-smooth part in the reduced objective Jˆ(σ). Thus, we consider the following optimization
problem
min
σ∈Lad
Jˆ(σ) := Jˆ1(σ) + Jˆ2(σ). (23)
We assume that ∇σJˆ1(σ), given in (16) is Lipschitz continuous and the upper bound for the
Lipschitz constant is obtained using a backtracking search scheme, which will be discussed later.
Also, from (8), we have that Jˆ2(σ) is a continuous, convex, and nondifferentiable functional. The
formulation of proximal methods depends, essentially, on the following lemma [41]
Lemma 4.1. Let Jˆ1 be differentiable with a Lipschitz continuous gradient with Lipschitz constant
L(Jˆ1). Then the following holds
Jˆ1(σ) ≤ Jˆ1(σ˜) +
〈
∇Jˆ1(σ˜), σ − σ˜
〉
+
L
2
‖σ − σ˜‖2, ∀σ, σ˜ ∈ Lad, (24)
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for all L ≥ L(Jˆ1) > 0.
We note that L := L(Jˆ1) represents the smallest value of L such that (24) holds true.
In a proximal scheme, one usually minimizes an upper bound of the objective functional at
each iteration, instead of minimizing the functional directly. From Lemma 4.1, we obtain the
following
min
σ∈Lad
{
Jˆ1(σ) + Jˆ2(σ)
}
≤ min
σ∈Lad
{
Jˆ1(σ˜) +
〈
∇Jˆ1(y), σ − σ˜
〉
+
L
2
‖σ − σ˜‖2 + Jˆ2(σ)
}
,
where equality holds if σ = σ˜. Furthermore, we have the following equation
argmin
σ∈Lad
{
Jˆ1(σ˜) +
〈
∇Jˆ1(σ˜), σ − σ˜
〉
+
L
2
‖σ − σ˜‖2 + Jˆ2(σ)
}
= argmin
σ∈Lad
{
L
2
∥∥∥∥σ −(σ˜ − 1L∇Jˆ1(σ˜)
)∥∥∥∥2 + Jˆ2(σ)
}
. (25)
Using the definition of Jˆ2(σ) = γ‖σ‖L1(Ω), we have the following lemma from [45] that helps in
characterizing the solution of (25).
Lemma 4.2. The following equation holds
argmin
σ∈Lad
{
τ‖σ‖L1 +
1
2
‖σ − σ˜‖2
}
= SLadτ (σ˜) for any σ˜ ∈ L
2(Ω),
where the left-hand side represents the proximal function and the projected soft thresholding func-
tion on the right-hand side is defined as follows
S
Lad
τ (σ˜) :=

min{σ˜ − τ, σu} on {(x, y) ∈ Ω : σ˜(x, y) > τ}
0 on {(x, y) ∈ Ω : |σ˜(x, y)| ≤ τ}
max{σ˜ + τ, σl} on {(x, y) ∈ Ω : σ˜(x, y) < −τ}
. (26)
Using this lemma, the solution to (25) is given by
argmin
σ∈Lad
{
Jˆ2(σ) +
L
2
∥∥∥∥σ −(σ˜ − 1L∇Jˆ1(σ˜)
)∥∥∥∥2
}
= SLadγ
L
(
σ˜ −
1
L
∇Jˆ1(σ˜)
)
.
This gives rise to the following iterative scheme
σk+1 ← S
Lad
γ
L
(
σk −
1
L
∇Jˆ1(σk)
)
,
starting from a given σ0 and is known as the iterative shrinkage-thresholding algorithm (ISTA)
scheme [45]. We note that the argument of SLadγ
L
represents a gradient update in a steepest descent
scheme with a fixed step size s = 1/L in conjunction with a regularized PM filter [41]. Further,
to accelerate the ISTA scheme described above, one can consider a sequence {tk, vk} [45, 46] such
that
t0 = 1, tk := 1 +
√
1 + 4t2k−1/2, (27)
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and
v0 := σ0, vk := σk +
(tk−1 − 1)
tk
(σk − σk−1). (28)
This gives us the following update for the optimization variable σk
σk+1 ← S
Lad
γ
L
(
vk −
1
L
∇Jˆ1(vk)
)
. (29)
Replacing vk in (29) with (28), and assuming that ∇Jˆ1(σk) ≈ ∇Jˆ1(vk), we obtain the following
iterative scheme [46]
σk+1 ← S
Lad
γ sk
(
σk − sk∇σJˆ1(σk) + θk (σk − σk−1)
)
, (30)
where σ−1 = σ0.
The above discussion is valid for any L ≥ L(Jˆ1). However, since the quantity s = 1/L represents
the step size in a gradient update, we use a backtracking line search algorithm to determine the
optimal step size in each iteration. This leads to the computation of an upper bound Lk that
satisfies Lk ≥ L(Jˆ1) at each iteration step. Thus, we define our variable step size as sk = 1/Lk
and substitute τ in (26) with γsk. The variable step size causes the factor
(tk−1−1)
tk
in (28) to be
non-optimal and we replace it by the fixed inertial parameter θ. This leads to a variable inertial
proximal (VIP) scheme, which is described in Algorithm 4.1.
With our VIP scheme, we aim at determining an optimal σ ∈ Lad ⊂ H
1
0 (Ω). But in the update
step of the algorithm, we have the argument of the thresholding function SLadγ
L
as σk−sk∇σJˆ1(σk).
The term ∇σJˆ1(σk) is only in L
2(Ω) and the resulting update gives us the argument of SLadγ
L
in
L2(Ω), which is not desired. We, thus, use the H1 gradient instead of the L2 gradient, which are
related by the equation ((∇σJˆ1)H1 , v)H1(Ω) = (∇σJˆ1, v)L2(Ω) for all v ∈ H
1(Ω). But such a H1
gradient results in a highly diffused σ with blurred edges. We, instead, consider a weighted H1
product that represents a suitable denoising of the ∇σJˆ1(σ). We apply the denoising operator
R(c) = (I − c∆)−1 with a small denoising parameter c and define (∇σJˆ1)H1 = R(c)∇σJˆ1. Note
that a higher value of c results in a greater blurring of the edges along with noise removal. On
the other hand, since the PM term in the functional J promotes better resolution with edge-
enhancement, we choose the value of c in proportion to the weight δ of the PM functional term.
We summarize the variable inertial proximal (VIP) scheme for our CDII-SR setup in Algorithm
4.1 below
Algorithm 4.1 (Variable inertial proximal (VIP) method).
1. Input: β, Jˆ1, σ0 = σ−1, Lad, TOL, n > 1, L0 > 0
Initialize: E0 = 1, k = 0, choose θ ∈ (0, 1) and c1 < 2 and c2 > 0;
2. While‖Ek−1‖ > TOL do
3. Compute ∇σJˆ1(σk)
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4. Backtracking: Find the smallest nonnegative integer i such that with
L˜ = niLk−1
Jˆ1(σ˜) ≤ Jˆ1(σk) +
〈
∇σJˆ1(σk), σ˜ − σk
〉
+
L˜
2
‖σ˜ − σk‖
2
where σ˜ = SLadγ s
(
σk − s (∇σJˆ1)H1(σk) + θ(σk − σk−1)
)
, s = c1(1− θ)/(L˜+ 2c2),
5. Set Lk = L˜ and sk = c1(1− θ)/(Lk + 2c2).
6. σk+1 = S
Lad
γ sk
(
σk − sk (∇σJˆ1)H1(σk) + θ(σk − σk−1)
)
7. µk = −ασk − (∇σJˆ1)H1(σk)
8. Ek = E(σk, µk)
9. k = k + 1
10. end
In the VIP algorithm, we need to compute the reduced gradient ∇σJˆ1. This, in turn, requires
an accurate numerical solution of the forward and the corresponding adjoint EIT problems as
given in Proposition 6. For the forward EIT equation (4), we use the cell-nodal finite-difference
approximation. We consider a sequence of uniform grids {Ωh}h>0 given by
Ωh = {(xi, yj) ∈ R
2 : (xi, yj) = (a+ ih, a + jh), (i, j) ∈ {0, . . . , N}
2} ∩ Ω,
where N represents the number of cells in each direction and h =
(b− a)
N
is the mesh size. The
corresponding cell-nodal scheme for (4), at the grid point (xi, yj), is given as follows
1
h2
{
(eσi+1/2,j + eσi−1/2,j + eσi,j+1/2 + eσi,j−1/2)ui,j
− eσi+1/2,jui+1,j − e
σi−1/2,jui−1,j − e
σi,j+1/2ui,j+1 − e
σi,j−1/2ui,j−1
}
= 0, 1 ≤ i, j ≤ N − 1,
(31)
where σi±1,j = σ(xi ± h, yj), σi,j±1 = σ(xi, yj ± h). The required intermediate values of σ are
computed as follows
σi±1/2,j =
1
2
(
σi±1,j + σi,j
)
and σi,j±1/2 =
1
2
(
σi,j±1 + σi,j
)
.
The Dirichlet boundary data fD is included in the usual way in the right-hand side of the algebraic
equation.
For the adjoint equations (17) and (18), we first note that the cell nodal finite difference
scheme is not applicable to the right-hand side term in both the equations as they are of the form
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G = ∇ ·F , where F is in L2(Ω). We modify the cell nodal scheme by replacing the nodal value of
G at (xi, yj) with a cell average of G given as follows
Ga =
1
h2
∫
Cij
G(x, y) dxdy,
where the cell Cij is defined by
Cij :=
(
xi −
h
2
, xi +
h
2
)
×
(
yj −
h
2
, yj +
h
2
)
, 1 ≤ i, j ≤ N − 1.
Since G = ∇ · F , using the divergence theorem we have
Ga =
1
h2
∫
Cij
∇ · F (x, y) dxdy =
1
h2
∫
∂Cij
F (x, y).n ds
The above integral can be approximated with a midpoint quadrature rule along each edge of Cij.
This results in the following approximation
Ga =
F 1i+1/2,j − F
1
i−1/2,j
h
+
F 2i,j+1/2 − F
2
i,j−1/2
h
,
where F = (F 1, F 2).
4.2 Picard-type algorithm
To solve the CDII inverse problem, the authors in [20] use a Picard-type iterative algorithm. This
algorithm was the fundamental approach that was used to solve the CDII inverse problem expressed
as the 1-Laplacian equation given in (3) [35, 36] was known as the J-substitution algorithm. To
start the Picard algorithm, we use an initial guess for σ as σ0. We then solve (4) for u1 in the
first iteration and then obtain σ1 from the interior data (2) corresponding to this value of u1. In
the next iteration, we solve for u2 using σ1 and again obtain the next iterate σ2 from the interior
data (2) corresponding to this value of u2. We apply this method repeatedly, going back and forth
between the two sets of interior data, till the difference in the L2 norm of two successive iterates
of σ are small. The algorithm is summarized below.
Algorithm 4.2 (Picard-type algorithm).
1. Input: Initial guess σ0, maximum iterations = K, TOL
Initialize: err0 = 1, k = 0.
2. While ‖errk‖2 > TOL and k < K do
3. j = (k MOD 2) + 1 (To go back and forth between the two interior measurements.
4. Solve for ukj from (4), i.e., solve
L(ukj , σk, f
j
D) = 0
5. Update σk+1 =
Hj
|∇ukj |
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6. errk+1 = ‖σk+1 − σk‖2
7. k = k + 1
8. end
The authors demonstrated in their paper that the Picard algorithm was fast and efficient.
With 2 data sets and even in the presence of noisy interior data, the Picard method gave good
conductivity reconstructions in CDII with a high resolution and less visible artifacts in comparison
to other Newton based schemes. Thus, in order to test the performance of our CDII-SR scheme,
we will compare the results of our scheme with the results of the Picard scheme in the next section.
5 Numerical experiments
In this section, we validate our CDII-SR framework using different experiments that support the
choice of our proposed mathematical formulation and demonstrate its effectiveness in reconstruct-
ing a wide variety of objects. We choose the two boundary conditions as f 1D = x, f
2
D = y on Γ,
which is the boundary of Ω = (−1, 1) × (−1, 1). For the experiments, we test our scheme with
different values of the regularization parameters β, γ, δ in the functional (5), relative to the value
of the data-fit parameters α1, α2. For this purpose, we fix the values of α1 = α2 = 1.0. Since the
primary objective is to fit the measured interior data, the value of the regularization parameters
are chosen to be less than 1. The parameters of our VIP scheme are chosen based on the con-
vergence properties of the scheme given in [46]. We specified the tolerance level as TOL = 10−4
and maximum number of iterations as 20. But, due to the high non-linearity of the problem, our
VIP scheme terminates because of the criteria of maximum number of iterations. For the Picard
algorithm, described in Section 4.2, we choose the same stopping criterion. To solve the equation
L(ukj , σk, f
j
D) = 0 in Algorithm 4.2, we use the finite difference scheme described in (31).
In all the experiments, the domain Ω is uniformly discretized into N = 150 subintervals in both
the x and y directions with h = 0.013. The generation of the synthetic interior electric field data
Hδ is done as follows: we first solve for u in (4) with given value of σ on a finer mesh with N = 400
using the finite difference method outlined in Section 4. Then, we compute ∇u with one-sided
finite differences to obtain Hδ on the finer mesh. In the final step, we restrict the obtained Hδ
onto the coarser mesh with N = 150 and choose this as our given data to which we also add noise
in some of the experiments.
In Test Case 1, we consider a phantom that is represented by a disk centered at (0.25, 0.25)
with radius 0.25. The value of σ inside the disk is 1 with the background value chosen as 0. The
plots of the actual σ and the reconstructed σ are shown in Figure 1.
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(f) Picard algorithm in [20]
Figure 1: Test Case 1- The actual and reconstructed disk with different choices of the values of
the regularization weights.
Figure 1b shows the reconstruction of σ ∈ Lad without any regularization terms, i.e. β = γ =
δ = 0 and no denoising, i.e., c = 0. Presence of strong artifacts can be observed in this case, which
is inherent to the inverse problem and not the algorithm. A study of the pattern of such artifacts
are very challenging and is out of the scope of the paper.
Figure 1c shows the result using the CDII-SR scheme without the denoising and the Perona-
Malik regularization term, c = δ = 0, but with the L2 − L1 regularization. The L2 − L1 reg-
ularization parameter values were set at β = 0.03, γ = 0.3. We observe that the artifacts are
reduced to some extent, but are still present. Figure 1d shows the reconstruction with the same
L2 − L1 regularization parameter values and the H1 denoising parameter value c = 0.001 but
without the PM filter. In this case, we observe that the artifacts diminish by a huge amount, but
the edges are more blunt and the value of σ is lowered, leading to a loss of resolution and contrast.
We correct this loss using the PM regularization term with the parameter value δ = 0.01. This
can be observed in Figure 1e, where the edges are fairly well seen and the recovered parameter
values are very close to the true ones. We also compare our results with the reconstruction in
Figure 1f obtained with the Picard algorithm proposed in [20]. We observe a lot of artifacts and
a significant loss of contrast in Figure 1f in comparison to the reconstruction shown in Figure 1e,
which suggests that our CDII-SR scheme outperforms the Picard scheme.
We also implemented Test Case 1 with different values of the parameters θ, c1, c2 in the VIP
algorithm along with values of β, γ, δ = 0, 0.001, 0.01, 0.1. The convergence results of the VIP
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algorithm are listed in Table 1. The variable v represents the value of each one of the parameters
θ, c1, c2. In the table, each cell in the columns under the individual parameters represent the
convergence property of the VIP algorithm for v in the prescribed range, when the other parameters
are specified in their range of convergence.
Values θ c1 c2
v ≥ 2 No convergence No convergence Slow Convergence
v < 2, v ≈ 2 No convergence Good convergence Slow Convergence
1 ≤ v < 2 No convergence Convergence Slow Convergence
v < 1, v ≈ 1 Convergence Convergence Slow Convergence
v ≪ 1 Convergence Slow Convergence Good Convergence
Table 1: Convergence properties of the VIP algorithm for various values v of θ, c1, c2
We first remark that varying the parameters in the VIP algorithm results in change of con-
vergence properties of the CDII-SR scheme. But choosing different values of θ, c1, c2 in the range
of convergence, we did not observe any change in the qualitative or quantitative properties of the
reconstructed conductivities. From Table 1, we can see that for values of θ ∈ [0, 1), c1 ≈ 2, c2 ≪ 1
we have good convergence of the VIP scheme. For a more detailed discussion of these range of
values for convergence, we refer the reader to [46]. Thus, we choose θ = 0.5, c1 = 1.9, c2 = 0.001
in our subsequent experiments.
In Test Case 2, we consider the heart and lung phantom. It consists of two ellipses representing
lungs with the value of σ = 1 and a circular region representing the heart with the value of σ = 0.5.
The background value of σ is 0. The plots of the actual and reconstructed σ for various values of
β, γ, δ, c are shown in Figure 2.
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(h) Picard algorithm
Figure 2: Test Case 2- The actual and reconstructed heart and lung phantom for various values
of β, γ, δ
From Figure 2b, we observe that with a small value of the L1 regularization parameter γ = 0.01
in comparison to a higher L2 regularization parameter β = 0.3, there are artifacts present in the
image. Increasing the value of γ to 0.1, keeping β fixed results in a decrease of the artifacts as
seen in Figure 2c. A further increase in the value of γ to 0.3 results in a significant reduction of
artifacts as observed in Figure 2d. In Figure 2f, we obtain a reconstruction with high resolution and
contrast with a decrease in β to 0.03. This is expected because the phantom under consideration
in this example is sparse. Thus, with a greater weight for L1 regularization term, coupled with the
denoising operator controlled by the parameter c, described in Sec 4.1, helps in removing artifacts
and, thus, promotes high contrast. We further note from Figures 2e and 2g that changing the
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value of the Perona-Malik regularization term δ to 0.1 does not visibly change the resolution of
the edges. This is because the term δ is linked to the denoising parameter c that is fixed to be
0.001. For this choice of c, choosing δ = 0.01 is sufficient to guarantee sharp edges. We further
compare our results to the Picard algorithm proposed in [20]. The corresponding reconstruction is
shown in Figure 2h. It can be seen that the CDII-SR scheme provides a better contrast image, yet
maintaining the same resolution as that of the Picard scheme. Also, there are far more artifacts
through the Picard reconstruction method whereas the sparsity assumption and the H1 denoising
in CDII-SR scheme results in an image with very less artifacts.
Further, to test the robustness of our method, we introduce 10% and 25% multiplicative
Gaussian noises in the interior data Hδ, which is fed as input to our CDII-SR algorithm. The
corresponding reconstructions are shown in Figure 3. We also plot the reconstructions obtained
with the Picard algorithm.
(a) β = 0.03, γ = 0.3, δ = 0.01,
10% noise
(b) β = 0.05, γ = 0.5, δ = 0.1,
25% noise
(c) Picard algorithm, 10% noise (d) Picard algorithm, 25% noise
Figure 3: Test Case 2- The reconstructed heart and lung phantom for various values of noise in
the interior data
We note from Figure 3a that even with 10% noise, we still have a high contrast and high
resolution reconstruction, which demonstrates the robustness of our method. When the noise
percentage was increased to 25%, it led to appearance of some streak artifacts, as seen in Figure
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3b. For this purpose, we used a higher value of L1 regularization parameter γ = 0.5 and denoising
parameter c = 0.01 to remove artifacts. Due to a higher value of c, we increase the value of
δ = 0.1. We also used the Picard algorithm with the noisy data and the reconstructions showed
visible presence of streak artifacts in Figure 3c and 3d.
In Test Case 3, we consider a combination of phantoms, where one is supported on a square
annulus Sa = {(x, y) ∈ R
2 : −0.8 < x < −0.7,−0.2 < x < −0.1,−0.8 < y < −0.7,−0.2 < y <
−0.1} with σ = 3.0; the other one consists of 2 disks centered at (0.7, 0.7) with radius 0.2 and
σ = 1.0 and at (0.55, 0.55) with radius 0.15 and σ = 2.0. The value of σ inside the square annulus
has a value -2.0. The plots of the actual and the reconstructed σ are shown in Figure 4.
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Figure 4: Test Case 3- The actual and reconstructed heart and lung phantom for various values
of β, γ, δ
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We again observe a similar behavior as in Test Case 2. For the values of β = 0.3 and γ =
0.01, 0.1, we obtain reconstructions that have visible artifacts, especially at the corners of the
square annulus. This can be seen in Figure 4b and 4c. When γ is increased to 0.3 and when β is
subsequently lowered to 0.03, we have almost no artifacts except for some in front of the smaller
disk as seen in Figure 4f and 4g. We also observe that the values inside the annular hole and the
inclusion due to the intersection of the two disks are very well reconstructed with nice contrast
and high resolution. With the Picard method, we obtain a large number of artifacts and the value
inside the hole is also not reconstructed well, thus, leading to loss of contrast as seen in Figure 4h.
We also test the performance of our method in presence of 10% and 25% Gaussian noise in the
interior data. The results are shown in Figure 5.
(a) β = 0.03, γ = 0.3, δ = 0.01,
10% noise
(b) β = 0.05, γ = 0.5, δ = 0.1,
25% noise
(c) Picard algorithm, 10% noise (d) Picard algorithm, 25% noise
Figure 5: Test Case 3- The reconstructed heart and lung phantom for various values of noise in
the interior data
We again observe that our method gives superior quality reconstructions as shown in Figures
5a and 5b. As with Test Case 2, we need greater values of β, γ, δ, c to obtain high contrast and high
resolution images. From Figures 5c and 5d, we see that, in comparison to the reconstructions with
the CDII-SR scheme, the Picard scheme does not provide good reconstructions of objects with
holes and inclusions in presence of noise. In particular, the region inside the hole contains a large
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number of artifacts. This shows the robustness and efficiency of our method in the reocnstructing
objects with holes and inclusions.
In this final Test Case 4, we consider another combination of phantoms that result in a lesser
sparsity pattern. This experiment is conducted to demonstrate the effect of the L1 regularization
term in improving contrast. The first phantom is supported on a square annulus Sa = {(x, y) ∈
R
2 : −0.8 < x < −0.7,−0.2 < x < −0.1,−0.8 < y < −0.7,−0.2 < y < −0.1} with σ = 3.0. The
value of σ inside the square annulus has a value -1.5. The second phantom consists of 4 disks: the
first centered at (0.7, 0.7) with radius 0.2 and σ = 1.0, the second centered at (0.55, 0.55) with
radius 0.15 and σ = 2.0, the third centered at (0, 0) with radius 0.25 and σ = 1.5 and the last
centered at (0.05, 0.6) with radius 0.2 and σ = 2.5. The final phantom consists of two heart-shaped
objects, represented by cardioids, with the value of σ = 4 in the bigger one and value of σ = 3.0
in the smaller one. The plots of the actual and the reconstructed σ are shown in Figure 6.
(a) Actual phantom (b) β = 0.3, γ = 0.01, δ = 0.01 (c) β = 0.3, γ = 0.3, δ = 0.01
(d) β = 0.3, γ = 0.5, δ = 0.01 (e) Picard algorithm
Figure 6: Test Case 4- The actual and reconstructed heart and lung phantom for various values
of β, γ, δ
From Figure 6b, we observe the presence of a large number of artifacts. This is the case when
the value of γ = 0.01 is small compared to the value of β. Increasing the value of γ to 0.3 and,
subsequently, to 0.5, reduces the number of artifacts as can be seen in Figures 6c and 6d. This
shows that the L1 regularization indeed leads to a nice contrast in the images, even when the
sparsity level is low. Comparing the reconstruction obtained with the Picard algorithm, we see in
Figure 6e the presence of a large number of artifacts and loss of contrast, especially in the hole
and the inclusions.
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6 Conclusions
In this paper, we propose a new framework to facilitate high contrast and high resolution recon-
structions in CDII. Our framework is based on formulating the CDII inverse problem as a PDE-
constrained optimization problem. In this setup, we minimize an objective functional comprising
of least square interior data fitting terms corresponding to two boundary voltage measurements,
a L2 − L1 penalization terms of the log-conductivity that helps promotes sparsity patterns, thus,
improving contrast. Additionally we introduce a PM filtering term to sharpen the edges and
obtain high resolution images.
We characterized the solution of the optimization problem through an optimality system that
was solved using a proximal scheme, coupled with H1 denoising to remove artifacts in the re-
constructions. We then demonstrated the effectiveness of our proposed scheme through several
numerical experiments and compared our results with an existing Picard-type scheme. Our scheme
facilitated reconstructions of a wide variety of conductivity patterns with superior contrast and
resolution, even in the presence of noise in the data.
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