We design differentially private algorithms for the problem of online linear optimization in the full information and bandit settings with optimalÕ( √ T ) 1 regret bounds. In the full-information setting, our results demonstrate that (ε, δ)-differential privacy may be ensured for free -in particular, the regret bounds scale as O( √ T ) +Õ 
Introduction
In the paradigm of online learning, a learning algorithm makes a sequence of predictions given the (possibly incomplete) knowledge of the correct answers for the past queries. In contrast to statistical learning, online learning algorithms typically offer distribution-free guarantees, that is no distributional assumption is made on the environment. Consequently, online learning algorithms are well suited to dynamic and adversarial environments, where real-time learning from changing data is essential. While statistical (batch) learning algorithms produce a single predictor as the output, an online learning algorithm must output a predictor for every time step. As a result, ensuring differential privacy of every data point for online learning is challenging because the change in the data point supplied to the algorithm at the t th time step alters the prediction for all time steps that follow. In this paper, we design differentially private algorithms for online linear optimization with near-optimal regret, both in the full information and partial information (bandit) settings. This result improves the best known regret bounds for a number of important online learning problems -including prediction from expert advice and non-stochastic multi-armed bandits.
Full-Information Setting: Differential Privacy for Free
For the full-information setting, we design (ε, δ)-differentially private algorithms with regret bounds that scale as O( √ T ) +Õ Table 1 : Summary of our results in the full-information setting.
As a concrete example, for the setting of prediction from expert advice with N experts and T rounds of play, we show that it is possible to achieveÕ
δ , the leading term of the regret bound for the proposed algorithm is same as that for the best possible non-private regret bound of O( √ T log N ) (upto polylog(T ) factors). In contrast, the previously best known regret bound for the problem wasÕ
. Our result improves on the previous known both in terms of dependency on the differential privacy parameter ε and the number of experts N .
While the previous works [JKT12, TS13] approach the question of regret minimization using the follow-the-regularized-leader (FTRL) paradigm, our algorithm is based on the follow-theperturbed-leader (FTPL) algorithm [KV05] , where we demonstrate that the noise required to achieve low regret also ensures differential privacy and vice versa. This novel observation permits our analysis to decompose the regret bound in the desired form.
Bandit Feedback: Reduction to the Non-private Setting
In the partial-information setting of bandit feedback, the online learning algorithm only gets to observe the loss (or the reward) of the prediction it prescribed. We outline a reduction technique that translates a non-private bandit algorithm to a differentially private bandit algorithm, while retaining theÕ( √ T ) dependency of the regret bound on the number of rounds of play for a number of important problems. This allows us to derive the first (ε, δ)-differentially private algorithm for bandit linear optimization, using the algorithm for the non-private problem from [AHR12] . This positively answers a question from [TS13] asking ifÕ( √ T ) regret is attainable for differentially private linear bandits.
An important case of the general bandit linear optimization framework is the non-stochastic multi-armed bandits problem[BCB + 12], with applications for website optimization, personalized medicine, advertisement placement and recommendation systems. Here, the proposed (ε, δ)-differentially private algorithm (for N arms) enjoys a regret ofÕ Bandit Linear OptimizationÕ 
Model and Preliminaries
This section introduces the model of online (linear) learning, the distinction between full and partial feedback scenarios, and the notion of differential privacy in this model. Full information Setting: Online linear optimization [H + 16, SS11] involves repeated decision making over T rounds of play. At the beginning of every round (say round t), the algorithm chooses a point in x t ∈ X , where X ⊆ R N is a (compact) convex set. Subsequently, it observes the loss l t ∈ Y ⊆ R N and suffers a loss of l t , x t . The measure of success of such an algorithm, after T rounds of play, is defined though regret, defined as
where the expectation is over the randomness of the algorithm. In particular, achieving a sub-linear regret (o(T )) corresponds to doing almost as good (averaging across T rounds) as the fixed decision with the least loss in hindsight. In the non-private setting, a number of algorithms have been devised to achieve O( √ T ) regret, with additional dependence on the properties of the specific decision X and loss Y sets. (See [H + 16] for a survey of results.) An important special case of the above framework is prediction with expert advice. Here the underlying decision is the simplex X = ∆ N = {x ∈ R n : x i ≥ 0, n i=1 x i = 1} and the loss vectors are constrained to the unit cube Y = {l t ∈ R N : l t ∞ ≤ 1}. The role of the algorithm in this case can be interpreted as picking one of the N experts to follow i t ∈ [N ] for every round of play. Also l t ∈ R N can be viewed as the loss on round t corresponding to each expert. In each round, the algorithm suffers a loss that equals the loss of the expert it chose to follow in that round.
Partial Information Setting: In the setting of bandit feedback, the critical difference is that the algorithm only gets to observe the value l t , x t , in contrast to the complete loss vector l t ∈ R N in the full information scenario. Therefore, the only feedback the algorithm receives is the value of the loss it incurs for the decision it takes. This makes designing algorithms for this feedback model challenging. Nevertheless for the general problem of bandit online optimization, [AHR08] introduced a computationally efficient algorithm that achieves an optimal dependence of the incurred regret of O( √ T ) on the number of rounds of play. The non-stochastic multi-armed bandit problem is the bandit version of the prediction with expert advice framework -namely, in every round, the algorithm only observes the loss it incurs.
Differential Privacy: Differential Privacy[DMNS06] is a rigorous framework for establishing guarantees on privacy loss, that admits a number of desirable properties such as graceful degradation of guarantees under composition and robustness to linkage acts [DR + 14].
Definition 2.1 ((ε, δ)-Differential Privacy). A randomized online learning algorithm A on the action set X and the loss set Y is (ε, δ)-differentially private if for any two sequence of loss
For an algorithm to satisfy the above stated definition is to certify that it is not possible to meaningfully infer the presence or absence of a specific loss vector from the sequence of outputs produced by the algorithm.
Notation: We define Y p = max{ l t p : l t ∈ Y}, X p = max{ x p : x ∈ X }, and M = max l∈Y,x∈X | l, x |, where · p is the l p norm. By Holder's inequality, it is easy to see that M ≤ Y p X q for all p, q ≥ 1 with
FTPL-based Algorithms: Differential Privacy for Free
In this section, we outline algorithms based on the follow-the-perturbed-leader template [KV05] . FTPL-based algorithms ensure low-regret by perturbing the cumulative sum of loss vectors with noise from a suitably chosen distribution. We show that the noise added in the process of FTPL is sufficient to ensure differential privacy. More concretely, for the full-information setting, we establish that the regret guarantees obtained scale as O(
Algorithm 1 FTPL Template for OLO -A(D, T ) on the action set X , the loss set Y.
1: Initialize an empty binary tree B to compute differentially private estimates of
Choose x t = argmin x∈X x,L t−1 .
6:
Observe the loss vector l t ∈ Y, and suffer a loss of l t , x t .
7:
) with the noise added at each node -be it internal or leaf -sampled independently from the distribution D. 2: s t ← the binary representation of t as a string. 3: Find the minimum set S of already populated nodes in B that can compute t s=1 l s . 4: Define (and note) Q = |S| ≤ ⌈log T ⌉. Define r t = ⌈log T ⌉ − Q.
Proof of (ε, δ)-Differential Privacy
To make formal claims about the quality of privacy, we ensure input differential privacy for the algorithm -that is, we ensure that the sequence of all partial sums of the loss vectors
This certifies that the sequence of choices made by the algorithm (across all T rounds of play) (i t : t ∈ [T ]) is (ε, δ)-differentially private.
Theorem 3.1 (Privacy Guarantees with Gaussian Noise). Choose any
, the following claims hold true:
•
Proof. By Theorem 9 ([JKT12]), we have that the sequence (
) is (ε, δ)-differentially private because differential privacy is immune to post-processing[DR + 14]. Note that the PrivateSum algorithm adds exactly |S| independent draws from the distribution D to t s=1 l s , where S is the minimum set of already populated nodes in the tree that can compute the required prefix sum. Due to Line 6, it is made certain that every prefix sum released is a sum of the true prefix sum and ⌈log T ⌉ independent draws from D.
Finally, it suffices to note that the outputs of Algorithm 1 are strictly determined by the prefix sum estimates produced by TreeBasedAggregation. Again by post-processing theorem, (ε, δ)-differential privacy of Algorithm 1 is guaranteed.
Regret Bounds for FTPL
While follow-the-perturbed-leader [KV05] has been typically analyzed subject to either uniform or expoenetial noise, recently [ALST14] presented the analysis of FTPL-based algorithms in the form of a general framework that accommodates varied noise structures. For a number of subcases of online linear optimization, with different X and Y, [ALST14] established that Gaussian noise achieves minimax optimal regret (upto multiplicative constants).
We utilize these results from [ALST14] to prove low-regret bounds for Algorithm 1. We make a couple of observations before applying these results. Firstly, Algorithm 1 calls the argmin oracle on the perturbed estimates of t s=1 l s , namelyL t . Since these are distributed asL ′ t ∼ N ( t s=1 l s , ⌈log T ⌉σ 2 I N ), this is equivalent to executing Algorithm 1 ([ALST14]) with Gaussian smoothing with the smoothing parameter η = σ √ log T . This realization allows us to measure regret with respect to the true loss vectors, in spite of the proposed algorithm operating on perturbed estimates of the prefix sums. Secondly, note that the perturbations added to the prefix sums will (almost surely) change every round, even while being drawn from a time-invariant distribution. In typical instantiations of the FTPL framework, the noise added is either same over time [KV05] or is sampled independently every round [HP05] . In our setting, neither of the statements hold -since randomness introduced at any internal node in the PrivateSum algorithm can be reused across multiple rounds -hence, from the point of view of the FTPL algorithm, the noises sampled across time steps demonstrate some non-zero, yet non-trivial correlations. However, it is crucial to observe that, for the analysis of [ALST14] (in fact, for [KV05] too) to succeed, it is sufficient that the noise is sampled from the same distribution (not necessarily independently) for all time steps.
Remark 3.2. In fact, the requirement that the noise is sampled from the same distribution can be relaxed too. Using a different magnitude of distribution in each round corresponds to a time-variant smoothing parameter. The results from [ALST14] hold in that setting as well. We do not delve into this point here to ease the presentation. 
Proof.
Due to Theorem 8 ([ALST14]), it holds that
Substituting the proposed value of σ, we obtain the stated claim.
Theorem 3.4 (OLO over Euclidean Balls.). For the setting of online linear optimization over euclidean balls, X = {x ∈ R n : x 2 ≤ 1} and Y = {l t ∈ R n : l t 2 ≤ 1}.
Proof. Due to Theorem 11 ([ALST14]), it holds that
Substituting the proposed value of σ, we obtain the stated claim. 
Proof. As a consequence of Corollary 4 ([ALST14]) and Lemma 13 ([ALST14]), it is true that
While Theorem 3.6 is valid for all instances of online linear optimization and achieves O( √ T ) regret, it yields sub-optimal dependence on the dimension of the problem. Receivex t ∈ X from A and outputx t .
3:
Receive a loss value l t ,x t from the adversary.
4:
Sample Z t ∼ D.
5:
Forward l txt + Z t ,x t as input to A. 6: end for 4 Bandit Feedback: Reduction to the Non-private Setting
We begin by describing an algorithmic reduction that takes as input a non-private bandit algorithm and translates it into an algorithm for (ε, δ)-differentially private bandit algorithm. The reduction works in a straight-forward manner by adding the requisite magnitude of Gaussian noise to ensure differential privacy. For the rest of this section for ease of exposition we will assume that both T and N are sufficiently large.
Theorem 4.1 (Privacy Guarantees). Let it be that each loss vector l t is constrained to be within the set
Proof. Consider a pair of sequence of loss vectors that differ at exactly one time step -say
Since the prediction of produced by the algorithm at time step any time t can only depend on the loss vectors in the past (l 1 , . . . l t−1 ), it is clear that the distribution of the output of the algorithm for the first t 0 rounds (x 1 , . . .x t0 ) is unaltered. We claim that ∀I ⊆ R, it holds that
Before we justify the claim, let us see how this implies that desired statement. Too see this, note that conditioned on the value fed to the inner algorithm A at time t 0 , the distribution of all outputs produced by the algorithm are completely determined since the feedback to the algorithm at other time steps (discounting t 0 ) stays the same (in distribution). By the above discussion, it is sufficient to demonstrate (ε, δ)-differential privacy for each input fed (as feedback) to the algorithm A.
For the sake of analysis, define l F ict t as follows. Ifx t = 0, define l
N to be such that (l We show that the regret of the overall algorithm A ′ of the true loss vectors is, in expectation, same as that of the regret of the inner algorithm A on some perturbed version of loss vectors.
Theorem 4.2 (Noisy Online Optimization). Consider a loss sequence (l 1 . . . l T ) and a convex set X . Define a perturbed version of the sequence as random vectors (l t : t ∈ [T ]) asl t = l t + Z t where Z t is a random vector such that {Z 1 , . . . Z t } are independent and E[Z t ] = 0 for all t ∈ [T ].
Let A be a full information (or bandit) online algorithm which outputs a sequence (x t ∈ X : t ∈ [T ]) and takes as inputl t (respectively l t ,x t ) at time t. Let x * ∈ K be a fixed point in the convex set. Then we have that
We prove the Theorem in the Appendix in Section A.
Differentially Private Bandit Linear Optimization
To obtain ε-differentially private algorithms for Bandit Linear Optimization, we use the SCRiBLe algorithm from [AHR12] as the inner algorithm A. Before we state this theorem, note that 
we have the following guarantees that the regret of the algorithm is bounded by
Before delving into the proof we collect some necessary lemmas/theorems. The following is a simple restatement of Theorem 5.1 in [AHR12] . 
where (x t ∈ X : t ∈ [T ]) is the sequence of points played by the algorithm.
We now prove Theorem 4.3.
Proof of Theorem 4.3. For the purpose of analysis we define the following pseudo loss vectors l t = l t + Z t , where by definition Z ∼ N (0, σ 2 I N ). Further note that the following (which is a direct consequence of Fact B.2 proved in the appendix) holds for Z t ∼ N (0, σ 2 I N )
Therefore taking a union bound we get that
Since the conditions of Theorem 4.2 are satisfied, we have that
Therefore we can analyze the second term as a proxy for true regret. We now wish to apply Theorem 4.4 on the term inside the expectation treatingl t as the true losses. However, Theorem 4.4 does not apply to loss functions that can be arbitrarily large, therefore we condition the above expectation on the following event F = {∃t Z t 2 2 ≥ 10σN log T }. We have from (8) that P(F ) ≤ 1 T . We now have that
Since the regret is always bounded by T we get that the second term above is at most 1. Therefore we will concern ourselves with bounding the first term above. For the rest of the section we will assume the conditioning on the eventF . First note that since the noise vectors Z t were independent to begin with they still remain conditionally independent even when conditioned on the eventF . The following two statements can be seen to follow easily.
It follows from Equation 9 that Theorem 4.2 applies even when the noise is sampled from N (0, σ 2 I N ) conditioned on the eventF . Therefore we have that
Now note that since due to the conditioning Z t 2 ≤ 10σ 2 N log T and therefore we have that
It can now be verified that η ≤ 1 4N L . Therefore we can apply Theorem 4.4 obtain that
Differentially Private Multi-Armed Bandits
To begin with, we note that max t,l∈Y |
δ is sufficient to ensure differential privacy. As can be readily seen, Theorem 4.3 does not guarantee optimal regret for Multi-Armed Bandits in terms of the dependence on the dimension as we would like to get a √ N dependence on the dimension. The natural idea would be to use EXP3 as A in Algorithm 3 however the standard version of EXP3 is defined on positive losses and the noise we add can potentially make it negative. Therefore we will use the algorithm EXP2 with exploration µ proposed by ([BCBK + 12] Algorithm 2). We give a description of the Algorithm 4 in the Appendix for completeness. The following theorem appears as Theorem 1 in [BCBK + 12] .
Theorem 4.5 (Regret Guarantee for EXP2 with exploration µ). Let S be a finite set of N actions. For the EXP2 strategy provided that η| s,l t | ≤ 1, ∀s ∈ S, one has
We now state the regret guarantee for Differentially Private Multi-Armed Bandits. 
Proof. The proof follows similar arguments made to prove Theorem 4.3. For the purpose of analysis we define the following pseudo loss vectors
where by definition Z t ∼ N (0, σ 2 I N ). As before, we note that the following fact holds.
The above follows from Fact B.2 proved in the Appendix. Taking a union bound, we have
To bound the norm of the loss we will use the same technique as in the proof of Theorem 4.3. Define the event
Since the regret is always bounded by T we get that the second term above is at most 1. Therefore we will concern ourselves with bounding the first term above. Once again we note that Z t remain independent even when conditioned on the eventF . The following statements also hold
Equation (13) follows by noting that Z t remains symmetric around the origin even after conditioning. Equation (14) follows from Fact B.1 proved in the Appendix. It is easy to see that Theorem 4.2 still applies even when the noise is sampled from N (0, σ 2 I N ) conditioned under the eventF (due to Equation 9). Therefore we have that
Now note that due to the conditioning Z t 2 ∞ ≤ 10σ 2 log N T and therefore we have that L max t,x∈∆N | Z t , x | ≤ 4σ log N T .
It can be seen that the condition η| s,l t | ≤ 1 in Theorem 4.5 in the setting of the simplex and exploration µ(i) = 1 n and under the conditionF is satisfied as long as we have that ηN (1 + 10σ log N T ) ≤ γ which holds by choice of these parameters. Proof. We will show that for a fixed i ∈ [N ]
E[Regret|F

P(Z(i)
2 ≥ 10 log T N ) ≤ 1 N T 2
The proof then follows by a simple union bound. To see the above inequality we can use the standard fact about Gaussians, i.e. for n ∼ N (0, 1), we have that P(|n| ≥ t) ≤ 2 π e −t 2 2 t (Mill's inequality)
The proof now follows from substitution.
C EXP2 with Exploration µ
Algorithm 4 EXP2 with exploration µ Input: learning rate η; mixing coefficient γ; distribution µ over the action set S Let p t = (1 − γ)q t + γµ and play s t ∼ p t
4:
Estimate loss vector l t byl t = P + t s t s T t l t , with P t = E pt [s t s T t ]
5:
Update the exponential weights, for all s ∈ S, q t+1 (s) = e −η s,lt q t (s)
s ′ ∈S e −η s ′ ,lt q t (s ′ )
6: end for
