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Abstract 
Faults that develop in the heat exchanger subsystems in air-conditioning instal- 
lations can lead to increased energy costs and jeopardise thermal comfort. The 
sensor and control signals associated with these systems contain potentially valu- 
able information about the condition of the system, and energy management and 
control systems are able to monitor and store these signals. In practice, the only 
checks made are to verify set-points are being maintained and that certain critical 
variables remain within predetermined limits. This approach may allow the detec- 
tion of certain abrupt or catastrophic faults, but degradation faults often remain 
undetected until their effects become quite severe. 
This thesis investigates the appropriateness of using mathematical models to track 
the development of degradation faults. An approach is developed, which is based 
on the use of analytical models in conjunction with a recursive parameter estima- 
tion algorithm. A subset of the parameters of the models, which are closely related 
to faults, is estimated recursively. Significant deviations in the values of the es- 
timated parameters from nominal values, which represent `correct operation', are 
used as an indication that the system has developed a fault. The extent of the 
deviation from the nominal values is used as an estimate of the degree of fault. 
This thesis develops the theory and examines the robustness of the parameter 
estimator using simulation-based testing. Results are also presented from testing 
the fault detection and diagnosis scheme with data obtained from a simulated 
air-conditioning system and from a full size test installation. 
Keywords: air-conditioning, heat exchanger, physical modelling, fault detection 
and diagnosis, condition monitoring, non-linear recursive parameter estimation, 
analytical redundancy. 
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Chapter 1 
Introduction 
Faults that develop in air-conditioning system s are conventionally deteciýd I)V 
clieckiiig i. hýit , (, t-points are being maintained and that certain pleasured ariables 
rci>>(iiii within predetermined limits. In practice. these techniques otiI allo the 
(let('ci i(m of faults that, cause the behaviour of a, svstein to change significant 1v. 
stich as Hie case of a constituent subsystem ceasing to operai e. Degrade t iotis and 
other 1ý pes of faults, which induce small changes in the behaviour of a, system. are 
usua lv not ýIýtec. e l because their effects are masked by the action of feedl)ni k 
control. lýioreovei , conventional techniques are unable to provide 
detailed heult 
diaignoses. The techniques that are described in this t liesis are designed t ýý t ral: t he 
(Development of degradation faults. thereby being complement arv to the exist i ng 
t cc IIn0lUUgY. 
1.1 FDD in air-conditioning systems 
Reid-i iinc fault detection and diagnosis involve (Orntinuoll, 4V Iiiferriii the O11- 
dit io>II of a. svstein from measurements of rci-t aliil properties ass(, riat('(l with it 
operas ion. "I'llc complexity of the task is dependent on how closely related the 
ineasilred properties are tot lie fault that ale considered. Ill-, tallat iwl (& , 11)1)rO- 
pri(it (' just rumens at loll and Illt`ýlýLlllll egwp111t'l11 call therefore simplify t 
II(' I' D 1) 
task. I11 saidt ý critical applications. the cost of dedicated fault-i11o>lnii O Fiui hard- 
waue is justified. and fault detection and diagnosis ai' iiio tlv redli(-(»J1 t() rlle('killL, 
1 
1.1. FDD in air-conditioning systems 
that the monitored variables stay within their safe limits. 
The continuing technological evolution and accompanying fall in the prices of 
digital processing hardware has meant that instrumentation previously dedicated 
to the fault detection task can he replaced by software processing techniques. 
These techniques reduce the reliance on hardware by allowing properties that 
previously had to be measured to be predicted instead. The predictions are made 
by making use of information redundancy between the remaining measurements 
(Chow and Willsky, 1984). There are two types of redundancy that can exist: 
1. Direct redundancy - where sensor signals can be compared directly. 
2. Analytical redundancy - where sensors that measure inputs to a process are 
related to those that measure outputs. 
The latter approach reduces the reliance on instrumentation and thus tlice overall 
cost of FDD schemes. Because of this reduced reliance on additional instrumenta- 
tion, it has now become viable to apply FDD techniques to non-critical systems, 
such as air-conditioning systems, which have limited instrumentation. The general 
form of an FDD scheme based on analytical redundancy is shown in Figure 1.1, 
which illustrates the generation of fault diagnoses from measurements of the inputs 
and outputs to a system. 
The advancements in control system technology, and the concerns with the en- 
ergy and thermal comfort implications of faulty operation have stimulated fault 
detection and diagnosis research in the air-conditioning field. Buildings account 
for approximately 50% of the total energy used in developed countriesl, and recent 
initiatives to address world-wide generation of CO2 have helped focus international 
attention on this area. A collaborative research project was established in 1991 
sponsored by the International Energy Agency (IEA) to address fault detection 
and diagnosis in heating, ventilating and air-conditioning (HVAC) systems. The 
work described in this thesis has been conducted in parallel with the IEA project 
and has formed part of the United Kingdom contribution to the project-2. 
'Figures supplied by the UK Building Research Establishment.. 
2 The UK contribution to the IEA Annex 25 project was made by the Building Research 
Establishment, and the universities of Loughborough and Oxford. 
1.1. FDD in air-conditioning systems 
DIAGNOSES 
Figure 1.1: An example of an FDD scheme 
3 
A complete air-conditioning system can be considered to consist of smaller sub- 
systems, which, in turn, consist of components; a fault can occur at any of these 
levels. BEMS3, which are distributed microprocessor-based control systems, are 
commonly fitted to large air-conditioning installations and are responsible for 
local-loop and supervisory control. A BEMS will usually be configured to generate 
alarms when a set-point is not being met, or a measureed variable is outside an 
expected range. Hence, the criteria for generating an alarm are mostly related 
to the ability of the system to maintain comfort conditions within the building. 
Faults that lead to an increase in energy costs, such as a leakage through a valve, 
do not always impair the ability of the system to maintain the set-points, due to 
the operation of feedback control. These types of faults are therefore not usually 
detected using the conventional approaches (Usoro et al., 1985). 
An alternative to the conventional approach, described above, is to use the sensor 
and control signal data available from the SEMS to monitor the condition of the 
system and infer the nature and extent of any faults (Howell and Madison. 1995). 
Fault detection involves the determination that observed behaviour of the con- 
sidered system is unacceptably different from expected behaviour. Unacceptable 
behaviour may occur over the whole operating range or be confined to a limited 
region. Fault diagnosis involves determining which of the possible causes is con- 
sistent with observed behaviour. In some cases. it may be possible to identify the 
3Building Energy Management. System. 
1.1. FDD in air-conditioning systems _i 
nature of the fault unambiguously. but often it is only possible to eliminate some 
of the possible causes. The process of diagnosis requires that the most important 
possible causes of faulty operation have been identified in advance. and that these 
different causes lead to behaviours that can be distinguished with the available 
instrumentation. 
Faults in air-conditioning systems can be divided into two classes: abrupt fault,, 
e. g. a broken fan belt, and degradation faults. e. g. fouling on a heat exchanger. 
Abrupt faults are easier to detect, since they generally result in a, sudden failure 
of some part of the system, although they are not necessarily easier to diagnose. 
In the case of degradation faults, it is necessary to define a threshold, below which 
the fault is considered insignificant and above which it is considered desirable to 
detect the fault. The difficulty of detecting and diagnosing degradation faults de- 
pends on the threshold adopted (Pape et al., 1991). In principle, this threshold 
must be determined by some kind of cost-benefit analysis. The possible bene- 
fits of detecting a particular fault include energy savings and improved control 
(Fasolo and Seborg, 1995), avoidance of occupant discomfort or illness, and avoid- 
ance of damage to the building fabric and contents or other components of the 
air-conditioning system. The costs of detecting and remedying a particular fault 
include the cost of any additional instrumentation, computer hardware and soft- 
ware, and any human intervention. Both the costs and the benefits will depend on 
the particular building and application and must be determined on a case-by-case 
basis. 
1.1.1 Characteristics of the problem 
The FDD methodology that is developed in this thesis is applied to heat exchanger 
subsystems of the type found in the air-handling units of air-conditioning installa- 
tions. These subsystems have been chosen because of the important role they play 
in providing thermal comfort, and the energy implications that faulty operation 
can have. The subsystems consist of a heat exchanger (coil), valve, and an actua- 
tor. The measurements of the inputs and outputs associated with the subsystem 
are in the form of sensor and control signals, and are available in digital form 
from the BEMS. These subsystems represent a challenging application for FDD 
technology for a number of reasons: 
I. I. FDD in air-conditioning systems 
" low levels of instrumentation; 
9 high levels of uncertainty in the measurements: 
9 unpredictable, random disturbances; 
" high levels of non-linearity. 
.j 
In practice, the level of instrumentation that is fitted to heat exchanger subsystems 
is the minimum required to carry out the basic control functions. The accuracy of 
the measurements that are made is frequently poor due to cost constraints limiting 
the quality of the sensors. For example, it is common in the industry for single 
point sensors to be used to measure the air temperature in ducts that ha\'e a 
cross-sectional area of more than 1 m2. In this case, stratification effects and poor 
mixing of air streams up-stream of the sensor will result in the sensor reading being 
a poor representation of the true average temperature. However, reductions in the 
price of instrumentation and the demand for greater control performance have 
meant that there is a current trend for improved instrumentation. For example, 
some companies now install averaging sensors4 as standard. 
In contrast to some of the systems where FDD technology has been applied, 
heat exchangers tend to experience large changes in their operating point. These 
changes are mostly unpredictable and can be caused by variations in weather and 
disturbances within the building, such as a group of people entering a room. In 
systems where deviations from a particular operating point are small, the local be- 
haviour can be approximated as linear. However, in the case of heat exchangers, 
the global characteristic can be quite non-linear and large variations in operat- 
ing point thus render the use of linear approximations inappropriate. Account 
therefore has to be taken of the non-linearities, which makes the FDD task more 
complex. 
Abrupt faults such as a broken fan belt can usually be detected by the BEMS, 
since they lead to large changes in the behaviour of the system that impede its 
ability to maintain set-points. Degradation faults, such as fouling on the surface 
of a heat exchanger, do not always affect the ability of the system to maintain 
the set-points, unless the fault is severe. These types of faults are therefore not 
normally detected by the BEATS. To complement the existing technology. the FDD 
'These function by averaging the readings from a bank of sensors distributed within the duct. 
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methodology that is investigated in this thesis is designed with the objective of 
being able to detect and diagnose slowly developing degradation-type fault,,. The 
severity of these faults may be considered to be slowly varying with time, usually 
in a monotonic fashion. 
Three of the most important degradation faults in heat exchanger subsystems are 
selected for FDD; these are: valve leakage, coil fouling, and sensor drift. The 
first two of these faults are manifested such that the effects of the faults are only 
apparent in certain regions of the operating range. The implication of this is that 
these faults may exist in the system for a long time before they are able to be 
detected. Detection can only occur when the system is exercised in the operating 
regions where the effects of the faults are apparent. 
Precise information about the plant and its operation is required to detect the 
small changes that degradation faults induce from limited sensor information. 
Quantitative mathematical models represent one way of describing the behaviour 
of a system. The information in these models is contained in the parameters and 
in the structure, and a variety of techniques can be used to exploit the informa- 
tion for fault detection and diagnosis purposes. The techniques investigated in 
this thesis are based on using the information that the parameters contain for 
both fault detection and fault diagnosis. This is made possible by using models 
with parameters that are physically meaningful and are directly related to the 
faults of interest. The values of the appropriate model parameters are estimated 
recursively to minimise the computational requirements so that the procedures 
could be implemented in the current technology of BEMS thereby allowing the 
development of faults to be tracked in real-time. 
The approach of using models with physically meaningful parameters allows previ- 
ous work in the area of air-conditioning plant modelling to be exploited'. The use 
of these types of models in parameter estimation schemes is, however, complicated 
by the fact that the models are usually non-linear with respect to their param- 
eters. A major part of the thesis is therefore dedicated toward the development 
and evaluation of an estimator suitable for these non-linear models. 
'Two previous lEA projects (Annex 10 and Annex 17) were concerned with plant modelling: 
Annex 25 represents a natural progression of the work carried out in these projects. 
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1.2 Objectives of the thesis 
I 
The overall objective of this work is to develop and evaluate a fault detection and 
diagnosis scheme that is capable of tracking the development of degradation fault" 
in the class of non-linear heat exchanger subsystems used in HVAC plant. The 
main aims of the work, in relation to the structure of the thesis, are as follows: 
" to describe the fundamental concepts of fault detection and diagnosis svvs- 
tems within a generic framework, and critically review the different FDD 
techniques that have been proposed in the literature (Chapter 2); 
" to describe the system to which the FDD techniques are applied, discuss the 
types of faults in these systems, and develop an FDD methodology that is 
tailored to the considered application (Chapter 3); 
" to develop models of the considered subsystems and to extend these models 
so they are capable of approximating the changes in behaviour resulting from 
the development of the selected faults (Chapter 4); 
" to develop computationally efficient techniques for estimating the parameters 
of the models in order to allow slowly developing faults to be tracked in real- 
time (Chapter 5); 
" to use empirical methods to analyse the behaviour of the parameter estima- 
tion techniques in relation to type of parameter change, excitation level of 
input signals, noise, unmeasured disturbances, and modelling errors (Chap- 
ter 6); 
" to evaluate the performance of the FDD scheme using data from two air- 
conditioning installations: a detailed dynamic simulation of a 3-zone VAV 
system, and a full size experimental air-conditioning test facility (Chapter 7); 
" to draw conclusions and suggest possible areas where there is the potential 
to conduct further research (Chapter 8). 
Chapter 2 
Literature review 
Introduction 
Fault detection and diagnosis are made possible by being able to identify changes 
in I, ])(, behaviour of a svsteiii. One wa. v- to achieve this. which is mostly a. ppli- 
cable to instrumentation faults, is to install duplications of the components that 
<ai c prone to faults. The faults can t heil be detected and diagnosed 1). v 
the measurements from the duplicated components. i iris approach (reales 
redundant information 1Nv using additional hardvvare. Alteiriiativel}-, th( reclun- 
danlt information caii be created by using models of the components. Receiil lv, 
the wwwidce-spprcea. d availability of digital control systems with sufficient II)rocessing 
cap>al)ilit ies for non-control functions has helped trigger the development of' I'D 1) 
schemes based on models. These schei es alleviate the need for hardware du- 
1)1iß dtion. and hence reduce the overall cost of implementing FDD schein('. A 
(I('"Ct iption o(' llno(lel-based approaches to FDD forms a large parr of t lii-ý (hapt('l. 
In <<dditioui. other 'software-oriented' FDD methods that use partial models w- 
other Miller re 1)resenta, tions of a priori k>><>wledge of a svst eile are described. 
1ý 
2.1. Background 
2.1 Background 
9 
Research in the area of fault detection and diagnosis has been most intensive in 
the safety-critical industries, such as chemical processing and power generation. 
Much of the research in these fields was initiated in response to disasters such as 
those at the Three Mile Island nuclear power station, and the Bhopal chemical 
plant. More recent disasters, such as the Chenobyl nuclear power station, and 
the Challenger Space Shuttle, have seen a resurgence of activity in the field. The 
advances that have been made in these industries are now being exploited in 
other application areas that are not safety-critical, but where costly consequences 
may ensue when faults develop. Examples include air-conditioning systems, paper 
making, brewing, etc. 
In the context of physical systems, a fault, can be described as any kind of phe- 
nomenon that leads to an unacceptable anomaly in the overall system performance. 
This may be considered an arbitrary description since what constitutes `unaccept- 
able' performance is not easy to define. Nevertheless, it relates the concept of 
`fault' to performance. Performance may be considered as a measure of how well 
a system performs the tasks it was originally designed for, and a fault inhibits the 
ability of a system to perform its design tasks. A fault should not be confused 
with a `failure', since the latter infers a complete breakdown while the former 
may mean only a small change in performance. Some of the terminology that is 
commonly used to described different types of faults is listed below: 
" abrupt, failure, catastrophic - these terms usually relate to sudden faults, 
i. e. step-like changes; 
" incipient, degradation - these terms relate to faults whose severity increases 
slowly with time, i. e. ramp-like changes. 
Abrupt, faults can be caused by the failure, or the cessation of operation. of the 
monitored process or a component of it. These types of faults can have severe 
consequences, particularly in the safety-critical applications. They should there- 
fore be detected early so that remedial action can be taken. Incipient faults lead 
to a slow reduction in performance. They can be caused by such phenomena as 
a. gradual build-up of dirt on the fins of a. heat exchanger, or a sensor that drifts 
slowly from its calibration point. Incipient faults are not easily detected in their 
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early stages and their effects can be concealed by the operation of feedback control 
(Watanabe et al., 1989). If these faults are allowed to increase in severity. failure 
can be the eventual result. 
The fundamental operation performed by an automated FDD scheme is to check 
whether particular measured or unmeasured variables are within a certain toler- 
ance of their normal values. If a tolerance limit is transgressed. a fault message is 
generated. The sequence of tasks performed by an FDD scheme can be defined as 
follows (Isermann, 1984): 
1. Monitoring. 
2, Fault detection. 
3. Fault diagnosis (isolation). 
4. Fault evaluation. 
In the simplest case, monitoring is the act of acquiring the measurements from the 
sensors. In more processor-intensive schemes, the monitoring task can also involve 
transforming the measured properties into a form suitable for the fault detection 
task. Fault detection is the process of generating an alarm when an index has 
transgressed a limit. Fault diagnosis entails analysing information (usually both 
instantaneous and historical) to attribute a fault to a particular cause. The evalu- 
ation process is concerned with ascertaining the extent of the fault in quantitative 
terms. The extent to which each of these tasks needs to be performed depends 
on the application. If a human operator is always present, fault detection may 
be sufficient, since further tests could be carried out manually. Isolation involves 
identifying the faulty item of plant and is important when back-up systems are 
available. In the absence of back-up systems, evaluation of the extent of the fault 
and its quantitative effect on performance is useful to determine whether remedial 
action is necessary. 
The main design goals for an FDD scheme are (Willsky, 1976): 
" to achieve rapid response to failures and to degradation that lead to unac- 
ceptable performance; 
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" to be insensitive to non-fault changes, such as noise. changes in operating 
point, normal signal variations, modelling errors, etc. 
To achieve these goals, a number of trade-offs have to be considered and tailored 
to each particular application. According to Isermann (1984), these are: 
" degree of fault versus detection time; 
" speed of fault appearance versus detection time; 
" detection time versus false alarm rate. 
A fundamental requirement is for fault detection methods themselves to be reliable 
and not prone to breakdown. An unreliable FDD scheme that generates false 
alarms, or fails to detect obvious malfunctions, would soon be switched off by an 
operator. The additional cost of an FDD scheme must also be justified by the 
realisable economic benefits. Moreover, the methods should not be too complex; 
they should be understandable and tunable by engineers or operators, otherwise 
acceptance problems will arise. 
`Voting schemes' (Willsky, 1976) can be used to detect faults when physical sys- 
tems posses a high degree of parallel hardware redundancy. These schemes are 
particularly useful for detecting sensor faults. Usually, (at least) three identical 
sensors'are employed and simple logic is used to detect failures and eliminate faulty 
sensors. For example, if one of the three sensor signals differs markedly from the 
other two, the differing signal is identified as being faulty and eliminated from 
any control functions. This method of fault detection can be extremely reliable, 
but the cost of incorporating additional hardware, if not already available, can be 
prohibitive in many applications. 
One problem with the sensor redundancy approach is that it may not be possible 
to achieve exact duplication even with when using the same type of sensors. For 
example, it is not possible to position sensors in exactly the same place; e. g. fluid 
temperature measurements may differ due to stratification effects. Faults that 
affect all sensors in the same way will also be undetectable; e. g. common power 
supply failures. The standard number of sensor measurements associated with 
control tasks usually contain information that hardware-based methods do not 
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utilise. In practice, many digital control systems have sufficient processing capa- 
bilities to be able to cope with additional non-control functions. Software-based 
methods that take advantage of the information from the controlled plant are 
therefore now being used as alternative to hardware redundancy. It is neverthe- 
less common, particularly in some safety-critical applications, for some hardware 
duplication to be installed, to comply with regulations. Clearly, it is useful to ex- 
ploit hardware duplication for fault detection purposes when it is available. The 
recent trend, however, is to supplement it with software-based methods to provide 
even greater reliability. 
Because of the technological advances in digital processing hardware, and the 
relative reductions in cost, software-oriented methods have now become a viable 
alternative to hardware-based methods, for non-critical applications (Frank, 1990). 
The information available in the inputs and outputs of a monitored process is ex- 
ploited using analysis, thus reducing the need for additional instrumentation. The 
method of analysis can vary significantly in complexity but usually incorporates 
some knowledge of the process. The knowledge may be in the form of mathemati- 
cal equations describing the relationship between inputs and outputs, or be simply 
threshold values used to check whether a measured variable is within a tolerance 
band. 
If there is limited hardware duplication, it is possible to combine hardware and 
software redundancy techniques. One example of this is where two sets of identical 
instruments are used; each set being supervised by a software-based FDD method. 
The software-based FDD is only initiated when a discrepancy arises between the 
two sensors outside the bounds of noise. Once the fault has been confirmed by the 
software scheme, the system is reconfigured to use only the healthy sensor, which 
is automatically identified by the software. This approach saves computational 
burden, and improves reliability (Deckart et al., 1977). 
Fault detection and diagnosis technology can also offer benefits in less direct ways. 
For example, to detect and diagnose faults, `performance indices' that relate to the 
condition of the system have to be calculated. These indices can be exploited to im- 
prove the efficiency and cost-effectiveness of maintenance programmes (Rossi and 
Braun, 1994). Traditional maintenance programmes involve performing repair, re- 
placement, and cleaning work on a fixed cycle basis. Fault detection and diagnosis 
methods can be used to implement, predictive maintenance schemes whereby work 
is only carried out when the condition of the system has deteriorated to a level at 
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which it is warranted. 
1.3 
There are also many similarities between the techniques used in fault detection 
and diagnosis, and those used in adaptive control. Local-loop control can be di- 
rectly affected by a change in the characteristic of the controlled process caused 
by a fault. A fixed controller that is tuned to provide a tight, but a stable re- 
sponse on the initial system may become oscillatory or sluggish if a fault occurs 
(Hepworth, 1994). Adaptive control attempts to address the problem of a chang- 
ing plant characteristic by updating the parameters of the controller (Aström and 
Wittenmark, 1989). Hence, faults could be detected by monitoring the values of 
the controller parameters, thus allowing the control and FDD tasks to be carried 
out simultaneously. 
2.1.1 Preprocessor and classifier components 
The overall function performed by an FDD scheme is the transformation of raw 
measurements from the monitored process into decisions. The decisions can be 
made at two levels: 
1. Has a fault occurred? (Binary decision) 
2. What type of fault has occurred? (Multiple decision) 
The decisions are made on the basis of quantitative values, which may be the mea- 
sured inputs/outputs to the monitored process or be derived from them. Besides 
determining the type of fault responsible for a detected malfunction, the degree 
of fault is often required as part of the evaluation task. An FDD scheme can be 
characterised by: 
" the type of transformation that the raw measurements undergo before being 
used in the decision process; 
" the method of arriving at a decision on the basis of the (transformed) v-a. ri- 
ables. 
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From the description given it may be argued that there are two distinct functions 
carried out by FDD schemes. Basseville (1988) recognised this distinction and 
Rossi and Braun (1993) formalised a method of classification based on two basic 
components: a preprocessor, and a classifier (Figure 2.1). The preprocessor is 
used to extract diagnostically relevant information from the raw measurements by 
transforming them into new variables (performance indices). The classifier then 
returns decisions appropriate for the performance indices. 
PREPROCESSOR CLASSIFIER 
OBSERVATIONS PERFORMANCE DECISIONS 
INDICIES 
FDD SYSTEM 
Figure 2.1: Preprocessor and classifier components of an FDD scheme 
The complexities of the preprocessor and classifier components can vary signif- 
icantly. In the simplest example of a fault detector, viz. the limit checking of 
a measured variable, the preprocessor performs no function at all, and may be 
described simply as a unity transformation. The classifier in this case is also very 
simple, and may be constructed using a single (IF THEN ELSE) conditional in- 
struction. The preprocessor and classifier classification can also be extended to 
an FDD method based on hardware-redundancy. In this case, the hardware du- 
plications can be thought of as the main components of the preprocessor. The 
performance indices would be the measured differences from the duplicates, and 
the classifier would comprise simple rules. 
It may be noted that the preprocessor makes transformations in the quantitative 
domain, while the classifier has to transform quantitative variables into qualitative 
decisions. Even a binary decision made by a fault detector is qualitative since the 
`fault' and `no fault' conditions are abstract qualities based on human perceptions. 
A quantitative estimation of the degree of a fault may be output as part of the 
diagnoses, but this would be generated by the preprocessor component and con- 
stitute a performance index. The degree of fault would thus be the basis upon 
which the decision of whether a fault exists is made. 
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The preprocessor and classifier provide a means by which to contrast the differ- 
ences between different methods that may appear. from a high level. to have a 
similar overall functionality. This may be exploited by classifying systems based 
on how the computational complexity is distributed between the two components. 
Performance indices may be generated that indicate directly different fault types 
if detailed mathematical models are used in the preprocessor. The classification 
task is then trivial. Alternatively, if no explicit preprocessing is carried out. and 
detailed diagnostics are nevertheless required, the computational effort has to be 
concentrated in the classifier instead. An example of the latter case is an expert- 
system fault diagnosis scheme. 
2.2 Model-based methods 
Model-based approaches to FDD work by exploiting the fact that the inputs and 
outputs to a system are correlated, and that the nature of this correlation is 
affected by the occurrence of a fault. In general, changes can only be detected if a 
reference is available to make them apparent. Hence, a reference model of `correct 
behaviour is required for model-based schemes. There are essentially two ways in 
which the reference model can be used to detect changes in the characteristic of 
the system: 
1. By using the reference model to predict the current outputs of the system 
and by comparing these with measured outputs. 
2. By comparing all, or some of the internal attributes of the reference model 
with those of another, identically structured, model representing the current 
observed behaviour of the real system. 
Each of these approaches is based on detecting changes (often called innovations). 
The first approach looks for changes in measured variables, while the second ap- 
proach looks for changes in variables that are not directly measurable. In terms of 
the preprocessor and classifier description, the model would constitute the prepro- 
cessor. The routines that make the decisions using indices generated by the model 
would then constitute the classifier. The way in which the model of the process 
is formulated affects the choice of FDD method and the realisable robustness and 
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reliability. Some of the typical model formulations that have been used for FDD 
purposes are described in the following section. 
2.2.1 The process model 
A model, as its linguistic definition states, is a simplified representation of a real 
system. In the context of this work, the term process model refers to a math- 
ematical description of a real system comprising equations that relate variables 
in a similar way to the real system. Mathematical models of all sorts have two 
defining attributes: structure and parameters. The structure is the mathematical 
function relating the inputs and outputs, e. g. linear, quadratic, exponential, etc. 
The parameters then tailor the function to a particular system. 
A model is called `analytical' (or `physical') if its structure is derived by considering 
the mechanisms that generate the signals and variables within the real system. 
Analytical models are constructed using mathematical equations based on physical 
laws and established relationships that are known to govern the behaviour of the 
system. The parameters of analytical models have physical meaning providing all 
basic physical laws are adhered to during the derivation. The parameters may 
relate to physical properties that are directly measurable (e. g. length, mass, force, 
pressure, etc), or they may have to be determined from tests (e. g. heat transfer 
resistances). 
It may not be always possible to construct an analytical model due to incomplete 
knowledge of a system. Furthermore, analytical modelling can be time consuming, 
particularly for complex systems. The alternative approach, which is often referred 
to as empirical modelling, involves inferring a model from recorded observations 
of system inputs and outputs. In this case, several candidate model structures 
are selected based on `shallow' knowledge of the correlation between the inputs 
and outputs (e. g. linear, non-linear: high or low order, etc. ). The parameters of 
these models do not have obvious physical meaning; their `correct' values are the 
ones that allow the model to replicate best the behaviour of the real system'. The 
candidate model with the `correct' parameter values that yields the closest match 
to the observed behaviour of the system is then selected. 
'As is apparent from the record of observations. 
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A model does not have to be exclusively empirical (sometimes referred to as black- 
box) or analytical (white-box). In practice. most models lie somewhere on the 
continuum that separates these two classes. Intermediate models (grey-box) have 
some parameters that relate to physical properties and some that have to he in- 
ferred from observed data. A model of this type enables partial analytical knowl- 
edge to be used by allowing the `missing' information to be determined empirically. 
The ability of a model to approximate a system will be related to the amount of 
(correct) information (i. e. analytical and empirical) embedded within it. Hence, a 
prudent approach to modelling is to use as much of the information that is directly 
available as possible. 
Input-output models 
Input-output models have been used extensively for FDD, e. g. (Gertler, 1988; 
Patton et at., 1995). The way in which the outputs of the model are related to 
the inputs and the parameters is of most relevance for FDD applications. Three 
possible formulations of a MISO2 model are: 
1. Linear in the parameters and the inputs: 
y=90. (2.1) 
2. Linear in the parameters, non-linear in the inputs: 
y 8'b " 
(2.2) 
3. Non-linear in the inputs and the parameters: 
y= f®ý ý)" (2.3) 
The vectors qi and 0 represent basis vectors and are of compatible dimensions 
with the parameter vector 0. The relationship between 0 and ' is given by: 
`''= 
[fl (0) 
. 
f2(0) 
... 
fm()]' (2.4) 
2Multiple Input Single Output. 
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where f2(. ), for i=1,2,. .., m are arbitrary non-linear functions. The definition of 
the basis vector 0 depends on whether the model is static or dynamic. (continuous 
or discrete): 
static: 
0- u1 U2 ... Ui. 
l 
. 
(2.5) 
dynamic (continuous): 
0 
dynamic (discrete): 
75 
du, d2u1 dpul 
= ui ( 6) dt dt2 dtp 
due d2u2 dPu2 
u2 dt dt2 dtp 
du, d 2Ur dpu,. 
ur 
dt dt2 "" dtp 
dy d2y dtmy 
di dt2 dtm 
[ui(t) ul(t - 1) ... ul(t - p) , 
(2.7) 
u2(t) u2(t - 1) ... u2(t - p) , ... 
Ur(t) Ur(t - 1) ... Ur(t - p) 
y(t - 1) y(t - 2) .. . y(t - m)]. 
Note that in is the order of the system, and p< in, reflecting the cause-effect 
relationship between the inputs and outputs. It is not physically possible for p to 
be greater than in, because this would imply the ability to predict the future of the 
system input. Dynamic behaviour within physical systems stems from the ability 
of the system or components within to store energy, or information. In practice, 
all physical systems have this capacity to a certain extent. Static models do not 
take account of the dependence that the variables have on time and therefore 
represent a simplification of real behaviour. These models can, however, provide 
acceptable approximations in applications where the rate of variation in the inputs 
to a. system is slow compared to the dominant time constant. 
The dynamics of the inputs are often much slower than the system response time 
in the subsystems used in air-conditioning. These systems frequently have long 
periods of steady-state behaviour, interspersed with transient activity, usually due 
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to sudden load changes (e. g. a group of people entering a room, a step change in 
a set-point, etc). Static models can be used to represent these systems during 
the steady-state periods but they would become inaccurate during the periods of 
transient activity. Hence, the transient periods would have to be disregarded to 
ensure reliability. The FDD scheme that is reported in this thesis is based on the 
use of static models and a steady-state detector is developed in order to recognise 
transient periods of system operation. 
In Equation 2.1, the parameter vector linearly maps the inputs to the outputs. 
The parameters of a model formulated in this way can be identified uniquely for 
a given set of input-output observations'. This type of model is often applied to 
systems having many inputs where there is little understanding of the underlying 
physical processes, e. g. social science applications (Montgomery and Peck, 1982). 
In this case, the parameters are not usually physically meaningful. 
In its discrete dynamic form, Equation 2.1 is known as an AR. X4 model and is 
often written in the following way: 
A(q ')Yk = B(q-')uk, (2.8) 
where: 
A(q-1) 
=1+ a1q-1 + ... + apq-p, and 
B(q-1) = bp + 
biq-1 + 
... 
+ brri, q-m, 
where q is the backward shift operator. Note: if the model is deterministic, the 
outputs may be predicted using the measured inputs and the previous output 
predictions. If the model is partially stochastic, previous output measurements 
would be used in Equation 2.8. 
It may be noted that the ARMAX5 model is an ARX model with the inclusion of 
a noise modelling term: 
-A(4'-1)ßk = B(4'-')uk + 
C'(q-l)ek, (2.9) 
where: 
3Providing the number of unique observations is equal to, or greater than, the number of 
parameters. 
4: AutoR. egressive with eXogenous variables. 
5AutoR, egressive Moving Average with eXogenous variables. 
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Since the difference equations are approximations to the differential equations. the 
model predictions may diverge from the true values if predictions are fed back into 
the model. This divergence may increase during prolonged periods of transient 
activity. 
Equation 2.2 allows a non-linear relationship between inputs and outputs to be 
modelled while maintaining linearity in the parameters. This is achieved by using 
non-linear functions to transform the inputs. The model is then parameterised so 
the outputs are linear combinations of the transformations. This type of model still 
allows the parameters to be determined uniquely from observations, and therefore 
represents a useful means by which to describe non-linear behaviour. There are 
many well known model types that are in the form of Equation 2.2, examples are 
polynomial curves, radial-basis function neural networks, etc. 
Models that are derived from physical theory can not always be formulated with 
the outputs as a linear function of the parameters. Characterisation of fluid flow, 
heat and mass transfers, etc, in physical terms frequently results in the outputs 
of the model being non-linear functions of both the parameters and the inputs 
(Equation 2.3). Empirical determination of parameters is then more difficult since 
a unique solution cannot be guaranteed for a set of observations, and non-linear 
optimisation methods usually have to be used. In these circumstances it is often 
better to take advantage of the physical significance of the parameters and estimate 
the parameters from knowledge of the modelled system, i. e. using information 
contained in design or manufacturers' data. Parameter estimates obtained in this 
way can then be refined empirically using non-linear optimisation methods. 
Sometimes a model may be non-linear in its parameters, but have physically mean- 
ingless parameters. The parameters of these types of models have to be estimated 
empirically using non-linear optimisation methods. One of the main factors af- 
fecting the reliability of non-linear optimisation procedures is the initial parameter 
estimates. If these are not within the vicinity of the true optimum, the method 
may converge on a local minimum. When the values of the parameters do not 
have any meaning, it is difficult to select appropriate initial estimates. These 
types of models are therefore mostly avoided. One exception to this is the type 
of neural network known as the multi-layered perceptron (MLP). These models 
lia. ve a. very general structure and because of this are often able to approximate 
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arbitrary functions satisfactorily. even when the parameter estimates collapse on a 
local minimum. MLPs are highly parallel in nature and the training process is ef- 
fective at automatically distinguishing the important inputs from those that have 
little correlation with the outputs. The behaviour of this type of model outside 
the regions where the training data were obtained is not usually predict able and 
can be highly inaccurate. 
Models of the type given in Equation 2.3, which have physically meaningful pa- 
rameters, can sometimes be transformed into the form given in Equation 2.2. by 
lumping together some of the parameters (and functions of them). It is then 
possible to estimate the physical parameters by inverting the known relationship 
between the model parameters and the physical parameters, p. That is: 
e =1(p)' (?. lo) 
thus: 
p=f (O). (2.11) 
This type of formulation can be particularly useful for fault detection and diagno- 
sis, since linear parameters can be estimated fairly easily using linear estimation 
techniques. These model parameters can then be related to the physically mean- 
ingful parameters to provide a deeper insight into the condition of the system 
(Isermann, 1985). It may be noted, however, that this approach relies on the 
function being invertible. It is therefore only applicable to simple model formula- 
tions, where the parameters of interest can be factored out of the equations. 
State-space models 
This type of model formulation is applicable to dynamic models and is particularly 
useful for describing MIMO6 systems. State variables are used to describe the 
dynamic behaviour, the number of which is equal to the order of the system. 
The state variables are time dependent and can be either well defined physical 
variables, such as position (xi), speed (x2 = Y1), and acceleration (x3 = i2), or 
functions of the measured input and output signals. The general state-space form 
for a, linear deterministic system is given by: 
xk - Axe. + Buk 
(2.12) 
6 Multiple Input Multiple Output. 
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Yk = Cxk + Dui;. (2.13) 
where k is the sample number and x is the vector of state variables, given by: 
xT = 
[xl x2 ... x]. 
i. e. xE Rs (2.14) 
A, B, C, and D are parameter matrices of appropriate dimensions. Solving Equa- 
tion 2.12 is tantamount to solving s simultaneous first-order differential equations. 
The equations can be solved in a way analogous to numerical integration by de- 
veloping a recursive form of Equation 2.12, such that: 
Xk+l = Alxk + Bluk, (2.15) 
where A, and B1 are functions of the original parameter matrices. The accuracy 
of the output predictions made by estimating the state vector recursively is highly 
dependent on the accuracy of the initial state estimates. In addition, the difference 
form of the equation represents an approximation, which can lead to divergence. 
In FDD applications, the states are usually estimated by using state estimators, 
such as observers or filters, rather than relying on the propagation of initial state 
estimates. State estimators compensate for the inaccuracy of initial state estimates 
in the model, prevent divergence, and allow the effects of faults to be more easily 
distinguished from the effects of unknown inputs (Frank and Wünnenberg, 1989). 
The basic function performed by state estimators is the reconstruction of the states 
of the system from the measured inputs and outputs, as shown in Figure 2.2. 
SYSTEM SYSTEM 
SYSTEM RECONSTRUCTED 
INPUTS OUTPUTS STATE STATE VECTOR 
INACCESSIBLE 
ESTIMATOR 
SYSTEM 
STATE 
Figure 2.2: State observer 
Observers are applied to deterministic systems (Equation 2.12), while filters are 
applied to systems having noise components; e. g. 
ik = AXk + Buk + Wk 
Yk = Cxk+Duk+ek, 
(2.16) 
(2.1 7) 
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where w and e are noise vectors. In both types of state estimator the state vector 
is refined at each time step by adjusting it in proportion to the prediction error of 
the model. A state estimator is thus given by: 
Xk+1 = Ai ^ k+ Buk +K yk - C-ik - Duk), (2.18) 
where y in the above expression represents the measured output vector. In the 
case of observers, it is not usually necessary to estimate all the states in the same 
way, as n states can be inferred from the measurable outputs (where yE Rn ). A 
less detailed observer, known as a reduced order observer, can then be constructed. 
The effectiveness of state estimation clearly depends on the selection of an ap- 
propriate gain matrix, K, which is a non-trivial task. Details and derivations of 
error stabilising matrices for observers can be found in (O'Reilly, 1984). Further 
details of the gains appropriate for the Kalman filter can be found in (Grewal and 
Andrews, 1993). It may be noted that the outputs of a system can be non-linear 
functions of the states, and the states and outputs may be non-linear functions of 
the parameters. In this situation, the linear state-space equations are obtained by 
linearising the equations about a datum point. 
Linearisation 
If a model is derived and cannot be easily transformed to a linear form, the model 
can be linearised about a particular operating point. The assumption has to be 
made that the process is locally linear and the degree of deviation from the datum 
point is small. To illustrate the linearisation process, consider a general non-linear 
relationship between multiple inputs and a single output: 
y= f(xi x2 ... 
). 
This is linearised by using gradient information as follows: 
Jy = C1 CSx 1+ C2 
JX 
2+... i 
where 
ay Cl = ax1 
T 
C2 = ay , etc, o 9. r2 
s2 
(2.19) 
(2.20) 
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where d., i is the datum point for x= about which the linearisation takes place: Sy 
and 6X1 8x2 ... represent the change 
in the variables relative to the datum point. 
Linearisation can be used to linearise the model with respect to F ithc rr the inputs 
or the parameters. Although, the process introduces further inaccuracies into a. 
model, the resulting linear model form can simplify other procedures that may be 
necessary in an FDD scheme, such as parameter or state estimation. 
2.2.2 Output-innovations methods 
One way in which faults can be detected is to use a reference model of the correctly 
operating system to predict the system outputs from the measured inputs. In 
this approach, the predictions are compared with the measured outputs and any 
discrepancies are regarded as indications that the system has deviated from its 
correctly operating condition. An advantage of the approach is that the structure 
of the model is not important; it is treated as a black-box where only the inputs and 
outputs are relevant. Once a model has been obtained that completely describes 
the dynamic and static effects of the correctly operating system, an innovation 
vector, i can be defined, such that: 
i(t) = y(t) - y(t), (2.21) 
where iE Rn. The equation, from which the innovation vector is calculated, is 
sometimes known as a parity equation, or consistency relation (Gertler, 1995). The 
components of the i vector may be used directly in a limit checking scheme to de- 
tect faults, i. e. if Z1, min 12, min """ Zn, min are the lower limits and i1, max 22, max """ Zn, max 
are the upper limits, the system would be deemed to be operating correctly pro- 
viding: 
Zrnin < Zk < Zmax, Vi. (2.22) 
If the reference model describes the behaviour of the correctly operating sys- 
tein accurately, the innovations should only be due to the effects of noise when 
there are no faults. If the distribution function of the noise is known, the occur- 
rence of a, fault can be detected by performing statistical tests on the innovations 
(Frank, 1990), e. g. `whiteness' tests. Should any of the innovations in the i vector 
transgress a. limit, prior knowledge of the system and its outputs can be utilised 
to localise the fault to a limited extent. In many circumstances a fault will lead to 
innovations in a number of the outputs. Consideration of the overall dirfction of 
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the innovation vector when one (or more) limits are transgressed can thus provide 
a greater insight into the nature of the fault (Dalton et al., 1995). For example, a 
unit vector, d, in the direction of the innovation vector can be defined: 
d(t) IZ(t) (2.2: ) 
where 1 I. 1 J denotes a vector norm. The simplest way of analysing this vector is 
to consider the sign of its components and compare these with predetermined 
sign patterns that relate to different fault types. This idea has been applied to 
heat exchangers by the author and co-workers (Benouarets et al., 1994), where 
innovation patterns gathered at different operating points were used to generate 
simple diagnostics. Rossi and Braun (1994) also used this method to diagnose 
faults in vapour compression chillers. The approach is capable of detecting both 
abrupt and incipient faults but its effectiveness relies heavily on the appropriate 
selection of thresholds, which is non-trivial in this case. The relationship between 
the magnitude of the innovations and the magnitude of a fault can only be estab- 
lished from a knowledge of how the physical properties of the system relate to the 
innovations. This knowledge may be available in the form of an analytical model, 
in which case the properties could be calculated from the innovations. However, 
if this procedure were followed, it would become a parameter estimation method, 
and these methods are discussed separately in Section 2.2.3. 
Innovations can be caused by phenomena other than faults, such as unmeasured 
disturbances, or modelling errors. The selection of thresholds must therefore be 
based on an assessment of the extent of these other effects. The trade-off between 
fault detection sensitivity and false alarm frequency also has to be carefully con- 
sidered when determining thresholds. Ideally, if the outputs of a model are to 
be used for FDD, they should be predictable from the measured inputs and the 
previous output predictions only. If past outputs measurements are used by the 
model to obtain the predictions, deviations of the system from its `correctly oper- 
ation' condition will not be as apparent. This is due to the model essentially only 
having to make a one-step ahead extrapolation using the measured data. In ARX 
models, this can be avoided by using previous output predictions, but this can 
lead to divergence problems if the coefficients are not accurate. The state-space 
model does not suffer these types of problems providing the states are measurable 
from the plant, but this is frequently not the case. 
When the states cannot be measured directly they have to estimated from mea- 
sured inputs and outputs using observers or filters. The estimated states are then 
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used to generate the model predictions of the system outputs. The method of re- 
constructing the state variables is based on minimising the prediction error. Thus. 
in the event of a fault, the states will be adjusted in an attempt to reduce the re- 
sulting innovations to zero. A persisting innovation can only be assured, therefore. 
if the model with its empirically estimated state vector is structurally incapable of 
describing fully the faulty system. This can often be the case, but in circumstances 
where a fault only leads to minor changes in the characteristic of the system, an 
adjustment of the states may be sufficient to `correct' the innovations. To detect 
faults of this nature, the rate at which the fault causes the process to change has 
to be greater than the rate at which the state estimator reduces the error to zero. 
Innovation-based methods that use state-space models are therefore best suited 
to the detection of abrupt faults. Incipient faults that cause ramp-like changes in 
the system are more difficult to detect (Da and Lin, 1995). 
Despite the problems associated with using state-space models to generate fault- 
related output innovations, the approach has been popular for detecting abrupt 
faults. Most of the methods are geared towards fault detection rather than diag- 
nosis and work by applying statistical tests to a time window of innovations, e. g. 
(Mehra and Peschon, 1971; Fathi et al., 1993; Usoro et al., 1985; Yu et al., 1995). 
One way to obtain diagnostic insight when using state estimation methods is to 
analyse the gain matrix associated with the estimation. This gain matrix can 
reveal fault `signatures' and if these fault signatures are known a priori, different 
fault types can be differentiated between (Willsky, 1976). 
2.2.3 Parameter and state innovations methods 
The fundamental reason for using models within FDD schemes is to generate 
variables that, under normal circumstances (i. e. when the system is operating 
correctly), remain constant, but change if there is a fault. The output innovations 
have been shown to have such a quality providing the reference model is known. 
However, the output innovations themselves do not offer much insight into the 
fault type and the magnitude of a particular fault cannot be assessed very easily. 
One way to gain more insight into the nature of a fault is to consider other prop- 
erties of the system that cannot be measured directly but are closely related to 
the potential faults (e. g. the states or the parameters). In this approach, a model, 
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which is usually of identical structure to the reference model. but extended to treat 
faults, is employed on-line with the real system. The states and/or parameters 
of the on-line model are updated so that the on-line model represents the current 
observed behaviour. A fault is detected if the estimated states or parameters differ 
from those of the reference model. The extra meaningfulness that the states and 
parameters offer is then exploited for fault diagnosis. 
Changes in state variables 
Some faults will result in permanent changes to the state variables, from their 
`correct' values, for example: a mass flow leakage or an electrical current leakage. 
The change in a state variable is given by: 
Ox (t) = x(t) - xo(t), (2.24) 
where x is the state vector constructed from measured inputs and outputs using 
an observer or filter and xo is the state vector of the correctly operating system. 
Since a fault will cause a change in the relationship between measured inputs and 
outputs these cannot be used to construct the correct state vector (jo). Instead, 
state propagation techniques (Equation 2.15) have to be used to estimate future 
states of the reference model, e. g. (Brumback and Srinath, 1987). This approach 
can be problematic with the potential existing for divergence of the state estimates, 
in particular: 
" the initial conditions have to be known exactly; 
" the approximations due to differencing that are needed for digital imple- 
mentation can lead to divergence during prolonged transient periods (Da 
and Lin, 1995). 
Accurate estimates of the correct (reference) states are essential if small faults are 
to be detected. The potential for error in the process of estimating the correct 
states is such that reliable detection of small faults cannot be guaranteed. The 
idea of looking for changes in the states of the system is more suited to detecting 
larger faults such as those caused by failures. However, these faults could be 
detected by simply observing the transience of the estimated states; without the 
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need to maintain estimates of the correct states, e. g. by using methods suggested 
by Basseville (1988). 
Another approach that has been employed is to use observers or filters in paral- 
lel with hardware redundancy. This involves reconstructing two (or more) state 
vectors from different (possibly overlapping) input and output measurements and 
then comparing them to check for consistency. If the models used in the observer 
schemes are structurally identical, modelling errors and noise will have equal ef- 
fects, thus increasing robustness (Gertler, 1988). 
Changes in parameters 
Many faults cause process coefficients to change, such as resistances, capacitances, 
inductances, mass, stiffness, etc. Examples of faults that cause these types of 
properties to change are: an increased resistance to heat transfer due to the fouling 
of a heat exchanger; increased damping effect in a piston chamber due to an 
increase in friction. If the parameters of an on-line model are continually updated 
so the model represents the observed behaviour of the real system, changes in 
process coefficients, 0p, will lead to changes in the model parameters, i. e. AO. If 
the parameters of the model relate directly to the process coefficients, i. e. 0=p, 
the physical consequences of a fault can be assessed easily thus simplifying the 
fault diagnosis task. The parameters of analytical models generally have a close 
relationship to process faults. Estimation of the parameter values thus enables 
faults to be detected earlier and localised more precisely than is possible with 
other approaches (Patton et al., 1989). 
The parameters of empirical models do not have physical meaning and are not 
suited to the parameter estimation approach Although a change in their estimated 
values may relate closely to a particular fault, the nature of this relationship cannot 
be determined easily. Instead, the way in which different faults cause changes in 
the parameters (parameter-based fault signatures) has to be determined a priori 
by empirical means (Dalton et at., 1995). This means that training data has to 
be obtained from the system in different faulty conditions. Hence, there are no 
obvious advantages to be gained by using empirical models within a fault diagnosis 
scheme that is based on parameter estimation. 
The way in which the process model is formulated affects the choice of estimation 
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algorithm and the resulting robustness of the FDD procedure. Models that are 
linear-in-the-parameters are the most useful. The ARX model, for example, is of 
this form, and methods such as recursive least-squares, which have gell-understood 
asymptotic properties, can be used with these models. In some instances, it is 
useful to be able to isolate, for estimation, the parameters that affect the dynamic 
behaviour of the model from those that affect the static behaviour, or t, ic( CC 1,11ýci. 
In the case of the ARX model the parameters attributed to all variables before 
the current sample affect the dynamics, while the variables at time t affect the 
static behaviour. This approach can be useful when certain faults are known to 
affect only the static or dynamic characteristic in isolation (Isermann, 1993). On- 
line parameter estimation for fault detection has also been applied successfully 
to models that are non-linear in their parameters (Letty, 1995). However, the 
robustness of the estimation is sensitive to the initial parameter estimates and the 
rate of change of the system parameters. A study of the robustness of a non-linear 
parameter estimator, for different types of parameter variations, forms a major 
part of the work reported in this thesis. 
An equation that expresses the difference between the parameters of a fixed, `cor- 
rect operation', model and an adaptive model representing the current, observed 
behaviour, is known as a parity equation. Parity equations can be written in ma- 
trix form and the properties of the matrices can be analysed to check for faults. 
Different types of faults can manifest themselves in different ways within the ma- 
trices, and this property can be exploited for fault diagnosis. This approach, and 
the associated terminology, has been adopted by a number of researchers, e. g. 
(Chow and Willsky, 1984; Gertler, 1995; Isermann, 1993). 
The objective of most parameter estimation algorithms is to reduce the model 
prediction error to zero. Subsequently, dynamic parameters may be adjusted to 
compensate for changes in the static behaviour that occur and vice versa. When 
states are not measured, this is an unavoidable problem in the state-space ap- 
proach, since both states and parameters have to be constructed from measured 
inputs and outputs. An additional problem with the state-space representation 
is that the estimation of both the parameters and states is a non-linear problem. 
Uniqueness of the solution cannot be guaranteed therefore, and robustness prob- 
lems can ensue (Ljung and Söderström, 1983). This is illustrated by considering 
a deterministic state-space model. A new vector, ', is defined to represent the 
augmented state and parameter vectors, i. e. ý bT = [XT O]. The resulting problem 
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formulation is then non-linear; i. e. 
'Yk+l =f (Oki Uk) + Wk (2.25) 
Yk = g('l'k) + ek, (2.26) 
where: 
f (Ok, uk) = 
[A(o)xk+B(o)uk] 
ek 
Wk 
wk 0 
9` bk) = C(®k)ýT-k. 
The non-linearity can be tackled by linearising the functions, f (. ) and g(. ) about 
a datum point (the current estimates) and applying a Kalman filter to the Iin- 
earised state equations. The complete procedure is then known as the extended 
Kalman filter (EKF). The extended Kalman filter has been used for FDD by 
(Fathi et al., 1993; Yoshida et al., 1995). Other researchers have addressed the 
combined state and parameter estimation problem by attempting to apply differ- 
ent estimation techniques to the same model simultaneously, for example: by using 
recursive least squares to estimate parameters and observers to estimate states. 
Venkateswarlu et al. (1992) provides a review and analysis of some of these ap- 
proaches; see also (DalleMolle and Himmelblau, 1987; Dalton et al., 1995). 
Parameter estimation approaches to FDD based on fuzzy models have also been 
proposed for FDD applications (Benouarets and Dexter, 1995). Fuzzy models 
are used to take account of the uncertainties and imprecision associated with 
modelling complex, and ill-defined, systems. The models are designed to capture 
the principal features of the behaviour of a considered system by using fuzzy 
sets to represent the information. One particular advantage of the approach is 
that the models can easily incorporate whatever expert knowledge is available. 
The approach investigated by Dexter and co-workers involved identifying a fuzzy 
model' of the considered system from observations of the inputs and outputs, 
In Dexter's work, a partial model is identified, which contains information from a localised 
region of the operating space of the system. 
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obtained on-line. The on-line model is then compared with a number of reference 
models representing correct and faulty operation. The models are compared using 
a process known as fuzzy matching which provides an estimate of the degree 
of similarity between the reference models and the on-line model. Dexter has 
applied the techniques to air-conditioning system applications. One of the main 
aspects of the work has been the production of generic reference models suitable 
for application to classes of similar systems (Dexter and Benouarets, 1995). 
It may be noted that there are a number of general prerequisites that should be 
satisfied to ensure satisfactory performance from a parameter estimation approach 
to FDD, these are (Isermann, 1989): 
" the process models have to describe the process behaviour precisely enough 
so that the changes in the characteristic of the system caused by the faults 
of interest are outside the bounds of the model uncertainty; 
" the parameter estimation methods have to be robust to noise and unmodelled 
disturbances; 
9 the process has to be excited sufficiently so that information is obtained from 
the system at the operating points where faults are apparent. 
There is usually a trade-off between the complexity of the parameter estimation 
procedure and complexity of the diagnosis task. Analytical models with diagnos- 
tically useful parameters are often non-linear in their parameters, while empirical 
models with meaningless parameters are linear. Non-linear parameter estima- 
tion methods are usually only capable of reliably tracking slowly varying param- 
eters, while linear methods are more robust to large, abrupt changes (Ljung and 
Söderström, 1983). The designer of an FDD scheme based on model parameter 
estimation therefore has to consider a number of points to arrive at a suitable 
design solution. A typical design process may be as follows: 
1. Determine the types of faults targeted for detection and diagnosis. 
9. Decide upon the level of diagnosis that is required (if any). 
3. Evaluate the type of information available to construct model (i. e. extent of 
empirical data, do analytical models exist? Is sufficient time and expertise 
available to derive analytical models? ). 
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4. Consider the parameter estimation algorithm required for the different types 
of feasible models: does the algorithm facilitate the detection and diagnosis 
of the target faults? Does the algorithm need to be supplemented with 
additional diagnostic procedures to satisfy 2? 
5. Select the model and estimation algorithm that is best able to satisfy all the 
points listed above. 
2.3 Other software-oriented FDD methods 
Model-based methods represent one possible way of detecting and diagnosing 
faults. There are various other methods that have been proposed where the rela- 
tionship between inputs and outputs to the system is not directly characterised. 
This section presents a review of the most popular of these methods. 
2.3.1 Signal analysis 
Signal analysis methods can range in complexity from simple limit checking schemes 
to more complex methods based on the use of signal models. These types of meth- 
ods are generally used when the causality relationships between system variables 
are not known, or when signals are expected to remain static or vary in a way that 
is independent of other variables (i. e. the signal is only correlated with itself, e. g. 
ambient air temperature). 
Limit checking of absolute values 
The simplest form of signal analysis involves using the measurable signals to the 
monitored physical system to detect faults directly. A system can be monitored 
by employing simple limit checking procedures. Usually, limit checking operates 
solely on the outputs; the system would be deemed to be operating correctly if: 
ym in < yk < Ymax, Vy" (2.27) 
If the lower or upper limits are transgressed, an alarm is generated. Limit checking 
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of absolute values in this way can work especially well if the signals remain in ap- 
proximately steady-state. If the operating point of the process varies significantly 
the approach is less viable. In the case of closed loops, changes due to faults in 
the process will be compensated for by the control action. If the controller is able 
to maintain the controlled variables at their set points, faults will not be evident 
if only the absolute values of controlled variables are considered (Isermann, 1995). 
Limit checking of absolute values has the advantage of simplicity and the tech- 
nique has been applied to numerous applications. Tolerance ranges are invariably 
over-estimated to avoid false alarms, hence the technique is usually only sensi- 
tive to a large abrupt fault or degradation that has led to a significant degree of 
deterioration. In addition, a detailed diagnosis is not usually possible with this 
technique. Limit checking can also be applied to simple signal-derived variables, 
such as the trend, y(t). The trend represents a prediction of the progression of the 
absolute value and, if limits are selected appropriately, consideration of the trend 
can allow faults to be detected more quickly. 
Signal models 
The behaviour of a signal can be modelled by using stochastic models. These 
models do not have inputs in the deterministic sense, but correlate the current 
signal value with its previous values, or with its derivatives (or states). Auto- 
regressive models (AR, or ARMA if the noise is modelled) are examples of the 
former while state-space models are an example of the latter. An ARMA model 
or order rn is given by: 
Yk = A(q'-i)yk + B(4'-l)e(t), 
where: 
A(q-1) = alq-1 +... + amq-"'., and 
B(q-1) =1+ 
b1q-1 +... + brq-r. 
A stochastic state-space model can be given by: 
xk = FXk + Wk 
Yk . 
Hxk + ek, 
(2.28) 
(2.29) 
(2.30) 
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where wE Rs and eE Rn are noise vectors. Estimation of the states in stochastic 
state-space models is achieved using a filter, such as a Kalman filter. instead of 
an observer, which is used with deterministic models. Providing the parameter 
matrices, F and H, are known and the model is structurally correct. the state 
estimates of a Kalman filter are asymptotically ideal because of the linear form of 
the model. It may be noted that the Kalman filter algorithm can also be used to 
estimate recursively the parameters of linear regression-type models (e. g. ARMA 
or deterministic ARMAX), by expressing the equations in the following way: 
0k+1 = 8k 
Yk = Okek + ek, 
(2.31) 
(2.32) 
where 0 is the regressor vector. AR(MA) and state-space models can both be used 
in FDD schemes in the same ways that were outlined in Section 2.2. It should be 
noted that the accuracy of stochastic models, and hence the robustness of an FDD 
scheme based on these models, depends on causal inputs being periodic, static or 
non-existent. 
Another method of signal analysis used successfully with a number of applica- 
tions involves analysing the frequency spectrum of signals. In these methods, it 
is assumed the signals have a distinct spectral form and that this is altered by 
the occurrence of a fault. The approach has been used successfully for applica- 
tions such as: transmission systems, internal combustion engines and jet engines 
(Isermann, 1984). 
2.3.2 Characteristic quantities 
Characteristic quantities (77) are unmeasurable variables that describe the perfor- 
'innonz. cc of a considered system. They are calculated from the measured inputs and 
outputs to the system, such that: 
'I = f(u, y). (2.33) 
Some examples of characteristic quantities are: 
" efficiency (e. g. engines, machines. steam generators, heat exchangers. fur- 
races, vehicles): 
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" fuel consumption per production unit or time (e. g. cement burning, milling, 
drying); 
" consumption of lubrication oil per production unit or time (e. g. internal 
combustion engines, compressors); 
" tool usage per production unit or time (e. g. machine tools); 
" wear per production unit or time (e. g. tools, motors, grinding devices). 
Characteristic quantities are generally static functions of the inputs and outputs 
to a system. If a dynamic relationship exists between y and u, efforts should 
be made to only use steady-state samples. A failure to do this will lead to false 
estimates of q. A fault can be detected if the change in the characteristic quantity, 
Ord, is large. A characteristic quantity-based approach to fault detection was pro- 
posed in Pape et al. (1991), in which the power consumption of an air-conditioning 
system was considered. The power consumption of a non-faulty system was pre- 
dicted using model based simulation and this was compared with the actual power 
consumption. Characteristic quantities do not allow faults to be localised easily 
and the strength of the approach therefore lies in the fault detection aspect. Since 
characteristic quantities relate to the performance of a system that usually com- 
prises many subsystems, the effects of subtle faults and faults that occur in a single 
subsystem may not be revealed. 
Watton and Creber (1988) used simple quantities such as pressure differentials and 
more general efficiencies to detect flow leakage in hydraulic control systems. Their 
findings indicated that the application of more detailed functions (constituting a 
partial model) provided better results. This implies that more diagnostically useful 
characteristic quantities can be obtained by using progressively greater amounts 
of physical knowledge of the system. 
In the context of the preprocessor/classifier framework explained in Section 2.1.1, 
the approaches to FDD that have been described so far have the computational 
complexity concentrated in the preprocessor. These types of approaches, although 
extremely popular in recent years, represent only one viable solution to the prob- 
lem. There are other approaches where the classifier performs the majority of 
the processing instead. Two approaches that match this description are neural 
networks and rule-based expert systems and these are described in the following 
sections. 
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A complex non-linear relationship normally exists between the raw measured in- 
puts and outputs to a physical process, and the decisions and/or quantitative 
evaluations associated with fault diagnostics. The problem of reconstructing this 
relationship is usually addressed using expert knowledge. The expert knowledge 
can be in the form of mathematical equations (e. g. process models), which are 
used to make transformations in the quantitative domain. Alternatively, the ex- 
pert knowledge can be in a qualitative form (e. g. rules, fault symptom trees etc). 
Frequently though, FDD procedures utilise a combination of both quantitative 
and qualitative knowledge representations. 
If little, or no, expert knowledge is available, the alternative is to use `example' 
data to extract the required information. In Section 2.2.1 it was described how 
empirical process models can be used within the preprocessor component of an 
FDD scheme; neural networks can also be used in this way (Patton et at., 1994). 
However, an alternative, and more popular, approach has been to use them to 
model the overall relationship between measurements and diagnostic decisions, e. g. 
(Hsu and Yu, 1992; Watanabe et al., 1989; Fan et at., 1993; Sorsa and Koivo, 1991; 
Hoskins et at., 1991). This sort of approach to fault detection and diagnosis can 
be considered to be truly black box. There is no means by which to separate any 
distinct preprocessing and classification function carried out internally within a 
neural network when applied in this way. Since the outputs are diagnostic decisions 
the network must be categorised as a classifier. 
Neural networks are empirical modelling tools that have been shown to be ca- 
pable of dealing with highly non-linear problems with many inputs and outputs 
(Cybenko, 1989; Funahashi, 1989; Park and Sanberg, 1991). It is their ability to 
model arbitrary non-linear relationships and their relative robustness when tested 
with novel data that has made them popular for FDD applications. Neural net- 
works became more popular following the work of Rumelhart and McClelland that 
was published in 1986 (Rumelhart and McClelland, 1986), which described a sim- 
ple algorithm for determining the parameters (known as weights) from training 
data. Many refinements and improvements to the training procedures and net- 
work architecture have been suggested since Rumelhart and McClelland's work. 
e. g. (Chen and Billings, 1992; Chester, 1993; Harvey, 1994; Fausett, 1994). 
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Neural networks relate inputs, u, and outputs, y, in a non-linear fashion. i. e: 
y=f(u. 0), (2-: 34) 
where 9 is a vector of all network parameters, and f (. ) is a non-linear function. 
There are two types of network that have been popular for modelling and FDD 
applications: radial basis functions (RBF), e. g. (Moody and Darkin, 1989). and 
multi-layered perceptrons (MLP). RBFs have the advantage that the parameters 
before the final layer can be determined heuristically thus rendering the empirical 
modelling task linear-in-the-parameters. In contrast, MLPs do not facilitate the 
heuristic determination of any parameters, and they all have to be estimated 
empirically using non-linear optimisation. MLPs have remained popular despite 
the parameter estimation difficulty, mostly due to them being able to generalise 
(extrapolate) more accurately than RBFs (Fargus, 1994). Despite MLPs having 
the potential for limited extrapolation, the behaviour outside training data regions 
is unpredictable. RBFs have the advantage that extrapolation can be detected, 
and thus be avoided to avoid resulting errors (Leonard et al., 1992). 
An MLP network having three layers of nodes is depicted in Figure 2.3. Each 
node performs a non-linear transformation on its inputs and the output from each 
node is propagated along the `synaptic' connections to the nodes in the next layer. 
The outputs of the nodes in each layer are linearly scaled before being passed as 
inputs to the following layer. These scaling coefficients, known as weights, are 
the parameters of the network and they have to be estimated during the training 
process to allow the network to produce the desired mapping between inputs and 
outputs. 
Figure 2.4 depicts a typical RBF network. RBFs have the same parallel nodal 
structure as MLPs but only have two layers of nodes. The inputs to the network 
are distributed to each of the nodes in the first layer. These nodes perform a 
non-linear transformation on the inputs, governed by a parameter vector, known 
as a centre, which is unique to each node. The outputs of the first nodal layer are 
then propagated along weighted synapses to the final layer of nodes, which sums 
the linearly scaled outputs from each of the first layer nodes. 
For an R. BF model, if 8 represents the parameter vectors used in the non-linear 
functions within the first layer nodes, and w is a matrix of weights between the first 
and last layer of nodes, the network function can be written as a linear regression 
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Figure 2.3: Topology of a MIMO multi-layered perceptron neural network 
(providing 0 has been predetermined): 
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y= wo, (2.35) 
where: 
OT 
_' 
[fl(u, 81) f2(u, 82) 
... 
fm(U, 9m)} 
W11 W12 
W21 W22 
Wnl Wn2 
where wE R72 < is the matrix of final layer 
outputs from the middle layer nodes, n is the 
the number of middle layer nodes. 
W1m 
W2m 
Wnm 
weights, 4E R" is a vector of the 
number of outputs nodes and m. is 
The way in which neural networks are usually used for FDD is to associate the 
output from each output node with a different fault, i. e. yl = Fault 1, Y2 = Fault 
rm 
Wi= 0ik uk 'Pm = ßmkf(Wk) n= 
knk ffT 
k=1 k=1 k=1 k 
2.3. Other software-oriented FDD methods 39 
ul 
u2 
U r f m('im , u) 
w2m 
nm 
yl 
Y2 
Yn 
Figure 2.4: Topology of a MIMO radial-basis function neural network 
2, etc. Training data would consist of a vector of measurements from the real 
system and the diagnosis appropriate for the time at which the measurements 
were made, also in vector form. The diagnosis vector would consist of ones and 
zeros, where a one indicates that the fault exists; a zero that it does not. The 
network parameters would then be estimated to allow the network to reproduce, 
as accurately as possible, the mapping of measurements to faults apparent in the 
training data. When the trained network is used, it is improbable the new input 
data vectors will match exactly any that were in the training data. Since the 
output nodes of neural networks are capable of generating continuous variables8, 
the outputs will not be binary, but lie somewhere between zero and one. The 
output (fault node) having a value nearest to one is assumed to be the likeliest 
diagnosis based on the evidence provide by the training data. 
One drawback of using neural networks for fault diagnosis is that the network has 
to be trained to model the relationship between measurements and faults. Faulty 
training data, therefore has to be obtained from the real system. In practice, it 
is unlikely that the artificial introduction of different faults will be permitted to 
8Usually constrained to lie between zero and one. 
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gather training data. Possible ways of avoiding this problem are described in 
(Hoskins et al., 1991; Watanabe et al., 1989); examples include: 
" utilise data logs of system measurements recorded at the time of past faults 
for training; 
9 utilise a simulation of the system to generate faulty and fault free data. 
If faulty and fault-free training data are available, or can be obtained easily from 
the real system, the neural network approach may prove effective for FDD. How- 
ever, the problem of how accurately the neural network is able to generalise outside 
training data regions has to be assessed. If data generated from simulation is used 
for training, the effectiveness of the neural network classifier will be dependent 
on how accurately the simulation represents the real system. If the simulation is 
accurate, it has to be asked whether the simulation itself may not be employed to 
a better effect within an FDD scheme. 
2.3.4 Knowledge-based systems 
Knowledge-based systems (KBS) allow FDD procedures to be developed in the 
cases where only qualitative knowledge of the relationship between symptoms and 
faults is available. The two basic components required to build a KBS are: 
" the knowledge base that contains the expert knowledge in a qualitative form 
(e. g. IF THEN rules, sign directed graphs, fault trees); 
" the inference engine that processes the expert knowledge and ultimately 
matches symptoms to decisions (e. g. forward/ backward chaining, fuzzy in- 
ferencing). 
Qualitative inputs are matched with qualitative outputs by the inferencing process 
carried out by a KBS. For FDD applications the inputs to the KBS can be the 
raw measurements from the real system, which are quantitative. In this case, the 
measurements have to be transformed into the qualitative (discrete) domain by 
applying quantitative knowledge of the process. An example would be to define 
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three discrete ranges for a continuous variable e. g. low, medium and high. Clearly, 
in this case, thresholds have to be set to distinguish between the different ranges. 
which requires a quantitative understanding of the variable. Instead of defining 
hard thresholds, it is possible to cater for uncertainty by merging the ranges so that 
there are regions of overlap. This concept has been described by Zadeh (1965). 
and is known as fuzzy sets. It may be noted though, that the positioning of the 
fuzzy sets can require more quantitative information than is needed to set hard 
thresholds. 
It has been described how a KBS cannot directly use the raw measurements from 
a real system (sensor and actuator signals) without the incorporation of some 
quantitative knowledge of the system and its variables. It may be argued therefore 
that a preprocessor component will be always required for FDD schemes based on 
knowledge-based systems. In the simplest form, the preprocessor will transform 
the raw measurements into qualitative variables. More complex preprocessors will 
generate more diagnostically meaningful qualitative variables that can be related 
more easily to decisions, thus simplifying the construction of the KBS. 
Rowan (1988) describes how process engineers rely on fairly precise fundamen- 
tal equations (e. g. mass and energy balances) to narrow the diagnostic solutions. 
After performing this data reconciliation step to focus on fault candidates the 
engineer applies empirical knowledge, which has been gained through years of op- 
erating experience to make a diagnosis. This empirical knowledge is heuristic in 
nature and is usually in the form of rules. The majority of FDD schemes that 
have been designed for real-time use with physical systems attempt to mirror this 
diagnostic process carried out by humans. The preprocessor component will con- 
tain fundamental physical transformations (deep knowledge) and the classifier will 
contain heuristic (shallow) knowledge to match transformed variables to decisions, 
e. g. (Frank, 1990; Rowan, 1987; Yu and Lee, 1991). 
The diagnostics that are output to a user of an FDD scheme generally have to be 
in a qualitative form. A knowledge-based system of some form therefore has to be 
used to generate these decisions irrespective of the amount of knowledge contained 
in the preprocessor. The construction of a KBS can be a difficult process and 
the method of gathering data from human experts has to be carefully planned 
(Brothers, 1988). The difficulties associated with eliciting accurate information 
in the right format for integration within a KBS have meant that the current 
trend has been toward concentrating more of the system-specific knowledge into 
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the preprocessor. This then enables the classifier to be constructed using more 
generic information. 
2.4 Conclusions 
The chapter has described some of the techniques that have been used in auto- 
matic fault detection and diagnosis schemes. The objective of the chapter has 
been to describe the FDD techniques in a way that is independent of the appli- 
cation. It has been shown that fault detection is made possible by being able to 
identify changes in the behaviour of the considered system. The main difficulty 
associated with the fault detection task lies in distinguishing changes that are the 
result of faults from those that are not, such as unmeasured disturbances, noise, 
etc. When the considered system is controlled to a set-point, the failure of the 
system to meet the set-point may be used as an indication of the existence of 
a, fault. However, this approach is not suited to the detection of small changes, 
such as those resulting from degradation. In this case, a more accurate repre- 
sentation of the `correctly operating' system is required to detect fault-induced 
changes. Mathematical models can be used for this purpose, and different model 
formulations suitable for fault detection were described in Section 2.2. 
Fault diagnosis involves distinguishing between different types of faults. This is 
achieved by analysing how a change resulting from a fault influences the behaviour 
of the system across its operating range. Models characterise the behaviour of the 
system across the range of operation and thus allow the differences caused by 
faults to be analysed at different operating points for diagnosis purposes. It was 
shown in Section 2.2.2 how models can be used for fault detection and diagnosis 
by considering innovations of the system outputs. The structure and type of the 
model are not important in this approach and empirical or analytical models may 
be used. The evaluation of the degree of a fault is, however, more complex and 
some expert knowledge of the system and how the faults are manifested is required. 
Analytical models satisfy these requirements, and it was shown in Section 2.2.3 
how parameter estimation methods can be used to determine the degree of faults 
using these model types. 
Other methods for detecting and diagnosising faults were described in Section 2.3. 
Signal analysis techniques range in complexity from simple limit checking to 
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stochastic model-based approaches. These methods are most suited to systems 
that have many unmeasured variables that influence their behaviour. It was de- 
scribed in Section 2.3.2 how methods based on characteristic quantities utilise 
partial models of the system. Results have indicated that improved diagnostic 
performance can usually be obtained by increasing the amount of knowledge incor- 
porated in these models. Neural networks can be employed in output-innovations 
FDD schemes, or they can be used to model the overall relationship between the 
inputs and outputs to a system, and the fault diagnostics. Neural network ap- 
proaches have been reported widely in the literature, but the issue of how to gather 
appropriate training data (from faulty systems) does not seem to have been suffi- 
ciently addressed. In addition, the neural networks cannot be easily applied to the 
fault evaluation task. Knowledge-based systems, described in Section 2.3.4, are 
most suited to the diagnosis task. A useful role for these techniques would there- 
fore be to supplement the other FDD techniques where diagnosis is the weaker 
aspect; i. e. approaches based on output innovations. 
Although many of the overall concepts employed in FDD schemes can be con- 
sidered within a generic framework, certain elements of FDD schemes have to be 
tailored to the application. Each system will have a distinct set of faults, and 
knowledge of these faults and the way in which they are manifested has to be 
incorporated in the FDD scheme to generate diagnoses. In many cases, the type, 
and nature of the faults that are considered determines the design of some of the 
principal aspects of the FDD scheme, such as the process model. Chapter 3 now 
considers the aspects specific to the application of heat exchanger subsystems of 
the type found in air-conditioning systems in order to formulate an appropriate 
design. 
Chapter 3 
Design of the FDD scheme 
Introduction 
This chapter cleevicelops the design of i he FDD scheme byý considering t lie pertinent 
factors for the application of heat exchanger subsystems in air-condit ioniii plant. 
Development of a. diagnostic capability requires as p1/oil knowledge oft he poteiitial 
faults, and of the wav in which they are manifested. Sect iou : 3.2 thus pi eseuit s 
results from international surveys that were carried out to identify and assess the 
ün{ýortannce of faults in air-conditioning system s. The faults associated with the 
coIlsi(l(, i-(, d sul)s stems are described and their symptoms and causes are disci ssedl. 
'l'lw application-specific aspects of a fault detection and diagnosis scheme are 
considered in Section 3.3 and some of the FDD techniques viable for the application 
are discussed in Section 3.4. Finally, an FDD scheme that satisfies the delin 
Criteria is described in section : 3.5. 
3.1 Overview of air-conditioning systems 
The Fundament aJ purpose of an air-conditioning svsteiii is to control t lie environ- 
n1eiit al coilclit ions wit hin an ciiclosetI space. _Accoi diiig to the Chao civ(I Instil ut (' 
oC Building Service. " l': iigineers (CIB'-4:, 1)ß(i). an air-conditioning svýIcln 
he . 1IhICC to control t lie followiliO, properties of the internal air vii hin the sluc(, (or 
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`zone'): 
" purity; 
" temperature; 
" humidity. 
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To control the above properties, air-conditioning systems comprise: fans, filters 
and mixing dampers to ensure air purity by way of ventilation; heat exchangers to 
control temperature and provide dehumidification; and humidifiers to humidify the 
air. This thesis will concentrate on all-air systems, as these are common in large 
buildings and they usually have sufficient instrumentation to make an automatic 
fault detection system viable. These types of systems are able to provide sensible 
and latent cooling, preheating, and usually humidification, of an air-stream sup- 
plied to the space (ASHRAE, 1992). Additional cooling and dehumidification are 
not usually required in the zones. The same air-stream is used for heating, either 
centrally, or at each particular zone. 
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Figure 3.1: Main air-side subsystems in a typical air-handling unit 
The main subsystems of a typical all-air system are shown in Figure 3.1. These 
subsystems are often contained within `air-handling units'. and there may be a 
number of different air-handling units within one building. The heat exchangers 
transfer thermal energy between two fluids; air being one of the fluids. Compact 
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heat exchangers are normally used and these have an arrangement of finned tubes 
through which a chilled or heated fluid is passed (Kays and London, 1964). The 
fluid can be water or steam when the heat exchanger is used for heating; water (or 
glycol) or refrigerant when it is used for cooling and/or dehumidification. Heat 
exchangers that use the refrigerant to cool the air stream are known as -direct. 
expansion' (DX) coils, and these are not considered in this thesis. 
The temperature of the air leaving the air-handling unit' is usually a controlled 
variable for the air-handling unit. The air dampers that form the mixing box 
can be used to vary this temperature in the range between the temperature of the 
outside air and the temperature of the air returning from the building. Regulation 
of the supply air temperature outside this range requires the heat exchangers to 
be operated. The heat transferred by the heat exchangers can be varied either by 
changing the temperature difference between the two fluids, or by changing the 
flow rate of one of the fluids. Variation of the water flow rate through the heat 
exchangers is achieved using control valves and variable-speed pumps. Variable 
speed pumps are used with heat exchangers that have two-port valves, while the 
use of three-port valves allows the flow rate to be kept relatively constant in the 
primary circuit (see Figure 3.2 for the distinction between primary and secondary 
circuits). Variable speed fans alter the air-flow rate and a system that uses this 
facility to meet variations in the load are known as VAV2 systems. 
Both two-port and three-port control valves are moved by actuators, which can be 
operated by electric motors or pneumatic power. In the United Kingdom electric 
motors are more common, while in the United States pneumatic actuators are 
more prevalent. Heat exchangers and other air-side subsystems are controlled 
by building energy management systems (BEMS), which provide local loop and 
supervisory control. The level of instrumentation fitted to all air-side subsystems 
is usually kept to the minimum required for control to reduce costs. In spite 
of this, there is still some redundancy, in most systems, between temperature 
sensors at certain operating points that could be exploited for fault detection. 
In an air-handling unit, the outside, return, and supply air temperature sensors 
may be compared with each other when the system is at certain operating points 
(see Figure 3.1, where the temperature sensors are shown as boxed T's). For 
example, the ambient air sensor may be compared with the supply air sensor 
'Often termed 'supply air temperature' or `discharge air temperature'. 
2 Variable Air Volume. 
3.1. Overview of air-conditioning systems 47 
when the mixing box is providing full outside air, and the heat exchangers are not 
operating. This technique has been exploited successfully for fault detection by 
(Glass et al., 1994), who termed the operating points where sensor signals could 
be compared as `landmarks'. 
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Figure 3.2: Primary and secondary circuits in air-conditioning systems 
Large air-conditioning installations can comprise many air-handling units, each 
providing a heating or cooling effect to the air. The equipment that circulates the 
fluid used in the heat exchangers and extracts or supplies heat is often known as 
the `primary plant'. The heat exchangers and other subsystems that are in the 
air-flow are termed the `secondary plant' (Figure 3.2). Systems that provide both 
heating and cooling have two fluid circuits (hot and cold). Chillers are used to 
extract heat from the fluid in the primary circuit and boilers are used to add heat. 
Primary plant generally have their own dedicated controllers, which can often in- 
corporate simple fault detection procedures. The amount of external instrumen- 
tation fitted to these plant, and the corresponding amount of information relayed 
to the BEMS, is usually minimal. There is, therefore, less scope for applying FDD 
procedures to primary plant from the BEMS than there is with the secondary 
(air-side) systems. 
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3.1.1 Heat exchanger subsystems 
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Heat exchangers in the air-handling units of air-conditioning installations (in- 
directly) account for a large portion of the total air-conditioning energy costs. 
These heat exchangers also have a significant effect on the thermal comfort within 
a building. Faults that affect their performance are therefore of prime concern. 
The operation of the heating coil and the cooling coil is normally sequenced so 
that both coils do not operate at the same time. The temperature of the air 
in the duct, measured after both coils, is a controlled variable. A proxy of the 
temperature of the air before the coils can usually be obtained from the temper- 
atures of the two air-streams passing into the mixing box. This is possible since 
the mixing box normally operates at one of its extreme positions (full outside 
air or minimum outside air) when the heat exchangers are operating, due to the 
sequential control. Sensors are sometimes installed between the coils3 and this 
provides additional hardware redundancy, which can be used for detecting sensor 
faults. Mostly though, analytical techniques have to be employed to exploit the 
redundancy that exists. 
Inputs and outputs to heat exchanger subsystems 
Figure 3.3 shows a heat exchanger subsystem in block form, illustrating the inputs 
and outputs that are typically measured and available from the control system. 
Measurements of the inlet and outlet water temperatures are not always available. 
The internal control loops of boilers and chillers regulate the temperature of the 
water, which is at the inlet to the heat exchanger control valves, to a constant 
set-point; equal to that given in the system design specifications. This input can 
therefore often be treated as constant. Another unmeasured variable that has 
an influence on the outputs is the flow-rate of the water in the primary circuit. 
Systems that use three-port valves are considered in this thesis, and the flow rate 
in the primary circuit (at the inlet to the control valve) is kept approximately 
constant by the pumps in these systems. This can therefore also be treated as a 
constant value. Disturbances in the unmeasured inputs may lead to the generation 
of alarms in an FDD scheme that is based on the assumption that they remain 
3Sensors are sometimes installed between the coils for the control of dehumidification. 
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Figure 3.3: Measured inputs and outputs to heat exchanger subsystems 
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constant. However, this can be a useful feature, since malfunctions in the chillers, 
boilers and pumps can be indirectly detected by monitoring the performance of 
the heat exchangers. 
Some of the sensors associated with the operation of the heat exchanger subsystem 
may also play an important role in the control of other subsystems, such as the 
mixing box and humidifier. Application of fault detection and diagnosis procedures 
to heat exchangers therefore allows the operation of the entire air-handling unit 
to be monitored, to a limited extent. 
3.2 Categories of faults in HVAC systems 
Faults can be divided into three categories: 
" design faults; 
" installation faults; 
" operational faults. 
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The objective of an on-line FDD scheme is to detect faults in the last category. 
However, the performance of the on-line system will be influenced by the existence 
of faults in the other two categories. Generally, one of two possible assumptions 
has to be made, depending on the nature of the FDD procedures: 
1. The observed behaviour at the commencement of operation represents cor- 
rect operation. 
2. The information contained in the design specifications is representative of 
the installed system in its correctly operating condition. 
In most cases, design faults will not invalidate either of these assumptions pro- 
viding it can be assumed that the system is constructed as detailed in the design. 
These faults are therefore not detrimental to most FDD schemes. However, there 
are some diagnostic systems that are developed to operate with classes of correctly 
designed systems that exhibit similar behaviour (Dexter, 1995b). In this case, de- 
sign faults may cause the installed system to be unrepresentative of the assumed 
class, in which case they will have an influence. 
The existence of installation faults will violate the second assumption. Ideally, 
these faults should be detected during commissioning time and remedied before 
the system is put into operation. The building industry has produced a number 
of codes of practice aimed at improving the standard of commissioning, e. g. (Pike 
and Pennycook, 1992). In practice, the commissioning of air-conditioning systems 
is often inadequate (Tong, 1989; Dexter et al., 1993). There are a number of 
possible reasons for this: 
" the time available for commissioning is frequently reduced by delays in con- 
struction ; 
" there is a shortage of skilled personnel to perform commissioning work; 
" it is difficult to produce a well-defined specification of certain aspects of 
performance, particularly- dynamic performance; 
" it is impossible to test fully the performance of the HVAC systems in an 
unoccupied building, at any one time of year. 
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Software-based procedures have been proposed as a means by which to automate 
some of the routine tasks in commissioning and alleviate these problems (Dex- 
ter et al., 1993). These automated procedures allow work to continue in parallel 
on different subsystems, while allowing the commissioning engineers to deal with 
the problems identified by the automated commissioning system. 
The commissioning task is similar in many respects to the on-line FDD task. In 
particular, the objective in both cases is to analyse the performance of the system 
and compare it with a predetermined reference (model) representing `correct op- 
eration'. The main differences lie in the amount of freedom available to exercise 
the systems and in the method of obtaining the reference model. At the commis- 
sioning stage, the building served by an air-conditioning system is unoccupied and 
freedom exists to excite the different subsystems to assess their performance (lim- 
ited by the weather conditions at the time of the tests). During normal operation, 
however, it is not usually possible to excite the system artificially, since this will 
disrupt the comfort of the occupants. Hence, on-line FDD schemes generally have 
to be non-intrusive and rely on normal disturbances to provide excitations. 
For an on-line FDD scheme, the reference models, or performance specifications, 
can be obtained empirically. This is not possible in the case of a commissioning 
system since the system cannot be operated to generate the inputs and outputs 
until it has been commissioned. A commissioning procedures therefore have to be 
developed based on the assumption that the system conforms to the design spec- 
ifications. Because of the detrimental effects of poor commissioning on the per- 
formance of air-conditioning systems, it is better to make an on-line FDD scheme 
sensitive to these faults so that it can assist in their detection (Yoshida, 1996). 
3.2.1 Faults in heat exchanger subsystems 
Fault detection involves the determination that the relationship between the in- 
puts and outputs of a system has changed significantly. Procedures to detect 
faults can be developed from information about the input-output relationship for 
the correctly operating system. This information can be obtained empirically from 
input-output observations, or analytically by utilising expert knowledge of how the 
system operates and by using design specifications. Fault diagnosis requires the 
potential faults and the way in which they are manifested to be known as well. 
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Since systems are not designed to develop faults, it can be difficult to predict 
the different fault conditions from theoretical knowledge. The frequency. impor- 
tance and effects of different faults are ascertained more reliably from practical 
experience. 
The persons involved with overseeing the operation of air-conditioning systems 
and in dealing with faults when they occur possess knowledge that is needed in 
the development of fault diagnosis procedures. As part of the IEA Annex 25 
project, a number of these persons were questioned about the importance and 
frequency of faults in heating ventilating and air-conditioning systems, and the 
results are presented in (Hyvarinen, 1995). These fault surveys were carried out in 
France, Germany, Canada, Finland and Japan. Although the results are relevant 
to systems in the United Kingdom, the differences in design, installation and 
commissioning between the countries may affect their validity. To address these 
concerns, two building services maintenance contractors in the United Kingdom 
were questioned to supplement the other surveys. The faults in heat exchanger 
subsystems are presented in Table 3.1, representing a collation of the results from 
all the surveys. The table shows the symptoms and causes of different types 
of faults in the four main components: heat exchanger, actuator, sensors, and 
hydraulic valve. 
The two operational faults in electric motor actuators are of the failure type. 
However, the decoupled linkage fault can occur gradually; beginning with slippage. 
The slippage would lead to anomalies between the expected and actual valve or 
damper stem position. The effect would progressively become worse until the 
actuator decouples from the controlled element (i. e. valve or damper). In the case 
of a motor failure, the actuator will fail at any position. However, if it has a spring 
return, it will fail at one of its extreme positions (usually closed). Incipient faults 
are more common in pneumatic actuators due to loss of air pressure stemming from 
leakage in the actuator itself or in associated piping. The operation of a pneumatic 
actuator is dependent on the operation of the compressor driving it. Faults in the 
compressor can therefore affect the actuator performance and subsequently the 
heat exchanger. 
Sensors are relatively inexpensive compared with other components (e. g. such as 
actuators, heat exchangers), but they play an essential role when used in control 
loops. Faults in control loop sensors can cause disruptions to thermal comfort 
and lead to a wastage of energy (Kao and Pierce, 1983). A fault exists when 
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Table 3.1: Faults in the components of heat exchanger subsystems 
FAULT TYPE SYMPTOM CAUSE 
ELECTRIC (E), PNEUMATIC (P) ACTUATORS 
installation system moves in wrong direction (E) reverse acting 
installation no response from controlled system (E) incorrectly wired 
installation low system gain (E, P) range mismatch 
operational no response from controlled system (E) motor failure 
operational no response from controlled system (E, P) decoupled linkage 
operational reduced system gain (P) pneumatic leakage 
SENSORS 
installation no reading not connected 
installation inappropriate reading wrongly positioned 
operational bias/drift dirt on sensor 
CONTROL VALVES 
design unstable closed loop control wrongly sized 
installation control system moves in wrong direction wrongly installed 
operational no response from controlled system sticking or binding 
operational leakage at closed position physical obstruction 
operational reduced maximum flow build-up of debris 
HEAT EXCHANGERS 
design inability to meet load requirements wrongly sized 
operational reduced capacity fouled tubes 
operational reduced capacity and increased fan power dirt on fins 
operational fractured piping due to freezing of fluid wrong control law 
the reading given by a, sensor is not representative of the physical property it is 
supposed to measure. If a sensor becomes disconnected, or is physically damaged, 
the reading will be outside a feasible range and hence easily detectable. It is more 
difficult to detect a malfunction when the reading becomes inaccurate but stays 
within its feasible range. 
Hydraulic valves link the actuator and the heat exchanger. If valves are not very 
active, deposits on the internal surface can cause the friction within the valve to 
increase. More force is then required to overcome the increased friction and this 
can cause actuator failure, or a linkage decoupling. The fluid flowing through 
the valve often contains dirt, which may accumulate within the valve. This effect 
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can prevent the valve from fully opening or fully closing. In the former case 
the effective capacity of the heat exchanger will be reduced, which may lead to 
thermal comfort problems. If the valve cannot close fully, energy will be wasted 
since unwanted cooling or heating will be provided when the valve is supposed to 
he closed. 
The two main operational faults in heat exchangers are due to the build-up of dirt, 
either on the inside of the tubes or on the external fins. Both of these faults will 
increase the overall thermal resistance between the two fluids and hence reduce the 
heating or cooling capacity. These faults also have secondary effects that increase 
energy consumption. Air-side fouling increases the resistance imposed on the fan 
while water-side fouling increases the resistance on the pump. A more catastrophic 
fault that was identified during the surveys is the freezing of a cooling coil, which 
is due to inadequate protection in the control strategy. 
3.3 Design criteria 
A FDD scheme has to be (partially) tailored to the application with which it is 
intended to be used. This section considers the main aspects of an FDD scheme 
that have to be application-specific. A number of objectives are defined that the 
FDD scheme design should satisfy to be appropriate for the considered subsystem. 
3.3.1 Types of faults 
Operational faults can be categorised as being either degradation- or failure-type. 
Conventional methods of fault detection involve checking that set-points are be- 
ing maintained and that certain variables (e. g. pressures and temperatures) are 
within predetermined limits. These methods are sensitive to faults that lead to 
a significant change in the behaviour of the system. The methods can therefore 
be capable of detecting failure faults and long-lasting degradations. Faults that 
induce a small change, such as degradation faults in their early stages and fail- 
ure faults in minor components, cannot generally be detected using limit-checking 
techniques. Fault detection is more difficult when the induced changes are small 
and this is where more advanced techniques are required. The primary objective 
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of the FDD scheme will therefore be the detection of degradation faults and other 
small faults that conventional methods would usually be unable to detect. 
3.3.2 Performance indices 
`Performance indices' are produced by the preprocessor component of an FDD 
scheme (Section 2.1.1). These indices form the basis of the fault decision process, 
and selection of the indices represents an important part of the design of an FDD 
scheme. The performance indices should, ideally, be selected so that they simplify 
the diagnosis task. The selection of indices should be based on the following 
criteria: 
9 to simplify the determination of thresholds; 
" to enable faults to be easily distinguished. 
These criteria can usually be satisfied by ensuring the performance indices have 
physical meaning. Thresholds may then be set heuristically and the type, and 
magnitude, of a fault can be assessed more easily. 
A limit checking approach to fault detection considers only the instantaneous 
magnitude of change in a variable and ignores the cumulative effect that some 
faults can have. Many of the faults that develop in air-conditioning systems incur 
a cost penalty from the moment they occur and continue to do so until they are 
remedied. For example, a persisting fault can: 
" increase the rate of energy consumption; 
" reduce profits of an organisation due to decreased productivity of the work- 
force resulting from inadequate thermal comfort; 
" increase the complexity and costs of an inevitable maintenance task. 
The indices should therefore be of a form (or be capable of being easily transformed 
into a form) that enables their accumulated change over time to be physically 
meaningful. The types of indices that meet these requirements are additional, 
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unwanted, energy consumption, or the costs resulting from this. Consideration of 
the integrated effect of changes, along with the instantaneous magnitude of change, 
will also make the FDD scheme more sensitive to small changes that persist over 
long time periods. 
3.3.3 Detection speed versus robustness 
A fault is detected when a performance index transgresses a threshold. If the 
performance indices are not directly measurable properties, as in all but the sim- 
plest schemes, a procedure is required to calculate the indices from the measured 
variables. There can be uncertainties in this procedure such as noise, unmeasured 
disturbances, and inaccuracies in embedded models or physical equations. These 
uncertainties are reduced by making use of additional, corroborative, data samples 
(information), which, for the application of on-line FDD, are obtained sequentially 
in time. This approach causes the performance indices that are calculated to lag 
behind the `true' value and thus affects the speed of detection. A threshold will 
also have to be selected with uncertainties in mind and a threshold that is too 
high (or low, depending on the index that is considered) will take longer to be 
transgressed if there is a fault. The potential speed of fault detection is therefore 
related to the uncertainty levels associated with the FDD scheme and the system 
to which it is applied. 
The objective of the FDD scheme is to detect degradations and other small faults 
before the induced changes reach a level that would allow them to be detected 
with conventional limit-based methods. This represents a constraint on the speed 
of detection that should not be violated if the system is to be of use. The other 
objective that will influence the achievable speed of detection is the FDD scheme 
should generate only minimal false alarms. 
3.3.4 Detail of diagnoses 
By virtue of applying FDD procedures to individual subsystems, a fault detection 
facility can provide a degree of fault isolation, without performing any explicit 
fault diagnosis. A more detailed diagnosis can be obtained by: 
'. 3. Design criteria 
" conducting a `postmortem' analysis; 
" using the information accumulated up to the time of the alarm. 
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The `postmortem' approach involves investigating the cause of the fault by per- 
forming tests (e. g. by applying test signals and analysing behaviour, manual in- 
spection, etc). The aim of this approach is to eliminate faults from a list of 
possibilities. This kind of analysis invariably involves disrupting the operation of 
the system to obtain information at different operating points. This is the only 
viable approach for failure faults since these occur suddenly and the resulting dis- 
ruption of a postmortem analysis is normally unavoidable, and is warranted in 
order to eliminate the disruptive effects of the fault. 
Degradation faults develop slowly and their symptoms can be apparent before 
their detrimental effects are sufficient to warrant generating an alarm'. Diagnostic 
information can be accumulated before the fault reaches a critical level by relying 
on normal disturbances to exercise the system and provide information at different 
operating points. The criteria upon which a decision to carry out remedial action 
should be based can change from one installation to another, due to different cost 
constraints and different uses of the building. Assessment of these criteria, to 
select thresholds, is a non-trivial task. In most cases, it is better, therefore, to 
design the FDD scheme to make physically meaningful quantities available to the 
operators. The decision whether remedial action is required can then be left to 
the operator. 
There is a need for both the postmortem and pre-alarm diagnosis procedures and 
each would perform a complementary function. This work will focus only on the 
latter, non-intrusive approach, as this is more closely linked to degradation faults. 
'Assuming that an alarm is only generated when remedial action is required. 
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3.4 Design solution 
3.4.1 Reference of correct operation 
The prime objective of the FDD scheme is to detect the faults that conventional 
procedures cannot, i. e. faults that result in small changes in the behaviour of the 
system. To detect small changes, an accurate reference of the `correct' behaviour 
is required. For the system to be non-intrusive, normal disturbances have to be 
relied upon to exercise the system throughout its range of operation. A reference 
of correct operation must therefore be available to cover all the possible operating 
points so that the available information is best utilised. A quantitative mathemat- 
ical model of the system satisfies these requirements, and has already been shown 
to be a viable tool for fault detection schemes (Isermann, 1995). 
Having ascertained that a quantitative mathematical model meets the basic re- 
quirements of the FDD scheme, the most suitable type of model must now be 
determined. Firstly, the dichotomy relating to the type of model must be con- 
sidered. Empirical models and analytical models both have been used for fault 
detection and each model type has particular advantages and disadvantages that 
need to be considered and evaluated in the context of this work. 
Empirical models 
Standard functional forms, such as polynomials, neural networks, etc, are used in 
empirical models. This therefore enables them to be applied to different systems 
without the need to alter the fundamental structure. The models are made to be 
system-specific by using training data to calibrate their parameters. Since only 
one aspect of empirical models, viz. the parameters, has to be tailored to each 
application, these models have a lower `design cost' than do analytical models, 
which require both the structure and parameters to be system-specific. 
The system-specific a priori information that is lacking in empirical models has 
to compensated for by the information inherent within the training data. The 
training data therefore has to contain examples of system inputs and outputs 
spanning the operating space. The operating space of the system is related to the 
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input space and thus increases in size exponentially with the number of inputs. 
For multiple input systems the amount of training data required to provide a 
dense coverage of the operating space can be very large and often practically 
unrealisable within realistic time frames (Fargus, 1994). In addition. some inputs 
may be uncontrollable, thereby preventing the acquisition of training data from 
certain regions of the operating space, e. g. ambient air temperature. The difficulty 
in obtaining training data thus stems from either the lack of time available to excite 
the system or the inability to exercise some of the inputs. 
As a consequence of the generic structure of empirical models, they are normally 
unable to interpolate or extrapolate reliably. Hence, as the models are used outside 
the training data regions, their level of accuracy can deteriorate. The deteriora- 
tion in accuracy is expected to be worse for empirical models than for analytical 
models, which are calibrated using training data. This is because analytical mod- 
els employ physical constraints in their structure, which prevent variables from 
violating physical laws and thus prevent unrealistic predictions from being made 
outside the training data. If empirical models are used in fault detection systems, 
this deterioration in accuracy may be construed as a fault (Leonard et at., 1992). 
An additional disadvantage of using empirical models for fault detection is that 
the internal parameters and structure are physically meaningless and cannot be 
utilised to provide an insight into the nature of a fault. 
Analytical models 
Analytical models are derived by considering the physical cause and effect rela- 
tionships between the inputs and outputs. Physical laws are used to derive the 
equations, such as energy and mass balances. These models have to be derived 
individually for each particular class of system or subsystem. Satisfactory perfor- 
mance can only be obtained from the analytical models if the parameter values 
are accurate. The parameters of analytical models often relate to physical prop- 
erties of the real system and can therefore be estimated by direct measurement 
of the actual property (e. g. length), or by referring to design information. If the 
property cannot be measured or obtained from published material, it may be es- 
timated empirically instead by using training data. Even when parameter values 
can be estimated from published information, previous work has shown that an- 
alytical models still benefit from empirical refinement of their parameter values 
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(Salsbury et al., 1994). There are two possible reasons for this: 
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" the installed system is different from that described in the design informa- 
tion; 
" the model is not structurally correct, causing the parameters to be `effective* 
rather than exact representations of physical properties. 
As explained in the previous section, analytical models are generally better able 
to interpolate and extrapolate from regions of the operating space where training 
data are obtained due to the incorporation of physical constraints in the structure. 
Moreover, the models have the advantage of having physical meaningful param- 
eters and structure, which facilitates the formulation of meaningful performance 
indices. Analytical models more closely match the requirements sought from the 
FDD scheme. These types of models have thus been selected for the FDD scheme 
reported in this thesis. 
3.4.2 Modelling detail 
Analytical models can be derived based on different levels of detail. At the most 
complex level, the interactions at micro-scale can be considered (e. g. computa- 
tional fluid dynamic model) and the resulting model is then computationally in- 
tensive. It would not be possible to implement this level of detail in the current 
technology of air-conditioning controllers, and a simpler representation is therefore 
sought. 
Although the potential to reproduce the behaviour of the real system is reduced 
by simplifying the mathematical form of the model, a simpler model has fewer 
parameters and is therefore easier to configure. Moreover, simpler models are less 
sensitive to `holes' in the training data, thus allowing more reliable extrapolation 
and interpolation. If there is sparse training data, model simplification can yield 
better global accuracy, but at the expense of local accuracy. Akaike (1974) showed 
that the amount by which the accuracy of a models improved for a fixed change 
in complexity6 decreased in a logarithmic fashion, as shown in Figure 3.4. 
5 For example, the mean of the absolute prediction errors. 
6Ascertained by the number of parameters. 
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Akaike derived an `information criterion' to provide a basis for the selection of 
competing models. This criterion includes the number of parameters and the `fit' 
of the model to the training data as the governing factors. The criterion was 
developed primarily for empirical (or statistical) models and it is less useful for 
analytical models, as some, or all, of the parameters of these models are meant to 
be estimated by non-empirical means. Nevertheless, the basic principle of Akaike's 
work remains applicable; that increased complexity generally has diminishing re- 
turns, in terms of accuracy. Models are therefore sought that produce the desired 
level of sensitivity from the FDD scheme with the minimum number of parameters. 
3.4.3 Static versus dynamic 
Another dichotomy that has to be considered is whether the model should be static 
or dynamic. This decision is best made by considering the operational behaviour 
of the system considered for fault detection and diagnosis. The disturbances on 
air-conditioning systems are in the form of external weather changes and variations 
in internal heat gains and losses within a treated zone. The ambient temperature 
usually follows a daily sinusoidal pattern and the rate of change is typically much 
slower than the dynamics of the system. Cloud movement can cause variations 
in the solar gains within the zones, which are faster than the system dynamics, 
but these are dampened by the thermal capacitance of the building materials. In 
MODEL COMPLEXITY 
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office buildings and other working environments, internal heat gains are the result 
of equipment and personnel and they remain fairly constant during a typical day. 
Buildings such as cinemas, conference centres, etc, can experience large and sudden 
changes in internal gains due to the movement of a large group of people. The 
operational pattern of most air-conditioning systems can therefore be summarised 
as being near to steady-state for most of the time, but having the potential for 
step-like transients at random intervals. 
Because of the operational pattern of air-conditioning systems, valuable informa- 
tion for FDD purposes can be obtained by modelling the steady-state periods 
using static models. Static models do not have time derivative terms and can be 
written as algebraic expressions. This produces a major computational advantage 
and helps avoid some of the additional uncertainties associated with modelling the 
dynamic behaviour. 
The transient periods in the mostly steady-state data must not be used by static 
models as these will lead to prediction anomalies that may be construed as faults. 
It is important therefore for the FDD scheme to recognise when transient periods 
are occurring and suspend operation until they are completed. The information 
available during the transient periods is sacrificed and in some applications these 
data can contain important information for fault diagnosis. However, all the faults 
that were identified in Section 3.2.1 for heat exchanger subsystems in HVAC plant 
will be apparent as a change in the static characteristic. 
One potential problem with using only steady-state data can occur when the heat 
exchanger is used as part of a feedback control scheme and the controller is badly 
tuned. If the controller gain is too high for the system, steady-state may never be 
reached and the system will oscillate about the set-point. In this case, there will 
be a complete lack of steady-state data and all faults will be masked. This type 
of oscillatory behaviour is detrimental to the system, and will cause the valves 
and actuators to wear. The commissioning process should include the tuning of 
feedback controllers and poor tuning is the result of inadequate commissioning. It 
may be noted that a poorly tuned controller can be detected as part of an FDD 
scheme based on static models, by configuring the scheme to generate an alarm if 
there is a lack of steady-state data over a predetermined epoch. 
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Faults are detected by monitoring performance indices and recognising when they 
transgress a threshold. The performance indices therefore have to be sensitive 
to changes in the behaviour of the system that are the result of a fault. Static 
models can be used to generate indices that are sensitive to faults based on pa- 
rameter or output innovations. Figures 3.5 and 3.6 illustrate how these two types 
of innovations can be generated. 
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Figure 3.6: Parameter innovations-based approach 
Previous work performed by the author and co-workers investigated the effective- 
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ness of the output-innovations approach for detecting faults in heat exchanger 
subsystems (Benouarets et al., 1993; Salsbury et al., 1995b). In these approaches. 
analytical models were used to predict the temperature of the air leaving the heat 
exchanger and then compared with the measured value. The magnitude of the 
difference between the predicted and measured temperature was compared with a 
threshold to determine whether to generate an alarm. 
The main problem encountered was how to determine a threshold value that did 
not lead to the generation of false alarms, and yet maintained maximum sensi- 
tivity to fault-induced discrepancies. The problem was addressed by combining 
the analytical model with a linear-in-the-parameters radial-basis function model, 
as shown in Figure 3.7. The training data was used to optimise the fit of the 
combined model in a least-squares sense. This process then facilitated the deriva- 
tion of a statistical threshold, which was variable across the range of operation, 
being a function of the density of the calibration data and the local accuracy 
(Salsbury, 1995). 
COMBINED MODEL 
----------------------------------------------------------- 
Figure 3.7: Two-tier model 
The approach was successfully applied to detect small faults, e. g. a 1% flow leakage 
through a heat exchanger. It was found that the sensitivity of the approach 
was strongly related to how well the model represented the real system. The 
sensitivity could be improved significantly by increasing the amount and quality 
of the calibration data. The approach becomes less attractive, however, as the 
need for data increases. 
The parameter-innovation approach has also been explored by the author and co- 
workers (Haves et al., 1996b; Salsbury et al., 1995c). Analytical models of heat 
exchanger subsystems were utilised in these approaches and their parameter values 
i------------------------------------ ^ ------------------------- 
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estimated using data from the system. Estimating the parameters of analytical 
models has the distinct advantage that the physical meaning of the parameters 
can allow detection thresholds to be determined more easily. However. analytical 
models are generally not linear-in-the-parameters and the parameter estimation 
task is not analytically soluble. Non-linear optimisation methods therefore have 
to be used to estimate parameter values, and these can suffer robustness problems. 
Two methods for estimating the parameter values have been investigated: 
9 indirect estimation using radial-basis functions (Haves et al., 1996b); 
" recursive prediction error method (Salsbury et al., 1995c). 
In the first approach, direct estimation of the analytical model parameters is 
avoided by estimating the parameters of an intermediate model that is linear- 
in-the-parameters. This intermediate model is used periodically to generate data 
covering the complete operating range of the system. These data are then used in 
the estimation of the parameters of the analytical model. Figure 3.8 is a schematic 
of the scheme. The RBF models the local behaviour of the target system and is 
updated using the recursive least-squares algorithm when the system is (approx- 
imately) in steady state. The RBF is then exercised over the operating range of 
the system. The data that is generated is then used as part of a non-linear batch 
optimisation process to estimate the parameters of the analytical model. Because 
the RBF is a local model, it provides an estimate of the most recently observed 
behaviour of the system in different parts of the operating space, responding rel- 
atively quickly to fault-induced changes. 
The method was found to be reasonably robust, but the use of two models (RBF 
and analytical model) served to increase the uncertainty in the final parameter 
estimates. The inaccuracies associated with each of the models are unavoidably 
compounded and there is no obvious analytical means by which to estimate the 
resulting uncertainties. A further disadvantage with the approach was that it was 
computationally intensive (particularly the batch optimisation) and this raises 
questions regarding practical implementation in the current technology of air- 
conditioning control systems. 
The second approach involves estimating the parameters of the analytical model 
directly, by using the prediction error of the model to govern the parameter ad- 
justment. The method allows the uncertainty in the parameter estimates to be 
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Figure 3.8: FDD scheme based on indirect parameter estimation 
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ascertained more easily than with the combined physical model and RBF model, 
and the method was successfully applied to the detection and tracking of three 
degradation faults in heat exchanger subsystems. The estimator became unreli- 
able when the behaviour of the system changed in a sudden and significant manner 
(i. e. in the case of failure faults). Although the diagnosis of failure faults was un- 
reliable, the method was sensitive to these faults in a way that would allow them 
to be detected, if not diagnosed. 
For any parameter estimation method, the accuracy of the estimated parameters is 
dependent mostly on the structural accuracy of the model. The overall objective of 
a parameter estimator is normally to minimise the prediction error, and structural 
inadequacies in the model lead to errors. The parameters that are estimated will be 
sensitive to these errors and will fluctuate as the model is exercised through regions 
of varying accuracy. The amount by which the parameters fluctuate relates to the 
uncertainty in the parameters due to the inherent structural inadequacy. This 
band of variation has to be taken into account when determining thresholds. The 
structural precision of the model therefore directly affects the potential sensitivity 
of the fault detection system. 
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Another important factor affecting the performance of an FDD scheme. based on 
parameter estimation, is the accuracy of the reference parameters. which corre- 
spond to the correctly operating system. The innovations (indications of change) 
are generated by comparing the estimated parameters with the reference param- 
eters. These reference parameters are supposed to be the parameter values that 
enable the model to reproduce the behaviour of the correctly operating system. 
A training phase may not be required if these values can be accurately obtained 
from design and manufacturers' data. 
determined by either: 
Otherwise, the reference values can be 
" using training data from the system when subjected to artificially gener- 
ated disturbances, gathered before the fault detection routines are put into 
operation; or 
" by heuristically determining some initial values and then allowing these es- 
timates to be refined during a designated training phase where normal dis- 
turbances are the source of system excitation. 
In spite of the potential robustness problems with the direct parameter estimation 
method, the approach has the following specific advantages: 
" computationally undemanding; 
9 suited to the detection of degradation faults; 
" capable of detecting failure faults; 
" estimation of physically meaningful parameters simplifies diagnosis task and 
the setting of thresholds. 
Due to these advantages, the direct parameter estimation method has been selected 
as the basis for the FDD scheme considered in this thesis. 
3.4.5 Fault diagnosis method 
The parameter estimation approach greatly simplifies the diagnosis task and helps 
to avoid some of the arbitrariness associated with the generation of diagnoses in 
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schemes based on output innovations. The only directly available way to determine 
the nature of a fault from innovations of the output is to consider: 
1. The size of the innovation, which is correlated to the size of the fault. 
2. The direction of the innovations. 
In heat exchangers, many of the faults that occur change the characteristic of the 
system in a non-linear way, and the size and direction of the innovation vector 
can vary across the operating range. This greatly increases the complexity of 
the diagnosis task and is responsible for most of the arbitrariness that has to be 
introduced. 
In the output-innovation approach developed and tested by the author and co- 
workers, the detection aspect was designed to be as sensitive as possible in order 
to detect a fault when any change was outside the uncertainty bounds. Differ- 
ent faults were distinguished by an implicit process of elimination that relied on 
natural disturbances to exercise the system and provide the innovation informa- 
tion required. The variation in the innovations across the operating range was 
characterised by using `bins', the number of which was determined by the dimen- 
sionality of the operating space and consideration of the faults that needed to 
be distinguished. These bins were used to store the average innovation values in 
mutually exclusive regions of the input space. The positioning and sizing of the 
bins were done in a heuristic way relying heavily on expert knowledge of how the 
symptoms of the faults are manifested. The approach was used successfully to 
distinguish three faults: water-side coil fouling; valve leakage; sensor drift. It may 
be noted, however, that a significant amount of empirical refinement of thresh- 
olds was necessary to achieve the desired sensitivity. The scheme is illustrated in 
Figure 3.9. 
The parameter estimation approach simplifies the diagnosis task since the esti- 
mated parameters can be selected to relate to physical properties of the system 
that are influenced directly by the occurrence of faults. The estimated parameters 
are compared with the reference values corresponding to the correctly operating 
system to produce the parameter innovations. These innovations can provide an 
insight into the extent of the fault in understandable physical terms. The FDD 
scheme developed in this thesis is based on parameter estimation and analytical 
models, and the proposed scheme is presented in the following section. 
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Figure 3.4 schematically depicts the proposed FDD scheme, which incorporates the 
techniques discussed in the previous section. The scheme is based on estimating 
the parameters of a static model using the measured inputs and outputs from 
the real system. The static model predicts the outputs of the system and these 
are compared with the measured values. The prediction error is then passed to a 
parameter estimator, which adjusts the parameters of the model. A steady-state 
detector is included in the scheme so that the parameters of the static model are 
only updated when the real system is in steady-state. The parameters that are 
estimated relate directly to the faults of interest, and thus provide an indication 
of the degree of fault for detection and diagnosis purposes. 
Each of the individual components of the scheme is now derived and investigated 
in detail in the next two chapters. Chapter 4 derives the models of the system and 
Chapter 5 derives the signal processing and parameter estimation components. 
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Chapter 4 
Subsystem models 
Introduction 
The FDD scheme that is described in this thesis is applied to heat ýýýchýlºº ýr 
sul)syskeºns of the type found in the air-handling units of air-conditioning systeirns. 
'fliese 5ººhsyst('l is consist of three components: actuator, hydraulic valve. acid heat 
('N(lºaººg('r. Models' of these components are derived in this chapter using phvsi((al 
theory and established correlations. The majority of the model I)aralllet, ers alle 
I)JI ysically meaningful and can be initially ('St i mated from I lie design information 
that, is normally available. Some empirical parameters are, 1ºovvever, included in 
Ow models and training data from the considered system are required to estimate 
t heir values. The models are considered in the context of the FDD i ask, and -fault 
l)ara, m<'ters' arc selected for estimation by the FDD scheme. The selection of the 
I)araºlieters is lased on consideration of diagnostic relevance, fault priorities. and 
the robust mess implications to the estimation process. Finally. the results obtained 
f roº>> t ('St iiig the models vvitli experimental data are presented. 
4.1 Components of heat exchanger subsystems 
l"'i uie 1.1 ý1lovv' the coill[>onr11ts of a heat exchailoer ,u hsv. st('in. _A three-port 
V'< I (' Is shown I11 III(, 
liglll'c. Avhlcll 1 the most ('Olemon type of valve iv cd wit ii 
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heat exchangers in central air-handling plant. 
Figure 4.1: Water to air heat exchanger 
Table 4.1 lists the variables associated with the operation of the subsystem. The 
variables labelled with an asterisk are those that are normally measured, or are 
able to be calculated easily from other measured properties. 
The purpose of developing a model of the subsystem is to allow the relationship 
between the inputs and outputs to be characterised. Hence, the model should be 
able to predict the measured output(s) based on the measured inputs. In most air- 
handling units, the only measured output is the temperature of the air leaving the 
coil, Tao. A static model is used and the dynamic interactions between variables 
are therefore not irrelevant. A static function, f (. ), is therefore required such that: 
Tao 
- .f 
{Tai, Twi, Hai" Thai t72. w, 2l} . 
ý4.1ý 
A model of the heat exchanger alone cannot be used as the mass-flow rate of water 
into the coil is not a measured variable. This flow rate is governed by the valve. 
Twi Two 
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Table 4.1: Variables associated with the operation of the heat exchanger subsystem 
SYMBOL DEFINITION 
Tai air temperature entering coil* 
Tao air temperature leaving coil* 
Tw2 water temperature entering coil* 
Two water temperature leaving coil 
Hai humidity of air entering coil* 
Huo humidity of air leaving the coil 
rica mass flow rate of air entering coil* 
rh mass flow rate of water through coil 
mw, d maximum design mass flow rate through coil 
s valve stem position 
u control signal to valve* 
which is controlled by the actuator. The control signal to the actuator represents 
the measured variable that is most closely related to the flow rate. Models of the 
valve and actuator are therefore required to predict the water flow rate from the 
control signal, and facilitate the use of a heat exchanger model. Static models 
of the actuator, valve, and heat exchanger are derived in the Sections 4.2.1-4.2.3. 
When used together, the models are able to approximate the function f (. ) given 
in Equation 4.1. 
4.1.1 Designing the models for fault diagnosis 
As discussed in Section 3.4.1, analytical models are used in the FDD scheme 
developed in this thesis. These models have physically meaningful parameters and 
thus allow initial estimates of the parameter values to be made from information 
that is normally available in design and manufacturers' data. The objective of the 
FDD scheme is to track the development of degradation faults by estimating the 
model parameters using sampled input-output data. To achieve this objective: 
" the models have to be capable of representing a correctly operating system 
so that changes in the characteristics due to faults can be distinguished from 
modelling errors; 
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" the model has to have parameters that, when adjusted, allow the model to 
represent the characteristic of the system when affected by the degradation 
faults of interest. 
The component models are intended to be used together to represent a heat ex- 
changer subsystem. Hence, the predictions (outputs) made by one particular com- 
ponent model have to be sufficiently accurate so that the accuracy of another conl- 
ponent model that uses predictions as inputs is not jeopardised. The implication 
of this is that the level of accuracy sought from a particular component model is 
not solely determined from the faults that are likely to occur in that component. 
The effects of faults, such as a sensor off-set, are manifested across the range of 
operation of the heat exchanger subsystem. A global subsystem model (and hence 
component models) is thus required to detect and track a sensor off-set and be 
able to distinguish it from other faults. 
The attributes that the models need to have in order to diagnose the faults of in- 
terest are considered in the sections below. Suitable models based on the specified 
requirements are then derived in Section 4.2.1-4.2.3. 
Actuator model 
All the faults identified in Table 3.1 for electric motor actuators are of the failure 
type. Discrete parameters (binary) would be required to model the changes caused 
by failure faults. Parameter estimation algorithms are generally not suited to 
models having discrete parameters and these faults will not be considered here. 
Specific fault parameters are therefore not incorporated in the actuator model. 
Valve model 
Some of the typical (and important) operational faults that can occur in three-port 
valves were discussed in Section 3.2.1; these are: 
9 leakage; 
" exit flow constriction (fouling): 
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" sticking. 
7.5 
Leakage is apparent in the region where the valve is almost closed. The model of 
the correctly operating valve therefore has to be accurate enough in this region to 
allow leakage to be detected. Moreover, the model has to have a parameter that 
corresponds to the degree of leakage through the valve to allow the development 
of leakage to be tracked by the FDD scheme. 
The build-up of matter at the exit port of a valve can have the effect of changing 
the characteristic of the valve across its range of operation. The valve model 
therefore has to be able to represent the correctly operating valve across its entire 
range of operation if this fault is to be detected and diagnosed correctly. It is 
therefore necessary to include parameters that relate to flow resistances so the 
effects of this fault can be tracked if required. 
In the case of a sticking valve, the effective operational range of the heat exchanger 
subsystem is reduced to zero. This is a failure fault and will therefore not be 
considered explicitly. It may be noted, however, that any parameter estimator 
based (directly or indirectly) on the magnitude of the model prediction error will 
be sensitive to faults that result in a change to the characteristic of the system. 
Hence, if there is a failure fault, other parameters may be adjusted by the estimator 
in an attempt to make the model match the observed behaviour at the stuck 
operating point. This would therefore allow such faults to be detected, although 
not diagnosed. 
Heat exchanger model 
The most important degradation fault encountered in heat exchangers is fouling. 
Fouling is a build-up of matter on either the air- or water-side of the heat exchanger 
and it has been discussed in detail in (Chenoweth and Impagliazzo, 1981; Bott and 
Bemrose, 1983). Fouling leads to an increase in the thermal resistance of the coil 
wall and a reduction in the maximum duty of the heat exchanger. The fault has 
thermal comfort implications when the heat exchanger is operated at high duty. 
In practice, coils are often oversized and because of this are operated mostly at 
low duties. In this situation, fouling may not affect thermal comfort as set-points 
can still be maintained via. a greater opening of the control valve. 
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A parameter that relates to the thermal conductance of the coil is required to 
allow the build-up of fouling to he tracked. 
Temperature sensors 
A common fault identified in Section 3.2.1 was sensor drift. This fault causes the 
reading obtained from the sensor to deviate from the true value of the physical 
property it is supposed to measure. Sensor signals are used as both inputs and 
outputs to the models. An error in any of these sensors changes the nature of 
the relationship between the inputs and outputs. If a sensor error were to occur, 
prediction errors would result. If sensor errors are not explicitly modelled other 
parameters would vary due to the parameter estimator attempting to reduce the 
prediction errors. Hence, these faults would be detectable even if they are not 
explicitly modelled. As sensor faults are relatively easy to model they can be 
represented by using a `sensor model'. For example, consider the sensor that 
measures the temperature of air leaving a heat exchanger: 
Tao = Tao + b, (4.2) 
A 
where Tao is a prediction of the sensor reading, Ta, o 
is the physical property, i. e. as 
predicted by the heat exchanger model, and b is the sensor off-set parameter. 
4.2 Component models 
This section presents component models for finned-tube, water to air, heat ex- 
changer subsystems. The models are derived using physical laws and established 
correlations. Correspondingly, the models have physically meaningful parameters 
that can be initially estimated from system design information, or from informa- 
tion obtained during commissioning. 
4.2.1 Actuator model 
Control signals issued by the control system are received by the actuator virtually 
instantaneously. The actuator then moves the valve to the position requested by 
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the controller over a period of time. This dynamic behaviour can be ignored since 
a static representation is sought. Ideally, the control signal to the actuator should 
be linearly related to the fractional position of the valve, when in steady-state. 
However, in practice, slack may exist in the linkage between the valve stem and 
the actuator. If this is the case, the valve will fail to move until the actuator has 
moved by an amount sufficient to overcome the slack. Slack is then re-introduced 
when the direction in which the valve is moving changes. This hysteresis effect 
jeopardises the accuracy of the predictions if it is assumed that the valve stem 
position (s) is equivalent to the control signal (u). The hysteresis model described 
by Clark (1985) is therefore used in the actuator model. A graphical representation 
of the model is shown in Figure 4.2.1. 
slack 
1 
S 
0 
Figure 4.2: Hysteresis model 
The hysteresis is modelled by means of the following algorithm: 
IF (Uk - 3k-i) >v THEN Sk = Uk -V 
ELSE IF (Uk - 3k_1) <0 THEN 8k = Uk 
ELSE Sk = sk_1 
The valve stem position is then mapped onto the range 0<s<1: 
Sk 
. 
(4.3) 
0U1 
4.2. Component models 78' 
The hysteresis model has one single parameter, v. The previous valve stem position 
also has to be stored so the amount of slack is known. Ideally, the sampling 
frequency of the FDD scheme (and hence the actuator model) would be equivalent 
to that of the controller so any reversals are detected. In practice. the sampling 
frequency used by the FDD scheme is likely to be less than that of the controller. 
The assumption therefore has to be made that there are no reversals between the 
samples. 
4.2.2 Valve model 
The objective of the valve model is to predict the flow rate of water into the coil 
from the valve stem position, which is predicted by the actuator model. Three- 
port valves are favoured over two-port valves in air-conditioning systems as they 
allow a constant flow rate to be maintained in the primary circuit (see Figure 3.2). 
The way in which the flow rate through the relevant port varies with the valve 
stem position is known as the valve characteristic. The installed characteristic of 
a valve depends on the inherent characteristic and the other resistances in the flow 
circuit. 
Preliminaries 
Any type of constriction that impedes the flow of fluid induces a pressure drop. 
For the high Reynold's numbers that are associated with the flows in the primary 
circuit of air-conditioning systems, the drop in pressure can be assumed to be 
proportional to the velocity head of the flow: 
AP a p2 (4.4) 
9 
V2 
AP = ýp2g, (4.5) 
where v and p are the velocity and density of the fluid respectively, and e is 
a dimensionless resistance coefficient. To avoid having to specify cross-sectional 
areas of tubes and pipes it is more useful to express the pressure drop in terms of 
the mass flow rate (rh): 
OP a the (4.6) 
AP = Rrn2, (4.7) 
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where R (kg-1 " m-1) is a resistance coefficient. 
Inherent characteristic 
79 
The inherent characteristic describes the way in which the fluid flow rate varies 
with the valve position when there is a constant pressure drop across the valve. 
Information about this characteristic for a particular valve is usually available 
from the valve manufacturer. Two flow characteristics are standardised': linear 
and equal percentage. These characteristics are defined by the Equations 4.8 and 
4.9, and valves are usually manufactured to approximate these forms: 
f (s) = s, linear (4.8) 
f (s) = exp(, ß(s - 1)), equal percentage, (4.9) 
where the function, f (s), is the fractional flow at the stem position, s; i. e. 
. 
(S) mw'c 
m w, d 
(4.10) 
0 is a parameter that determines the curvature of the exponential characteristic, 
and rfw, d is the maximum flow rate through the valve. The characteristics resulting 
from the use of these equations are shown in Figure 4.2.2. 
Figure 4.3: Standardised valve characteristics 
The linear and exponential equations have been used to model the behaviour of 
valves; e. g. (Clark, 1985). It may be noted (and confirmed from Figure 4.2.2) that 
'According to IEC534-1. 
ý0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
valve position (-) 
0 0.1 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
valve position (-) 
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Equation 4.9 results in a leakage through the closed valve, the extent of which 
is determined by curvature parameter. Modern valves are manufactured so that 
they have negligible leakage at the fully closed position. The characteristic of these 
valves therefore deviates from being purely exponential as the valve approaches 
its fully closed position. This effect is illustrated in Figure 4.2.2. which shows a 
possible close-off characteristic for a modern valve, indicated as a dashed line. 
Figure 4.4: Close-off characteristic of a modern valve 
The basic exponential equation would thus result in an over-estimation of the leak- 
age at the closed valve position. Haves (1994) describes one approach to modelling 
an improved close-off characteristic, based on the specification of a major valve 
manufacturer. The approach involves linking a linear part to the exponential curve 
allowing a more accurate approximation of the close-off characteristic, while main- 
taining the exponential curvature over the majority of the range. A modification 
to the basic exponential equation is proposed here that requires fewer parameters 
than the model described by Haves. The proposed model allows a leakage to be 
specified (for fault diagnosis purposes) and the function has a smooth character- 
istic, which is beneficial for parameter estimation procedures that are based on 
derivative information. The model is given by: 
f(S)=l+(1 -l)(1-eps), forß54 0, (4.11) (1 - CO) 
f (s) =1+(l - l)s, for 3=0. (4.12) 
Figure 4.5 shows how the characteristic of the proposed model differs from the 
4.2. Component models 81 
standard exponential model. The leakage in the proposed model is fixed at zero, 
while the leakage in the standard model is determined by the curvature parameter. 
The characteristics are shown for a curvature parameter of three. which is most 
common in practice. The characteristics are the same when s=1, but they diverge 
as s --+ 0, with the modified model giving a more realistic close-off characteristic. 
Curvature Parameter =3 
0.9 
0.8 
0.7 
0.6 
0.5 C 
0.4 
0.3 
0.2 
0.1 
0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
valve position (-) 
Figure 4.5: Exponential valve characteristics (standard and refined) 
A three-port model is developed by taking account of the other resistances in the 
flow circuit. A suitable model for the considered application is described in the 
following section. 
Installed characteristic 
The inherent characteristic of the valve describes the relationship between flow and 
valve stem position at a constant pressure. When a valve is installed in a circuit 
in which the flow varies, the pressure drop across the valve also varies. Variations 
in the pressure drop across the valve cause the actual (installed) characteristic to 
differ from the inherent characteristic. A dimensionless quantity known as author- 
ity is commonly used to describe the degree by which the installed characteristic 
differs from the inherent characteristic. The authority, A, is given by: 
A= 
AP Rß'(0) 
, where 0<A< 11 (4. ý3) OP + APS Rt, (0) + Rs 
i 
i 
standard 
' proposed 
where AP,, is the pressure drop across the valve, and : 'BPS is the pressure drop 
across the other components in series with the flow port of the valve. R is the 
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flow resistance or pressure loss coefficient; R(®) for the open valve. and R3 for the 
other components in the circuit. A valve with a unity authority has an installed 
characteristic that is identical to its inherent characteristic. A lower authority 
leads to a greater difference between the inherent and installed characteristics. 
Typical values of A are in the range 0.5 - 0.8. 
To derive an expression for the installed characteristic of the valve, a simplified 
schematic of a three-port valve circuit is considered, which is depicted in Figure 4.6. 
The resistance associated with the heat exchanger is denoted by R. the bypass 
valve port by R, b, the control port by Rz1,,, and a balancing valve by Rb. The 
mass flows are denoted by mw, which is the variable flow into the coil, and rh , d, 
which is the maximum flow through the coil (usually specified in the design data). 
R 
AP ýil 
R v, c 
Figure 4.6: Three-port valve circuit 
A pressure balance across the flow route through the coil and the control port of 
the valve yields: 
OP = mom,,, [R, + R,,, (s)] (4.14) 
Three-port valve circuits used with coils in air-conditioning systems are usually 
commissioned so that the total pressure drop across the circuit is constant. By 
assuming that AP remains constant, a pressure balance at the maximum flow rate 
(denoted by mw, d) can be equated to Equation 4.14 such that: 
w ,d 
[R, + R,,, (0)] = mw, c YRc 
+ R1,, ()] . 
(4.15) 
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where R11,, (0) is the resistance across the control port when it is open. and R,.. c (. ) 
is the resistance across the control port at the stem position s. The fractional 
flow, modified by the other resistances, will be denoted by f'(s). and is thus given 
by: 
fl(8) _+ 
Rv,, (0) 2 
(4.16) Re ý-Rv, ý(s) 
The authority of the control port of the valve can be defined as: 
R,,, ß(0) + R, 
Hence the resistance across the coil can be given in terms of the authority: 
Rc= Rv, c(O) -1" (4.18) A 
An expression for the fractional flow into the coil, modified by the effect of the 
authority, can now be obtained by substituting Equation 4.18 into Equation 4.16: 
1 (_i+i 2 
f i(s) _A1+ Rv s 
(4.19) 
A R'2(0) 
1 
_ (4.20) 
1+A (f-2(s) - 1) 
where the function f (. ) is defined according to Equation 4.11. The mass flow rate 
of the fluid into the heat exchanger can thus be calculated using the parameters 
listed in Table 4.2. 
Table 4.2: Parameters used by the valve model 
SYMBOL MEANING 
I fractional leakage through the control port 
13 curvature parameter of the control port 
A authority of the control port 
It may be noted that the resistance coefficient used in the valve model equations is 
not the same as the Div value (or flow coefficient) that is often provided in practice. 
The Kt, value is defined by: 
Iv=3.6.1047'7. 
V 
(4.21) 
VP 
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where m is a flow rate in m3s-1, OP is a pressure drop in Pascals. and p is the fluid 
density in kg/m3. The relationship between this flow coefficient and the resistance 
coefficient used in the model is given by: 
R=1.296 x 109 ßp2 v 
(4.22) 
The K, values for the relevant components in the circuit should be obtainable 
from design or manufacturer's literature, thus allowing the authority of the valve 
to be calculated. 
4.2.3 Heat exchanger model 
Air-handling units in air-conditioning systems usually contain two finned tube 
heat exchangers, one for heating, and one for cooling and dehumidification. The 
inherent characteristics of heating and cooling coils differ due to differences in 
their sizing and geometrical arrangement. Moreover, the mass transfer involved in 
dehumidification complicates the modelling of cooling coils. A number of heating 
and cooling coil models have been proposed for simulation and performance as- 
sessment purposes. Contributions have been made by the IEA Annex 10 (System 
Simulation) and Annex 17 (Building Energy Management Systems) groups; other 
contributions have been made by (Elmahdy and Biggs, 1979; Holmes, 1982; Sauer 
and Ganesh, 1988; Ding et at., 1990; Braun, 1988). Models of heating and cooling 
coils suitable for fault diagnosis are presented in the sections that follow. 
Preliminaries 
A heat exchanger model can be developed around the concept of the overall con- 
ductance (LTA), which is defined in terms of the total thermal resistance to heat 
transfer, between the two fluids: 
1 
--l +Rw+ 
1 
UA (r1ohA)a, (hA)w 
(4.23) 
where the subscripts Q. and , 
denote the air- and water-sides respectively, h is con- 
vective resistance, R,, is the conductive resistance through the material separating 
the two fluids, and ijfl is the overall surface efficiency, which is calculated from fin 
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efficiency. For standard fin configurations. the appropriate coefficients needed to 
calculate the UA of a coil can be found in (Kays and London, 1965). 
Once the UA of the coil is known, the heat transferred between the fluids can 
be calculated using the NTU-effectiveness method (Incropera and De witt, 1990), 
where the rate of heat transferred between the two fluids in the heat exchanger is 
calculated from: 
Q= 6Cmin(Thi - Tci)ý (4.24) 
where h and , denote the hot and cold fluids respectively, and 
=Q=f (NTVT, Cr) (4.25) Qmax 
NTU = 
UA 
(4.26) 
Cmin 
Cmin 
Cr _- (4.27) Cmax 
where C= rncp is the heat capacity, and Cmin and Cm, ax are the minimum and 
maximum of the air and water heat capacities. These equations thus allow the 
outlet conditions to be calculated by using the input temperatures only, with- 
out the need for iteration. The function describing effectiveness is dependent on 
the flow arrangement and different functions are normally used to represent the 
heating and cooling coils in air-conditioning systems. The temperatures of the 
fluids leaving the coil can be calculated by applying an energy balance; e. g. for 
the air-stream: 
Ca (Tao - Tai) - ECmin 
(Twi - Tai) (4.28 ) 
Tao = Tai +E 
cmin 
(Twi - Tai). (4.29) Ca 
Heating coil 
Heating coils can be assumed to have a cross-flow configuration in which the 
water-flow is mixed and the air-flow unmixed. The effectiveness function for this 
configuration depends on which fluid has the minimum heat capacity rate; i. e. 
E= (1 - exp {-C,. [1 - exp(-NT U)]}) . for Cmin = Ca (4.30) Cr 
=1- exp(-C7 
' {1 - exp[-Cr(NTU)1J), for "min = Caw. 
(4.31 
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The effectiveness can then be used to calculate the exit temperature of the air by 
performing an energy balance (Equation 4.29). 
Heating coils in air-handling units provide sensible heating only; the moisture con- 
tent can therefore be assumed to remain constant across the coil. The performance 
of the model depends on the accuracy of the overall heat transfer coefficient. For 
an unfouled coil, R,, will be negligible in comparison to the convection resistances. 
Evaluation of the UA is not as straightforward however, since the convection coef- 
ficients are complex functions of the fluid properties, surface geometries and flow 
conditions. There is therefore a large number of independent variables affecting 
the convection coefficients, which ultimately results from the fact that the con- 
vective heat transfer is determined by the boundary layers that develop on the 
surfaces. The relatively complex geometry of heat exchanger surfaces and the 
resulting complex flow conditions make a theoretical derivation of the convection 
coefficients infeasible. This has encouraged researchers to develop empirical corre- 
lations based on experimental data as an alternative. Different correlations have 
been proposed of varying complexity, e. g. (Stephan and Gruschka, 1994). A simple 
correlation described in (Holmes, 1982; Clark, 1985) is: 
(iihA)a = liamai 
d2 (hA)w = Kw ha c" 
(4.32) 
(4.33) 
More specifically, it has been suggested by Holmes that a fixed exponent value 
of 0.8 for both al and a2 is a reasonable approximation for the range of heat 
exchangers found in practice. This then reduces the total number of tunable 
parameters in the heating coil model to just three (R, mau and rya), thereby 
greatly simplifying the parameter estimation process. 
Cooling coil 
Cooling coils will dehumidify the air stream if the dew point temperature of the air 
is greater than the temperature of the coil surface. The phase change invalidates 
the energy balance given in Equation 4.28 and account has to be taken of the 
latent as well as the sensible heat transfer. 
The air-side surfaces of a cooling coil can be in one of three possible conditions: dry, 
wet, or partially wet. The condition of the coil can be determined by comparing 
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the dew-point with the surface temperature of the coil. The surface temperature of 
the coil will vary, and some regions may be above the dew point while other regions 
are below. In this situation, the coil would be partially wet and the performance 
of the coil can only be predicted accurately by determining the fraction of dry 
and wet areas. The ASHRAE 3-line method (ASHRAE. 1988) is based on this 
approach and involves tracking the surface temperature along the air-flow path to 
locate the wet/dry interface. The inherent complexity of this method makes it an 
unattractive option for an on-line application such as fault detection. A simpler 
approach known as the `sensible heat ratio' method is adopted here, which can be 
used to model wet and partially wet coils by assuming a fictitious overall surface 
temperature; this method is explained below. 
Sensible heat ratio (SHIM. ) method 
The heat transfer rate for a wet coil depends on the moisture content of the air. As 
with a dry coil, the heat transfer rate can be expressed in terms of the effectiveness, 
e, and the minimum capacitance rate, C,,,,. There are two notable ways of ex- 
pressing the total heat transfer of a wet coil in terms of effectiveness: sensible heat 
ratio (SHR), and wet-bulb temperature difference (WBTD) (Ding et at., 1991). 
The SHR method is based on using the dry-bulb temperature difference as the 
driving potential, and the total heat transfer under wet conditions is calculated 
using the SHR as follows: 
Qtotal = 
cmin 
" 
AT (4.34) 
SHR 
where ATa, is the temperature difference of the air across the coil. The WBTD 
method uses the difference between the wet bulb temperatures of the air as the 
driving potential: 
Qtotal = Iý 
cmin ýTaý (4.35) 
where Cmg, z and s' are 
both calculated using modified heat capacities; AT,, ' is the 
wet bulb temperature difference of the air across the coil. These two methods, and 
the ASHRAE 3-line method, have been compared and validated with experimental 
data from two heat exchangers by Stephan and Gruschka (1994). Theoretically, 
the methods are identical if an infinitesimally small area is considered, but the 
methods have functional differences when the whole heat exchanger is treated. 
However, results presented by Stephan and Gruschka indicate that the differences 
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in performance between the approaches are small. Each method was able to pre- 
dict the heat transfer rate more accurately at high heat transfer rates (maximum 
relative error r 10%) than at low heat transfer rates (maximum relative error ti 
20%). Overall, the SHR method was found to be the most accurate. 
The wet-bulb temperature difference method has the apparent advantage of not 
requiring iteration to predict the heat transfer rate, and this makes it more attrac- 
tive for on-line implementation. However, it can be shown that calculation of the 
wet-bulb temperatures from the available measurements also requires iteration. 
This iteration is often overlooked since it is hidden from a model user by being 
incorporated in library functions that are used to evaluate relevant psychrometric 
properties. Overall, there is not a significant difference between the processing 
requirements of the WBTD and SHR methods. 
The SHR method was the predecessor to the 3-line method in the ASHRAE stan- 
dards and it therefore represents a well-established approach that has been widely 
used. Although it was replaced by the 3-line method, which allows wet and dry 
areas to be treated separately, work by Braun (1988) and Holmes (1982), in partic- 
ular, has shown that satisfactory (and comparable) performance can be obtained 
from the SHR method when the coil is both fully wet and partially wet. In view of 
these results, it has been decided to adopt the SHR method for the fault detection 
system. 
A simple test is first carried out to see whether the coil is (partially) wet. The coil 
is taken to be wet (or partially wet) if the dew point of the inlet air is above the 
surface temperature of the coil (T3), where T3 is calculated using: 
Ts - 
Tao - bf " Tai (4.36) 
1-bf 
where bf is the bypass factor, which is defined as: 
b1 ý exp(-(r1hA)a/Ca) (4.37) 
exp(_kam0.8 , Ca). (4.38) 
The bypass factor is based on the theory that a portion of the air flow passes though 
the heat exchanger with its temperature unchanged. The remaining fraction of air 
is reduced to the (average) surface temperature. If TS, calculated in Equation 4.36. 
happens to be above the dew point of the inlet air2, the dry coil model is used 
The dew point of the inlet air is calculated from the dry bulb temperature and the relative 
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to predict Tao. Otherwise, the SHR model is used to calculate Tao for the vet 
condition. If the coil has more than four rows of tubes, a counterflow configuration 
can be assumed (Clark, 1985). A dry coil model for this configuration is then given 
by: 
Qdry = 
NTU = 
v CL1min (Tat - 
Tci) 
1- exp(-NTU(1 - Cr)) 
1- Cr exp(-NTtr(1 - C,. )) 
UA 
Cmin 
(4.39) 
(4.40) 
(4.41) 
UA = 
(rjhA)a = 
(hA)w 
Tao = 
1 
(77ohA)a 
+ 
(hA)w 
+ Ru' 
0.8 
Na17ta 
0.8 
Yý rl2W, 
C 
dry 
TaZ- 
Ca 
(4.42) 
(4.43) 
(4.44) 
(4.45) 
The only difference between this model and the model of the heating coil is in 
the way the effectiveness is calculated. Cooling coils generally require a greater 
surface area than heating coils due to the smaller temperature difference between 
the fluids, and they correspondingly have to have more rows of tubes. When 
the number of rows increases beyond four, the performance of a cross-flow heat 
exchanger approaches that of a counterflow heat exchanger. The effectiveness 
equation suitable for a counterflow arrangement is thus used instead of cross-flow. 
If the coil is determined to be wet or partially wet, the estimate of Qdry can 
be used as an initial estimate of the total heat transfer rate in the SHR model 
equations. These equations are presented below in the order in which they should 
be evaluated. 
Non-iterative preliminary equations: 
W= f1(RHi, Tai) (4.46) 
Cp, ai = 
(1 
-W 
)Cp, 
a 
+ WCp, s 
(4.47) 
hai = Cp, aiTai 
+ W(CP, 9Tai 
+ hj9) (4.48) 
Ca, = maCp, ai 
(4.49) 
Cu, = mw, cC. u, (4.50) 
humidity. 
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C 
min 
Cm 
ax 
= min(Ca, Cu, ) 
= rnax(Ca, Cw). 
90 
(4.51) 
(4.52) 
Iterative equations: 
hao 
hS 
Ts 
Tao 
SHR 
hat' 
Qtotal 
=- 
ma 
_ 
(hao - bfhai) 
(1 - bf) 
f2(hs) 
(4.5: 3) 
UA' = 
E= 
NTU = 
Qtotal = 
bf(Tai-Ts)+TS 
Ca(Tai 
- 
Tao) 
ma(hai - 
hao) 
1 
SHR 
(77ohA)a 
+ 
(hA)w 
+ Rw 
1- exp(-NTU(1 - C, )) 
1-C, exp(-NTU(1 - C, )) 
UA' 
! 
min 
Ecmin 
SHR 
(Tai - Twi)- 
(4.54) 
(4.55) 
(4.56) 
(4.57) 
(4.58) 
(4.59) 
(4.60) 
(4.61) 
The value for Qtotad, determined from Equation 4.61, is used in Equation 4.53 to 
effect the iterative process. The process is terminated when the difference between 
successive estimates of Qtotai falls below a threshold3. The functions f1(. ) and 
f2(. ) are psychrometric functions: fi(. ) calculates the moisture content of the air 
from the relative humidity and the dry bulb temperature; and f2(. ) calculates the 
wet-bulb temperature from the saturation enthalpy. For simplicity, the surface 
efficiency 77o is not corrected for the wet condition as the effect of this is small 
compared to the correction made in Equation 4.58. 
It may be noted that the cooling coil model does not require the specification of 
any more parameters than the heating coil model. There are thus three param- 
eters that have to be determined for the heating and cooling coil models. These 
parameters are the tube wall conductive resistance, R, and the two convective 
coefficients, labelled rya. and tu in Equation 4.32. The latter two parameters are 
3Empirical results have shown that, under normal conditions, convergence to machine preci- 
sion can be obtained in less than 20 iterations. 
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not physically meaningful and therefore need to be determined empirically. In ad- 
dition, Ru, is difficult to determine precisely unless detailed information about the 
heat exchanger geometry is available. This parameter can therefore be estimated 
empirically as well. Some guideline values can he found in Holmes (1982), «who 
used linear regression to estimate the heat transfer parameters from published 
catalogue data for typical HVAC coils. 
4.3 Selection of `fault parameters' 
The robustness of a parameter estimation process depends on the independence 
of the estimated parameters (Gill et at., 1981). In addition, the parameters can 
only be estimated when information (in the form of data samples recording the 
inputs and outputs at one sample time) is obtained from n independent operating 
points; where n is greater than the number of parameters. In practice, data from 
additional points may be required to counteract the effects of measurement noise 
and other uncertainties associated with the system. 
In order to minimise the requirement for data and to increase the potential ro- 
bustness of the parameter estimation, a subset of the total number of model pa- 
rameters is selected for estimation by the FDD scheme. The subset contains the 
`fault parameters', which are directly related to the faults of interest. Suitable 
`fault parameters' are selected from the valve and heat exchanger models in the 
following sections. 
4.3.1 Valve model 
A leakage through the control port of a three-port valve can significantly affect the 
observed behaviour of the heat exchanger due to the exponential characteristics 
of coils, where the gain is higher at low flow rates. This fault can be diagnosed by 
selecting the parameter l in Equation 4.11 for estimation by the FDD scheme. 
A leakage that develops in the control port has energy cost implications. When 
the valve is supposed to be closed, heat is transferred between the eater and air 
thus imposing an unwanted load on the boiler or chiller. The effect is not, however, 
limited to the plant serving the leaky valve. To meet the set-points other plant 
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items will have to compensate for the effects of the leakage by increasing their load. 
For example, imagine an air-handling unit containing a cooling and heating coil. 
where the cooling coil is switched off and the heating coil is operating on partial 
load. If the valve serving the cooling coil develops a leak, not only is an additional 
load imposed on the chiller, but the heating coil has to operate at a higher load 
point to counteract the extra cooling due to the leakage. An estimate of the 
leakage can he used in the coil model to predict the additional heat transferred to 
the air-stream when the valve is supposed to be closed. When feedback control 
causes other plant items in the air stream to `cancel' the effects of a leakage, the 
total energy cost is then double the amount estimated using the coil model. 
The build-up of matter at the exit port of a valve can change the installed charac- 
teristic, and this fault could lead to control problems if the characteristic becomes 
very non-linear. The authority of the valve could be selected for estimation by 
the FDD scheme in order to diagnose this fault. However, the effects of changes 
in the authority may be hard to distinguish from fouling throughout large regions 
of the operating range. Moreover, it is unlikely that the effects of this fault would 
be severe enough to jeopardise thermal comfort or energy consumption in prac- 
tice. In view of these points, and in order to maintain orthogonality between the 
parameters that are estimated, this parameter will not be selected for estimation. 
4.3.2 Heat exchangers 
Fouling can cause minor variations in the operating point of the boiler or chiller 
plant, which can increase energy consumption. Moreover, fouling leads to an 
increased resistance to fluid flow and it therefore results in a greater load being 
imposed on the fluid pumping equipment (fans and pumps). However, these effects 
on energy consumption will be small in all but the severest cases. The most 
apparent effect of fouling is a reduction in the maximum air-side temperature 
difference across the coil, which can inhibit the ability of the system to meet set- 
points. The effects of fouling can be modelled by increasing the magnitude of 
Rw, which represents the thermal resistance of the coil material. This parameter 
is therefore selected for estimation by the FDD scheme. It should be noted that 
it will not be possible to distinguish between air- and water-side fouling without 
considering inlet and outlet fluid pressures. 
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By estimating the increase in the thermal resistance of the coil it is possible to 
estimate the reduction in the maximum heat transfer rate of the heat exchanger 
based on design specifications; i. e. 
AO 
max _ 
Cmin(Thi 
- 
Tci)(E0 
- E1), 
(4.62 
where Thi and TZ are the design hot and cold fluid temperatures respectively. Co 
is the effectiveness of the coil calculated using the design fluid flow rates and the 
correctly operating overall conductance UA, and E1 is the effectiveness of the coil 
calculated using the conductance appropriate for the currently observed coil. 
4.3.3 Temperature sensors 
The most important sensors in air-conditioning installations are those that mea- 
sure controlled variables used in control loops. An error in these sensors will 
cause the controller to operate the energy consuming plant at inappropriate lev- 
els. Faults that develop in these sensors can therefore have energy and thermal 
comfort implications. The most important sensor used in the thermal control of 
air-handling units is the discharge air temperature sensor. It is therefore most 
useful to incorporate the modeling of an off-set in this sensor in the FDD scheme 
(modelled using Equation 4.2). 
4.4 Results of testing the models with experi- 
mental data 
Data obtained from a valve manufacturer was used to test the modified exponential 
function that was described in Section 4.2.2. In addition, the complete subsystem 
model was tested using data obtained from heating and cooling coil subsystems 
installed in an air-conditioning test facility. 
4.4.1 Valve model 
The valve model was tested using experimental data obtained from (Palmertz, 1993), 
which represents the inherent characteristic (i. e. tested under constant pressure) of 
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an equal percentage valve. Figure 4.7 shows the accuracy of the standard exponen- 
tial function (Equation 4.9) in the left graph. and the modified exponential model 
(Equation 4.11) in the right graph. The graphs show the the fractional mass flow 
rates (y-axis) plotted against the valve stem positions (x-axis), where the v-axis 
is on a logarithmic scale. On each graph, circles indicate the experimental data 
points, while the solid lines are the model predictions. 
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Figure 4.7: Comparison of standard and proposed valve models 
The curvature parameters for the two models were determined by minimising the 
prediction errors of the model using a gradient descent method. For the modified 
exponential model (right graph), the leakage was set to the fractional flow at the 
closed valve position recorded in the data. The parameters of each model and the 
mean of the absolute prediction errors (MAE) are presented in Table 4.3. 
Table 4.3: Estimates of the valve model parameters 
MODEL TYPE CURVATURE (ß) FRACTIONAL LEAKAGE (1) MAE 
Eqn. 4.9 3.10 0.045 0.0202 
Eqn. 4.11 2.75 0.028 0.0120 
A reduction of 40% in the MAE achieved is by using the modified exponential 
model. The model is better able to represent the behaviour of the valve near to 
the closed position, which is where the standard model is least accurate. To com- 
pensate for moving the point of intersection on the y-axis, the curvature parameter 
has to be increased to reproduce the behaviour of the real valve throughout the 
Proposed Model 
0 
0 
0 
0 
nt n9 na 0e Ac nA n7 na no 1 
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rest of the range. The reduction in the curvature parameter., compared with the 
standard exponential function, is approximately 11% for this particular valve. 
4.4.2 Complete subsystem 
The heating and cooling coil subsystem models (actuator, valve, and heat ex- 
changer combined) were tested using data obtained from the Air-conditioning 
Evaluation Facility, at the Building Research Establishment; this system is de- 
scribed in Section 7.4.1. Step tests were conducted on the heating and cooling coil 
subsystems at a constant air flow rate of 1.5 rn3s-1. Initial values for the three 
heat transfer parameters were set based on values recommended by Holmes (1982). 
These values were then refined by using the direct search method described in Ap- 
pendix E to reduce the prediction errors of the model for the data. The rest of the 
model parameters were estimated from the design, manufacturers', and commis- 
sioning data that was available from the system. The parameter values estimated 
for the heating and cooling coil subsystems are presented in Table 4.4. 
Table 4.4: Parameters used in heating and cooling coil subsystem models 
PARAMETER HEATING COIL COOLING COIL 
v (-) 0.0 0.0 
3 (-) 2.8 2.8 
I (-) 0.001 0.001 
mw (kg , s-1) 0.53 2.64 
A (-) 0.55 0.55 
na (kW K-' kg-0.8 so. s) 0.59 13.0 
Kw (kW K-' kg-0.8 S°. 8) 26.17 24.1 
Ru, (kW-' " K) 0.38 0.286 
The inlet water temperatures to the coils were 80°C and 7°C for the heating and 
cooling coils respectively. The cross-sectional area of the ducting was 1.44 m2 
(1.2 m by 1.2 m), which was also assumed to be the face area of the coils. The 
diameter of the heat exchanger pipes was 13 mm. Figure 4.8 shows the accuracy 
of the heating and cooling coil subsystem models compared with the experimental 
data. The tests involved stepping the control signal to the actuator between the 
following values (0.0,0.1,0.3,0.5,0.7,1.0). The x-axis on each graph represents 
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the control signal and the y-axis is the air-side approach. given by: 
Tat -Tao a= (x. 63) Tat' - Two 
The data samples from the subsystems are shown as circles. while the model 
predictions are shown as solid lines. It can be observed that the maximum air- 
side approaches for each subsystem reach the values expected for the coils usually 
installed in air-handling units (, 0.2 for heating coils; ý 0.6 for cooling coils). 
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Figure 4.8: Result of heating and cooling coil model validation 
It was assumed that the cooling coil was dry throughout the tests; the performance 
of the wet coil model is therefore not evaluated here. A linear thermal fan model 
was used to approximate the temperature rise across the supply fan, which was 
sited between the available sensors. The temperature rise across the fan was 
calculated from: 
OT = max(OT) "V ° (4.64) 
max(rna) 
where max(AT) was set to 1K. 
4.5 Summary of the chapter 
This chapter has presented models of the constituent components of the heat 
exchanger subsystems that constitute the application for the FDD scheme. When 
used together, the models are capable of representing the global characteristic of 
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the heat exchanger subsystems typically used in air-conditioning installations. The 
majority of the parameters of the subsystem model relate to physical properties. 
and are thus able to be initially estimated from design and manufacturers' data 
that is normally available. The models are used for fault detection and diagnosis 
by estimating some of the parameters of the model using sampled input-output 
data from the real system. A number of `fault parameters' has been selected for 
estimation by the FDD scheme that relate to the faults of interest (as identified 
in Section 3.2.1). The fault parameters represent a subset of the total number 
of model parameters, and the number of fault parameters has been kept to a 
minimum to increase robustness of the estimation. Chapter 5 now describes the 
signal processing and parameter estimation aspects of the FDD scheme. 
Chapter 5 
Signal processing and parameter 
estimation 
Introduction 
Figure 5.1 shows the signal processing and para. ineter estimation aspects of' the 
l, `DD scheine. Signal processing is performed to detect when the system from 
which data are obtained is in st eadv-state. This is necessary to facilitate t lie use 
(C static component models, and a steady-state detector is described in Section . ). 1 
f>r this ptlt pose. The stead---state detector requires the derivatives of the signals 
to I>ee evailuatecl. Measurement noise affects the estimation of derivatives and a 
suitaI 1e digital filter is described in Section 5.1.1 to reduce the noise effects. 
r111le sul)sti-st, cm models, which were described in the Chapter 4. have outputs tbt 
sire non-linear functions of the parameters. Estimation of the 1)aranleterý of these 
iiio dell is riot an analytically soluble problem and non-linear optimisation methods 
n rc required. The para. nlrt er estimation is made more complex when on-line adatp- 
t <i i ion is sought, due too the storage of large amounts of rlnt a being impracticable. 
I'lic si or<igr tv(juirements are minimised by formulating the parameter estimation 
in <l rrrursivr fashion. where information from previous da. tt-i samples is si ui'ed 
im plicit. k in the paralnctcýr estimates. 
Certain approximations and as umjýtlulls 
ha rto iii (1e to derivc a. recursive parameter c st imat ion algori l hm for non-linear 
models. and a <li r>>irss of t hcýýr is import ant for a cý, i t ainiýlg t he limitations of he 
lý 
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Figure 5.1: The signal processing and parameter estimation scheme 
FDD scheme. Section 5.2 presents a derivation of a suitable recursive estimator 
and techniques to enhance its robustness are described. 
5.1 Development of a steady-state detector 
The signals associated with the system that is considered for FDD are monitored 
in real-time. Since the FDD procedures are based on the use of static models, the 
signals should only be used when dynamic effects are negligible. A steady-state 
detector is therefore required that operates like a switch, only allowing signals to 
be used by the FDD scheme when the system is in steady state. Heat exchanger 
subsystems have an infinite impulse response (IIR) characteristic, meaning that 
once the inputs have been excited, the system will never exactly reach steady- 
state, but will asymptotically approach it. Hence, for practical implementation a 
steady-state detector has to be able to let signals pass through when the system. 
is close to steady-state, according to a threshold. 
Two steady-state detectors have been developed as part of IEA Annex 25. each of 
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which is based on different criteria. Dexter and Benouarets (1995a) have developed 
a `transient detector', which considers the gradient of all the measured signals over 
a moving time window. Glass (1995) has developed a similar steady-state detector 
that is based on evaluating the time averaged variance of all the measured signals. 
The main problem with each of the approaches is that thresholds have to be 
determined for all the signals (inputs and outputs) associated with the system. 
These thresholds do not relate to meaningful quantities and suitable values can he 
difficult to determine. Instead of considering the isolated behaviour of the signals, 
it will be shown that the model of the system, which is used in the FDD scheme, 
can be used to simplify threshold determination. 
To develop the steady-state detector, it will be assumed that the system of interest 
can be separated into static and dynamic components. This model is illustrated 
in Figure 5.2 and is known as a Hammerstein representation. The inputs are 
passed to a static transformation that generates an output, which is the input 
to a dynamic component. The limitation of the representation is that the same 
dynamic relationship is assumed to exist between the output and each of the 
inputs. 
INPUTS 
uI(t) 
2(t) 
u3(t) 
u(t) 
STATIC OUTPUT 
DYNAMIC OUTPUT 
STATIC i h(t) DYNAMIC I y(t) 
COMPONENT COMPONENT 
Figure 5.2: Hammerstein representation 
It will be assumed that the static component predicts the steady-state output of 
the system and that the dynamic component is a unity gain first-order equation. 
A mathematical description of the dynamic component can then be given by: 
y(t) = h(t) - -r 
dy(t) 
dt , 
(5.1) 
where: 
h(t) =f [0, u(t)], (5.2) 
u is a vector of the inputs, 0 is a vector of parameters, and y is a scalar output. 
The function f (. ) represents the characteristic of the static component. It may be 
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noted that for a system that is statically linear then h(t) = OT u(t). If the system 
reaches steady-state, the differential term in Equation 5.1 will disappear and: 
y(t) = h(t). (5.3) 
The amount by which the output, at any instant of time, differs from its steady- 
state value will be called the steady-state error, e(t), and is given by: 
e(t) = h(t) - y(t) (5.4) 
=T 
dy(t) 
. (5.5) dt 
In steady-state, this error will equal zero, i. e e(t) = 0. However, since the first- 
order system described by Equation 5.1 is an IIR system it is necessary to select a 
threshold that defines the proximity to steady-state that is acceptable. Providing 
the assumption of a first-order system is reasonable, the threshold that is selected 
will correspond to the prediction error resulting from using a static model with 
the dynamic data. Hence, the test for steady state can be given by: 
IF -rd(t< k 
THEN system is in steady-state 
ELSE system is transient, 
where tc is the threshold value. Time constants appropriate for each of the inputs 
can be determined by applying step changes to the real system and observing the 
response of the output. An approximate estimate of the time constants can be ob- 
tained by measuring the time taken for the output to reach 63% of its steady-state 
value following a step. The time constant with the highest estimated value is the 
dominant time constant of the system and r should be set to this value. Systems 
that have non-linear dynamics' would cause an estimate of a time constant to 
vary, depending on the operating region over which a step test was carried out. In 
this case, the highest time constant value for each input should be considered. 
'Such as cooling coil subsystems. 
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5.1.1 Treatment of measurement noise 
10-' 
The sensor signals are sampled by the control system and differencing methods are 
used to calculate the derivatives of the signals. For example. a simple backward 
differencing equation can be used: 
dy 
,, 
Yk - Yk-1 
dt At ' (. 6) 
where k represents sample number and At is the time between samples. The 
accuracy of derivatives calculated in this way is sensitive to noise in the sensor 
measurements and the existence of noise would cause the steady-state error to be 
over-estimated. Signals would therefore not be deemed to be in steady-state when 
they were close enough to steady-state, but noisy. This effect is undesirable as 
measurement noise is independent of dynamic activity and not indicative of it. 
One way to reduce the effects of noise on the derivative calculation is to apply a 
low-pass filter to the noisy signal. The derivative can then be calculated from the 
clean signal thereby reducing the effects of noise. Since the FDD procedures may 
operate on-line and in real time, a physically realisable filter is sought, i. e. one that 
does not require future samples. A digital filter that operates on a window of past 
samples meets this causality requirement and is given by: 
A(qY1'y = B(q-1)yß (5.7) 
where A(q-1) and B(q-1) are polynomials in the delay operator, y is the noisy 
signal, and y is the filtered signal. The order of the polynomials A and B represents 
the order of the filter. If there is no recursion of y, i. e. A=1, the filter is said 
to be finite impulse response (FIR), otherwise, with recursion, the filter is infinite 
impulse response (IIR). The latter type of filter is well-known to have a superior 
level of performance for an equal number of coefficients. Since it is desirable to 
reduce the memory requirements for the on-line FDD scheme, an IIR filter is 
adopted here. There are various methods available for calculating the coefficients 
in the polynomials A and B that use different frequency response criteria (e. g. 
Butterworth, Chebyshev, elliptic, etc). Each of the different methods produces 
filters that have particular frequency response characteristics, e. g. ripples, sharp 
cut-off, etc. 
The Butterworth filter design method is able to produce a smooth attenuation to 
the signal as the frequency increases, without ripples in either the pass-band or the 
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stop band. The sharpness of the cut-off is determined primarily by the order that 
is selected. The method is also well-known and algorithms are widely available 
that calculate the coefficients to meet specified criteria, e. g. see (Ackrovd. 1973, 
Press et al., 1992). The Butterworth filter method was therefore selected to de- 
termine the coefficients of the filter. 
The sampling frequency, cut-off frequency, and the order of filter have to be spec- 
ified to obtain the coefficients. In air-conditioning monitoring applications a sam- 
pling frequency of 0.0167 Hz is fairly typical (i. e. one minute sampling intervals). 
Assuming that a heat exchanger subsystem can be approximated as first-order, 
the magnitude of the frequency response is then calculated from: 
G(ýw)I =122 (5.8) 1+ WT 
where G(. ) is the transfer function of the system. Assuming that 5 minutes is a 
reasonable estimate for the maximum dominant time constant of a heat exchanger 
subsystem2, a frequency response graph can be plotted as is shown in Figure 5.3, 
where the frequency is shown as a fraction of the sampling frequency. It can be 
observed that frequencies that are greater than 10% of the sampling frequency 
are attenuated quite significantly. Activity in the system at frequencies exceeding 
0.00167 Hz would therefore be difficult to distinguish from noise, which will be of a 
relatively low amplitude compared with the amplitude of the true signal variations. 
Heat exchanger subsystems will be unlikely to cycle at frequencies greater than 
0.00167 Hz, and the cut-off frequency for the noise filter is therefore set to this 
value. 
The following design specifications were used to obtain the coefficients: 
9 sampling frequency: 0.0167 Hz; 
" cut-off frequency: 0.00167 Hz (10% sampling frequency); 
" filter order: 4. 
The values for the coefficients were calculated using the Butterworth filter de- 
scribed in (Press et al., 1992): 
A= [1.0000, -2.3695q-1,2.3140q-2, -1.0547q-3,0.1874q-4j 
2A time constant of 5 minutes represents the longest time constant likely to be experienced 
in practice. This magnitude of time constant may be experienced when small perturbations are 
applied to the valve control signal at low water flow rates. 
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Figure 5.3: Frequency response of system 
B= [0.0048,0.0193q-1,0.0289q-2,0.0193q-3,0.0048q-4]. 
10. E 
The frequency response graph of the filter with these coefficients is presented in 
Figure 5.4. The graph shows the magnitude attenuation of the filter function 
against the fraction of the sampling frequency. 
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Figure 5.4: Frequency response of filter 
The derivative of the measured output can be estimated by using the output of 
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the noise filter as follows: dy 
,., Yk - yk- 1 dt At (5.9) 
Despite being able to reduce the effects of noise in the output measurements, the 
accuracy of the steady-state detector can be jeopardised by two other factors: 
1. Inadequacy of the first-order approximation to the true dynamics of the 
system. 
2. Activity in the inputs to the system at frequencies exceeding the cut-off 
frequency of the noise filter. 
Each of these may lead to data being inappropriately identified as steady-state. 
Hence, a modification to the steady-state detector is necessary to prevent this from 
happening. One technique that can be employed is to take account of the activity 
of the inputs signals to the system within the steady-state detector. However, 
instead of considering all of the inputs separately as proposed by Dexter and 
Benouarets (1995a), and by Glass (1995), the model that is used in the FDD 
scheme can be employed to simplify the determination of thresholds. This is 
described in the following section. 
5.1.2 Accounting for activity in the input signals 
It was assumed during the derivation of the steady-state detector that the dy- 
namics of the system are first-order. In practice, this is unlikely to be the case 
and the estimate of the steady-state error used in the steady-state detector will 
therefore be in error. In the time domain, an `s-shaped' response to a step change 
in an input is typical of heat exchangers in air-conditioning plant. For this type of 
response, the use of the first-order approximation will lead to an under-estimation 
of the derivative in the period immediately following a change. As the effects 
of the disturbance diminish, the steady-state error will be over-estimated. This 
is illustrated in Figure 5.5. The upper graph shows the output signal of a first 
order and a second order system in response to a unity-step input signal. The 
bottom graph shows the gradient of these output signals. The largest difference 
between gradients calculated from these signals occurs in the initial stages of the 
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disturbance, it is therefore at this time when the steady-state detector is likely to 
be most unreliable. 
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Figure 5.5: First-order approximation to second order system 
For the system to be in steady-state, both the inputs and the outputs should be 
static. The input signals can be evaluated for variation when the first-order ap- 
proximation is inaccurate, or when the noise filter has attenuated true variations 
in the outputs below the threshold. Ideally, an evaluation of the activity of the 
input signals should be related to a steady-state error in the same way as the 
output. For the FDD application considered here, a model of the system is avail- 
able, thus allowing the effect of a change in an input variable on the output to be 
evaluated. The variation of all the inputs can be evaluated by using the measured 
inputs with a first-order Hammerstein model: 
Ü(t) = . f(uk, 0) - Tdytt) dt 
(5.10) 
where f (. ) is the static model used in the FDD scheme, and y(t) is the estimate 
of the dynamic output based on the measured inputs u(t) and the model param- 
eters 0. Equation 5.10 may be solved analytically to give the following particular 
solution for the initial condition of y= yo when t=0: 
J(t) =f (uk, e) - [f (uk, 9) - yo(t)] exp(- ). (5.11) 
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This may be formulated in a recursive fashion as follows: 
yk =1- exp(-l. 
ýt) 
fk(ttk, e) + eXp( - 
At) 
yk-i (5.12) 
?- 
where k is the sample number, At is the sampling interval, and T is an estimate of 
the dominant time constant of the system. The condition for steady-state is then 
given by: 
IF T Ik-yk-ý <K At 
AND Tyk-yk-l <K At 
THEN system is in steady-state 
ELSE system is transient, 
where y is the filtered measured output, y is the prediction obtained from Equa- 
tion 5.12 and ic is the threshold, which corresponds to an estimate of an acceptable 
steady-state error. Consideration of the measured output signal of the system al- 
lows account to be taken of dynamic activity resulting from variations in all the 
inputs (measured and unmeasured). Consideration of the model output is nec- 
essary to account for inaccuracies in the first-order approximation and unwanted 
attenuation of true signal variations by the noise filter. Figure 5.1 may be referred 
to for a schematic representation of the scheme. It may be noted that if all the 
inputs that affected the output were measured, there would be no need to consider 
the measured output. 
5.2 Development of a non-linear recursive esti- 
mat or 
The subsystem models that were described in Chapter 4 cannot be written in a 
linear-in-the-parameters form. Consequently, the optimum parameter values for a 
set of training data points cannot be calculated analytically. Similarly, an exact 
recursive estimation procedure cannot be derived for these types of models. Ap- 
proximations have to be made, therefore, to derive a suitable recursive algorithm 
for the FDD scheme. 
One way to derive an algorithm is to factor the parameters that are to be esti- 
mated out of the non-linear equations by means of a series expansion. A common 
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approach involves expanding a criterion function, which is the fit of the model to 
a set of data points, to quadratic precision. This approach leads to the recursive 
prediction error method (Moore and Weiss, 1979; Ljung, 1980). An alternative 
approach is adopted here, which involves making a linear approximation to the 
non-linear model by a first-order Taylor expansion. This approach makes the im- 
plications of the assumptions that need to be made more apparent. It may be 
noted, however, that both the approaches to the derivation yield identical algo- 
rithms. 
The non-linear recursive algorithm that is derived makes adjustments to the pa- 
rameter vector based on the prediction errors and accumulated search direction 
information. The basic form of the algorithm assumes time-invariant parameters 
and the sensitivity of the estimator to the prediction errors reduces as t -+ 00. 
Hence, modifications are necessary to make the estimator remain responsive to 
parameter changes. The approach that is adopted here is to incorporate `forget- 
ting' within the algorithm so that data samples are weighted in the calculations 
according to their age. 
In its basic form, forgetting can lead to robustness problems when there is a 
lack of excitation in the plant. The main problem with having a constant rate 
of forgetting is that the weighting applied to the implicitly stored information is 
reduced as time progresses, regardless of whether the latest information is different. 
As a consequence, the uncertainty associated with the parameter estimates can 
increase when the plant is not excited, which can ultimately cause false alarms to 
be generated by the FDD scheme. Since air-conditioning systems have a tendency 
to spend long periods at one operating point, measures are required to ensure 
robustness. The prediction error forgetting method (PEF) (Fortescue et al., 1981) 
is therefore adopted here, which involves adjusting the rate of forgetting based 
on an assessment of the information content of the data. The PEF method is 
described in Section 5.2.5. 
5.2.1 Preliminaries: Derivation of a batch estimator 
In order to derive the recursive parameter estimator, an off-line formulation of 
the problem is first. considered. The heat exchanger subsystem models that were 
presented in Chapter 4 are non-linear in both the parameters and the inputs. The 
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complete subsystem model has a vector of inputs. u, and a vector of parameters, 
0. In most situations the only measurable system output will be the dry-bulb 
temperature of the air leaving the coil. Hence, the output of the model is a scalar 
quantity, which will be denoted by y. A single function, f (. ). may therefore be 
used to represent the complete subsystem model, such that: 
Yk -` 
A(Uk, 0) 
1 (3.13) 
where k denotes the sample number. To simplify the notation, the input vector 
at sample k will be assumed to be implicit in the function, such that: 
Yk = (5.14) 
The objective of parameter estimation is to locate the parameter values that min- 
imise the prediction errors of the model for a batch of data. To achieve this, it is 
necessary to define a criterion function representing the performance of the model: 
N 
VN(B) =1 rEk(9), 2 k-1 
(5.15) 
where VN(O) is a scalar quantity representing the sum of the square of the model 
prediction errors over a data record containing N samples, multiplied by 0.5 to 
simplify later calculations. The error, c(. ), is defined as the difference between 
the predictions made by the model and the measured outputs in response to the 
measured inputs; i. e. 
Ek(e) =fk(e)-Yk" (5.16) 
The parameter values that minimise the criterion function are found by differenti- 
ating the criterion function with respect to the parameter vector and calculating 
the parameters that give a zero gradient. The parameter vector should thus be 
calculated from: 
N 
{fk(8)V fk(6)} - 
k=1 
N 
Y, {ykV fk(O)} = 0, 
k=1 
(5.17) 
where: 
a f, 8 
ae, 
a fk 8 
t? fý(8) °-- 802 
a f, ý 8 aep 
5.2. Development of a non-linear recursive estimator 110 
Equation 5.17 cannot be solved easily as the parameter vector cannot be factored 
out of f (. ). One way to address this problem is to linearise the model with respect 
to the parameters. If it is assumed that an initial parameter estimate is available 
(9o), and that the optimum parameters are close to these initial values, a Taylor 
expansion can be used to linearise the model function such that: 
floe) "' A(00) + [0 -oj 
VA (00) 
- (5.18) 
This linearised model can now be substituted in the criterion function, thus giving: 
VN(O) _1Z {1k(00 + [0 -0 ]Tofk(0) - yk}2 . (5.19) 2 k=1 
Differentiation of this expression with respect to 6 yields: 
N 
VVN(O) 
- 
{Vfk (o 
0) 
(fk(9o) 
+ [e - eo]T V fk(00) - Yk) 
ý, (5.20) 
k=1 
where V/VN(O) is the vector of partial derivatives of the criterion function with 
respect to the parameters. The parameters can now be factored out quite easily. 
The parameters corresponding to the minimum criterion function value are found 
when the gradient vector of the criterion function given by VVN(9) is zero. Hence, 
the estimate of the optimum parameter vector is given by: 
NN -1 
0= 80 + Vfk(Oo) (yk - 
fk(®o)) (Vfk(60)[Vfk(Oo)JT) (5.21 
NN -1 
e0 
-V 
fk(e0)Ek(Oo) E (Vfk(Oo){Vfk(Oo)}T) (5.22) 
k-1 k=1 
Application of Equation 5.21 causes the parameter vector to move in the Newton 
direction. When the model is linear-in-the-parameters such that: 
f (8) = 9T , where 
0 is a regressor vector, (5.23) 
an expansion is not necessary and the optimum parameters can be found from any 
starting point, hence Oo could be set to zero. In this case, Equation 5.21 reduces 
to the general linear-least-squares solution given by: 
N -1 N 
e=E j0kOT k kEk(80) (5.2 4) k=1 k=1 
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where f (0) =0 in Equation 5.23. The accuracy of the parameters estimated using 
Equation 5.21 will depend on how well the linear expansion is able to approximate 
the local non-linear characteristic of the model. Since the accuracy of the linear 
approximation is likely to deteriorate as the (Euclidean) distance between Bo and 
the true optimum 0 increases, only small changes from Oo are likely to be estimated 
accurately in one step (Gill et al., 1981). 
The estimate of the parameter vector obtained by using Equation 5.21 is the 
optimum (in a least-squares sense) for the linearised model. Providing the linear 
approximation is reasonable, this estimate is likely to improve the fit of the non- 
linear model to the data, but the estimate is unlikely to be the true optimum. 
Hence, to move closer to the true optimum it is necessary to repeat the calculation 
of the parameter estimate by linearising the model at the new parameter estimate. 
This process is repeated in an iterative fashion, using the entire data record at 
each iteration, until the optimum estimate for the non-linear model is found. 
It can take a long time for air-conditioning plant items to explore their operat- 
ing range sufficiently enough to allow changes due to degradation faults to be 
identified. Hence, large amounts of data would be needed to estimate the fault 
parameters reliably using the batch estimation method. This approach is therefore 
unsuited for an on-line application where minimisation of storage requirements is 
sought. The alternative to batch optimisation is to formulate the equations in a 
recursive form so that the information from the data samples is stored implicitly 
in the parameters. Not being able to iterate on the whole data record means 
that approximations have to made to derive a recursive form of the parameter 
estimator. The approach that is adopted here is to re-linearise the model at each 
sample based on the previous parameter estimates, which amounts to a form of 
sequential iteration. The recursive equations based on this approach are derived 
in the following section. 
5.2.2 Recursive derivation 
A recursive set of equations can be derived for the non-linear model in a similar 
manner to the way in which the recursive least-squares algorithm is derived, e. g. 
see (, kström and Wittenmark, 1989). Before proceeding, it is useful to define the 
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following notation: 
Ek ý fk(Ok-1) - Yk (5.25) 
Ik=V fk(Ok-Y) (5.26) 
k 
Pk 
- {'} (5.27) i=1 
OBk = Bk - 
8k-1 
" 
(5.28 
Using this notation, Equation 5.22 may be re-written as: 
k 
09k = -PkiEi (5.29) 
i=1 
k-1 
_ -Pk Oi¬i + OkCk . 
(5.30) 
i-1 
At this stage it is useful to give the inverse of the P matrix in a recursive form: 
Pk 1 = Pk 
11 + kk"f'k (5.31 
Pk11 = Pkt - I)k ýbT /k. (5.32) 
The summation term in Equation 5.30 can be given as follows: 
k-1 
(5.33) -Pk i1z 9k-I 
i=1 
- 
(p_i 
- ýYk k) 
Osk-1 (5.34) 
- 
('l, 1'k'I''k 
- 
Pk 1) AOk-1. (5.35) 
Substituting Equation 5.35 into Equation 5.30 gives: 
AOk = -Pk 1(('k 1' - Pý 
l) LýBk-1} + kýk} (5.36) 
= 09k-1 - Pk'Pk 
T Aek-1 - PkOkEk (5.37) 
_ AOk-1 - 
Pkt, 
'k 
[Ck 
+ OT k 
ek-1I 
. 
5.38) 
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The accuracy of the parameter estimates at k depends on the accuracy of the 
estimates at k-1 and k-2. The errors resulting from the linearisation are 
fed back into the estimator and amplified by Pklkk. This will lead to stability 
problems even when the linearisation is reasonable. A direct feed-back of the 
parameter estimates in this way should therefore be avoided. One way to address 
the problem is to assume that previous changes in the parameter values were zero 
(or very small); i. e. 
, OT k, 
AOk-1 « Ekg and LA9k-1 « Pk4'kEk" 
Hence, the parameters at sample k can be estimated from: 
Dek = -PkOkEk 
®k = 0k-1 - Pkýbkfk. 
(5.39) 
(5.40) 
The parameter vector at sample k can thus be calculated from the model gradient 
vector, and the prediction error based on the last parameter vector. The derivation 
is not yet complete, however, since Equation 5.31 only allows the inverse of the P 
matrix to be updated. The P matrix itself therefore has to be found from a matrix 
inversion at each sample, which is undesirable for an on-line application. This can 
be avoided by applying the Sherman-Morission formula (Press et al., 1992), which 
enables the P matrix to be updated directly at each sample. 
Lemma: 
(5.41) (A + BCD)-' = A-'- A-1B(C-1 + DA-'B)-'DA-1, 
where A, B, C and D are matrices of compatible dimensions, so that the product 
BCD and the sum A+ BCD exist. Application of this lemma to Equation 5.31 
by setting: 
A=Pkl1, 
.B=bk, 
C=I, and 
yields the following updating formula for Pk: 
Pk-1 
Y'k'Yk 
Pk-1 
Pk Pk-l 
TPk-1 Ok] 
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Note that [I +, 1k Pk-10k] evaluates to a scalar for the scalar output case that 
has been considered (i. e. I= 1). A `gain' vector L may be introduced whereby: 
Lk = Pklkk (5.43) 
Pk-Ok 
= 
{Pk11kP-}k 
(5.44) 
+ OT Pk-1 0k] 
TP 
,, I" 
= Pk-1Y'k I-k Tk-1Y'k 
(5.45) 
I+ Ok Pk-1 0k 
I+ ý'k Pk-l k- 
Ok Pk-libk 
= Pk-lok 
ý/ýT '/. 
(5.46) I+ OT Pk-14'k 
i 
= Pk-lok [I +k Pk-1bk] " (5.47) 
The updating expression for the P matrix can now be given in terms of the L 
vector: 
Pk = Pk-l - Lk 
k 1'k-l 
= (I - Lk k )Pk-l" 
Hence, the complete algorithm can now be re-stated as: 
Ok = 0k-I - LkCk 
Lk = Pk-l'Ok(I +k Pk-llkk)-l 
Pk = (I - Lkßk )Pk-l 
(5.48) 
(5.49) 
(5.50) 
(5.51) 
(5.52) 
The algorithm moves the parameter estimates in an approximate Newton direc- 
tion. The P matrix is the inverse of the Hessian3 and the -/ vector is the (cur- 
rent) steepest descent direction. The P matrix contains curvature information 
that modifies the steepest descent direction and provides the step size, based on 
locating the minimum of an approximate quadratic model of the criterion function. 
It can be verified from Equation 5.31 that QI P-1 -+ oo as k -* oo. Hence, IIPI I-* 
0 and the sensitivity of the algorithm diminishes as k -+ oo. For applications 
with time-varying parameters, incorporation of `forgetting' is therefore necessary 
to keep the gain IIPIJ and hence JI LII high so that the estimator has tracking 
ability. In addition, curvature information is parameter-dependent as the model 
3The Hessian is sometimes termed the `information matrix'. 
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is re-linearised at each sample. Thus, as the parameters change. old curvature 
information will become less appropriate, which may cause the search direction to 
stop being a descent direction. The incorporation of forgetting involves placing 
a greater weighting on new curvature information in the calculations. This is 
therefore beneficial for maintaining an appropriate search direction. 
5.2.3 Incorporation of forgetting 
One way to make the estimator maintain its sensitivity to the most recent data 
samples is to weight the data according to its age. This can be achieved by first 
expressing the criterion function as follows: 
VN(6) =1 AN-kEk(B), (5.53) 
2 k=1 
where A is the `forgetting factor', or discounting factor. The forgetting gives 
the information an exponential profile with respect to sample time. Based on 
this interpretation, A is included in all the summation terms used to derive the 
estimator. Thus, using the notation defined in Section 5.2.2, Equation 5.29 can 
be re-written as: k 
09k = -Pk Ak-i IEi. 
(5.54) 
i=1 
Forgetting is incorporated into the P matrix by amending the recursive updating 
expression to: 
Pk 1= APk 11 +k1k (5.55) 
Since the recursive derivation (Equations 5.29-5.38) expresses >k 1 ie- in terms 
of the P matrix, the simple forgetting applied to the updating of the P matrix is 
equivalent to weighting the criterion function directly. 
The matrix lemma given in Equation 5.41 can be used as before to derive the 
updating formula for the P matrix by this time including the scalar A in A, such 
that A= APk': 
Pk-1 Trk-1 
Pk 
Pk. 
-I _A 
004 A- (5.56) = 
Al+ tPk pa-lok 
Pk-l k ýb 
pk-1 
Pk-1 
ý/ýT ý/ý 
(5.5. 
A+ 
ýf'k 
pk-14'k 
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The complete algorithm with forgetting is therefore given by: 
ek = ek-1 + LkEk (5.58) 
ý/` ,, /. ý 
Lk= Pk-1'f'k (ý + ? f'k 
Pk-1ýI)k) (5.59) 
_ 
lý Pk =I- Lk"f'k )Pk-1" (5.60) 
If the linear approximation to the model function is exact, the curvature infor- 
mation is independent of the parameter estimates (the case of models that are 
linear-in-the-parameters). The algorithm would then be equivalent to the recur- 
sive least-squares algorithm and forgetting would cause the estimator to behave 
similarly to a first-order filter (under the condition of persistent excitation). How- 
ever, this approximation will break down as the curvature of the surface of the 
criterion function deviates from being quadratic. 
5.2.4 Size of data record (memory vector) 
The assumption that is made implicitly by assuming that AOk-1 in Equation 5.38 
is zero is that: k-1 
i-1 
(5.61) 
Hence, it is assumed that the parameter estimate at sample k-1 is the optimum 
estimate yielding a zero prediction error. No previous first-derivative (steepest 
descent) direction information is therefore used in the parameter adjustment at 
each sample. The steepest descent direction is calculated from the current sample 
and is modified using (inverse) Hessian information to provide the Newton direc- 
tion. It may be recalled that, without forgetting, the P matrix is updated at each 
sample using: 
pk1 = Pk11 + hk'cb (5.62) 
Each unique update resulting from a new k vector effectively represents a new 
equation. The evaluation of the P matrix (inverse of Pk') is tantamount to solving 
p simultaneous equations, where p is the number of parameters. Hence, p unique 
Ikk vectors are required to make Pk' invertible. The forgetting factor determines 
the amount of information stored in the P matrix and its magnitude should there- 
fore be related to the number of model parameters. For a fixed forgetting factor, 
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the updating of the P matrix is first-order in nature. A single time constant (in 
samples), -r, can therefore be used to describe the dynamic characteristic of the 
update process; i. e. 
-1 A= exp (5.63) 
Ljung (1983) describes 'r as a `memory' time constant since it governs the extent 
in which past information is `recalled' in the calculations. Matrix updates that 
are equal in sample age to the time constant are thus weighted by approximately 
0.37. The magnitude of the time constant (and hence A) determines the effective 
number of samples that are used in the P matrix. This number of samples may be 
calculated by summing the weightings of the past samples, given by the following 
infinite series: 
n= 1+a1+A2+A3+... (5.64) 
1 (5.65) 
1-A 
It should be noted that this series is only convergent when A<1. n must therefore 
be greater than p if P-1 is to be invertible. If it could be assumed that the system 
generates unique data points ad infinitum (i. e. assuming persistent excitation) the 
following condition defining the minimum forgetting factor can be given: 
a> 1--. (5.66) 
p 
5.2.5 Robustness implications of forgetting 
The incorporation of forgetting in the algorithm means that old data is discounted 
in favour of new data irrespective of whether any new information exists. Hence, 
in the likely scenario of the system remaining at one operating point, the Hessian 
matrix (P-1) will approach singularity. Assuming the matrix is initialised to be 
positive-definite, singularity is theoretically not possible since the 
forgetting does 
not truly disregard old information, but asymptotically diminishes its weighting 
in the calculations toward zero. In practice, limitations in the precision of the 
processor do eventually lead to singularity when the inputs remain static. 
As the 
Eigen values of the Hessian matrix tend toward zero, the norm of the P matrix 
tends towards infinity. Any other numerical errors in the estimator are thus ampli- 
fied, as the P matrix determines the gain vector L. 
This phenomenon is known as 
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`blow-up' (or estimator wind-up) and various measures have been proposed in the 
literature to treat this problem, and these are known as `regularisation' measures. 
A review of some of the more common methods is provided by Ljung (1983). 
For the non-linear estimation problem considered here, the matrix singularity 
problem may be actually be avoided when the parameters are changing by virtue 
of the P matrix being a function of the parameter estimates. =f (u, 9). 
Hence, changes in the parameter estimates themselves can lead to diversity in 
over a period of time. However, under stable conditions, this effect is expected 
to be small compared with the changes due to variations in the inputs to the 
model. However, it is conceivable that parameter variations inducEd by incipient 
singularity may in fact prevent eventual numerical break down in the estimation 
process (this effect is confirmed in tests carried out in Section 6.4.1). 
The regularisation approach adopted here involves varying the magnitude of the 
forgetting factor. This involves varying .A according to a criterion related to the 
information content of the data. Fortescue et al. (1981) proposed using a criterion 
based on the information content, which includes the magnitude of current pre- 
diction errors and variations in the gradient vector. The convergence properties of 
the prediction error forgetting (PEF) method, which is described below, have been 
investigated in (Cordero and Mayne, 1981). Although the method was designed 
to operate with linearly parameterised models it can be applied to the non-linear 
problem considered here since the estimation algorithm derived in Section 5.2.2 is 
analogous to the linear form. 
Another regularisation technique considered that can be combined with PEF is 
known as `directional forgetting' (DF), which was proposed to address the poten- 
tial lack of diversity in the gradient vector (i. e. '). The objective behind the DF 
method is to compensate for the possible non-uniform distribution of information 
conveyed in the operating space. The method operates by allowing the 
P matrix 
to be incremented or decremented by deriving an updating expression from: 
Pk 1= Pk 11 + Ok kk Ii'k I (5.67) 
0 can be positive or negative and is varied according to 
how orthogonal x/ is to 
the information already stored in the P-1 matrix. The DF method was originally 
proposed by blulhavy and Karny (1984) and is described 
by Hägglund (1985). 
The convergence properties of the method have been investigated 
by Campi, 1991. 
When the PEF and DF methods are combined, the result is the PEDF method 
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(Bertin et al., 1985). The DF aspect tends to dominate the PEDF algorithm 
and in the event of a lack of excitation and yet changing parameters. the DF lacks 
sensitivity. Hence, it would be difficult to detect faults by observing the parameters 
while the system stays at one operating point. The PEF method does not suffer 
this problem since the parameter estimates remain sensitive to any error-inducing 
phenomena. A comparison of the three approaches is given by Bert in 0 al. (1986) . 
The PEF algorithm is favoured for the FDD application considered here since it 
remains sensitive to errors. The algorithm is given by: 
Ek =f k(ek-1) - yk (5.68) 
rk = %k' k-11/ßk (5.69) 
pk-1 ýk 
Lk = 1+r 
(5.70) 
k 
ek = ek-1 - 
Lkgk (5.71) 
2 
Ak = max Ao, AE (0.1) (5.72) 
+rk)Y 
Pk =1 ýk 
(I - LkO )Pk-1 " (5.73) 
Equation 5.72 thus modifies the forgetting factor. An approximation is made 
in Equation 5.70 by substituting unity for the forgetting factor. This is done 
since the inclusion of Ak in this expression would mean that A would have to 
be updated before Lk. This would result in a more complex algorithm where a 
quadratic would need to be solved at each sample. The use of unity instead of Ak 
in Equation 5.70 therefore reduces the complexity involved in estimating A and 
the practical differences resulting from this simplification are small in most cases 
(Fortescue et al., 1981). The constraint in Equation 5.72 is nevertheless necessary 
to protect against ) being too low. An appropriate lower bound is obtained from 
1-p, as described in Section 5.2.4. 
The parameter, -y, determines how the size of the prediction error affects the 
forgetting factor. Fortescue et al. (1981) discuss the significance of this parameter 
on the estimator behaviour and provide the following guideline to its estimation: 
ýy = Iroa2, (5.74) 
where rp is a nominal time constant that 
A will be asymptotically derived from, 
01 2 is an estimate of the variance of the output signal in the absence of parameter 
induced prediction errors, i. e. the variance of the measurement noise, when the 
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model is perfect. The PEF algorithm is simply convergent, in contrast to the 
exponential convergency of the basic forgetting algorithm (Bittanti Et al.. 1989). 
This slower convergence rate has implications for the tracking ability of the esti- 
mator, as outlined by Anderson and Johnstone (1983). The main problem is that 
when A is stuck on its upper bound of 1, the P matrix will tend toward zero. 
Eventually the precision of the machine that is running the algorithm will trun- 
cate the elements of the P matrix to zero and the estimator will lose its tracking 
ability. This can be avoided by incorporating an upper bound on A, which is less 
than unity, thereby guaranteeing alertness; for example 1-S. where S is a small 
number close to the machine precision. 
Implications of structural inadequacies in the model 
Another problem affecting on-line parameter estimation methods that incorporate 
forgetting is related to the nature of the inherent structural inaccuracy of the 
model. In practice, the model will have a varying level of accuracy across the range 
of operation due to structural deficiencies in the non-linear equations. Since the 
parameter estimator will always endeavour to reduce the prediction error to zero, 
the estimator may try and improve the fit of the model in a region of structurally 
poor fit, at the greater overall expense of another better approximated region. This 
effect has been investigated by Hepworth (1994) and was termed 'over-training'. 
This can be avoided by reducing the sensitivity of the estimator (i. e. by increasing 
y). The effect of this is to increase the size of the implicit data record, which is used 
in the estimation of the parameters. Hence, by making the implicit data record 
long enough so that it contains samples from a large portion of the operating range, 
the sensitivity to local structural inaccuracies will be reduced. This technique is 
only appropriate, however, if excitation in the input signals can be guaranteed 
over the period of the implicit data record. 
5.2.6 Initialisation of P matrix 
For the recursive algorithm described, the initial values: Oo and Po are required. 
The accuracy of the initial parameter vector in relation to the real system pa- 
rameters represents the amount of a priori information embedded in the model'. 
4The model structure also constitutes a priori knowledge of the system. 
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For a truly linear-in-the-parameters model the P matrix (the inverse Hessian) is 
directly related to the parameter covariance matrix. When the model is close to 
being linear the relationship becomes approximate; thus: 
cov(9o) - 0'2Po" (5.75) 
This relationship holds for the scalar output model case. o, represents the variance 
of the output residuals and cov(9(0)) denotes the covariance matrix of the initial 
parameter estimates. The usual approach is to set P to be some large multiple 
of the identity matrix. However, this results in initial large steps in the steep- 
est descent direction, which can result in initial instability in the face of noise, 
unmeasured disturbances, etc. For the application considered here, the intention 
is to obtain initial estimates of the parameter values before the estimator is put 
into operation. In this case where the parameters are known a priori, and the 
prediction errors are likely to be small. Hence, the initial matrix can be set to the 
identity matrix to ensure initial stability; thus: 
Po=I. (5.76) 
5.2.7 Calculation of derivatives 
Calculation of the derivatives for the heat exchanger subsystem models described 
in Chapter 4 is a non-trivial task. Analytical evaluation of the derivatives for these 
models increases the design `cost' of the FDD scheme. If the estimator is made to 
be reliant on analytical derivatives, the advantage of being able to utilise models 
developed for other purposes by simply interchanging a `model module' is lost. 
The derivatives are therefore calculated numerically here, thus allowing a generic 
procedure to be developed that is applicable to different models. 
Derivatives are approximated numerically using finite differencing, which is an 
application of the Taylor series expansion. The minimum requirement for the 
numerical evaluation of the first derivative is that the function be continuous in 
the region of interest. The success of the recursive prediction error method is 
critically dependent on the accuracy of the derivatives. One source of errors in the 
derivative approximation stems from neglecting higher order terms in the Taylor 
expansion. The effects of this 'truncation error' can be reduced, however, by 
employing a central differencing approach, which eliminates alternating terms in 
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the error component; i. e. 
f1(x) -f 
(x h) -f (xh) +OT, 2h 
where: 
h2 d3. f(x) h4 d5. f(x) ýT = 3! dx3 + 5! dx5 .... (ý. " ) 
Hence, the truncation error tends to zero as the differencing interval tends to zero. 
In practice, account has to be taken of the precision of the machine. An interval 
that is too small may cause the differences between f {x - h) and f (x + h) to be less 
than the machine precision, thus causing the numerator and hence the gradient to 
be always zero. An approximate formula for estimating the differencing interval 
that produces the minimum combined error due to truncation error and machine 
precision constraints is given by Gill et al. (1981): 
ý2 =H1 
3' 
(5.19) 
where eR is the minimum value able to satisfy 1+ ER >1 on the machine being 
used. 
5.2.8 Calculation of confidence intervals 
Confidence limits for the estimated fault parameters can be calculated quite easily 
by exploiting the analogy between the estimation method and multiple linear re- 
gression. As mentioned previously, the P matrix represents the covariance matrix 
of the parameters in linear regression. The variance of each parameter estimate is 
therefore given by: 
var(9i) = S2p,,, (5.80) 
where var(O2) is the variance of the ith parameter, se is the sample variance of 
the prediction errors and PRq is the ith diagonal element of the P matrix. The 
student-t statistic can be used to calculate a confidence interval on Oi such that 
the true parameter value is attributed a 100(1 - a) percentage chance of being in 
the range: 
var(9t) of ± tct2, y, _p n-p 
(5.81) 
where n is the effective number of data samples, p is the number of parameters, and 
t is the student-t distribution with n-p degrees of freedom. Since the forgetting 
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factor is variable, se and n have to he calculated recursively thus taking into 
account the variations in \k, such that: 
nk = Aknk-1 +1 
22 
Sek - 
ASek_l + (l 
- rýkýEk, 
(x. 82) 
(3.8: 3) 
where Ek is the square of the model prediction error. Since n will be a continuous 
real value, t should also be continuous. This continuity can be achieved using a 
polynomial function to enable the discrete values of the t statistic to be interpo- 
lated between at a specified confidence (Leonard et al., 1992). It should be noted 
that the accuracy of the confidence limits calculated using these techniques is de- 
pendent on how well the quadratic approximation describes the local characteristic 
of the criterion function. 
5.3 Summary of the chapter 
This chapter has described a recursive parameter estimator suitable for application 
to models whose outputs are non-linear functions of the parameters, such as those 
described in Chapter 4. The algorithm is suited to the tracking of parameters that 
change slowly in relation to the rate at which steady-state samples are obtained 
from the real system. The estimator is able to remain alert to recent parameter 
changes as the information used in the estimation is weighted according to its age 
(in samples) by a process of `forgetting'. The problem of estimator wind-up has 
been considered and a modification to the basic algorithm has been described. 
The modification involves varying the forgetting factor according to whether the 
most recent data contains information that is new, compared with the data that is 
already implicitly stored in the parameters. When the change in the parameters 
between samples is small, the linear approximation to the model function will 
be most accurate. In this situation the P matrix is analogous to the covariance 
matrix for the parameters. This fact is exploited by using the P matrix to calculate 
confidence intervals for the parameter estimates. 
The chapter has also described a steady-state detector used to extract steady-state 
data, samples from the raw data obtained from the control system. The model of 
the subsystem is utilised so that only a single threshold is required by the steady- 
state detector. Noise in the measurements is treated by using a Butterworth filter. 
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The behaviour of the estimator is now evaluated in Chapter 6, using simulation- 
based techniques. 
Chapter 6 
Analysis of estimator 
simulation 
Introduction 
using 
One of the main factors influencing the robustness of the par(iiiieter cstiinator 
is tin' dcctirary of the linear approximation to the model fuii t ion. Sill((' i 1w 
validity of the approximation will depend on the functional gnat ure of i he model 
t] w rohiist, >>ess of the estimator cannot be assessed independently of tin' model. 
'I'lhis is in contrast to estimators that are designed to work wit h innodelk t liai aale 
ii11('ai -in-the-paraineters. 
'I'lhcre mrc a numbci- of other factors. besides the functional form of the muý(lcl. 
I Iii influciice the robustness of the estimator and the resulting accui 'v of i he 
est il11<it('(1 parameters. The most important of these are considered separalely of 
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The analysis is carried out using the heating and cooling coil subsystem models 
described in Chapter 4. The initial parameter values selected for the models 
determine the local non-linearity about which the linear approximation is made 
during the estimation process. The initial values therefore have the potential to 
affect the robustness of the estimator. Since there is a fairly high number of 
parameters, it is not feasible to conduct the robustness tests at every possible 
combination of initial values. Consequently, the initial values will remain constant 
throughout the tests at the values given in Table 4.4, in Chapter 4. 
The `system' used to generate the data is the same static model that is used in 
the estimator. All the data are in steady-state and the steady-state detector is 
therefore not used. In each of the tests, the P matrix is initialised to the identity 
matrix. The estimator is used to estimate the three fault parameters selected in 
Section 4.3, and these are listed in Table 6.1. All other parameters of the model 
remain fixed at their initial values. 
Table 6.1: Fault parameters 
FAULT PARAMETER MEANING 
1 (-) fractional flow leakage through valve control port 
Ru, (kW-' " K) tube wall resistance of heat exchanger 
b (K) off-set of supply air temperature sensor 
During the estimation process, each of the fault parameters was constrained to 
be within the following feasibility limits: 0.0001 <l<0.7,0 < Rw < 15, 
-10 <b< 10. The limits for the forgetting factor used in the recursive algo- 
rithm (Equations 5.68-5.73) were: 0.66 <A<1-8; where S is a small number. 
6.2 Analytical techniques 
Most of the analytical techniques that have been proposed for analysing the be- 
haviour of recursive estimators only consider the asymptotic behaviour, such as 
the values to which 0 converge to as t -+ oo. These techniques assume the gain of 
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the estimator2 tends to zero as t -+ oo, and are therefore most suited to analysing 
the asymptotic behaviour of the estimator to step changes in the system param- 
eters. The most common method of analysis involves representing the recursive 
equations as a set of deterministic differential equations. Stability theory can then 
be used to evaluate the properties of the differential equations, and the findings 
can be related to the original estimator equations. Asymptotic analyses of the 
PEF recursive equations applied to linear models can be found in (Cordero and 
Mayne, 1981). 
It is the behaviour of the estimator in response to time-varying system param- 
eters that is of most interest for the application considered in this thesis. An 
analytical analysis is significantly more complex for the time-varying parameter 
case and simulation-based techniques are therefore usually preferred (Ljung and 
Söderström, 1983). For the non-linear model that is considered, there is the ad- 
ditional problem of the parameters having the potential for collapsing on a local 
minimum (or a saddle point). 
The `surface' of the criterion function essentially determines the performance of 
the estimator. It may be recalled that the criterion function is defined by: 
N 
VN(O) =1 
[fk(, 
u) - yk] 
2, 
ýs. 1 
where yk is the measured output from the system, which is a function of the inputs 
(u) and the system parameters (0), i. e. yk =f (u, 0). The shape of the criterion 
function surface is therefore characterised by the values of the vectors u, 8, and 
0 for the data record (from k=1 to k= N). The incorporation of forgetting 
simply makes V more sensitive to recent values of u, 0, and 0. Two factors that 
will affect the shape of the criterion function and hence the performance of the 
estimator are listed below. 
1. Accuracy of the linear approximation to the model function over the region 
of discrepancy between the system parameters (0) and the model parameters 
(i). 
2. Coverage of the input space Uk, for k=1 to k=N and how well this 
accentuates the differences between the parameters. 
2In the estimator considered in this thesis, the gain is ultimately determined by the time- 
varying forgetting factor AA,. 
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As the accuracy of the linear approximation to the model function deteriorates, the 
surface of the criterion function becomes less quadratic. and a potential for local 
minima arises. For the problem of estimating the parameters for a batch of data 
(Section 5.2.1), the number of iterations (parameter movements in the Newton 
direction) required to converge on the solution increases as the surface of the 
criterion function deviates from being quadratic. The recursive implementation 
of the estimator does not iterate on the whole data record, instead an additional 
iteration can only take place when a new data sample is obtained. The existence of 
a non-quadratic minima will therefore impede the ability of the estimator to track 
changes in the parameters. Moreover, the linear approximation may be inaccurate 
enough to induce local minima in the criterion function and the parameters may 
subsequently collapse on a false set of values. 
In practice, the coverage of the model input space will be non-uniform due to 
stochastic disturbances and the effect of the non-linearity in the input space. An 
illustration of this non-linearity, for the heating coil subsystem model, is presented 
in Figure 6.1. This figure shows how the normalised air-side approach (defined 
in Equation 4.63) of the model varies in the input space of the fractional air flow 
rate and the valve control signal. 
A sparse coverage of the input space has the effect of flattening the minimum. 
Consider the two dimensional problem of estimating the degree of thermal resis- 
tance in the heat exchanger (R,, ) and the degree of leakage (1). This problem is 
illustrated in Figure 6.2, which shows the surface of the criterion function in the 
parameter space of R,, and 1, in the form of a contour plot. Each of the four 
surfaces in the figure was generated by defining the optimum (system) parameter 
vector as 0= [Ru , 
1, b] = [0.5,0.05,0.01. Different numbers of input-output 
vectors were then used to generate each of the surfaces. All the inputs to the 
model were constant except the valve control signal, which was varied between 
the ranges specified at the top of each graph. It can be observed that when only 
one data vector was used (denoted by u=0.5 - 0.5 on the graph), a trough exists 
on the surface. Any combination of Ru, and l in the trough could therefore min- 
imise the criterion function, and the problem does not have a unique solution. As 
the number of data vectors is increased, a minimum can be seen to develop and 
become more pronounced. 
When the minimum is not well defined and the curvature is small, there is in- 
creased uncertainty involved in the estimation of the parameters. The method for 
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Figure 6.1: Non-linearity of the heat exchanger model in the input space 
calculating the confidence intervals, described in Section 5.2.8, exploits this fact by 
narrowing the interval in proportion to the curvature of the minimum'. Surfaces 
of V have been generated for the other two combinations of fault parameters (b, 
Rw, and b, 1) and these are presented in Figures 6.3 and 6.4 respectively. 
The surfaces in Figures 6.3 and 6.4 undergo similar topological changes to the 
surface in Figure 6.2 as the number of data vectors is increased. The surfaces 
are examples that were contrived to demonstrate the variation in the curvature 
of the minimum by using increasing numbers of (distinct) input-output vectors 
from regions of the operating range that were known to allow the parameters to 
be distinguished. Hence, leakage and fouling can be distinguished when the valve 
control signal is either high or low; sensor off-set and fouling when the control 
signal is low; and sensor off-set and leakage when the control signal is high. 
In the case where the surface of the criterion function is globally quadratic4, the pa- 
'The confidence interval is related to the magnitude of the prediction error in addition to the 
number of unique input-output data vectors. 
4As is the case for a linear regression model: y(t) = OT 8. 
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rattleter estimates will always converge on the best estimates (iii the least-squares 
sense) for the particular input-output data. The nature of the changes in the 
system parameters does not therefore alter the asymptotic convergency of the 
parameters. In the case of the non-linear models considered here, there is the 
possibility that there may be local minima, or saddle points on the surface of the 
criterion [ttuctioil. Hence, the estimator may converge on parameter values that 
are ttot, the best estimates for the data,. The nature of the change in the pa, ram- 
eters is therefore of particular importance for the non-linear estimator and this is 
itivestiga. ted in the next Section. 
6.3 Robustness to different fault types 
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im! pient faults develop slowly causing a change in parameters that is a slow, 
rofli, iIit[ous function of time. In the case of incipient faults, the rate of change of 
Hie parameters may vary. For simplicity, it will be assumed that this type of fault 
(atisc's the parameters to change at a constant rate, thereby allowing the behaviour 
to be modelled as a, ramp change. By assuming that abrupt and incipient faults 
ca li be modelled as step and ramp changes respectively, two factors need to be 
in estigated: the step size and the gradient of the ramp. 
'I'lse effects of varying the step size and the gradient of the ran-11) change are 
analysed empirically in Sections 6.3.1 and 6.: 3.2 for the heating and cooling coil 
"1I1)sastem models respectively. The two input signals that are most likely to vary 
rapid iv during normal operation of these subsystems a. re the flow rate of the inlet. 
air (iii, ) and the valve control signal (uz, ). Data, is generated from the simulated 
systeiii 1) varying these two inputs in a. random way to ensure 
data diversity and 
lieuce the identifiability of the model: 
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Where 0<<I is a, random number, 7iia, mü j, is the maximum air-flow rate 
deliverable by the supply fan. All other inputs are kept constant during the 
analysis at the values shown in Table 6.2. 
Table 6.2: Valdes of the fixed input variables 
VALUE 
INPUT VARIABLE Cooling ý Coil Tests Heating Coil Tests _s 
inlet air temperature 30 °C 10 °C 
inlet water temperature i °C b0 °C 
inlet air relative humidity 0% 0% 
`hlic Iii 1(t air is set to be dry so that the cooling coil is tested in its dry mode only 
to avoid the possibility of evaluating the derivatives around the point where the 
coil model is switched between its wet and dry modes. 
Sectt em-es of steps tests and ramp tests of varying magnitude and gradients were 
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performed on the fault parameters, for the heating and cooling coil models. The 
sequence of step sizes was as follows: AO, 2z O, 3z 9, 408.4\O; where AO is 
given by: 
09T = [AR Al Ob] 
= [1.0 0.05 0.5], 
(6.4) 
(6.5) 
L\9 was selected to correspond approximately to the degree of fault for which 
detection would be expected to be possible, in view of the noise and uncertainties 
associated with real systems. 
The parameters R. tz1 and 1 were stepped in the following directions: +, +, -, +, 
-. The sensor of set parameter, b, was stepped in alternate positive and negative 
directions. Each of the parameter changes was held for 300 samples. The ramp 
tests involved ramping the parameters at a rate that enabled them to reach the 
same magnitude of change as each of the steps over the 300 sample period. The 
sequence of (unsigned) gradient changes (per sample) is thus given by: 3o -1--AO, 
150 
A9,75 A9,37.5 AO) 
37.5 
L9. In addition, the fault parameters were fixed at 
their initial values for the first 100 samples of each test sequence to let the P 
matrix stabilise. The parameter -y in the estimator (Equation 5.72) was set to 0.1. 
Such a low value is reasonable since the model and `system' are identical and there 
was no uncertainty associated with the signals. All fault parameters are varied 
during the tests so that the ability of the estimator to track changes in each of the 
parameters can be compared simultaneously. 
6.3.1 Heating coil subsystem 
The results of the step and ramp tests on the heating coil subsystem are presented 
in Figures 6.5 and 6.6 respectively. Each figure contains five graphs. The top 
three graphs show the variation in the fault parameters with sample time, the 
fourth graph from the top shows the trace of the P matrix, and the bottom 
graph shows the magnitude of the forgetting factor. The dash-dot line on each 
of the parameter graphs is the true system parameter values, while the solid line 
represents the model estimates. In addition, each of the parameter estimates is 
surrounded by two solid lines, symmetrical about the estimates, and these lines 
represent a 99.9% confidence interval (estimated using the method described in 
Section 5.2.8). 
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Figure 6.5: Heating coil step test 
The behaviour of the estimator is similar to a first order filter for the smallest step 
changes, but oscillatory behaviour ('hunting') can be observed during the period 
immediately following the largest parameter changes (1000 samples, and 1300 
samples). The direction in which the parameter vector is updated is determined 
by the current gradient information and the accumulated curvature information in 
the P matrix. At the instant of change this information is based on the parameter 
values of the system prior to the step. The appropriateness of the search direction 
calculated using this information is therefore dependent on the validity of the 
linear approximation, over the region of parameter change. 
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As the instantaneous error determines the size of the parameter change (Equa- 
tion 5.58) a large error caused by a step change will result in a large movement 
in the search direction calculated using old parameter values. Providing succes- 
sive parameter adjustments manage to move the parameters closer to their target 
values, the directional information will become increasingly appropriate and the 
estimates will converge. Hence a period of initial oscillation is to be expected for 
the non-linear estimator. The estimates of the confidence interval reflect the ini- 
tial uncertainty immediately following a parameter change. The intervals widen 
in response to the parameter changes, and narrow as more information at the new 
°o 
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parameter position is obtained. The estimator was able to track the parameter 
changes closely during the ramp tests. The only significant inaccuracies in the 
estimates occurred during the final ramp, which caused the estimates of ! and 
R,, to become erroneous. The trace of the P matrix can be seen to increase in 
magnitude during the period that the accuracy of estimates deteriorates. The P 
matrix affects the gain in the estimator and may thus be responsible for moving 
the estimates too far in an inappropriate direction during the period of the final 
ramp change. 
It may be noted that the model function is linear in the direction of the b parame- 
ter. The gradient of the model output with respect to bis constant (b = 1) over the 
range of operation and is independent of the inputs and other parameters. Hence, 
the linearisation in the direction of this parameter carried out at each sample is 
exact. Estimation of this single parameter in isolation would thus be a linear least- 
squares problem. However, as the estimation task is multi-dimensional, the search 
direction can be affected by the approximations made in the other non-linear di- 
mensions. Since the derivative of the model function with respect to the off-set 
parameter is constant across the range, the estimator always remains active in the 
direction of this parameter. Hence, the inclusion of this parameter in the estima- 
tion process will contribute to the uncertainties associated with the estimation of 
the other parameters. 
During the step test sequence, the forgetting factor remains on its upper bound for 
most of the time but is reduced in response to the initial, large prediction errors 
resulting from the steps. During the ramps, the forgetting factor is oscillatory 
within its upper and lower bounds. As the model is non-linear, the magnitude of 
the prediction error will vary with the inputs. Hence, the random nature of the 
input excitations is responsible for the noisy behaviour of the forgetting factor. 
The trace of P is the sum of the Eigen values and can thus be used as a measure 
whether the matrix is approaching singularity (when trace(P) -4 oo). Moreover, 
the trace may be used as an indication of the condition of the solution. From 
this interpretation it appears from the step test sequence as though the condition5 
deteriorates as the magnitude of change in the parameters is increased. This effect 
can also be observed during the ramp sequence, where the trace decreases when 
the parameters approach their original values. 
'For the non-linear estimator, a poorly conditioned solution may indicate a break-down in 
the quadratic approximation. 
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The results of the step tests and ramp tests on the heating coil subsystem show 
that the tracking ability of the estimator does, as anticipated during the derivation. 
deteriorate with increasing step size and ramp gradient. The estimator loses most 
of its tracking ability during the initial response to the step sizes that were greater 
than or equal to 2AO. For the ramp changes, the parameter estimation errors 
are relatively small for all the gradients below 75 08. It may be noted that the 
confidence intervals manage to predict the level of inaccuracy in the parameter 
estimates quite well. 
6.3.2 Cooling coil subsystem 
Figures 6.7 and 6.8 show the performance of the estimator when the dry cooling 
coil subsystem is subjected to the step and ramp test sequences. 
The response of the estimator is dependent on the local non-linearity of the model 
function. As the characteristics of the heating and cooling coil models are different 
and have different initial parameter values, the performance of the estimator is 
expected to differ between the two models. This is evident in both the step tests 
and ramp tests. The estimator appears to be relatively stable for the smaller 
steps but the larger steps induce severe instability. A large oscillation in the 
parameter estimates can be observed for the third step in the sequence, however 
the estimates do converge to the correct values toward the end of the step. The 
fourth step causes the most problems, with the estimates failing to converge on 
the correct values. This could be due to the estimator converging on a local 
minimum, or saddle point. The forgetting factor is kept low (and hence the gain 
is kept high) during the period following the fourth step due to the magnitude of 
the prediction errors resulting from an inadequate model `fit' at the position of 
the false solution. Changes in the system parameters cause the characteristic of 
the criterion function to change. The final step causes a significant enough change 
to enable the parameter estimates to leave the false solution and converge on the 
correct values. As with the step sequence, the accuracy of the parameter estimates 
in response to the different ramp changes is inferior to that experienced for the 
heating coil subsystem. 
The performance obtained from the estimator for the heating and cooling coil 
models was similar for the smaller changes in parameters. However, the estimator 
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Figure 6.7: Cooling coil step test 
1500 
was less able to track the large parameter changes in the cooling coil model than 
in the heating coil. One conclusion that could be made from this is that the 
cooling coil is more non-linear than the heating coil in the local region about which 
the linearisations are made. Since each model uses identical valve models, the 
only differences in model structure lie in the NTU-effectiveness expressions. The 
differences in the non-linearities are therefore likely to be mostly due to differences 
between the initial estimates of all the other parameters of the models, e. g. valve 
authority, heat transfer resistances, etc. 
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regions where data should be obtained to enable the fault parameters of the heat 
exchanger models to be made easily identifiable: 
" low duty - where leakage is most apparent (i. e. closed valve); 
" mid duty - where the effects of leakage and the fouling are small compared 
to the effects of sensor off-set; 
9 high duty - where fouling is most apparent. 
As discussed in Section 6.2, the performance of the estimator is affected by the 
variation in the input variables. For example, if there is a change in the leakage 
parameter it will be apparent at low duty. However, any observed change at a 
single point in the low duty region could also be due to a sensor off-set. The 
variation in the inputs must therefore be such that information is obtained from 
the mid duty region. This then eliminates the possibility of a change in the 
off-set parameter being the cause of the anomaly. For the three fault parameters 
considered, the reliable estimation of parameter changes requires information from 
all regions. The rate by which the inputs are required to vary in order to identify 
the three parameters depends on how quickly the parameters are changing, i. e. as 
the parameters vary more quickly, the inputs also have to vary more quickly to 
ensure identifiability. 
The problem of obtaining sufficient input excitation is investigated in this section 
under the circumstance of all parameters varying slowly with time. Information 
from low, medium, and high duties is required to ensure identifiability of all the 
parameters. The differences between the effects of changes in the three fault 
parameters can be made to be more apparent by changing the control signal to 
the coil valve rather than the air-mass flow rate. Hence, it is the nature of the 
variations in this signal that mainly determine the tracking ability of the estimator. 
The performance of the estimator is therefore examined in the next section by 
varying the frequency of this signal. The heating coil model is used during the 
tests and the initial parameter and input values are set equal to the those used in 
the previous section. The fault parameters of the system are all ramped slowly at 
the following constant rates (per sample): Al = 15000' 
A& - 1500 
', Ab = 3' 
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6.4.1 Sinusoidal variations in valve control signal 
Figures 6.9,6.10, and 6.11 show the results of varying the control signal to the 
valve actuator sinusoidally with maximum amplitude, at different frequencies. It 
can be observed that as the frequency decreases, the ability of the estimator to 
track the parameter changes deteriorates. The parameter estimates oscillate about 
the true parameter values with the same frequency as the input signal for the two 
higher frequencies, but at the lower frequency the estimates become unstable. 
The breakdown of the estimator at low frequencies is due to the lack of informa- 
tion. The estimator is unable to reduce the prediction error at each sample since 
not enough directional information has been accumulated. The parameters are 
thus moved in an inappropriate direction and subsequent prediction errors, which 
determine the size of the parameter step, increase. 
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Figure 6.9: High frequency (- cycles/sample) variation in the valve control signal 100 
The variable forgetting procedure responds to an increase in prediction errors by 
reducing the magnitude of the forgetting factor. This occurs at approximately 
350 samples in Figure 6.11. The variation in the forgetting factor and the trace 
of P for this low frequency case is shown in Figure 6.12. It can be observed 
that while the forgetting factor is low, the trace increases rapidly'. When the 
6The range of the trace is so large that a log scale is used for the y axis. 
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trace is high the gain of the estimator is also high, which results in the large 
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parameter changes. It may be observed that the period of instability around 400 
samples is soon followed by re-stabilisation of the parameter estimates. This is 
an interesting phenomenon, which is due to the fact that 0. and hence P, is a 
function of the parameters as well as the inputs. Thus, due to the non-linear 
nature of the estimation problem, instability that is induced due to the P matrix 
tending toward infinity is self-correcting. The effect can be observed in Figure 6.12 
where the trace of P peaks at around 106 but is reduced to around 102 when the 
parameter estimates oscillate7. 
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Figure 6.12: A and the trace of P for low frequency variation in the valve control 
signal 
Prediction error forgetting is intended to avoid the Hessian matrix tending toward 
singularity when the parameters are approximately constant, and while the sys- 
tem remains at one operating point. It also improves the ability of the estimator 
to track parameters that vary at a non-constant rate. However, the procedure 
does not explicitly protect against a lack of input excitation, since the information 
content of the data is determined jointly by the variation in and the magnitude 
of the error. Hence, instability in the estimator will result if the inputs are not 
varying at a rapid enough rate to keep up with parameter variations. This insta- 
bility is, however, an indication that the parameters are changing. The estimator 
'The oscillations are constrained within the feasibility limits that are imposed. 
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therefore retains its fault detection capabilities despite being presented with insuf- 
ficient data. The potential for instability is not a desirable attribute, however. and 
techniques that utilise expert knowledge to constrain the estimation process may 
be required in practice; this approach is sometimes known as `jacketing' (Dexter 
and Haves, 1989). One possible technique would be to limit the rate of change of 
the parameters in accordance with expectations of the likely rate of change of the 
system parameters. 
The results presented in Figures 6.9,6.10, and 6.11 illustrate the effects of varia- 
tions in the valve control signal while maintaining the other inputs at a constant 
level. Since the models are designed to be used with VA`' systems it is unlikely 
that the air-mass flow rate will be constant. Hence, the results represent a worst- 
case scenario. Variations in the mass flow rate of the air also serve to accentuate 
differences between parameters, although not to the same extent as variations in 
control signal. The robustness and tracking ability of the estimator is therefore 
improved when the air flow varies. This is illustrated in Figure 6.13, which shows 
the improvement to the tracking at the cycling frequency of 1/250 samples when 
the air flow is also varied at a high frequency, with a small amplitude about its 
mean value. The improved tracking ability is accompanied by narrower confidence 
intervals, thus confirming the improved level of certainty in the estimates. 
Implications of variability in inputs for real systems 
The results of the tests with different frequency variations in the 
input signals 
show that instability is induced in the estimator at a frequency of löoo cycles per 
sample. The change in the system parameters for one cycle at this 
frequency is: 
A0T = [OR Al Ab] (6.6) 
= [0.67 0.067 0.33] (6.7) 
In practice, diurnal variations in inputs to the system represent 
the dominant form 
of cyclic excitation. Hence, based on the empirical analysis, 
the estimator would 
be susceptible to instability if the degree of 
fault increased by more than the AO 
given above, each day. 
The estimator is able to track the system parameters reasonably well at 
the fre- 
quency of 25ß cycles/sample. 
The change in parameters per cycle at this frequency 
6.5. Measurement noise 
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Figure 6.13: Improvement gained in the tracking ability of the estimator by varying 
fractional air flow rate 
may thus be a more realistic limit for the maximum increase in the degree of fault 
that is trackable for each day, i. e. -'AO. It should be noted that these results 
relate to the case where all the fault parameters are changing simultaneously. The 
estimator may be better able to track changes in a single parameter for the same 
frequency variation of inputs. 
6.5 Measurement noise 
This section investigates the effect that noise has on the performance of the es- 
timator. In practice, noise is present in the signals obtained from sensors that 
are used to monitor physical properties, i. e. air-flow, temperature, pressure, etc. 
Although there is no noise directly associated with control signals these signals 
can contain high frequency components due to the operation of feed-back control 
based on noisy sensors. 
Noise effects can help alleviate some of the numerical problems that can occur in 
the estimator. In particular, the singularity problem associated with the Hessian 
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matrix is avoided if the noise level is sufficient to induce significant variation in 
ib between samples. Noise also affects the estimates of the parameters, since the 
size of the parameter adjustment at each sample is governed by the prediction 
error. Variations in the prediction error, due to noise, therefore pass directly 
through to the parameter estimates. In addition, the problem is accentuated 
since the estimator was derived based on a least-squares criterion function. The 
effect of noise on the parameter estimates will therefore increase quadratically with 
magnitude. 
The effect of noise on the parameter estimates is demonstrated under the condition 
of maximum input signal variability and slowly ramped parameters. Gaussian 
noise having zero mean and different variances is applied as an additive component 
to the temperature of the air leaving the coil. 
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Figure 6.14: The effect of noise: a2 = 0.05K 
Figures 6.14,6.15, and 6.16 show the results obtained from the estimator with -y 
fixed at 0.1. It can be observed that the parameter estimator acts as a filter to 
the noise (in the prediction errors) and the parameter estimates are thus fairly 
insensitive to the noise effects. In contrast, the confidence interval is related 
directly to the variance of the noise in the output as the prediction error is used in 
its calculation (Equation 5.80). Although the mean of the parameter estimates can 
be observed to correspond quite well with the true parameters. the non-linearity 
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of the criterion function means that the optimum solution may be pushed outside 
the region where a local quadratic model yields the correct parameters. This may 
be the cause of the deterioration in the accuracy of the mean, after 1000 samples. 
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for the 0.1 K variance level. 
1: 18 
Noise in the output signal can be counteracted by increasing the magnitude of -y, 
which ultimately reduces the sensitivity of the estimator to real prediction errors. 
Reductions in the sensitivity of the estimator are unavoidable if the effects of noise 
are to be sufficiently diminished. Hence, the sensitivity and reactiveness of the 
parameter estimator in response to real parameter changes will be proportional 
to the level of noise in the measurements. Figure 6.17 shows the improvement 
to the estimator stability at the noise variance level of 0.2K that is achieved bfr 
increasing -y to twenty'. The parameter estimates are more stable but the lag 
increases between the estimates and the real parameters. It can also be observed 
that the confidence interval is narrower during the initial part of the response to 
the ramp. This is due to the initial values in the P matrix' taking longer to 
diminish due to the decreased sensitivity. 
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Figure 6.17: The effect of increasing 'y to compensate for noise 
8Using the Equation 5.74, where y= a2T-a, T-0 is thus calculated as 100 samples. 
'The P matrix is initialised to the indentity matrix. 
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6.5.1 Quantification of noise effects in real systems 
Noise in the model inputs can be treated as additional noise in the output and 
hence also counteracted by adjusting -y. Consider a SISO system. which is non- 
linear in the inputs: 
y= . 
f(x+il) + t, (6.8) 
where f (. ) is the model function, 'q is the noise in the input signal and µ is the 
noise in the output signal. Equation 6.8 can be expanded as follows: 
dx + pi - (6.9) 
Hence, the total noise present in the prediction error10 may be calculated by 
summing the output noise and the input noise multiplied by the derivative. For 
the MISO case the derivatives become partial and the total additive noise is given 
by: 
v= wT 77, 
where: 
(6.10) 
lp T^1 
Of(x) Of(x) 
... 
Sf (x) 
(6.11) äx1 0x2 äxi 
77T = [µ 77 (x1) 77(x2) ... 77(xi)] . (6.12) 
The total noise therefore depends on the partial derivatives of the model function, 
with respect to each of the inputs. These derivatives vary with operating point 
and current parameter vector, since the model output is a non-linear function 
of the inputs and the parameters. The main inputs for the dry coil models are 
considered below. 
Input temperature sensors: The input temperatures to the heat exchanger 
models are the inlet air temperature Ta, i and the inlet water temperature 
T 2. The partial derivative 
(gain) with respect to the model output (Ta, o) at 
a specific operating point is easily calculated from the following: 
10The prediction error directly affects the updating of the parameters, and any noise present 
comes from the measured output and the model output; the noise in the model output originating 
in the measured inputs. 
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Cooling Coil: 
Tao = Tai - 
Wmin 
(Tat 
- Twi) (6.13) Ga 
3Ta 
o-1 ECmin (6.11) Hai Ca 
=1-a (6.15) 
oTao ¬ min 
äTwi Ca 
(6.16 } 
=a (6.17) 
where oz is the air-side approach of the coil (Equation 4.63). Note: the partial 
derivatives for the heating coil and cooling coil are equivalent. If necessary, 
these derivatives can be calculated on-line since the required variables are 
readily available in the model. 
Valve control signal: As discussed previously, the noise manifested in the valve 
control signal originates in the sensor used in the control loop as the con- 
trolled variable. In the heat exchanger subsystems considered here, the con- 
trol variable is the temperature of the air leaving the coil. The noise in the 
control signal may thus be estimated from the noise in this sensor, providing 
the control law is known. Most of the controllers used with heat exchanger 
subsystems use a PI11 control law. If it can be assumed that the noise in 
the output sensor has zero mean, the integral term does not contribute to 
the transmission of noise to the control signal, when in steady-state. The 
transmitted noise is then simply determined from the proportional control 
action: 
u(t) =k [w(t) - (y(t) + p(t))] I (6.18) 
where w(t) is the set-point, u(t) the control signal, y(t) the controlled vari- 
able and µ(t) the noise component. The magnitude of the noise in the control 
signal is therefore simply ky(t). 
Air-flow sensors: The derivative of the model with respect to the air-flow rate is 
more difficult to evaluate. Analytical derivatives of the model are not easily 
evaluated and numerical estimation would impose additional computational 
load in the on-line calculations, which is undesirable. An estimate of the 
mean partial derivative (a ) was obtained for the heating and cooling coil 
subsystem models" by testing the models across the range of operation. and 
"Proportional plus integral. 
12Parameterised for the BRE ACE facility. 
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calculating the derivatives numerically. The values that were estimated are 
shown in Table 6.3. 
Table 6.3: Mean model derivative values with respect to air-flow rate 
HEATING COIL COOLING COIL 
2.4 (K - kg-1 , s) 2.3 (K. kg-' , s) 
The noise levels for temperature and air-flow sensors were established empirically 
using data obtained from a full size air-conditioning test rig, built to typical in- 
dustry standards". The noise variance levels are presented in Table 6.4. 
Table 6.4: Sensor noise levels 
SENSOR NOISE VARIANCE (a2) 
temperature 2.05 " 10-2 K2 
air-flow 7.63 " 10-4 Kg2 " s-2 
The total noise variance cT for a cooling coil subsystem model, based on these 
measurements, is therefore calculated as follows: 
QT = var(ma, ) " 2.3 + var(T. g)a + var(Ta, j)(1 - a) (6.19) 
+var(Ta, o)kp + var(Tao). 
(6.20) 
Hence, using typical maximum values: 
012 = 7.63.10-42.3+2.05.10-2(02+0.8+ 0.1 + 1) (6.21) 
= 4.48 - 10-2. 
(6.22) 
Assuming the model describes the system perfectly, y should therefore be set to a 
minimum value of approximately O. 05r0, where ro is the asymptotic time constant 
(in samples), the significance of which was discussed in Section 5.2.5. 
13The test system was the BRE ACE facility. The temperature sensors were single point 
thermistors (Vaisala) and the air-flow sensors were velocity pressure manometers (Staefa fka- 
v2). 
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15"), 
A specification error can develop between the model and the system when any 
attribute of the system, other than the estimated parameters, changes. Modelling 
errors and unmeasured disturbances therefore both induce specification errors, and 
these are considered in this section. 
6.6.1 Unmeasured disturbances 
The only disturbances that are of relevance to the parameter estimator are those 
that affect the output signal. If all the inputs to the heat exchanger subsystem 
are measured, there is very little potential for unaccounted phenomena to disrupt 
the model output. There are some very minor effects that are not accounted for 
such as heat transfer through the ductwork, but these are negligible in comparison 
to the modelled phenomena. The main potential for error is incurred when it is 
assumed that certain inputs remain constant due to them being unmeasurable for 
a particular plant. The two inputs to the model for which this is most likely to 
be the case are: 
" supply water temperature; 
" maximum water flow rate though the coil (i. e. delivered by the pump). 
The supply water temperature may be measured in some installations, but it is 
common for the measurement to be available only to isolated controllers of the 
boiler and chiller plant. The water flow rate delivered by the pump is very rarely 
measured. These two properties therefore often have to be assumed to be constant 
at their design values. Deviations in the actual values from the design values, 
during the operation of the parameter estimator, will induce prediction errors, 
which will cause the estimator to make adjustments to the parameters. Hence, 
the variation in these inputs is relevant to the operation of the FDD scheme. 
It should be noted that by assuming that Tu, i and rh,,,,, remain constant, it is 
implicitly assumed that the primary plant circuit operates without faults. If a 
fault does develop in this circuit the assumption will be violated and variations 
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in the parameter estimates will occur. Although the resulting parameter changes 
will not be indicative of the true nature of the fault, the sensitivity that is offered 
facilitates the detection of such faults. 
Figures 6.18 and 6.19 respectively show the effect that unmeasured disturbances 
in thmax and T,,, i have on the parameter estimates for the heating coil subsystem. 
In each of the tests the air-mass flow rate and the valve control signal were varied 
randomly within their ranges. In Figure 6.18 mar is ramped slowly from its 
design value, which is used in the estimator, to twice this value over a period of 
1500 samples. The parameter estimates respond to the unmeasured change with 
the most noticeable adjustment being made to the sensor off -set parameters". 
Smaller adjustments are also made to the other two parameters. A similar bias 
toward the sensor off set parameter can be observed in Figure 6.19, when the hot 
water supply temperature is ramped down from its design value to half that. Note 
that the change in the off -set parameter is negative in this test. 
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Figure 6.18: Unmeasured disturbance to the water mass flow rate. -y =5 
'4R, is unresponsive since it is constrained to be greater than zero. 
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Figure 6.19: Unmeasured disturbance to the water supply temperature. -y =5 
The effect that unmeasured disturbances and faults have on the estimator are 
very similar. Both phenomena cause the model to be incapable of predicting the 
system output based on the previously applicable parameter values. The estimator 
responds to this situation by adjusting the parameters to minimise the prediction 
errors over the (weighted) number of samples, determined by the forgetting factor. 
The difference between faults and unmeasured disturbances lies in the ability of 
the model structure to describe the system behaviour following the change. If a 
fault occurs in the system that corresponds to a change in one of the estimated 
fault parameters, the estimator will be able to adapt the relevant parameter to 
maintain structural adequacy. Conversely, if a fault or an unmeasured disturbance 
occurs in the system that cannot be represented by a change in a fault parameter, 
the achievable `best fit' of the model to the data samples, and hence structural 
adequacy, will be reduced. 
The estimator will always attempt to minimise the prediction errors by adjusting 
the parameters. However, when the change is not explicitly catered for within the 
model structure, a, mismatch develops between the model and the system. This 
leads to a reduction in the overall attainable accuracy of the model and serves to 
keep the magnitude of the prediction greater than zero, even when the parameters 
have converged on their `best fit' values. Since the magnitude of error determines 
500 1000 1500 
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the size of the parameter adjustment the parameters will remain active while the 
prediction error cannot be reduced to zero. The sensitivity of the estimator will 
also be increased by the variable forgetting procedure since the amount by which 
the forgetting factor is reduced is governed by the error. Further implications 
of mismatches between the system and the model are now discussed in the next 
section. 
6.6.2 Modelling errors 
A model is supposed to be a simplified representation of the real system and 
there will always be, in practice, at least a small underlying structural mismatch. 
The model parameters that are estimated only correspond to the true system 
parameters when the structures of the model and system are equivalent. Since 
a perfect model-system match is not realisable in practice it is usually accepted 
that the model parameters are a `good approximation' to the system parameters 
providing the model is designed well. However, this assumption is usually based 
on obtaining the best global fit to the system. 
When the structures of the model and system are different, the best global fit is 
likely to be inferior to the best local fit15. It may be recalled that the parame- 
ter estimator always endeavours to reduce the prediction errors toward zero. To 
achieve this, the estimator adjusts the parameters based on an (implicit) data 
record, the size and diversity of which is determined by the the forgetting factor 
and the variation of the system. inputs. If the data record is biased toward a small 
local region of the operating space, the estimator will endeavour to locate the 
parameter estimates that best fit the local region. These estimates will then be 
different to the global best estimates. The parameter estimates of a structurally 
incorrect model will thus fluctuate as data is obtained non-uniformly from the 
system. 
"This is not true, however, when the structures are equivalent, since the best fit would yield 
zero prediction errors. 
6.7. Conclusions 
6.7 Conclusions 
156 
The performance of a parameter estimator has been investigated empirically in this 
chapter. The results of the investigations revealed characteristics of the estimator 
that have implications for FDD in real systems. The conclusions drawn from the 
results are summarised below: 
Fault types: It was found that the tracking ability of the estimator deteriorated 
as rate of change in the parameters was increased. The estimator was tested 
with the heating and cooling coil subsystem models for ramp changes and 
step changes in the parameters. For small steps and ramps, the behaviour 
of the estimator was similar to a first-order filter. The larger changes were 
characterised by more oscillatory behaviour ('hunting') as the linear approx- 
imations to the model function became less appropriate. The confidence 
intervals were able to indicate the level of uncertainty in the estimates quite 
well by widening as the size of parameter change was increased. Overall, the 
performances obtained from the estimator were similar for the heating and 
cooling coil models. 
Excitation level of inputs: The estimator was tested under the condition of 
slowly ramping parameters and varying levels of excitation, controlled by 
varying the frequency of sinusoidal input signals. In the case of very low 
frequencies the variable forgetting failed to protect against singularity de- 
veloping in the Hessian matrix, and the norm of the P matrix became very 
large, inducing instability. The variable forgetting is based on information 
content, as jointly determined by variations in the gradient vector, 0, and 
the prediction errors. Hence, the slowly ramped parameters induce predic- 
tion errors that serve to keep the forgetting factor less than unity. It was 
found that the ability of the estimator to track parameter variations de- 
pends on the rate of change and absolute variation of 0 relative to the rate 
of change of 0. 
Noise: Noise in the measurements directly affects the parameter estimates. If the 
noise level is high, there is a risk that the parameters may be pushed too far 
from the optimum values thus causing a deterioration in the accuracy of the 
quadratic model of the criterion function. The effects of noise can be reduced 
by making the estimator less sensitive to the prediction errors. However, the 
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estimator is then less able to track fault-induced changes. Reduced tracking 
ability is therefore a consequence of having to use noisy signals. 
Modelling errors and unmeasured disturbances: These two phenomena lead 
to specification error; i. e. the model becomes unable to approximate the be- 
haviour of the system across its operating range. Severe specification errors 
will cause the parameter estimates to fluctuate as data is obtained non- 
uniformly from the operating range. 
Chapter 7 will now evaluate the performance of the FDD scheme using data from 
air-conditioning test systems. 
Chapter 7 
Evaluation of FDD scheme 
Introduction 
This chapter presents the results of tests carried out to evaluate the FI)D s('lIeule 
with data from cooling coil subsystems that are part of complct cc iii i -conditioning 
iii tailations. The subsystems are thus subject to the disturbances and load 
changes resulting from the interactions between the different plant it eins. I«vO 
tiystems are considered: a dynamic simulation of a VAV s'vstein; and a large ex- 
periiiiental VAV test facility. Both s' v-stems use schedules of internal load ('hair ; es 
and real weather data.. Three faults are introduced separately in the svstelüs (coil 
foiling, leakage, and sensor off -set), and the ability of the FDD scheme to estimate 
the degree of these faults is evaluated. In addition, data obtained from t he cor- 
rcectly operating system is used to calibrate the model parameters and 1() asý(, ýý 
the ability of the FDD scheme to avoid false alarms. 
7.1 Practical issues 
! iiis sect ion discusses the practical issues associated with the test i» and ('v-alua- 
I ion of FDD srlienles with real vstems. 
Although data. can be obtained relatively easily from a real installation when I is 
oýýýýrýýt111 COV*reertle-. it iS move difficult to obtain data from a faulty ývstein to test 
1T 
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an FDD scheme. There are two approaches that can be adopted: 
1. Wait for a real fault to occur and develop. 
2. Introduce the faults of interest artificially. 
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The first approach is not viable as a test regime due to the lack of controllability 
and the potential time required for the faults of interest to occur being excessive. 
The second approach is clearly more useful, but in practice the incorporation of 
any unnecessary faults in an operating system is undesirable and hence difficult 
to negotiate with the building owner. 
To obtain realistic variations in the input signals to the considered subsystem, 
it is necessary to obtain data from a system that is subject to the disturbances 
associated with normal operation. Effects such as weather variations and changes 
in loads caused by fluctuations in internal gains should therefore be considered. 
These combined effects are only experienced in systems that serve occupied build- 
ings. However, the implementation of certain faults in these systems can disrupt 
the comfort of the occupants. One possible way to avoid this is to apply simu- 
lated disturbances that are representative of internal load variations to the test 
subsystem when the building is unoccupied. These disturbances can be generated 
by varying the operating point of other heat exchangers and plant items upstream 
of the subsystem of interest. Although, the behaviour of the overall system in 
these circumstances is not completely realistic, that of the test subsystem, if con- 
sidered in isolation, can be made to be representative of occupancy periods. This 
approach was adopted to obtain realistic data from a heat exchanger subsystem 
that was part of a full-size test system. The results from these experiments are 
presented in Section 7.4. 
One of the main reasons why certain faults in air-conditioning systems are consid- 
ered to be important is that they cause damage to the plant that cannot be easily 
rectified without incurring large costs. Consequently, it is also a costly exercise to 
implement faults of these types to test FDD procedures. To avoid incurring these 
costs it is therefore often necessary to simulate some of the faults. One example 
where a simulated approach is desirable is in the case of water-side coil fouling. 
This fault can cause permanent damage to a heat exchanger if it is severe, and 
treatment of the less severe cases can take long periods. Section 7 . 4.2 
describes 
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how three faults (leakage, fouling, and sensor off -sets) were simulated in a real test 
system. 
Another problem associated with the testing of FDD procedures with real systems 
is the difficulty involved in implementing the faults on realistic time scales. The 
degradation faults that have been described can all take long periods to develop 
to significant levels in practice. Air-handling unit plant items may typically take 
several years to degrade to levels that would warrant remedial action. Operational 
information from the different plant items will only be obtainable during certain 
seasons during the year, e. g. winter for heating plant, summer for cooling plant. 
Moreover, the variation in the operating point of each of the subsystems will be 
on a diurnal basis, within the relevant seasons. For testing FDD schemes, it is 
therefore often desirable to consider `accelerated' time scales and introduce the 
artificial faults at a more rapid rate than would occur in practice. In addition. 
ramp-like changes in fault severity can be difficult to implement artificially and 
often only step changes are possible. 
Due to the problems that have been described above associated with implementing 
faults in real systems, simulation represents a valuable tool for the evaluation of 
FDD procedures. Simulations of complete air-conditioning installations can be 
used to generate realistic data by using real weather data, and faults can be 
incorporated relatively easily be changing the values of certain simulation model 
parameters. When the faults in real systems have to be simulated or introduced 
in an unrealistic manner, the versatility and repeatability that simulation offers 
makes it potentially more useful for evaluating FDD schemes than real systems. 
The testing of FDD methods with real data does, however, allow certain aspects 
of the FDD methods to be tested more thoroughly than does simulation. In 
particular, evaluation of the ability of the models to approximate a real system is 
made possible, as is the evaluation of the robustness of the parameter estimation 
to the uncertainties associated with real systems. Although the ability of the 
subsystem models to approximate real systems may be evaluated independently 
of FDD tests, the effect that modelling errors have on the parameter estimation 
can only be assessed by using real data. Simulated systems and real systems 
thus provide complementary features for the testing of FDD schemes. Simulation 
offers versatility and repeatability, while real systems allow the robustness of the 
FDD scheme to modelling errors, unmeasured disturbances, etc, to be ascertained. 
This chapter presents results from tests carried out using both simulated and real 
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systems. 
7.2 Model calibration method 
The majority of the parameters of the subsystem model used in the FDD scheme 
that is considered here relate to physical properties of the real system. The values 
of these parameters can normally be obtained from design or manufacturers' infor- 
mation. However, some of the parameters, such as the heat transfer coefficients of 
the coil, are empirical in nature and their values can only be estimated reliably for 
a particular system by using training data. Training data comprise measurements 
of inputs and outputs to the considered system at different operating points. These 
data can be used in batch to estimate the unknown parameter values by minimis- 
ing the differences between the model predictions and the measured outputs for 
the recorded inputs. 
Training data has to be obtained when the system is operating correctly. In 
practice, the system can only be assumed to be in a fault-free condition when it has 
just undergone testing, such as following commissioning or extensive maintenance. 
In both of these circumstances there is likely to be short time available before the 
system has to be put into operation. The amount of training data is therefore 
likely to be limited. For the optimisation to be well conditioned, the training 
data should be obtained the regions of the operating range where changes in 
the estimated parameters influence the model output. Generally, the amount of 
training data required to ensure a stable solution is related to the number of 
parameters included in the optimisation. Hence, it is beneficial to minimise the 
number of estimated parameters to reduce the reliance on training data. 
The batch version of the non-linear estimator, described in Section 5.2.1, could be 
used to estimate the parameters from training data. This method is only robust, 
however, when the Hessian matrix is well conditioned. This cannot be guaranteed 
in practice, due to the possibility of only being able to obtain small amounts of 
training data. Direct search methods are less sensitive to sparse data and can be 
applied to non-linear problems having local minima. The Complex direct search 
method (Box, 1965) has thus been selected since it is able to deal with constraints 
on the parameters. The algorithm is described in Appendix A. 
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If the problem is underdetermined, valleys will exist in the criterion function sur- 
face and the optimisation may progress along these valleys, causing the parameter 
estimates to enter unfeasible regions (Rao, 1987). The Complex method allows up- 
per and lower bounds to be applied to each of the parameters preventing this from 
happening. It may be noted though, that a parameter collapsing on a feasibility 
bound is a good indication of insufficient data for the number of parameters. This 
can be addressed by either reducing the number of parameters in the estimation. 
or by obtaining more training data. As with all non-linear optisation problems, 
the initial estimate of the parameters is of paramount importance in obtaining a 
reliable solution. For the heat exchanger models considered here, an initial guess 
can be made using design information or expert knowledge. 
7.2.1 Calibration parameters 
The parameters from the heat exchanger subsystem models, described in Sec- 
tion 4.2, that are selected for calibration using training data are listed below. 
" hysteresis (v); 
" curvature of the valve control port (0); 
" leakage through the valve control port (l); 
" heat transfer coefficient on the air-side of the heat exchanger (rya, ); 
" heat transfer coefficient on the water-side of the heat exchanger (rcw); 
" coil wall resistance of the heat exchanger (R,, ); 
All other parameters of the subsystem models are estimated from design and 
manufacturers' information. The initial estimates and feasibility regions are de- 
termined from typical values expected for the type of coil. The criterion function 
used in the optimisation is the mean absolute prediction error for the steady-state 
samples. The mean of the absolute errors is chosen as the criterion function in- 
stead of the mean of the squared errors since it gives less emphasis to any outlier 
points that may exist, which can skew the parameter estimates. 
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7.3 Evaluation using system simulation 
The component-based simulation program HVACSIM+ (Park et at., 1985) was 
used to simulate a building and plant whose behaviour is representative of an 
air-conditioned office building'. The simplified building has a variable-air-volume 
air-conditioning system with a single air-handling unit and three zones. The air- 
handler consists of: fresh, return, and exhaust air dampers; a pre-heating coil: 
a cooling coil; and a fan. Each zone has a reheat coil and a variable-air-volume 
(VAV) box to vary the temperature and flow rate of the air supplied to that zone. 
The chiller and boiler plant are assumed to operate ideally and the temperatures 
and flows of the chilled and hot water supplied to the heat exchangers therefore 
remain constant at their design values. 
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Figure 7.1: The simulated system showing the control scheme 
The simulated system is depicted in Figure 7.1, which shows the main plant items 
and the control strategy. The circles in the figure represent temperature sensors 
and the squares labeled `A' represent the actuators. The control scheme, which is 
typical of those used in commercial office buildings, has two main control-loops: 
1. Control of the air temperature supplied by the air-handling unit. 
'The simulation was developed as part of lEA Annex 25 project and was used as a means by 
which to evaluate and compare different FDD methods. 
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2. Control of the air temperature in the zones. 
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The zone models use two capacitances, which represent the thermal storage ca- 
pabilities of the building materials. One capacitance represents the elements that 
have a thermal time constants that exceed one hour and the other capacitance 
represents the air and the light-weight thermal mass. The simulation is similar 
to that described in (Dexter and Haves, 1994) but the sizing of the equipment is 
taken from the detailed designs of a recently completed office building in London. 
7.3.1 Incorporation of faults 
Faults are incorporated into the simulation models by changing the values of cer- 
tain parameters. Fouling is represented in the heat exchanger model by changing 
the tube wall material to calcium carbonate (CaCO3). The extent of the fouling is 
then varied by altering the tube wall thickness. The valve models utilise a leakage 
parameter, which represents the fractional flow through the valve when the stem 
position is zero (at constant pressure). This parameter can therefore be varied to 
model the effects of leakage. For more severe leakages, the `rangeability' of the 
valve has to be adjusted to preserve the monotonicity of the inherent characteristic 
of the valve2. Sensor faults are incorporated by adding an ofd set to the sensor 
values reported by the simulation. The erroneous sensor signals are then used by 
the control system, which changes the operating points over which the plant is 
exercised. 
7.3.2 Generation of fault data 
The degradation faults that have been considered may take very long periods to 
reach the level of severity that would warrant remedial action (e. g. years). In 
order to provide the realistic disturbances for the simulation, weather data for a 
complete year would have to be obtained. The data would have to be sampled at 
a frequency that is high enough to allow the variations in operating point within 
the diurnal cycles to be captured. However, consideration of a whole year of 
weather data at the appropriate sampling frequency would be computationally 
2Details of the valve model used in the simulation are provided by Haves (1994). 
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intensive. Moreover, in real systems, many of the days in a year would not cause 
the subsystem of interest to be operated in the regions where the effects of the 
considered faults are exhibited. It was therefore decided to introduce the faults 
over five days of operation using two days of recorded weather data (a March day 
and a June day) in the manner shown in Table 7.1. 
Table 7.1: Severity of the faults during the three sets of test data 
DAY 1 2 3 4 5 
WEATHER DATA USED June March June March June 
Fouling fault data 0.5mm 1.0mm 1.5mm 2.0mm 2.5mm 
Leakage fault data 1% 2% 3% 4% 5% 
Sensor fault data -0.5 K -1.0 K -1.5 K -2.0 h -2.5 K 
The two days of weather data, in combination, cause the cooling coil subsystem to 
be operated across a large portion of its range, thus making all three faults appar- 
ent during the five days. Although the faults are introduced at a more rapid rate 
than is likely to occur in practice, there is also a greater level of excitation induced 
over the five-days than would be expected. Hence, the rate of fault development 
relative to the rate in which the operating range is explored may be considered as 
being reasonably typical. 
7.3.3 Excitation conditions 
Realistic behaviour is obtained by subjecting the simulated building to distur- 
bances typical of those found in actual buildings. The weather data used for the 
tests were minute by minute solar radiation and hourly temperature measurements 
made near London. Two days were used for the tests: a March day that causes 
the cooling coil to be exercised in its low duty region, and a June 
day during 
which the cooling coil is operated throughout most of its range. Both of the 
days 
were selected for their rapid fluctuations in solar radiation, which provide 
distur- 
bances for the control system over a wide range of frequencies. The 
heat gains in 
the building envelope induced by the fluctuations in solar radiation are shown 
in 
Figure 7.3. 
Schedules of the internal gains, with step changes at various times of 
day, are 
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Figure 7.3: The envelope gains in each of the zones for the two test days 
used to represent internal gains due to lights, equipment and people in each of the 
three zones. The internal gains applied to each of the three simulated zones are 
presented graphically in Figure 7.2. The activity of the signals associated with 
the cooling coil subsystem in response to the disturbances is shown in Figures 7.4 
and 7.5, for the March day and the June day respectively. The upper graphs in 
each figure show the supply air temperature and the outside air temperature and 
the lower graphs show the fractional air flow rate and the mixing box and cooling 
coil control signals. 
7.3.4 Model calibration data 
Training data were generated by performing open and closed loop tests on the 
simulated plant, as shown in Figure 7.6. 
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Figure 7.4: Inputs and outputs of the simulated system on the March day 
Tests of this sort could be carried out as part of the commissioning process in a real 
building (Haves et al., 1996). Constant loads and inlet conditions were maintained 
during the tests. In the first phase, all closed loop control was disabled and the 
control signal to the cooling coil valve actuator was varied in a series of steps at 
four different air flow rates. In the second phase, local loop control was restored, 
and the set-point for the supply air temperature varied in a series of steps. During 
the each of the test phases, the VAV boxes were stepped between fully open and 
fully closed positions to provide different air-flow rates. It may be noted that the 
supply temperature exceeds the outside air temperature when the valve is closed 
due to the heat produced by the supply fan. 
7.3.5 Results of model calibration 
Table 7.2 shows the parameter values of the FDD model. The parameters that 
were listed Section 7.2.1 were estimated using the data presented in Figure 7.6. Or- 
dinarily, the other parameters would be estimated from design and manufacturers' 
information. However, since the test system was simulated. the other parameters 
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were obtained directly from the models used in the simulated system. The result 
of the optimisation was a mean absolute prediction error (MAE) of 0.34 K. The 
fit of the model to the data using the parameter values listed in Table 7.2 is shown 
in Figure 7.7. 
The solid line in the upper graph in Figure 7.7 is the measured supply air tem- 
perature recorded in the calibration data. The model predictions are shown as 
crosses at the points when the system was determined to be in steady-state. It 
can be observed that the model provides a good level of accuracy for most of the 
training data samples. The accuracy varies across the range of operation due to 
structural differences between the FDD model and the system model. 
The steady-state detector allows the majority of the samples collected during tran- 
sient periods to be eliminated. However, the detector appears to be too 
insensitive 
when large step changes are applied; e. g. at t7 hours. This is likely to 
he due to 
the action of the noise filter, which is providing too much smoothing 
in the initial 
stages of a large change. These points do not, however, affect the estimates of the 
parameters, and the model provides a good approximation to the system. 
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7.3.6 Results of FDD tests 
The results of the testing the FDD scheme with the data are presented in this 
section. During each of the tests, the parameter estimation algorithm was only 
activated when the following conditions were satisfied: 
" steady-state was deemed to exist; 
" air-flow existed in the duct (i. e. the fans were on); 
" mixing box dampers were set to deliver 100% outside air. 
The latter condition is specified so that the measurements from the ambient air 
temperature sensor can be used as the proxy for the inlet air temperature to the 
coil. This is preferred over using the mixed air sensor since this is not always fitted 
in practice. The overall sensitivity of the estimator is determined by -Y (defined in 
Section 5.2.5), which, in turn, determines the magnitude of the forgetting factor 
(note: 0.66 <A<I-8; where 6 is a small number). A value for' was determined 
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Table 7.2: The parameters used in the FDD scheme when tested with the simulated 
system 
SYMBOL VALUE (UNITS) MEANING 
cooling coil subsystem 
v 0.0 (-) actuator hysteresis 
2.65 (-) control port curvature 
l 0.001 (-) leakage through control port 
mw 6.3 (kg - s-l) chilled water flow rate 
A 0.55 (-) authority (control port) 
Ka 8.6247 (kW " K` " kg -0.8 " s°"8) air-side convective coefficient 
r 16.2461 (kW " K-' " kg-0.8 . s°. 8) water-side convective coefficient 
Ru, 0.0828 (kW-' " K) tube wall resistance 
b 0.0 (K) sensor offset 
supply fan 
AT 1.5 (K) fan temperature rise 
steady-state detector 
rc 0.1 (K) threshold 
T 500.0 (s) overall time constant 
empirically by progressively increasing it from a small value up to the point where 
the parameters began to respond when the estimator was tested with the training 
data. Using this approach, -' was determined to be 5 for the training data obtained 
from the simulated system. 
Fault-free 
The estimator was tested firstly using data generated from the fault-free simu- 
lation using the March and June days (Figures 7.4 and 7.5 respectively). The 
estimator did not adjust the parameters throughout each of the data sets, and the 
confidence intervals were narrow, indicating a high level of confidence in the val- 
ues. The estimator was therefore unaffected by variations in the operating point 
of the system and the modelling errors that were apparent in the training data 
(Figure 7.7). 
7.3. Evaluation using system simulation 171 
model output vs measured output 
X16 
cE2 14 
E 
-. ,r 
20 
18 
12 
10 
gL 
0 
f 
+ model prediction 
2468 10 12 
time (hours) 
Figure 7.7: The fit of the model to the data from the simulated system 
Fouling fault 
Figure 7.8 shows the parameter estimates obtained using the fouling fault data. 
The parameter estimates are shown as dash-dot lines and the estimates are sur- 
rounded by 99% confidence intervals, which are shown as solid lines. The pa- 
rameters that correspond to the correctly operating system are shown as dotted 
horizontal lines. When a correct operation parameter is not contained within the 
confidence interval this implies that there is a 99% confidence that the parameter 
of the real system has deviated from its correct value; i. e. a fault has occurred. 
Sometimes, the confidence interval becomes very wide due to a lack of informa- 
tion or large prediction errors and the interval is outside the scale of the graph 
at certain times. It may be noted that the parameter estimates are shown in 
continuous time despite the estimator only being activated when the conditions 
listed in Section 7.3.6 are satisfied. A graph showing whether these conditions are 
satisfied is therefore included at the bottom of the figure; a one indicates that the 
estimator was active, while a zero indicates that it was inactive. 
Table 7.3 shows the numerical values for the parameters at the end of each day, 
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with the actual parameter values of the system shown in brackets. The symbol t 
('leakage parameter') is the fractional flow leakage through the closed valve. and 
b (`off-set parameter') is the error in the temperature sensor measuring the air 
leaving the heat exchanger. The two heat transfer parameters that relate to the 
convective heat transfer of the coil (ice, r,. u, 
) are empirical in nature and these 
parameters combine with the conduction parameter (Rn, ) to determine the overall 
heat transfer behaviour of the coil model. Hence, inaccuracies in the way the 
convective heat transfer is modelled will be compensated for by variations in the 
conduction parameter. The R,, parameter may therefore not retain its physical 
meaning. Moreover, the area of the coil has to be known to calculate a useful 
measure of the thermal conductivity of the coil. The estimate of the Ru, parameter 
has therefore been used to calculate the overall conductance of the coil U_ 1 at the 
maximum flow rates, using Equation 4.23. 
It can be observed from Figure 7.8 that the parameter estimates oscillate in re- 
sponse to the step change that is introduced at the beginning of each day. The 
parameters do, however, converge on appropriate values toward the end of each 
day. The initial variations are accompanied by a widening of the confidence in- 
terval. After each step change, the estimates become increasingly stable, and the 
confidence interval narrows to reflect the increase in the amount of information 
available at the new parameter values. The fouling parameter increases in a ramp- 
like fashion to reflect the build-up of fouling in the simulated system and the other 
parameters can be seen to deviate marginally from their correct values. The fluc- 
tuations in the estimated amount of leakage are negligible, but the fluctuations 
in the sensor ofd set parameter are more significant. However, the 99% confidence 
intervals associated with this parameter is wide enough during the fluctuations so 
that the zero off-set (corresponding to `correct operation') does not fall outside 
the interval. 
The `correct operation' fouling parameter falls outside the confidence interval, 
toward the end of days 1-4. This interval would thus constitute a reliable fault 
detection threshold in this instance. The trend of the estimates also indicates that 
the better convergence could be obtained if there was a longer period between 
steps. It can be observed from Table 7.3 that the UA calculated from the initial 
estimates of the heat transfer parameters in the FDD model (estimated from the 
training data) is lower than the UA of the coil in the simulated system. Structural 
differences between the FDD model and the simulation model may account for 
the erroneous initial estimate of the UA. The uncertainty associated with the 
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Figure 7.8: Parameter estimates for the fouling fault data 
initial estimate cannot be assessed, however, since confidence intervals were not 
calculated as part of the training process. In spite of the initial error, the UA that 
is calculated using the fouling parameter (R,, ) estimated at the end of each day is 
close to the true UA. The estimator thus provides a reliable estimate of the UA 
during the estimation process. 
The momentary impulse-like increase in the confidence interval at approximately 
one hour in Figure 7.8 is caused by the effective number of data points, n (in 
Equation 5.81) being very close to the number of parameters. When this happens, 
the t statistic tends toward infinity. The interval can be observed to narrow quickly, 
when additional samples are obtained that meet the conditions for the estimator 
to be activated. 
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Table 7.3: Parameter estimates at the end of each day: fouling fault data 
PARAMETER 
UA (kW " K-1 ) 1, (-) b (K) 
Start 8.26 (9.66) 0.001 (0.001) 0.0 (0.0) 
Day 1 6.99 (7.59) 0.000 (0.001) -0.002 (0.0) 
Day 2 5.68 (6.08) 0.016 (0.001) -0.468 (0.0) 
Day 3 5.10 (4.90) 0.011 (0.001) -0.614 (0.0) 
Day 4 4.07 (3.95) 0.014 (0.001) -0.481 (0.0) 
Day 5 3.02 (3.17) 0.009 (0.001) -0.168 (0.0) 
Leakage fault 
174 
Figure 7.9 and Table 7.4 show the results obtained using the data obtained from 
the system when the leakage fault was incorporated. The estimates of the leakage 
parameter at the end of each day closely mirror the actual increments in leakage 
implemented in the simulated system. The estimate of the fouling parameter 
fluctuates during the data, with the most noticeable deviation from the correct 
operation value occurring at the end of day 2. For the particular combination 
of heat transfer parameters listed in Table 7.2, the UA is quite sensitive to small 
changes in the fouling parameter and relatively large variations in the UA are thus 
evident in Table 7.4. 
There is a more significant variation in the sensor off-set parameter, which follows 
a general upward trend indicating a positive off set. A positive sensor ofd set has 
an opposite effect to leakage (i. e. residuals resulting from the faults are of opposite 
sign). The identification of a positive ofd set in the model therefore has a com- 
pensatory effect to the identified leakage. This is due to the structural differences 
between the way leakage is modelled in the FDD model and the simulation model. 
The leakage in the simulation model is more localised in the close-off region of the 
valve, due to the use of a piecewise model (Haves, 1994). In contrast, the effect 
of leakage in the FDD model is apparent over a greater region of valve operation. 
The leakage that is estimated as being appropriate for the closed (or very nearly 
closed) valve position thus causes too much of an effect as the valve in the simu- 
lated system is opened. The sensor ofd set parameter is therefore being varied to 
compensate. 
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Figure 7.9: Parameter estimates for the leakage fault data 
The `correct operation' leakage parameter falls outside the confidence interval, 
toward the end days 2-5. The interval is wide enough for the majority of the 
test to contain the fluctuations in the estimated off -set and fouling parameters. 
However, marginal transgressions of the interval occur at the end of day 2 and 3 
for the fouling parameter, and at the end of day 3 for the off-set parameter. These 
transgressions are nevertheless small in comparison to those experienced for the 
leakage parameter. Moreover, a decrease in the degree of fouling is implied at the 
end of day 3, which would not constitute a fault. A more significant transgression 
of the confidence interval occurs at the end of day 5 for the sensor off-set parameter, 
but the leakage fault would have already been diagnosed by this point. 
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Table 7.4: Parameter estimates at the end of each day: leakage fault data 
PARAMETER 
UA (kW"K' ) 1, (-) b(R) 
Start 8.26 (9.66) 0.001 (0.001) 0.000 (0.0) 
Day 1 8.33 (9.66) 0.001 (0.011) 0.000 (0.0) 
Day 2 5.88 (9.66) 0.016 (0.021) -0.012 (0.0) 
Day 3 11.76 (9.66) 0.034 (0.031) -1.586 (0.0) 
Day 4 9.09 (9.66) 0.044 (0.041) -1.103 (0.0) 
Day 5 13.33 (9.66) 0.053 (0.051) -2.201 (0.0) 
Sensor fault 
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Figure 7.10 and Table 7.5 show the results obtained using the data with the 
negative sensor off -set fault. The off-set parameter can be seen to be the most 
sensitive to the test data. The estimated degree of off set increases during each 
day, but the estimated value is lower than the true value at the end of each day. 
It can be observed from Figure 7.10 that this fault induces variation in both the 
other parameters, although the estimates tend toward their nominal values by 
the end of each day. The leakage parameter varies most on days 2 and 4, which 
are the March days when the coil is operated in its low duty region. Conversely, 
the fouling parameter varies most on days 1,3, and 5, which are the June days 
when the coil is operated in its high duty region. The increase in the estimated 
leakage that occurs during the test may be responsible for the underestimation of 
the off-set, since leakage and negative sensor offset produce residuals of the same 
sign. The variations in the fouling parameter are compensatory to the negative 
sensor off set and when these occur the degree of off-set is overestimated (e. g. at 
22 hours). 
7.3.7 Conclusions 
The tests using the data from the simulated system have shown that the estimator 
is capable of tracking the development of three degradation faults. The confidence 
intervals, derived in Section 5.2.8, have been shown to have the potential to act as 
thresholds for fault detection. A fault would be deemed to exist when any of the 
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Figure 7.10: Parameter estimates for the sensor fault data 
nominal ('correct operation') parameters fall outside the confidence intervals that 
surround the estimated fault parameters. The fluctuations in the parameters that 
were observed during the tests are caused by phenomena such as modelling errors 
and lack of variability in the input signals, which were investigated in Chapter 6. 
The fluctuations in the parameters are an unavoidable consequence of the overall 
uncertainty associated with the parameter estimation. Although the confidence 
intervals contain the fluctuations that were apparent in the tests, large fluctua- 
tions are undesirable and some form of `relaxation' may be necessary to limit the 
magnitude of the parameter changes in practice. 
Another important characteristic of the estimation process, which was revealed 
during the tests, was the sensitivity to structural errors in the model and how these 
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Table 7.5: Parameter estimates at the end of each day: sensor fault data 
PARAMETER 
UA (kW " K-' ) 1, (-) b (K) 
Start 8.26 (9.66) 0.001 (0.001) 0.000 (0.0) 
Day 1 9.35 (9.66) 0.001 (0.001) -0.002 (-0.5) 
Day 2 8.77 (9.66) 0.021 (0.001) -0.147 (-1.0) 
Day 3 10.20 (9.66) 0.012 (0.001) -0.611 (-1.5) 
Day 4 7.87 (9.66) 0.016 (0.001) -1.429 (-2.0) 
Day 5 10.0 (9.66) 0.009 (0.001) -1.696 (-2.5) 
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affect the parameter estimates. This was particularly noticeable when testing the 
estimator with the data from the system with the leakage fault. The differences 
in the way that leakage was modelled between the simulation model and the 
FDD model appeared to cause compensatory variations in the off-set parameter. 
However, it would be expected that the extent of the compensatory variation could 
be reduced significantly by obtaining more data from the regions where the coil 
was operated in its high duty region. This thus re-affirms the need, identified in 
Chapter 6, for the `window' of data samples implicitly used in the estimation to 
contain (well distributed) data across the operating range. 
The results from the tests show that the FDD scheme is capable of tracking the 
development of the degradation faults within the accelerated time scale that was 
considered. The sensitivity of the estimator was determined by -y, which was set 
to five for the tests. Fortescue et al. (1981) interpret 7 in the following way: 
'y = TOQ21 (f . 
1) 
where -ro is an asymptotic time constant, which determines the size of the `memory 
vector', discussed in Section 5.2.4; ore is the variance of the model prediction errors 
when tested with the data. For the simulation, the variance of the prediction errors 
determined from the training data was 0.32 K2, hence To 15.63. The effective 
time constant of the memory vector is thus only approximately 16 samples. This 
is a small value relative to the rate at which faults would be expected to develop 
in practice. Because of this high level of sensitivity, the parameter estimates were 
quite sensitive to modelling errors and other anomalies in the data. In practice. 
the sensitivity could be significantly reduced, and this would allow the samples 
from a greater portion of the operating range to be used in the estimation. This 
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would then serve to dampen the parameter fluctuations and provide more stable 
estimates. 
7.4 Evaluation using a real system 
During the IEA Annex 25 project, data were collected from the Air-Conditioning 
Evaluation (ACE) Facility at the UK Building Research Establishment. These 
data were collected by BRE personnel for the original purpose of evaluating two 
FDD schemes developed by the UK participants' in the Annex 25 project. The 
scheme developed at Loughborough University is described by Salsbury ct al -(1996), 
and the scheme developed at Oxford University is described by Dexter and Be- 
nouarets (1996). 
The BRE test system was operated for periods of about 60 hours with different 
faults introduced in the cooling coil subsystem, independently at the beginning of 
each test period. The relevant inputs and outputs to the subsystem were sampled 
at one minute intervals and the data were provided in batch form for the evaluation 
of the FDD schemes. The faults remained unidentified until the FDD schemes had 
been tested with the data. The two schemes were able to detect most of the faults, 
however, diagnosis proved more difficult and both schemes failed to diagnose any of 
the faults unambiguously. The data collected from the BRE system has also been 
used to evaluate the FDD scheme developed in this thesis, and the experimental 
procedure and results of these tests are presented in the sections that follow. 
7.4.1 Description of the ACE Facility 
The ACE facility is a full size installation at the Building Research Establishment. 
The system is capable of providing a maximum air flow of 3.4 m3 " s-1 at a static 
pressure of 1000 Pa, with a 65 kW cooling load and a 25 kW heating load. The 
design and level of instrumentation are typical of that found in practice in the 
United Kingdom. A diagram of the installation is presented in Figure 7.11, which 
shows the relevant subsystems and the control strategy. 
'Loughborough University and Oxford University. 
7.4. Evaluation using a real system 180 
The inlet air stream, which can comprise a mixture of fresh air and air drawn 
from the hall where the system is housed, is mixed with return air. according to 
the position of the recirculation damper. The inlet air is blown by the supply 
fan onto the cooling coil and the heating coil before passing through nine VAV 
boxes. Most of the air exhausted from the VAV boxes passes straight back into 
the return air stream. However, some of the supply air is discharged into the hall: 
the hall air is then extracted into the extract air stream in order to introduce 
an additional thermal capacitance between the supply and the return flows. The 
return fan maintains air flow in the return duct and variable proportions of the 
return air can be recirculated or expelled through the exhaust duct, depending on 
the position of the mixing box dampers. 
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Figure 7.11: The BRE system showing the control scheme 
The purpose of the controller Cl is to maintain the temperature of the air dis- 
charged from the air-handling unit at a fixed set-point by operating the cooling 
coil, mixing box dampers, and heating coil in sequence, according to demand. Con- 
troller C2 varies the speed of the supply fan in order to maintain a constant static 
pressure in the supply duct. The return fan speed is varied according to the supply 
fan speed so that a small, relatively constant, positive pressure is maintained in 
the zone. The system was able to supply air to a real zone but this 
facility was 
not used as the conditions in the zone could not be varied easily. 
A simulated zone 
was therefore used instead based on a simple building model (Crabb 0 al., 1987). 
HEATING COOLING 
I 1 
1 
I 
O 1 
i 
- 
1 
1 
I 
1 
I 
I 1 
A A 
C2 C4 
COOLING 
O 
ZONE TEMPERATURE 
/ SIMULATED 
7.4. Evaluation using a real system 1s1 
Internal gains were then instigated using predetermined schedules. The controller 
C4 operates a heater battery sited in the return duct so that the return temper- 
ature is representative of the simulated zone temperature. Controller C3 adjusts 
the position of the VAV box damper serving the simulated zone, in response to 
the simulated zone temperature. The other eight VAV boxes are also controlled 
by C3 in order to produce the effect of there being nine similar zones. 
7.4.2 Incorporation of faults 
To prevent permanent damage to the plant, faults were simulated using the tech- 
niques outlined below: 
Fouling: Fouling was simulated by increasing the hydraulic resistance in the pri- 
mary circuit by incorporating a two-port balancing valve in the return leg 
of the heat exchanger (Figure 7.12). The effect of this is to reduce the flow 
delivered by the pump to the heat exchanger circuit. The stem position of 
the two-port valve was adjusted to reduce the temperature difference across 
the coil by 2K when at maximum air and water flow rates. 
COIL 
PUMP 
3-PORT 
VALVE 
2-PORT 
VALVE 
Figure 7.12: Incorporation of the two-port balancing valve 
Leakage: This was implemented by preventing the valve control signal from 
falling below a minimum value. The minimum value was selected so that the 
CHILLER 
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temperature of the air leaving the coil was altered by 2K when the control 
signal to the valve was zero. 
Sensor of set: This fault was simulated by adding a2K off-set to the sensor 
measuring the temperature of the air leaving the air-handling unit. The 
erroneous sensor reading was used in the control system as part of the feed- 
back control strategy. The fault thus affected the operating point of the 
controlled plant. 
Limited time was available to use the test facility. It was therefore decided that 
introducing the faults as step changes was the best way to enable a number of 
different faults to be considered in the time available. Table 7.6 lists the faults 
that were implemented. 
Table 7.6: Test data from the BRE system 
FAULT IMPLEMENTED DEGREE OF FAULT 
simulated fouling 2K at maximum air flow and full cooling 
simulated leakage 2K at maximum air flow 
sensor error 2K positive offset 
fault free - 
7.4.3 Excitation conditions 
The two main sources of excitation for the cooling coil subsystem were the sim- 
ulated zone and the ambient air. Weather data was supplied by the BRE, which 
contained one minute samples from near London on a cloudy September day and 
a cloudless June day. This weather data together with scheduled internal gains 
similar to those used with the simulated system were used as inputs to the simu- 
lated zone, which generated the internal dry-bulb temperature of the zone as its 
output. This temperature was then used as the controlled variable in the VAV 
box control loop. Variation in the position of the VAV box dampers causes the 
pressure drop in the supply air circuit to vary. The purpose of the 
fan control 
loop is to maintain a constant supply air static pressure, by varying the rotational 
speed of the supply fan. The set-point for the zone was 21°C, and the set-point 
of the air discharged from the air-handling unit was 16°C. 
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The mixing dampers normally provide full outside air when the system is in cooling 
mode. However, a dry-bulb economiser is installed that reverses the direction of 
the dampers when the return air temperature falls below that of the ambient. 
The return air is heated so that its temperature is equal to that of the simulated 
zone, but this does not affect the inlet temperature of the air to the cooling coil 
for the majority of time. The simulated zone therefore causes the variations in 
the flow rate of the supply air, while the ambient air is responsible for variations 
in temperature and humidity of the inlet air to the coil. The set-point for the 
temperature leaving the coil is constant and the controller varies the control signal 
to maintain this set-point when subjected to variations in temperature, humidity 
and flow rate of the inlet air. The plant is operated through both the day and 
night time to obtain data for warm and cool conditions. 
7.4.4 Model calibration data 
The system was operated in its correctly operating condition for two and a half 
days to test the operation of system with the artificially generated loads. The data 
obtained from this test period were used to calibrate the models, and these data 
are shown in Figure 7.13. The top graph shows the temperatures associated with 
the air-handling unit. The middle graph shows the control signals to the control 
valve and the mixing box. The bottom graph shows the humidities and fractional 
air-flow rate4. The first data were collected at a start time of mid-day, which can 
be seen to correspond approximately to the peak in the ambient air temperature 
cycle. The return air temperature and the air-flow rate vary in response to the 
schedule of gains used with the zone model. The control signal to the valve 
responds to variations in supply air-flow rate and ambient air temperature. 
7.4.5 Problems associated with the BRE system 
A number of the sensors used with the BRE system suffered 
from problems. These 
are outlined below: 
4The fractional air-flow rate is calculated by assuming 2.5kg " s-1 to 
be the maximum value. 
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Figure 7.13: Training/validation data from BRE ACE facility 
Velocity sensor: The sensor reading, although correlated with the true velocity, 
was not directly indicative of the true value. The maximum air-flow deliv- 
erable by the fan was supposed to be 3.4m' " s-1, but the maximum in the 
data was only 2.3 m3 " s-1. It was discovered after the experiments was that 
the velocity readings may have been saturating, and this may have been 
responsible for the low flows. 
Chilled water temperature sensor: The chilled water temperature was mea- 
sured at a point distant from the heat exchanger. It was suspected that the 
the chilled water was subject to heat gain between the coil and the point at 
which the temperature measurement was made. 
Ambient air temperature sensor: The ambient air sensor was sited away from 
the fresh air entry point to the duct system. This sensor may therefore not 
always have been representative of the true air temperature entering the 
duct. 
Humidity sensors: There is evidence of erroneous humidity sensor readings in 
Figure 7.13. When the valve is closed, at t 58 hours, the dry-bulb tem- 
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peratures of the supply and outside air are 16 °C and. 15 °C respectively. 
The relative humidities at this time are 3.5% for the supply and S5`% for the 
outside air. Based on these figures, the change in enthalpy across the cooling 
coil is approximately 13 kJ " kg-l. According to the sensor measurements 
there is therefore - 16 kW of cooling duty when the valve is closed. 
Analytical models rely on using the measured variables according to their physical 
meaning. It is therefore particularly important for sensor readings to be represen- 
tative of the physical properties they are supposed to measure for these types of 
models. There are two ways that sensor readings may be affected: 
1. The readings represent some unknown transformation of the true property. 
i. e. y=f (x). (where y is the measurement and .r is the true property). 
2. The readings are corrupted by some other unmeasured and unaccountered 
for effect, i. e. y=x+v. (where v is the unmeasured effect). 
In the first example listed above, a method based on physical equations will be at 
a disadvantage compared to a method that uses more general `black box' models. 
The parameters that are estimated during the training process may be able to 
compensate for a transformed property measurement, but the parameters will lose 
their physical meaning. If the sensor transformation is not able to be sufficiently 
approximated by the model by adjusting the parameters, the model will have an 
inherent specification error. This will cause the accuracy of the model to vary over 
the range of system operation leading to fluctuations in the fault parameters that 
are estimated on-line. 
In the second example numbered above, the component v represents an unmea- 
sured disturbance. In an ideal situation, v has a zero mean over a small period, 
as in the case of measurement noise. Any effect that causes v to have a non-zero 
mean, over a period that exceeds that over which averaging (via forgetting) is 
carried out, will lead to variations in the estimated fault parameters. Any method 
that exploits the redundancy in the information between the sensors will be af- 
fected by this problem, and variations in v will, in most cases, be indistinguishable 
from a fault. For a parameter estimation approach, the result will be that the pa- 
rameters will be varied in a continual attempt to obtain the best fit of the model to 
the observed data. The problems with the sensors in the BRE system are therefore 
likely to make the FDD scheme susceptible to false alarms. 
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7.4.6 Results of model calibration 
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Table 7.7 shows the parameter values estimated for the BRE ACE facility. The 
upper graph in Figure 7.14 shows the model predictions of the air temperature 
leaving the coil indicated by crosses at the times when the system was deemed to 
be in steady-state. The measurements of the same air temDeratl, re are chnwn a_ 
a continuous solid line. The lower graph in Figure 7.14 shows the apparatus dew 
points, calculated using Equation 4.36, and the dew point of the inlet air. The 
coil is deemed to be wet (or partially wet) when the dew point of the inlet air is 
below the apparatus dew point. 
Table 7.7: The parameters used in the FDD scheme when tested with the BR. E 
ACE facility 
SYMBOL VALUE (UNITS) MEANING 
cooling coil subsystem 
v 0.2982 (-) actuator hysteresis 
/3 2.0228 (-) control port curvature 
1 0.0203 (-) leakage through control port 
rnw 2.64 (kg " s-') chilled water flow rate 
A 0.55 (-) authority (control port) 
Ka 1.5334 (kW " K-1 " 
kg-0.8 
" s°'8) air-side convective coefficient 
Kw 6.4036 (kW " K-1 " 
kg-0.8 
s°. 8) water-side convective coefficient 
Rw 0.0861 (kW-1 " K) tube wall resistance 
b 0.0 (K) sensor offset 
supply fan 
AT Fl. (K) fan temperature rise 
steady-state detector 
K 0.1 (K) threshold 
'r 500.0 (s) overall time constant 
The parameter calibration process was unable to reduce the prediction errors to 
the level that was achieved for the simulated system; the mean of the absolute 
prediction errors being 0.64 K. The inferior fit of the model to the data was most 
likely due to the problems associated with the sensors, which were discussed in 
'Fictitious effective surface temperature of the coil. 
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Section 7.4.5. Also, in contrast to the simulation, the wet coil model is used for 
most of the time. The wet coil model has the potential for greater inaccuracy 
than the dry coil model due to the readings from the humidity sensors having to 
be used to calculate the temperature of the air leaving the coil. 
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Figure 7.14: The fit of the model to the data from the BRE ACE facility 
The parameter calibration process involves minimising the prediction errors for 
the training data. If unmodelled phenomena exist in the data, such as the faulty 
sensor readings discussed in Section 7.4.5, the parameters that are estimated dur- 
ing the model calibration will become erroneous in order to compensate. Unusual 
parameter estimates may therefore be used as an indication of initial faults in 
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the system. Evidence of compensation for faulty sensor readings is apparent in 
the estimated parameter values shown in Table 7.7. The convective heat transfer 
coefficient for the water-side of the coil is unusually low. and a 2ý% leakage «-as 
identified through the control port of the valve. An additional effect that is present 
in the data is hysteresis, which is estimated to be 30% of the range. 
It can be observed from Figure 7.14 that the times when the model predictions 
deviate most markedly from the measured values correspond approximately with 
the times when the dew point of the inlet air and the apparatus dew point cross. 
Overall, the model appears to be least accurate when the equations for the dry are 
used (30-40 hours; 50-60 hours). The humidity sensors are known to be unreliable 
and errors in the sensor reading the humidity of the inlet air to the coil may be 
causing the condition of the coil (wet or dry) to be wrongly predicted. Hence, the 
dry coil may have been used when the real coil was still wet or partially wet. 
In spite of the problems with the data, the mean absolute error of 0.64 h is below 
the magnitude of the residuals caused by the implemented faults (2 K). The FDD 
scheme is therefore expected to show some evidence for the faults. However, it 
can be observed from Figure 7.14 that there are regions of the operating range 
where the prediction errors exceed 2 K; the scheme is therefore susceptible to false 
alarms. 
7.4.7 Results of FDD tests 
As with the tests carried out using the simulated system, the parameter update 
algorithm was only actived when the conditions listed in Section 7.3.6 were satis- 
fied. The minimum value of -y that caused the estimated parameters to respond 
to the training data was 1200; -y was thus set to this value for the tests. The effect 
of setting -y to such a high value is that the forgetting factor is 
less sensitive to the 
size of the prediction error. The forgetting factor is therefore 
kept high except if 
there are very large errors. When the forgetting factor is high, information 
from 
previous samples has a greater weight in the estimation process. 
The parameters 
are then effectively estimated for data accumulated over a 
longer time. The the 
estimates will therefore be less sensitive to the local structural 
inaccuracies in the 
model, providing the system is reasonably active within its operating range. 
7.4. Evaluation using a real system 
Fault-free 
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The estimator was tested first with data gathered from the correctly operating 
system, which allows the false alarm rate to be assessed. The data are presented 
in Figure 7.15, which shows the relevant inputs and outputs to the subsystem. It 
can be observed from the figure that the mixing box is not set to give full outside 
air during certain periods in the data. The parameters are not adjusted unless 
the mixing box is at one of its extreme positions due to the lack of reliability 
associated with estimating the mixed air temperature. 
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Figure 7.15: Fault-free test data 
Figure 7.16 shows the estimated parameters for the fault-free data. Before t ,: 
48 hours, the parameter estimates do not vary significantly. and the confidence 
intervals contain the `correct operation' parameters for the majority of the time. 
However, there is a significant change in the fouling parameter at t 48 hours. 
A change of this sort indicates that the model has predicted more cooling than is 
apparent from the data. The change in the fouling parameter appears to coincide 
with the valve control signal changing direction. Inconsistencies between the way 
hysteresis was modelled in the FDD model and way it was manifested in the real 
system is one possible reason for this parameter change. In spite of this effect 
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the confidence interval associated with the fouling parameter is wide enough to 
contain the `correct operation' value. 
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Figure 7.16: Parameter estimates for the fault-free data 
Fouling fault 
The data gathered from the system when the fouling fault was incorporated is 
presented in Figure 7.17. It may be observed from the graph that the control 
signal to the valve never exceeds 50% of its maximum range. Since fouling is most 
apparent at high duties the effects of this fault will be small for these data. 
In spite of the coil being exercised in its low duty region, the estimator does manage 
to produce estimates that indicate the type of fault. The estimated magnitude of 
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Figure 7.17: Fouling fault test data 
the fouling parameter increases at approximately 20 hours, which corresponds to 
the time when the control signal is highest. For most of the time between 20 hours 
and 50 hours, the correct operation fouling parameter is outside the confidence 
interval; constituting strong evidence for a change in this parameter. A small 
positive sensor off -set is also estimated during the data, due to it being difficult 
to distinguish between the symptoms of fouling and positive sensor off-set. 
There is a significant increase in the estimated leakage parameter at the start of 
the data. This may be due to the initial estimate of the valve stem position, 
which is required for the hysteresis model, being inaccurate. The initial estimate 
of valve stem position determines the amount of slack to be taken up, and at least 
one reversal is required to eliminate any initial errors. If data from before the 
first reversal is used to estimate the parameters, the initial error may take several 
steady-state samples before any changes that are induced in the parameters are 
eliminated. This effect can be observed in the test, which shows that the estimate 
of the leakage parameter does return to its correct value when steady-state data 
is obtained after the first reversal. 
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Figure 7.18: Parameter estimates for the fouling fault data 
Leakage fault 
The data gathered from the system with the leakage fault incorporated is presented 
in Figure 7.19. It can be observed that the mixing box was being operated during 
certain periods in the data. Leakage is most apparent when the control valve is 
supposed to be closed. However, the control strategy that was implemented in the 
BRE system caused the mixing box dampers to be modulated when the control 
signal to the valve was driven to zero. Since the estimator is de-activated when 
the control signal to the mixing box dampers is at any mid value, there is little 
potential to obtain very much information at the operating point where leakage 
is most apparent. This problem could be overcome by incorporating a dead-band 
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between the sequenced operation of the mixing box and the heat exchangers. This 
approach is sometimes adopted in order to reduce the control activity- and hence 
the wear on the controlled elements. Alternatively, sensors suitable for poorly 
mixed air-streams, such as averaging sensors, could be installed to measure the 
mixed air temperature more reliably. 
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Figure 7.19: Leakage fault test data 
Figure 7.20 shows that the estimates of the parameters for the leakage data. Leak- 
age is identified initially (e 1 hour), but this may be due to the initial estimate of 
the slack in the hysteresis model being inaccurate. A significant leakage (8%) is 
estimated at approximately 25 hours, which causes the `correct operation' leakage 
to be outside the confidence interval. The estimated leakage fluctuates when t ,: 
50 hours, and a compensatory effect is provided via the estimation of a positive 
sensor off -set. This compensatory effect may have been due to the 
leakage in the 
model not being sufficiently localised at the closed valve position, as was experi- 
enced for the tests with the simulated system. Toward the end of the data, the 
estimate of the leakage is reduced. This is most likely to be caused by modelling 
errors or inconsistences in the data caused by sensor inaccuracies. 
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Figure 7.20: Parameter estimates for the leakage fault data 
Sensor fault 
The data incorporating the sensor fault are presented in Figure 7.21. 
Figure 7.22 shows the parameter estimates for the sensor fault data. It can be 
observed that all the parameter estimates vary during the test. The sensor off-set 
parameter varies the most, indicating a positive ofd set in the initial stages of the 
test, with narrow confidence intervals. The fouling parameter is also adjusted in 
the early stages of the test with the `correct operation' value falling outside the 
confidence intervals during the first ten hours. Fouling and positive sensor off- 
set faults have similar symptoms at high and mid duty regions of the operating 
range, and this is why an increase in the fouling parameter is estimated. The 
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Figure 7.21: Sensor fault test data 
fouling parameter does, however, return to its nominal value when the system is 
exercised across a greater part of its operating range (-: 12 hours). The estimate of 
the sensor of set at 15 hours is close to the true off-set and the confidence intervals 
are narrow enough at this point for the estimate to be attributed credence. 
The accuracy of the parameter estimates deteriorates after approximately 42 
hours, with a negative sensor off-set being estimated. It may be observed from 
Figure 7.21 that at this time the chilled water temperature begins to rise, which 
was caused by a chiller fault. The control signal to the valve rises in response to 
the change in chilled water temperature, and saturates at its maximum value. The 
estimate of a negative sensor ofd set indicates that the model was not predicting 
enough cooling based on the sensor readings provided. It may be recalled from 
Figure 7.13 that the model was initially calibrated using data where the control 
signal never exceeded 70%. When the control signal saturates at its maximum 
value the FDD model is therefore being tested outside the region of the original 
training data. Inaccuracies in the model outside the region of the training data 
may therefore be one possible cause of the apparent deterioration in the accuracy 
of the parameter estimates. Although the chilled water temperature returns to its 
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Figure 7.22: Parameter est iiiiat es for sensor fault data 
nominal value, the parameter estimates do not recover sufficiently in the remaining 
tinge to re-diagnose the positive offset. 
7.4.8 Conclusions 
rllllc FDD scheme has been tested using data from a full size air-condillollill(ul 
s steine. Although the tests were relatively unrealistic 
due to the faults being 
introduced as step changes. it has been demonstrated that the FDD scheine is 
ca })ahle of detecting the three degradation faults that 
have been considered. In 
ea. cll of the tests. the paraiueter corresponding to the 
fault type ch(iii(-, (, (1 most 
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significantly, thus demonstrating the ability of the FDD scheme to distinguish 
between the different faults. The estimation of the degree of fault was less accurate 
and the parameters tended to fluctuate during the tests. This fluctuation was due, 
in part, due to unreliable sensors. 
In the review of the literature that was presented in Chapter 2. it was described 
how there is a trade-off between the false alarm rate and the sensitivity to faults. 
This has been demonstrated in the tests using the data from the BRE system. The 
sensitivity was made such that changes in the parameter estimates were (only just) 
avoided for the training data. Hence any minor deviation from the relationship 
between the measured inputs and outputs that was implicit in the training data. 
would thus be expected to induce a change in the parameters. The estimator was 
therefore made to be as sensitive as possible for the data that was available. The 
consequence of this was that the scheme was over-sensitive to the test data, which 
contained samples from new operating points. 
It was necessary to make the scheme sensitive due to the time-scale for each test 
being short. In practice, the sensitivity could be reduced quite significantly. This 
would then dampen the fluctuations in the parameter estimates and ultimately 
lead to a more robust estimate of the parameter values. 
Chapter 8 
Conclusions and further work 
8.1 Conclusions 
This thesis has described the development of an Iý DD scli<ýine I<iýýýý1 on ýinalvt i< HAI 
models and recursive parameter est, iniation. The scheme h<is been applied to l1(' ul 
exchanger subsystems of the type used in air-conditioningsyst ems, and the <<I iIitv, 
of the scheme to estimate the degree of three (legra (lat ion faults (coil fouling, seiiso>' 
drift, valve leakage) has been investigated. 
Models of the constituent con imm-, nts of finned-tuba, water to air heat ('Nehanger 
sul)systems were described in Chapter . 1. Most of the parameters in t lie models 
relate to physical properties of the real system and these can thus 1)e (,,, I iniateed1 
initially from design or manufacturers' information. A small number oft he parani- 
eters are empirical, and these are estimated from training data. The coinbinat iu ii 
of t. taitiing data, and design and manufacturers' information ä11ovv,, the models to 
be calibrated to represent the `correct 1v operating' sVste111. 
'l"he models used in the FDD scheme are extended to enable the behaviours resuilt- 
irig froin the development of the considered faults to be modelled. ('('rlaiii nlodlel 
E>aranieters relate directly to the considered degradation faults. and these parain- 
eters are estimated recursively from the data that is available from the s\-si (, u 
at each sample. Detect ion and diagnosis of faults are facilitated by mono oaring 
t I, (, c11muucs in the estimated parameters from their nominal (`correct operas ion') 
value . 
The imýilgiiit tides of the parameter chan(-((, ý represent a dirý'ý'i est imai (' of 
11), lý 
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the degree of the faults. 
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Robust estimation of the model parameters in a recursive fashion is one of the 
main challenges of the work. The non-linear relationship between the outputs 
and the parameters in the model that was considered was one significant cause 
of difficulty. This non-linearity was addressed by linearising the model in the 
parameter space at each sample in order to calculate the direction and magnitude 
of the parameter updates. The resulting algorithm is analogous to the recursive 
least-squares method, to which it reduces for a linear-in-the-parameters model. 
and the analogy has been exploited to allow confidence intervals to be calculated 
for the parameters that are estimated. 
Forgetting was used to make the estimator continually sensitive to the most re- 
cent data. The effect of forgetting is to weight the data exponentially in the time 
domain. The sensitivity of the estimator is then governed by the forgetting fac- 
tor. In air-conditioning systems, the inputs can remain at one operating point 
for long periods and estimator wind-up can occur when forgetting is employed. 
This leads to numerical problems and instability in the parameter estimates. This 
was addressed by using the prediction error forgetting (PEF) algorithm (Fortes- 
cue et al., 1981) to adjust the forgetting factor according to an assessment of the 
information content of the data, which is jointly determined by the variations in 
the inputs and the prediction error. 
It was demonstrated in Section 6.4.1 that the wind-up problem can still occur 
when the inputs are varied very slowly while the parameters are changing. 
An 
interesting phenomenon that was observed in Section 6.4.1 was that instability in 
the parameter estimates, induced by estimator wind-up, was self-correcting 
due to 
the non-linear form of the model. This is because the gradient vector of the model 
function, and hence the P matrix, which determines the gain of the estimator, 
is 
a function of the parameters as well as the inputs. 
The derivation of the estimator, presented in Chapter 5, showed that it is equiva- 
lent to the recursive least-squares algorithm when the model 
function is linear with 
respect to the parameters. This approximation 
deteriorates as the model deviates 
from being linear over the interval of a parameter change. The similarity of the 
algorithm to recursive least-squares thus depends on the size of the change 
in the 
parameters and the degree of non-linearity in the model 
function. The behaviour 
of the estimator is thus specific to the model with which 
it is used. The behaviour 
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of the estimator was examined in Chapter 6 for different magnitudes of parameter 
change using the models described in Chapter 4. 
In Section 6.3.2, the parameters converged on a wrong set of values for the largest 
step changes that were applied to the parameters of the cooling coil model. This 
therefore appears to indicate the existence of local minima on the surface of the 
criterion function caused by a deterioration in the linear approximation to the 
model function. The tests provided a quantitative indication of the largest step 
change over which the linear approximation was acceptable. However, since the 
local non-linearity of the model depends on the estimates of the other (non fault) 
parameters, the results are not generic. It may be noted that the sizing and design 
of typical heat exchanger subsystems in air-conditioning systems are not expected 
to differ significantly from the type studied in the thesis. Hence, the results do 
provide an approximate estimate of the magnitude and rate of parameter change 
that is likely to lead to inaccuracies in the estimation. 
Chapter 6 also investigated the effect of variability in the inputs, noise, model 
mismatch, and unmeasured disturbances on the performance of the estimator. It 
was demonstrated that the performance was sensitive to the rate of change in the 
inputs relative to the rate of change in the parameters. An attempt was made 
to quantify this relationship in Section 6.4.1, and an estimate of the maximum 
rate of change in the parameters (when changing simultaneously) for diurnal cy- 
cles was provided (Equation 6.6). Modelling errors and unmeasured disturbances 
were discussed in Chapter 6 and it was described how these two phenomena both 
induce specification error in the model. Specification errors lead to changes in the 
estimated parameters and these can be difficult to distinguish from faults. 
The performance of the estimator was evaluated in Chapter 7 using data from two 
complete air-conditioning systems: a simulated and a real system. These systems 
were subject to realistic disturbances and structural differences existed between 
the FDD model and the system. The results of the tests demonstrated that the 
proposed FDD scheme is capable of distinguishing the three degradation faults 
that were considered. In the simulation tests, the scheme was able to provide an 
accurate estimate of the degree of the faults, and 99% confidence intervals provided 
a useful fault detection threshold. 
In the tests using the data from the real system, the sensor information was 
unreliable and there were inconsistencies in the data. The sensitivity parameter, 
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ry, was thus set to a high value, which corresponds to low sensitivity to prediction 
errors. In spite of this, the estimator was able to detect the faults and distinguish 
between them. However, the estimates were less stable than they were for the 
simulated system, largely because of the inaccurate sensor readings. The tests thus 
demonstrated the importance of obtaining reliable sensor information in order to 
estimate the degree of fault accurately. In addition, the importance of being able 
to model the effect of faults accurately was demonstrated. This was particularly 
apparent in the results obtained when trying to detect the leakage fault. The way 
that leakage was modelled in the FDD model was not consistent with the way it 
was modelled in the test systems and this caused other parameters to be varied 
to provide a compensatory effect. 
Chapter 7 demonstrated that in the face of inaccurate sensors and specification 
errors little credence can be attributed to the estimated values for the system 
parameters. Low cost sensors are generally used in air-conditioning systems and 
these sensors are likely to be unreliable in practice. The fault estimation aspect of 
the FDD scheme may thus prove unreliable for the application of air-conditioning 
systems. However, as demonstrated in Chapter 7, the detection and isolation 
aspects are more robust. The parameters could therefore be used as indications of 
symptoms associated with certain classes of faults, rather than accurate estimates 
of the absolute degree of fault. 
In summary, there a number of specific conclusions that can be drawn: 
" obtaining an accurate model of the correctly operating system is of prime 
importance for the subsequent on-line FDD task. Although the analytical 
models that have been presented allow most of the parameters to 
be esti- 
mated from design and manufacturers' data, it is necessary to estimate the 
more empirical parameters using training data. This serves two purposes: 
1. It improves the fit of the model to the system, ultimately allowing the 
detection of smaller faults. 
2. It confirms that the system is operating correctly, according to the 
design specifications; 
" the estimator is only capable of tracking slowly varying parameters. 
Large 
step changes and fast ramps lead to instability, 
due to a breakdown in the 
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quadratic approximation to the criterion function. or the rate of change in 
the inputs being too slow relative to the rate of change in the parameters: 
" the PEF algorithm does not protect against estimator wind-up when the 
inputs are constant but the parameters are changing. However. during low 
levels of input excitation, the potential for wind-up was reduced by selecting 
parameters whose effects were orthogonal; 
" modelling errors or inconsistencies in the data obtained from the plant af- 
fect the performance of the estimator by causing the parameter estimates to 
fluctuate as the errors in the model vary across the operating range. These 
fluctuations can be attenuated by reducing the sensitivity of the estimator; 
i. e. by increasing the magnitude of y. This approach leads to a larger `win- 
dow' of samples being used to estimate the parameters. The sensitivity to 
local variations in model accuracy will be reduced if the system explores its 
complete operating range during the window time period; 
" unmeasured disturbances can be treated in the same way as modelling errors 
by reducing the sensitivity so that the average effect of the disturbances over 
the length of the window is reduced. However, if the disturbances have a 
significant non-zero mean the estimates will be affected; 
" for analytical model-based schemes, it is important that the sensor readings 
are accurate representations of the physical properties they are supposed to 
measure. If this is not so the parameters will be biased and will thus lose 
their physical meaning. 
8.2 Suggestions for further work 
The effect that non-linearities in the parameter space of the model have on the 
estimation process needs to be investigated further. A number of different models 
could be contrived that produce particular classes of non-linearity in the criterion 
function, e. g. varying levels of deviation from quadratic, saddle regions, local min- 
ima. Software that enabled multi-dimensional problems to be visualised would 
be useful for this work, and visualisation of the way in which the parameters are 
moved by the estimator for non-quadratic surfaces would help increase the under- 
standing of the process. In addition, the parameters that were included in the 
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models to represent the three considered degradation faults had relatively orthog- 
onal effects on the model output. Further work needs to be carried to examine how 
the robustness of the estimator is by varying the degree of orthogonality between 
the parameters that are estimated. 
It was demonstrated in Chapter 6, that the shape of the criterion function surface 
is affected by the excitation of the inputs. The degree of curvature at the minimum 
determines the confidence that can be attributed to the parameter estimates. This 
confidence can be increased by obtaining a greater number of independent input- 
output samples from the system. Since the models considered in this thesis are 
non-linear in the input space, the curvature of the minimum will be more sensitive 
to data from certain regions of the input space. Further work therefore needs to 
be carried out to ascertain the regions of the operating range where data should 
be obtained to allow the parameters to be' estimated reliably. The results from 
this work would be particularly useful for designing tests for collecting training 
data from the system. 
The tests carried out using the data from the BRE system demonstrated the 
sensitivity of the estimator to anomalies in the data. The estimator is quadratically 
sensitive to prediction errors since the criterion function is defined as the sum of 
the squares of these errors. The parameters that are estimated can therefore be 
changed significantly when a large error occurs. If this error is due to a momentary 
problem with a sensor and is not sustained, many samples may then be required 
to reverse any parameter changes that are made. This problem could be alleviated 
by using square root algorithms (Aström and Wittenmark, 1989). Further work 
could involve applying these algorithms and investigating their effect on the overall 
sensitivity of the estimator. 
The FDD scheme described in this thesis involved estimating the values of param- 
eters that related directly to particular faults. If a fault were to occur that was 
not explicitly modelled, the parameters that are estimated would still be altered. 
Although the parameters could not be used directly to diagnose the fault, the 
overall direction of the change in the parameter vector would 
be related to the 
type of fault. Hence, there is the potential to supplement the parameter estima- 
tion scheme with a classifier (e. g. based on expert rules) so that 
faults not directly 
represented by the estimated parameters may be diagnosed. The parameters may 
be used as indicators of particular symptoms, which could be used to 
distinguish 
between different classes of faults. As explained in the Section 8.1. this approach 
may prove useful when the sensor measurements are unreliable. This idea needs 
further investigation. 
This thesis has concentrated on one class of subsystem in HVAC plant: other air- 
side subsystems, such as VAV boxes, fans, dampers, etc.. also warrant. attention. 
Analytical models of these items are available, e. g. (Clark, 1985), and the potential 
exists for applying the parameter estimation techniques that have been described 
to the models of these subsystems. The techniques may also be applied to primary 
plant, such as boilers and chillers. In contrast to the bespoke air-side plant, these 
systems are generally mass-produced. Models of these systems may therefore be 
identified by the manufacturer rather than on site. In this case it should only be 
necessary to identify the model once, rather than for each item. 
The work has reinforced the need for adequate commissioning of air-conditioning 
systems. One aspect of commissioning is the detection, diagnosis, and elimination 
of faults. It seems logical therefore to address on-line FDD and commissioning 
using the same technology. The type of faults at commissioning time will clearly 
not be the result of degradations, but will most likely have been caused by poor 
installation work or even poor design. Their effects will be more obvious than 
degradation faults and do not therefore require the use of highly accurate models 
to detect them. One idea, therefore, would be to utilise the models intended for 
real-time FDD by first configuring them using design data only. The predictions 
of these models could then be compared with the outputs that are measured 
during tests on the system in order to detect any faults. Data obtained from 
commissioning tests could be used to calibrate the models for the on-line FDD task. 
The idea of combining commissioning and on-line fault detection and diagnosis is 
currently being investigated by the author and co-workers as part of a collaborative 
research project. 
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Nomenclature 
a Air-side approach of the heat exchanger 
0 Curvature parameter for inherent valve characteristic 
Iy Sensitivity parameter used in PEF algorithm 
8A small number 
E Model prediction error 
0 Model parameter vector 
K Threshold in steady-state detector 
rya Air-side convective heat transfer parameter 
r, w Water-side convective heat transfer parameter 
A Forgetting factor 
T Time constant 
0 Vector of model first derivatives (Jacobian) 
w Angular frequency 
IF Effectiveness of the coil 
A Authority of the valve 
Ca Capacity rate of air 
Cu, Capacity rate of water 
Cr Ratio of fluid capacities 
I Identity matrix 
L Gain vector in estimator 
NT U Number of transfer units for the coil 
P Inverse of the Hessian matrix used in the parameter estimation 
Qtotac Heat transfer rate of wet coil 
Qdry Heat transfer rate of dry coil 
Ru, Conductive resistance of tube wall in heat exchanger 
SHR Sensible heat ratio 
Tai Air temperature entering coil 
Tao Air temperature leaving coil 
Twi Water temperature entering coil 
Tto Water temperature leaving coil 
Ts Average surface temperature of coil 
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UA Overall heat transfer conductance 
V(. ) Criterion function used in parameter estimation 
b Temperature sensor off-set parameter 
bf Bypass factor 
f Frequency 
hai Humidity of air entering coil 
hao Humidity of air leaving the coil 
(, gohA)a Air-side convective heat transfer coefficient 
(hA),, Water-side convective heat transfer coefficient 
k Sample number 
l Valve model leakage parameter 
ma Mass flow rate of air entering coil 
rn,  Mass flow rate of water coil entering coil 
mw, d Maximum mass flow rate of water through coil (i. e. supplied by pump) 
q-1 Backward shift operator 
s Valve stem position 
t Time 
uv Control signal to valve actuator 
u Vector of model inputs 
v Hysteresis parameter 
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Appendix A 
The Complex method 
The complex method is an adaptation of the simplex direct s('aI ll method and 
was proposed by Box (1965) to allow the incorporation of constraints. 'I'11e niet liod 
works by defining ai geometric shiaý>e. known als a 'complex' in the s 'arch s ýýýlre. 
The objective function is evaluated at each vertex, and the shape reflected <iIýýýýit 
its ceutroid in a direction towards the optimum. 
The complex rolls over and over. normally expanding;. and contracts and Ilatt c>>, 
itself if a constraint boundary is encountered. It is able to roll along the (o>ittraiii t 
boundary or leave if the direction of the optimum is awav from t he coilstraint. The 
complex is also alle to accommodate more than one boundary and turn coi'iierý. 
If tlw complex straddles a minimum, with no better solutions l)o"ýsible through 
reflection, it will collapse onto its centroid and converge on the local minimum. 
The method is often able to avoid converging on a local minimum due to t lie com- 
plex initially straddling a large portion of the search area. It is then able to reflect 
it sel [ over the local solutions towards the global minimum. The method can be 
effective for problems having a small number of paraiileters, but the performýtii »' 
(let et-iorates as the number of parameters becomes very large (e. g. » 2()). 
Tile Complex ºiiethod hay been used to estiillate the parameter v'a1ues for models 
using data, tlº<1t records the inputs and outputs to the modelled system. 'I'lse 
objective funct ion (I -) for the parameter estimation was defined a, ý tFw m can of 
the al)solut(' predict ion errors. For a. scalar output model the ol)j(c(ctive fundiuºº 
is dcºiiicd 1)v: 
2 1\ 
N 
V (O): = NE 
If (Ok" xk) - ykl (A. 1) 
k=1 
where 0 is the vector of parameters to be estimated. x is the vector of measured 
inputs, yk is the measured output, f (. ) is the model function, and :Y is the number 
of data vectors. The absolute prediction error is used instead of the squared 
prediction error in order to reduce the effect that anomalous data points have on 
the estimation. The complex method assumes that an initial feasible point 81 is 
available; where 0E RP. A sequence of geometric figures, each having it. >p+l 
vertices is formed to find the constrained minimum point of the function V(. ). 
The search procedure, according to (Rao, 1987), is described below: 
1. Construct the initial complex. 
Find K>n+1 points, each of which satisfy all the constraints. With 
the exception of 91, the remaining K-1 points are generated randomly. 
Each component, BZj, of the vectors, Oi is selected as a random point within 
predetermined limits: 
Oij = Oi, low + ri,. 7(Oi, high - Oi, low), i=1,2,... p; 
j=1,2, 
... 
i K. (A. 2) 
where ri, j is a random number, and 0< rij < 1. If a newly generated point, 
9j, does not satisfy the constraints, it is moved half way towards the centroid 
of the remaining, already accepted points: 
ei = 
1(8; +O) (A. 3) 2 
where 9o is the centroid of the already accepted points. 
eo -1 
-1 
eI (A. 4) 
j-l 1=1 
This process is continued until all K points have been found. 
2. Evaluate the objective function at each of the A points (vertices). 
The parameter vector that produces the largest objective function value is 
denoted by 0h. A new point, Or, is found by reflection: 
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Or =(1+a)Oo-aOh (A.:, )) 
where a>1, and 8o is the centroid of all vertices not including 8h: 
h 
eo =1 91 (A. 6) K-1 1=1, lýh 
3. Test the feasibility of the new point Or. 
If V(Or) <V (6h), 9h is replaced by Or. A new geometric figure (complex) is 
then constructed, and the procedure returns to the second step. If V(Or) > 
V(Oh), Or is not the direction towards minimum and a new Or is calculated 
by reducing a by a factor of 2 until a satisfactory Or is found. If 0 is smaller 
than a prescribed small quantity c, and an appropriate Or has not been 
found, the process is terminated. A new search is then started using the 
parameter vector that produces the second largest objective function value, 
instead of 9h. 
4. If 0, is infeasible at any stage in the optimisation, it is moved half way 
towards the centroid until it is feasible: 
(Or)new = 
1(Bo 
+ Or) (A. 7) 
2 
This step is continued until the complex collapses onto its centroid. 
5. Generate the new complex. 
The new complex is generated by replacing Oh with 8r. 
The optimisation is terminated when either of the following conditions are 
satisfied: 
(a) the complex shrinks to a specified small size cl. 
(b) the standard deviation of the function value becomes sufficiently small, 
i. e. 
1 
h2 
K 
EDV Deo) -V (eß)]2 < E2 
=1 
where 0, is the centroid of all the K vertices of the current complex, 
and E2 is a specified small number. 
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