Introduction
The A lot of research have been carried out to solve higher order ordinary differential equations (ODEs) numerically, but by first reducing it to a system of first order ODEs and then solve by a method designed for a first order ODEs. The deficiencies of this approach, which include time wastage, computational burden and high cost of implementation are extensively discussed in the literature.
Various numerical schemes for solving differential equations exist in literature. Among these are the Runge-kutta, Taylor's algorithm and the Linear Multistep Methods (LMMs). Owing to the suitability of LMMs in providing solutions to ODEs, many scholars have developed LMMs varying from discrete to continuous for the solution of IVPs. However, it has been reported that continuous LMMs has greater advantages over the discrete method in that they give better error estimation and guarantee easy appropriation of solution at all interior points of the integration interval. [1] and [2] considered LMMs where in [2] , LMMs were proposed and implemented in a predictor-corrector scheme using the Taylor series algorithm to supply the starting values. Although, the implementation of the methods yielded good accuracy but the procedure is more costly to implement. Many researchers have attempted the solution of this kind of problem using LMMs without reduction to system of first order ODEs, (see [3] , [4] , [5] , [6] ). Conventionally, implicit LMMs, when implemented in the predictor-corrector mode is prone to error propagation. This disadvantage has led to the development of block methods from linear multistep methods. Apart from being self-starting, the method does not require the development of the predictors separately, and evaluates fewer functions per step.
Due to the elegant property of Chebyshev polynomial such as equi-oscillation in its entire range of definition and consequent even distribution of error therein we shall employ it to develop a class of finite difference method which is self starting. Its mini-max property also make it desirable.
II. Material and Methods
In this section, we set out to derive the proposed continuous hybrid one step block method by approximating the analytical solution of 
where f is a continuous function, with a Chebyshev polynomial in the form
on the partition a = x 0 < x 1 < ... < x n < x n+1 < ... < x N = b of the integration interval [a, b] , with a constant step size h, given by h = x n+1 -x n ; n = 0, 1, ..., N -1. The second derivative of (2) where x [a, b] , the a j 's are real unknown parameters to be determined and r + s is the sum of the number of collocation and interpolation points. We shall interpolate at at least two points to be able to approximate (2) and for this purpose, we proceed by selecting some offstep points in such a manner that the zero-stability of the main method is guaranteed. Then (2) is interpolated at x n+s and its second derivative is collocated at x n+r so as to obtain a system of equations which will be solved by Gaussian elimination method. The resulting s a j ' are substituted into (2) to yield the new continuous method after some manipulations. Evaluating the continuous method at the desired point gives the main method. Other methods needed to couple with the main method are to be derived from the continuous method and then solve simultaneously to form the block method.
Derivation of Two Offstep Points
Here, two offstep points (TOP) are introduced. These two points are carefully selected to be 
with its second derivative given by
Substituting (5) into (1) gives
Collocating ( 0  2  3  1  2  2  2  3  1  3  4  2  2  5  3  2  1   1  7 23  17  241  1  3 9  27  81  243  1  7  23 17  241  1  3 9  27  81  243  0 0 16  96 320  800  64  3040  0 0 16  32  3  27  64  3040  0 0 16 32  3  27  0 0 16 96 320 800
Solving (7) by Gaussian elimination method yields the a j 's as follows:
An Improved Self-Starting Implicit Hybrid Method 
nn nn
Substituting the a j 's, j = 0(Error! Reference source not found.)5 into (4) yields the continuous hybrid one step method in the form of a continuous linear multistep method described by the formula 2  1  1  2  2  0  1  1  2  2  1  1  3  3  3  3  3  3  3  3 ( ) ( )
where α j 's and β j 's are continuous functions and are obtained as parameters Evaluating (9) at x = x n and x n+1 , we obtain the discrete methods from (10) as follows: 
The block methods are derived by evaluating the first derivative of (9) in order to obtain additional equations needed to couple with (11) and (12). Differentiating (9), we obtain 1  1  2  2  0  1  1  2  2  1  1  3  3  3  3  3  3  3  3 1 
Evaluating (14) at x = x n , x n+ 1 , x n+ 2 and x n+1 , the following discrete derivative schemes are obtained. 2  2  1  1  2  1  3  3  3  3   2  1  2  1  1  2  1  3  3  3  3  3   2  2  2  1  1  2  1  3  3  3  3  3   1   1080 ' 3240  3240  ( 127  414  9  8 )
Equations (11), (12) and (15) 
III. Numerical Examples
We consider here two test problems for the efficiency and accuracy of the method implemented as a block method. The absolute errors of the test problems are compared with our earlier work. 
Problems

V. Conclusion
This paper has demonstrated the derivation of continuous two-offstep hybrid method for the direct integration of second order ordinary differential equations. It has been observed through comparison of the solutions of the selected test problems with solutions obtained in our earlier paper, [10] that increase in the number of offstep points leads to increase in the efficiency and accuracy of the method. Moreover, the desirable property of a numerical solution is to behave like the theoretical solution of the problem as this is vivid in the Tables shown above. In the future paper, the scope of the paper shall be extended to hybrid two step points.
