We discuss several features of hadronic showers recorded in the high granularity CALICE Si-W ECAL and scintillator-tile HCAL and confront them with several Geant4 physics models. The first measurements of the time-structure of hadronic showers in a tungsten scintillator calorimeter are presented. The high granularity of the CALICE calorimeters allows a software compensation which improves the energy resolution by ~20% in the 10-80 GeV energy range. The first experimental tests of the Particle Flow Algorithm (PFA) have been performed using overlaid pion showers. The PandoraPFA demonstrated excellent performance with real data.
Introduction
Detectors for a future e + e -Linear Collider (ILC or CLIC) plan to use a Particle Flow Algorithm (PFA) to achieve unprecedented energy resolution for jets. Using PFAs, ideally only the energy of neutral particles is measured in the calorimeters, while the charged particle energy is reconstructed in a tracker where the resolution is much better. The PFA needs a high granularity calorimeter capable to separate showers created by charged and neutral particles. The CALICE collaboration has constructed and studied several high granularity prototypes of calorimeters for future liner colliders. In this paper we discuss several features of hadronic showers recorded in the CALICE Si-W electromagnetic calorimeter (ECAL) [1] and ironscintillator-tile hadron calorimeter (AHCAL) [2] . The ECAL and AHCAL collected data at CERN and FNAL in 2006-2010. In 2010 the AHCAL iron absorber was substituted by a tungsten absorber which is planned to be used in a CLIC detector.
Comparison between measured shower properties and MC calculations
The test beam setup was simulated with Mokka(v7.02) [3] , a Geant4 based Monte Carlo (MC) application. Various Geant4 physics lists have been used for the comparison with the experimental data [4, 5] . Events have been simulated with Geant 4.9.3.
The lateral shower profile determines to a large extent the performance of the PFA approach. The weighted mean shower radius measured in the AHCAL [6] is 5-10% larger than MC predictions. MC calculations with different physics lists reproduce well the central part of the shower but underestimate the tail by 10-30%. The initial part of pion showers was studied using the ECAL [4] . Most physics lists underestimate the mean shower radius by about 10%.
The high granularity of the CALICE calorimeters makes it possible to identify a point where the incident hadron makes its first interaction. The shower longitudinal profile measured from this point is much narrower than the profile measured from the front of the calorimeter. This makes comparison with MC models much more sensitive. The longitudinal shower profile in the ECAL is shown in Fig.1 [4] . It is compared with simulations using different physics lists. The particle composition of the shower is quite different in these models and none of them describe data well. The largest differences between models and data are observed at the first calorimeter layers. Disagreement between the data and models is somewhat reduced at higher pion energies. The FTFP_BERT physics list, while not perfect, gives the best overall description of the longitudinal shower development in the ECAL. The FTFP_BERT_TRV physics list gives the best (although not perfect) description of the longitudinal shower profile in the AHCAL for pion energies from 10 to 80 GeV [5] .
The CLIC detector needs time stamping of events. Therefore knowledge of the time structure of hadron showers is very important. To provide the first measurements of the shower time structure in the tungsten-scintillator calorimeter, T3B, a special timing experiment [7] was installed after the last layer of the tungsten HCAL. The mean time of the first hit in T3B tiles has been measured at different radial distances from the shower axis. Simulations with the QGSP_BERT physics list overshoot the data strongly. However, the variant with high precision neutron tracking, QGSP_BERT_HP, describes the data very well. 
Software compensation and PFA tests
The AHCAL is a non-compensating calorimeter. It has different response to electrons and hadrons of the same energy. This leads to a deterioration of the energy resolution since the electromagnetic fraction of hadronic showers has large fluctuations. The AHCAL fine granularity allows to estimate the electromagnetic fraction for each event and to improve considerably the energy resolution. Two software compensation approaches have been developed [8] . In the local approach each hit is weighted according to its energy. The weights are determined from the data sub sample not used in the further analysis. In the global approach the shower energy of each event is multiplied by just one factor which depends on the fraction of hits with high energy in this shower (see Fig.2, left) . The local and global approaches give almost identical improvement in the energy resolution of about 20% in the 10-80 GeV energy range (see Fig.2 , right) with linearity better than 2%.
Linear collider detectors are optimized using the PFA approach. The PFA programs were developed and tuned using only MC simulations. The first experimental test of the PFA was performed using overlaid pion showers detected in the CALICE calorimeters [9] . The incoming track from one shower was removed to simulate a neutral shower. The PandoraPFA program [10] was used to reconstruct the energy of this "neutral" shower in the vicinity of the charged shower. The difference between reconstructed and measured energy of the "neutral" shower appears due to wrong assignment of hits to showers. This confusion term is the dominant source of the error in the jet energy reconstruction in the PFA approach. The confusion error is shown in Fig.3 . In spite of a large values of the confusion error for small distances between showers the PandoraPFA is often capable to reconstruct correctly (within 3σ) the "neutral" shower energy even at zero distances between showers (see Fig.3 ). The agreement between the PandoraPFA performance with real calorimeter prototype data and with the MC simulation demonstrates that the extrapolation to the complete detector is reliable. No hidden imperfections in the real data (imperfect calibration, non-uniformity of tile response, cross talk between tiles, dead or noisy channels) which could degrade the PFA performance were found. Thus the most critical part of the PFA approach passed the experimental tests.
