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Abstract
Using the tools of optimal control, semiconvex duality and max-plus
algebra, this work derives a unifying representation of the solution for the
matrix differential Riccati equation (DRE) with time-varying coefficients.
It is based upon a special case of the max-plus fundamental solution, first
proposed in [FM00]. Such fundamental solution can extend a special
solution of certain bivariate DRE into the general solution, and can
analytically solve the DRE starting from any initial condition.
This paper also shows that under a fixed duality kernel, the semiconvex
dual of a DRE solution satisfies another dual DRE, whose coefficients
satisfy the matrix compatibility conditions involving Hamiltonian and
certain symplectic matrices. For the time invariant DRE, this allows us
to make dual DRE linear and thereby solve the primal DRE analytically.
This paper also derives various kernel/duality relationships between the
primal and time shifted dual DREs, which leads to an array of DRE
solutions. Time invariant analogue of one of these methods was first
proposed in [McE08].
1 Introduction
The differential Riccati equation (DRE) plays a central role in estimation and
optimal control.
An extensive study of algorithms for solving time-invariant and time-varying
DREs was carried out by Kenney and Leipnik [KL85]. These include direct
integration, the Chandrasekhar, Leipnik, Davison-Maki, modified Davison-Maki
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algorithms. Later important developments include a Bernoulli substitution
algorithm by Laub [Lau], eigenvector decomposition techniques by Oshman
and Bar-Itzak [OBI85], generalized partitioned solutions and integration free
algorithms by Lainotis [Lai76], superposition laws developed by Sorine and
Winternitz [SW85], solutions by Rusnak [Rus88], [Rus98]. More recently, a
fundamental solution based on max-plus algebra and semiconvex duality was
proposed by McEneaney [McE08].
The purpose of this paper is to present a new representation of the
fundamental solution of the time-varying DRE. The fundamental solution
allows us to efficiently compute a general solution starting from different initial
conditions. This representation uses the max-plus techniques and is inspired
from [McE08], but it extends the solution to the time-varying DRE and
simplifies the treatment by not using the semiconvex duality for the main result.
In process, it derives the special case of the max-plus fundamental solution
first proposed by Fleming and McEneaney in [FM00], for the linear-quadratic
problem. It also shows that such fundamental solution is bivariate quadratic
and describes the algorithm to compute the same. It shows that evolution
of a DRE under the max-plus fundamental solution is also a semiconvex dual
transformation with a suitable kernel. Further it shows that the semiconvex dual
transformation of a DRE, satisfies another DRE. It then derives the matching
conditions between the coefficients and duality kernels relationships between
primal and dual solutions at different times.
The DRE solution itself is similar in structure to the previous algorithms.
Specifically, the fundamental solution computation requires integration of three
ODEs similar to the forward formulas in [Lai76] and 1-representation addition
formula in [SW85]. Still, the max-plus framework presented here is unifying and
general. E.g. partitioned formulas for the forward and backward time-varying
DREs in [Lai76], time-invariant DRE solutions in [McE08], [Lei85], [Rus88] can
be derived as special cases of a single framework. In addition, it is known that
such algorithms work well for the stiff time-varying DREs and long time horizons
without any computational difficulties, unlike the time-marching algorithms or
the Davison-Maki algorithm.
2 Optimal control problem
We consider the matrix differential Riccati equation (DRE) of the form
−p˙(t) = A(t)′p(t) + p(t)A(t) + C(t) + p(t)′Σ(t)p(t) (1)
given the boundary condition p(T ) at time T . Here t ∈ (−∞, T ] and A(t) is
square, p(T ), C(t),Σ(t) are square and symmetric n × n matrices and Σ(t) =
σ(t)σ(t)′  0 where σ(t) is n × m matrix. It is well-known that above DRE
arises in optimal control problem with linear dynamics
ξ˙s = fs(ξs, us)
.
= A(s)ξs + σ(s)us, ξt = x ∈ R
n (2)
and the following payoff function consisting of the integral and terminal payoffs,
JTt (x, u)
.
=
∫ T
t
ls(ξs, us) ds+ φ(ξT ), where (3)
ls(ξ, υ)
.
=
1
2
ξ
′
C(s)ξ −
1
2
|υ|2 and (4)
φ(ξ)
.
=
1
2
ξ
′
p(T )ξ, for all ξ ∈ Rn, υ ∈ Rm. (5)
Then, the optimal payoff or the value function is also quadratic given by,
V (t, x)
.
= sup
u∈L2(t,T )
JTt (x, u) =
1
2
x′p(t)x, (6)
and p(t) follows the DRE (1). In order to ensure the existence and the regularity
of the value function and for the development to follow, we make following
assumptions.
We assume that A(t), C(t),Σ(t) are piecewise continuous, locally
bounded functions of time t and that Σ(t)
.
= σ(t)σ(t)′  0, ∀t ∈(
T¯ , T
]
. We also assume that the underlying dynamic system (2)
is controllable. Since the DRE may exhibit finite time blowup, we
assume that for t ∈
(
T¯ , T
]
with t ≤ T , there exists a solution of
DRE (1) with the terminal condition p(T ) = PT . We denote this
solution by Pt for the ease of notation.
(7)
Now we shall obtain the fundamental solution for DRE (1) through the following
generalization of the above optimal control problem. We assume the same
dynamics as (2), and assume the following payoff function in which the integral
payoff ls is as defined in (4) and the terminal payoff is parametrized by z ∈ Rn.
JTt (x, u; z)
.
=
∫ T
t
ls(ξs, us) ds+ φ(ξT ; z), where
φ(ξ; z)
.
= φz(ξ)
.
=
1
2
ξ′PT ξ + ξ
′ST z +
1
2
z′QT z, ∀ ξ ∈ R
n.
(8)
The optimal payoff or the value function is defined as
V (t, x; z)
.
= Vt(x; z)
.
= V zt (x)
.
= sup
u∈L2(t,T )
JTt (x, u; z) (9)
for all x, z ∈ Rn and t ∈
(
T¯ , T
]
.
Now we state two important lemmas regarding such a value function, which
are proved in the appendix.
Theorem 2.1. Assume (7), and assume that PT , QT are symmetric matrices
and ST is invertible. Then for any z ∈ Rn, the value function (9) is given by.
V (t, x; z) =
1
2
x′Ptx+ x
′Stz +
1
2
z′Qtz (10)
where Pt, St, Qt evolve as per
− P˙t = A(t)
′Pt + PtA(t) + C(t) + PtΣ(t)Pt
−S˙t = (A(t) + Σ(t)Pt)
′St (11)
−Q˙t = St
′Σ(t)St,
and satisfy the boundary conditions PT , ST and QT , respectively, at time t = T .
Further, the optimal control at a state ξ˜s at time s is
u˜s = σ(s)
′(Psξ˜s + Ssz), (12)
and the corresponding optimal trajectory ξ˜, starting at ξ˜t = x and evolving as
per the control (12) satisfies
St2
′ξ˜t2 +Qt2z = St1
′ξ˜t1 +Qt1z, (13)
for T¯ < t1 < t2 ≤ T . Further, Qt1 −Qt2 ≻ 0 and St is invertible for t ∈ (T¯ , T ].
Proof. Lemmas A.1, A.2, A.3, A.4 in the appendix, together prove the above
result.
Remark 2.2. Since St1 and St2 are invertible, (13) suggests a one-one and
onto relation between start and end of optimal trajectories, ξt1 and ξt2 for all z.
Thus ∀y ∈ Rn there exists a x = S−1t2
′ (St1
′y + (Qt1 −Qt2)z) such that optimal
trajectory x˜t starting at x˜t1 = x, ends with y. Thus every y ∈ R
n is an optimal
point for some initial condition.
3 Max-Plus Fundamental Solution
Given t1, t2 ∈ R, t1 < t2, system trajectory starting at ξt1 = x and a general
terminal payoff function ψ : Rn → R, let us define the operator,
St2t1 [ψ](x)
.
= sup
u∈L2(t1,t2)
∫ t2
t1
ls(ξs, us) ds+ ψ(ξt2) (14)
We can restate (9) and (8) using above operator. Noting that V zT (x) = φ
z(x),
as defined in (8), we have for all t ∈
(
T¯ , T
]
V zt (x) = S
T
t [φ
z ](x) = STt [V
z
T ](x)
It is well known that operators St2t1 form a semigroup. That is if t1 ≤ t ≤ t2 ≤
T , then St2t1 [ψ] = S
t
t1
[St2t [ψ]], which is the celebrated Dynamic programming
principle for this problem. That is with t2 = T ,
V zt1(x) = S
T
t1
[φz ](x) = Stt1
[
STt [φ
z ]
]
(x) = Stt1 [V
z
t ] (x)
= sup
u∈L2(t1,t)
∫ t
t1
ls(xs, us) ds+ V
z
t (ξt)
(15)
If we define a ⊕ b
.
= max(a, b) and a ⊗ b
.
= a + b, then it is well known that
(R ∪ {−∞},⊕,⊗) forms a commutative semifield which is referred to as the
max-plus algebra (see [BCOQ92],[HJ99], [LM98] for a fuller discussion). We
can extend this algebra to functions so as to define the max-plus vector space.
Let [a⊕b](x) = max(a(x), b(x)) and a(x)⊗k = a(x)+k, where a, b : Rn → R and
k ∈ R. Maslov [Mas87] proved that the above semigroup is linear in max-plus
algebra. Thus using above notation
STt1 [ψ1 ⊕ ψ2](x)
.
= St2t1 [max(ψ1, ψ2)](x)
= max
{
St2t1 [ψ1](x),S
t2
t1
[ψ2](x)
} .
= STt1 [ψ1](x) ⊕ S
T
t1
[ψ2](x)
and
STt1 [k ⊗ ψ1](x)
.
= St2t1 [k + ψ1](x) = k + S
t2
t1
[ψ1](x)
.
= k ⊗ STt1 [ψ1](x).
Now we shall define a max-plus kernel I : Rn × Rn → R derived earlier in
[FM00] and [Fle03]. Let T¯ < t1 ≤ t2 ≤ T and x, y ∈ Rn, and ξt evolve with
dynamics (2). Define
It2t1 (x, y)
.
=
{
sup
u∈U
t2
t1
(x,y)
∫ t2
t1
lt(ξt, ut) dt if U
t2
t1
(x, y) 6= ∅
−∞ otherwise
(16)
where
U t2t1 (x, y)
.
= {u ∈ L2(t1, t2) : ξt1 = x, ξt2 = y} (17)
Note that It2t1 = −∞ indicates that it is impossible to reach y from x in time
interval (t1, t2) using any possible control u.
Fleming and McEneaney [FM00] proposed above kernel, and showed that
St2t1 [ψ](x) = sup
y∈Rn
(
It2t1 (x, y) + ψ(y)
) .
=
∫ ⊕
Rn
It2t1 (x, y)⊗ ψ(y) dy (18)
and since It2t1 depends only on the dynamics ξ˙s = fs(ξs, us) and running payoff
ls(ξs, us), it is independent of the terminal payoff ψ. Hence it can serve as a
Fundamental solution, and obtain St2t1 [ψ](x) for any ψ(x) by a kernel operation.
Remark 3.1. Also note that due to the controllability assumption (7), for
t1 < t2, U
t2
t1
(x, y) 6= ∅ and for some u ∈ U t2t1 (x, y), I
t2
t1
(x, y) ≥
∫ t2
t1
ls(ξs, us) ds >
−∞ for all x, y ∈ Rn. Using (18) and (8), St2t1 [φ
z ](x) > −∞. For t1 = t2,
It2t1 (x, y) = −∞ for all y 6= x and I
t2
t1
(x, x) = 0.
3.1 Computing the max-plus kernel
Theorem 3.2. Assume (7). Let V and I be as per (9) and (16), respectively.
Assume x, y ∈ Rn and T¯ < t1 < t2 ≤ T . Thus using (10), V zt1(ξ) =
1
2ξ
′Pt1ξ +
ξ′St1z+
1
2z
′Qt1z and V
z
t2
(ξ) = 12ξ
′Pt2ξ+ ξ
′St2z+
1
2z
′Qt2z. Then, The max-plus
kernel It2t1 (x, y) exists and can be computed as
inf
z∈Rn
[
V zt1(x)− V
z
t2
(y)
]
= V zˆt1(x)− V
zˆ
t2
(y) = It2t1 (x, y), (19)
where zˆ = (Qt1 − Qt2)
−1(St2
′y − St1
′x). The max-plus kernel is also bivariate
quadratic given by
It2t1 (x, y) =
1
2
x′I11
t2
t1
x+ x′I12
t2
t1
y +
1
2
y′I22
t2
t1
y, where
I11
t2
t1
= Pt1 − St1(Qt1 −Qt2)
−1St1
′
I12
t2
t1
= St1(Qt1 −Qt2)
−1St2
′
I22
t2
t1
= −Pt2 − St2(Qt1 −Qt2)
−1St2
′.
(20)
Proof. Let ξt1 = x.
V zt1(x)− V
z
t2
(y) = St2t1 [V
z
t2
](x)− V zt2(y)
= sup
u∈L2(t1,t2)
{∫ t2
t1
ls(ξs, us) ds+ V
z
t2
(ξt2)− V
z
t2
(y)
}
substituting for V zt2 ,
= sup
u∈L2(t1,t2)
{∫ t2
t1
ls(ξs, us) ds+
1
2
ξ′t2Pt2ξt2 −
1
2
y′Pt2y + (ξt2 − y)
′St2z
}
Using (17), U t2t1 (x, y) ⊂ L2(t1, t2) , and ∀u ∈ U
t2
t1
(x, y), ξt2 = y.
≥ sup
u∈U
t2
t1
(x,y)
{∫ t2
t1
ls(ξs, us) ds+
1
2
y′Pt2y −
1
2
y′Pt2y + (y − y)
′St2z
}
= sup
u∈U
t2
t1
(x,y)
∫ t2
t1
ls(ξs, us) ds = I
t2
t1
(x, y) (21)
Taking infimum over all z ∈ Rn,
inf
z∈Rn
[
V zt1(x)− V
z
t2
(y)
]
≥ It2t1 (x, y) (22)
Since Qt1 − Qt2 ≻ 0 by theorem 2.1, define zˆ = (Qt1 − Qt2)
−1(St2
′y − St1
′x).
Hence
St2
′y +Qt2 zˆ = St1
′x+Qt1 zˆ
hence using (13) the optimal trajectory ξ˜s starting from ξ˜t1 = x and with
terminal payoff V zˆt2 (·), ends at ξ˜t2 = y. Let the corresponding optimal control
be u˜s. Hence,
V zˆt1(x) − V
zˆ
t2
(y) =
{
sup
u∈L2(t1,t2)
∫ t2
t1
ls(ξs, us) ds+ V
zˆ
t2
(ξt2 )
}
− V zˆt2(y)
=
{∫ t2
t1
ls(ξ˜s, u˜s) ds+ V
zˆ
t2
(ξ˜t2 )
}
− V zˆt2(y)
=
∫ t2
t1
ls(ξ˜s, u˜s) ds+ V
zˆ
t2
(y)− V zˆt2(y)
since u˜ ∈ U t2t1 (x, y)
≤ sup
u∈U
t2
t1
(x,y)
∫ t2
t1
ls(ξs, us) ds = I
t2
t1
(x, y) (23)
Inequalities (22) and (23) together give us (19) and substituting zˆ in (19)
and expanding, we get (20).
Now we shall prove a theorem which can allow us to combine max-plus
kernels in time.
Theorem 3.3. Assuming (7), let T¯ < t1 < t2 < t3 ≤ T , then max-plus kernel
It3t1 can be computed from I
t2
t1
and It3t2 as follows
It3t1 (x, y) = S
t2
t1
[It3t2 (., y)](x) = sup
z∈Rn
{
It2t1 (x, z) + I
t3
t2
(z, y)
}
(24)
Thus It3t1 (x, y) =
1
2x
′I11
t3
t1
x+ x′I12
t3
t1
y + 12y
′I22
t3
t1
y where
I11
t3
t1
= I11
t2
t1
− I12
t2
t1
(
I22
t2
t1
+ I11
t3
t2
)−1
I12
t2
t1
′
I12
t3
t1
= −I12
t2
t1
(
I22
t2
t1
+ I11
t3
t2
)−1
I12
t3
t2
I22
t3
t1
= I22
t3
t2
− I12
t3
t2
T (
I22
t2
t1
+ I11
t3
t2
)−1
I12
t3
t2
(25)
Proof. Note that by remark 3.1, U tbta (x, y) 6= ∅ for all ta < tb and x, y ∈ R
n.
It3t1 (x, y) = sup
u∈U
t2
t1
(x,y)
∫ t3
t1
ls(ξs, us) ds
since U t3t1 (x, y) =
⋃
z∈Rn
(
U t2t1 (x, z) ∩ U
t3
t2
(z, y)
)
= sup
z∈Rn
sup
u∈U
t2
t1
(x,z)∩U
t3
t2
(z,y)
∫ t3
t1
ls(ξs, us) ds (26)
Now, we consider the following
sup
u∈U
t2
t1
(x,z)∩U
t3
t2
(z,y)
∫ t3
t1
ls(ξs, us) ds
≤ sup
u∈U
t2
t1
(x,z)∩U
t3
t2
(z,y)
{∫ t2
t1
ls(ξs, us) ds+
∫ t3
t2
ls(ξs, us) ds
}
≤ sup
u∈U
t2
t1
(x,z)
{∫ t2
t1
lt(ξs, us) ds
}
+ sup
u∈U
t3
t2
(z,y)
{∫ t3
t2
ls(ξs, us) ds
}
= It2t1 (x, z) + I
t3
t2
(z, y) (27)
Now, since It2t1 (x, z) > −∞, ∀ǫ > 0, ∃ u¯ ∈ U
t2
t1
(x, z) and trajectory ξ¯s with
ξ¯t1 = x such that ∫ t2
t1
ls(ξ¯s, u¯s) ds+ ǫ ≥ I
t2
t1
(x, z) (28)
Similarly ∃ u˜ ∈ U t3t2 (z, y) and trajectory ξ˜ with ξ˜t2 = z such that∫ t3
t2
ls(ξ˜s, u˜s) ds+ ǫ ≥ I
t3
t2
(z, y) (29)
Now we can create augmented control uˆ such that uˆs = u¯s for s ∈ [t1, t2)
and uˆs = u˜s for t ∈ [t2, t3], and extend it arbitrarily beyond. Note that if
ξˆs is corresponding trajectory, then starting with ξˆt1 = x, ξˆs = ξ¯s for t ∈
[t1, t2]. Hence ξˆt2 = z and ξˆs = ξ˜s for s ∈ [t2, t3], hence ξˆt3 = y. Hence
uˆ ∈ U t2t1 (x, z) ∩ U
t3
t2
(z, y). Moreover using (28) and (29),
sup
u∈U
t2
t1
(x,z)∩U
t3
t2
(z,y)
∫ t3
t1
ls(ξs, us) ds ≥
∫ t2
t1
ls(ξˆs, uˆs) ds+
∫ t3
t2
ls(ξˆs, uˆs) ds
=
∫ t2
t1
ls(ξ¯s, u¯s) ds+
∫ t3
t2
ls(ξ˜s, u˜s) ds
= It2t1 (x, z) + I
t3
t2
(z, y)− 2ǫ (30)
Since ǫ is arbitrary, from (27) and (30), we have
sup
u∈U
t2
t1
(x,z)∩U
t3
t2
(z,y)
∫ t3
t1
ls(ξs, us) ds = I
t2
t1
(x, z) + It3t2 (z, y)
which with (26) proves (24). Now, using (20) and since (Qt1 − Qt2) ≻ 0 and
(Qt2 −Qt3) ≻ 0,
I22
t2
t1
+ I11
t3
t2
=
(
−Pt2 − St2(Qt1 −Qt2)
−1St2
′
)
+
(
Pt2 − St2(Qt2 −Qt3)
−1St2
′
)
= −St2
(
(Qt1 −Qt2)
−1 + (Qt2 −Qt3)
−1
)
St2
′
≺ 0
Thus
{
It2t1 (x, z) + I
t3
t2
(z, y)
}
is concave in z. Thus supremum in (24) exists, and
we get (25) by algebraic computation of the local maxima.
Remark 3.4. Note that It3t (x, z) has the same bivariate form as V
z
t given by
(10), and both It3t and Vt evolve in the time interval (t1, t2) according to the
semigroup St2t1 as per (24). Hence the parameters satisfy DREs similar to the
(11).
−
d
dt
I11
t3
t = A(t)
′I11
t3
t + I11
t3
t A(t) + C(t) + I11
t3
t Σ(t)I11
t3
t
−
d
dt
I12
t3
t = (A(t) + Σ(t)I11
t3
t )
′I12
t3
t
−
d
dt
I22
t3
t = I12
t3
t
′Σ(t)I12
t3
t
(31)
Next we discuss a way to compute the max-plus kernel from the transition
matrix of the Hamiltonian. Role of such transition matrix in DRE solutions is
well-known, e.g. Davison-Maki method [DM73].
Corollary 3.5. Assume (7). Define the 2n× 2n Hamiltonian matrix as
Ht
.
=
[
A(t) Σ(t)
−C(t) −A(t)′
]
(32)
Let the state transition matrix Φ, associated with the linear time varying system
ξ˙t = −Htξt, consist of four n× n sub-matrices
Φ(t2, t1)
.
=
[
Φ11 Φ12
Φ21 Φ22
]
. (33)
Then parameters of the max-plus kernel It2t1 (x, y) per (20), are given by
I11
t2
t1
= Φ21Φ11
−1 +Φ11
−1′Φ−112
I12
t2
t1
= −Φ11
−1′Φ−112 Φ11
I22
t2
t1
= Φ−112 Φ11
(34)
Proof. It can be verified that differential equations (11) are equivalent to the
following single matrix differential equation involving Hamiltonian matrix H
and a symplectic matrix K.
−K˙t = KtHt where Kt
.
=
[
S−1t Pt −S
−1
t
St
′ −QtS
−1
t Pt QtS
−1
t
]
. (35)
This being a linear ODE, the solution is given by
Kt2 = Kt1Φ(t2, t1)
[
S−1t2 Pt2 −S
−1
t2
St2
′ −Qt2S
−1
t2
Pt2 Qt2S
−1
t2
]
=
[
S−1t1 Pt1 −S
−1
t1
St1
′ −Qt1S
−1
t1
Pt1 Qt1S
−1
t1
] [
Φ11 Φ12
Φ21 Φ22
]
Matching terms, we get following set of equations
St1 = (Φ11 +Φ12Pt2)
−1′St2
Qt1 = Qt2 − St2
′(Φ11 +Φ12Pt2)
−1Φ12St2
Pt1 = (Φ21 +Φ22Pt2) (Φ11 +Φ12Pt2)
−1
(36)
Substituting (36) in (20) gives us
I11
t2
t1
= (Φ21 +Φ22Pt2)(Φ11 +Φ12Pt2)
−1 + (Φ11 +Φ12Pt2)
−1′Φ−112
I12
t2
t1
= −(Φ11 +Φ12Pt2)
−1′Φ−112 (Φ11 +Φ12Pt2)
I22
t2
t1
= Φ−112 Φ11
But since (I11, I12, I22) depend only on (A(t), C(t),Σ(t), t1, t2) and are inde-
pendent of starting (P, S,Q). Thus above equations hold true for any Pt2 .
Specifically, we can take Pt2 = 0 to get (34).
4 Solving the DRE
Now we shall study how the max-plus kernel can be used to solve the DRE (1).
Corollary 4.1. Assume (7). Let T¯ < t1 < t2 ≤ T . Also assume that a solution
to the DRE (1) with a possibly different terminal condition, p(T ) = p¯T , exists
for all s ∈ [t1, T ].
If we denote such solution by p¯, then the solution p¯t1 , can be computed from
p¯t2 as per
p¯t1 = I11 − I12(p¯t2 + I22)
−1I12
′, (37)
where I11, I12 and I22 are the parameters of the kernel I
t2
t1
.
Moreover if (Pt, St, Qt) are the particular solutions of coupled DREs (11)
satisfying suitable boundary conditions from theorem 2.1, then following is an
alternate method of propagating p¯
p¯t1 = Pt1 − St1
(
Qt1 −Qt2 − St2
′(p¯t2 − Pt2)
−1St2
)−1
St1
′. (38)
Proof. Using theorem 19, the max-plus kernel It2t1 exists. With the terminal
payoff φ(ξ)
.
= 12ξ
′
p¯T ξ and integral payoff defined in (4), let V and S be the
corresponding value function and the semigroup defined as per (6) and (14)
respectively. Then using (18) and (15),
Vt1(x) = S
T
t1
[φ](x) = St2t1 [Vt2 ](x) = sup
y∈Rn
(
It2t1 (x, y) + Vt2(y)
)
.
Using Vt1 (x) =
1
2x
′p¯t1x and Vt2 (x) =
1
2x
′p¯t2x, substituting the parameters of
It2t1 from (20), we get
1
2
x′p¯t1x = sup
y
{
1
2
x′I11x+ x
′I12y +
1
2
y′(I22 + p¯t2)y
}
. (39)
Matching the terms gives us (37).
In order to prove (38), substitute the kernel parameters from (20) in (37).
With some manipulation and Woodbury’s matrix identity [Woo50], we get
(
St1
′(p¯t1 − Pt1)
−1St1
)−1
=
(
−(Qt1 −Qt2) + St2
′(p¯t2 − Pt2)
−1St2
)−1
and therefore
St1
′(p¯t1 − Pt1)
−1St1 +Qt1 = St2
′(p¯t2 − Pt2)
−1St2 +Qt2 ,
which after rearrangement gives us (38).
Remark 4.2. Note that we assumed that the propagation 12x
′p¯t1x = S
t2
t1
[Vt2 ](x)
exists, and derived (37). This is also equivalent to I22 + p¯t2 ≺ 0, so that the
supremum in (39) exists. Thus the set
{
p¯t2 | I22
t2
t1
+ p¯t2 ≺ 0
}
characterizes
all the terminal conditions for which the solution exists (is norm bounded) for
t ∈ [t1, t2]. Also note that the minimum time T¯ for which solution to DRE exists,
depends on initial condition. There are generalization to the DRE solution which
allow solutions containing singularity e.g. [SW85]. Above propagation formula
(37) contains a pole, hence it is conjectured that it may allow computation of
generalized DRE solutions which can step through singularity.
Remark 4.3. Special cases of the alternate propagation formula (38) yield
both the forward and backward generalized partitioned formulae to solve DREs
proposed in [Lai76]. For small time propagation, when t2 → t1, (Qt1 −Qt2)
−1
and parameters of kernel It2t1 defined in (20) become more and more singular
causing numerical inaccuracies in propagation. In such case, above alternate
formula is useful, as it does not involve taking inverses of ill-conditioned
matrices.
4.1 Algorithm
Thus following is the final algorithm to obtain the fundamental solution, and to
convert a particular solution of the (11) into the max-plus fundamental solution
and a general solution of (1). It gives us a closed form solution to the DRE (1)
using max-plus kernel It2t1 (18). We shall reiterate the formulae derived earlier
to make the section self-contained.
1. Compute the parameter triplet (I11, I12, I22)
t2
t1
of the max-plus kernel
It2t1 (x, y) defined in (20) using any of the following methods.
(a) Evolution of the bivariate payoff function using 3 ODEs:
Choose the parameters (Pt2 , St2 , Qt2) of the terminal bivariate payoff
V zt2(x) =
1
2x
′Pt2x + x
′St2z +
1
2z
′Qt2z, such that Pt2 , Qt2 are n × n
symmetric matrices, and St2 is n× n invertible matrix.
Propagate (P, S,Q) backwards in time according to (11) till time
t1 < t2. That is
−P˙t = A(t)
′Pt + PtA(t) + C(t) + PtΣ(t)Pt
−S˙t = (A(t) + Σ(t)Pt)
′St
−Q˙t = St
′Σ(t)St
Compute the parameters of the max-plus kernel,
I11
t2
t1
= Pt1 − St1(Qt1 −Qt2)
−1St1
′
I12
t2
t1
= St1(Qt1 −Qt2)
−1St2
′
I22
t2
t1
= −Pt2 − St2(Qt1 −Qt2)
−1St2
′.
(b) The state transition matrix of the Hamiltonian matrix: Let the
Hamiltonian matrix Ht be defined as per (32). Let Φ11, Φ12, Φ22
be the submatrices of the 2n × 2n state transition matrix Φ(t2, t1)
be as per (33). Then the paramteres of the max-plus kernel are
computed as per (34). That is
I11
t2
t1
= Φ21Φ11
−1 +Φ11
−1′Φ−112
I12
t2
t1
= −Φ11
−1′Φ−112 Φ11
I22
t2
t1
= Φ−112 Φ11.
2. Given any terminal condition p¯t2 at time t2, if the solution exists, the
DRE (1) can be solved at time t1 to get p¯t1 as per (37). That is
p¯t1 = I11 − I12(p¯t2 + I22)
−1I12
′.
3. For small time propagation, as the parameters of kernel It2t1 become ill-
conditioned, the alternate formula (38) can be used. Instead of using
the max-plus kernel, it uses the particular solution(11) at times t1 and t2
directly and avoids the inverses of near-singular matrices. That is
p¯t1 = Pt1 − St1
(
Qt1 −Qt2 − St2
′(p¯t2 − Pt2)
−1St2
)−1
St1
′
This formula does not blow up for a small time step propagation, and
yields an accurate propagation.
5 Semiconvex dual extensions
Theory of semiconvex duality offers a natural language to express the max-plus
fundamental solution derived before, as the max-plus kernel operation can be
expressed as a semiconvex dual operation with an appropriate kernel. It has
been used in [McE08] to derive the semiconvex dual max-plus fundamental
solution for time-invarient DREs. Here we study matching conditions and
various kernel relationships between primal DRE (1) and its dual, which add to
the toolchest to solve DREs. In process, we also derive time varying extension
of the fundamental solution proposed in [McE08].
5.1 Semiconvex duality
Definition 5.1. A function P(x) : Rn → R−
.
= R ∪ {−∞} is defined to be
uniformly semiconvex with (symmetric) matrix constant K if P(x) + 12x
′Kx is
strictly convex over Rn. We denote this space by SK .
Semiconvex duality is parametrized by a bivariate quadratic kernel
φ(x, z) =
1
2
x′Px+ x′Sz +
1
2
z′Qz (40)
where P and Q are symmetric matrices. We use this kernel to define semiconvex
duality.
Lemma 5.2. Let P ∈ S−P , S is invertible and φ(x, z) defined as above. Then
∀z ∈ Rn we can define the duality operator Dφ and the dual Q(z) of primal
P(x) as follows.
Dφ[P ](z)
.
= inf
x
[P(x) − φ(x, z)]
.
= Q(z) (41)
from the dual Q(z), primal can be recovered again using the inverse duality
operator D−1φ defined below.
D−1φ [Q](x)
.
= sup
z
[φ(x, z) +Q(z)]
.
= P(x). (42)
φ(x, z) is called the kernel of duality. Thus D−1φ Dφ[P ](x) = P(x).
Proof. Proved in appendix A.5.
Using a very similar approach we can derive the following corollary. Here
we state it without proof.
Corollary 5.3. If Q(z) + z′Qz is concave over z ∈ Rn, then
DφD
−1
φ Q(z) = Q(z) (43)
If we choose P(x) = 12x
′px, φ(x, z) = 12x
′Px + x′Sz + 12z
′Qz and assume
p > P and S is nonsingular, then P(x) ∈ S−p. Hence by substitution in (41),
we get Q(z) = 12z
′qz, where
q = −S′ (p− P )−1 S −Q (44)
We can also derive the following inverse relation
p = −S (q +Q)−1 S′ + P (45)
5.2 Dual DRE and Compatibility Conditions
Now we consider a special duality problem involving only quadratic primal and
dual functions. Specifically, we assume the following.
Assume T¯ < t1 < t2 ≤ T . Let p¯t be the solution of (1) with the
boundary condition pt = p¯t2 . Assume that such solution exists for
t1 ≤ t ≤ t2 and let Pt(x)
.
= 12x
′p¯t(x). Recall the bivariate quadratic
function in (10). That is V (t, x; z) = 12x
′Ptx+x
′Stz+
1
2z
′Qtz, with
parameters (Pt, St, Qt) evolving as per (11). Also assume that St2
is invertible.
Let the kernel of duality be Vt2(x, z)
.
= V (t2, x; z). This kernel
operates on Pt(x) to yield the dual DVt2 [Pt](z) = Qt(z) =
1
2z
′q¯t(z)
for all t ∈ [t1, t2]. Further assume that St2 invertible, p¯t ≻ Pt2 for
all t ∈ [t1, t2] and Pt1 ≻ Pt2 .
(46)
Theorem 5.4. Assume (7) and (46). Then q¯t which parametrizes the
semiconvex dual Qt(z) = DVt2 [Pt](z) =
1
2z
′q¯tz, follows the dual DRE below
− ˙¯qt = A¯(t)
′q¯t + q¯tA¯(t) + C¯(t) + q¯t
′Σ¯(t)q¯t. (47)
The coefficients (A¯, C¯, Σ¯)t of the dual DRE satisfy the following matrix compat-
ibility conditions. Note that the time dependence of (P, S,Q)t2 is suppressed for
brevity.
Kt2Ht = H¯tKt2 (48)
where
Kt2 =
[
S−1P −S−1
S′ −QS−1P QS−1
]
,Ht =
[
A(t) Σ(t)
−C(t) −A(t)′
]
, H¯t =
[
A¯(t) Σ¯(t)
−C¯(t) −A¯(t)′
]
Proof. Note that our assumptions allow us to use theorem 5.2. Specifically,
using (44) and (45), we get
q¯t = −St2
′ (p¯t − Pt2)
−1
St2 −Qt2 (49)
p¯t = −St2 (q¯t +Qt2)
−1
St2
′ + Pt2 (50)
Differentiating both sides of (49),
˙¯qt = St2
′ (p¯t − Pt2)
−1 ˙¯pt (p¯t − Pt2)
−1
St2 (51)
Substituting for ˙¯pt from (1), p¯t from (50) in (51) and after simplification using
(11), we get
− ˙¯qt = q¯tSt2
−1Pˆt2S
−1
t2
′
q¯t + q¯tSt2
−1(Pˆt2S
−1
t2
′
Qt2 − Sˆt2)
+ (Pˆt2S
−1
t2
′
Qt2 − Sˆt2)
′St2
−1′q¯t +QSt2
−1Pˆt2St2
−1′Qt2
−Qt2St2
−1Sˆt2 − (Qt2St2
−1Sˆt2)
′
+ Qˆt2
where (Pˆ , Sˆ, Qˆ)t2 are the rates of change of (P, S,Q)t2 under the dynamics at
time t, parametrized by (A(t), C(t),Σ(t)) as per (11).
−Pˆt2
.
= A(t)′Pt2 + PA(t) + Pt2Σ(t)Pt2
−Sˆt2
.
= (A(t) + Σ(t)Pt2)
′St2
−Qˆt2
.
= St2
′Σ(t)St2
This shows that the dual quadratic also satisfies a Riccati equation (47) with
coefficients
A¯(t) =St2
−1(Pˆt2S
−1
t2
′
Qt2 − Sˆt2)
Σ¯(t) =St2
−1Pˆt2S
−1
t2
′
(52)
C¯(t) =Qt2St2
−1Pˆt2St2
−1′Qt2 −Qt2St2
−1Sˆt2 − (Qt2St2
−1Sˆt2)
′
+ Qˆt2
Above is equivalent to the following compatibility conditions which emphasize
the symmetry and isolate (Pˆ , Sˆ, Qˆ)t2 .
−Pˆt2 = A(t)
′Pt2 + Pt2A(t) + C(t) + Pt2Σ(t)P = St2Σ¯(t)St2
′
−Sˆt2 = (A(t) + Σ(t)Pt2 )
′St2 = St2(−A¯(t) + Σ¯(t)Qt2)
−Qˆt2 = St2
′Σ(t)St2 = −A¯(t)
′Qt2 −Qt2A¯+ C¯(t) +Qt2Σ¯(t)Qt2 .
(53)
Through some algebraic manipulations, above compatibility conditions can be
shown to be equivalent to the matrix equality (48). Hence proved.
Remark 5.5. Above result can be used to transform one DRE into its
semiconvex dual, which maybe easier to solve. For time invariant problems,
it is possible to find the kernel to make Σ¯(t) ≡ 0 and convert the dual DRE
into a linear ODE, which permits analytical solutions. Algorithmically, first we
compute the dual at the terminal time, Qt2 = DVt2Pt2 . Then, the dual DRE
is solved. Finally, solution to the original DRE can be computed using inverse
dual operation, Pt1 = D
−1
Vt2
Qt1 .
Several known solutions to the time-invarient DRE e.g [Rus88], [Lei85] can
be derived from above general approach.
5.3 Kernel Relationships
Next, we shall prove various kernel relationships between the primal and dual
DRE solutions at different times. This provides an insight into the solution
manifolds and their structure. In process, we extend the max-plus solution
described in [McE08] to the time-varying problem.
From (46), we already have following kernel relationships. NamelyDVt2 [Pt2 ] =
Qt2 and DVt2 [Pt1 ] = Qt1 .
Theorem 5.6. Assume (7) and (46). Recall the bivariate quadratic max-plus
kernel It2t1 from (20). Then the following semiconvex duality relationships hold.
D
I
t2
t1
[Pt1 ] = Pt2 (54)
DVt1 [Pt1 ] = Qt2 (55)
Thus we can propagate the DRE (1) from p¯t2 to p¯t1 using following kernel
operations.
Pt1 = S
t2
t1
[Pt2 ] = D
−1
I
t2
t1
[Pt2 ] = D
−1
Vt1
DVt2 [Pt2 ] (56)
Proof. Using the value function (6) underlying the DRE (1), teh semigroup
operator (14) and the dynamic programming principle, we get Pt1(x) =
St2t1 [Pt2 ](x) for all x ∈ R
n. Since It2t1 is the max-plus fundamental solution,
using (18) we have
Pt1(x) = S
t2
t1
[Pt2 ] = sup
y∈Rn
(
It2t1 (x, y) + Pt2(y)
)
= D−1
I
t2
t1
[Pt2 ].
This proves first half of (56). Operating with D
I
t2
t1
on both sides proves (54).
Using above result, (46) and (15) we have
Pt1(x) = D
−1
I
t2
t1
[Pt1 ](x) = D
−1
I
t2
t1
D−1Vt2
[Qt2 ](x)
= sup
y∈Rn
(
It2t1 (x, y) + sup
z∈Rn
(Vt2(y, z) +Qt2(z))
)
= sup
z∈Rn
(
Qt2(z) + sup
y∈Rn
(
It2t1 (x, y) + Vt2(y, z)
))
= sup
z∈Rn
(
Qt2(z) + S
t2
t1
[Vt2 (·, z)](x)
)
= sup
z∈Rn
(Qt2(z) + Vt1(x, z)) = D
−1
Vt1
[Qt2 ](x) = D
−1
Vt1
[D−1Vt2
Pt2 ](x)
This proves later half of (56). Furthermore, operating by DVt1 on both sides
proves (55). Hence proved.
Remark 5.7. Using (41) and (42), it can be easily shown that above semiconvex
dual relations lead to relations between the underlying parameters, some of
which have been derived before. Specifically, equation (54) leads to (37),
equation (55) leads to (38) which can also be derived from equation (55) which
implies
q¯t2 = −St2
′(p¯t2 − Pt2)
−1St2 −Qt2 = −St1
′(p¯t1 − Pt1)
−1St1 −Qt1 . (57)
Now we shall obtain a time-varying version of the result previously obtained
in [McE08], in order to complete our picture of kernel relationships between
primal and dual DREs.
Theorem 5.8. Assume (7) and (46). Qt1(z) is the semiconvex primal of Qt2(z¯)
under kernel Bt2t1 (z, z¯)
Qt1(z) = sup
y∈Rn
[
Bt2t1 (z, y) +Qt2(y)
]
= D−1
B
t2
t1
[Qt2 ](z) (58)
where,
Bt2t1 (z, y) = infx∈Rn
{Vt1(x, y)− Vt2(x, z)} (59)
Hence Bt2t1 (z, y) =
1
2z
′B11
t2
t1
z + z′B12
t2
t1
y + 12y
′B22
t2
t1
y, with
B11
t2
t1
= −St2
′(Pt1 − Pt2)
−1St2 −Qt2
B12
t2
t1
= St2
′(Pt1 − Pt2)
−1St1
B22
t2
t1
= −St1
′(Pt1 − Pt2)
−1St1 −Qt1
(60)
and
q¯t1 = B11
t2
t1
−B12
t2
t1
(B22
t2
t1
+ q¯t2)
−1B12
t2
t1
′ (61)
Proof. In theorem 5.6, we proved that Pt1 = D
−1
Vt2
[Qt1 ] = D
−1
Vt1
[Qt2 ]. Hence we
have
Qt1(z) = DVt2D
−1
Vt1
[Qt2 ](z)
= inf
x∈Rn
(
D−1Vt1
[Qt2 ](x) − Vt2(x, z)
)
= inf
x∈Rn
(
sup
y∈Rn
(Vt1(x, y) +Qt2(y))− Vt2(x, z)
)
= inf
x∈Rn
sup
y∈Rn
(Vt1(x, y) +Qt2(y)− Vt2(x, z))
= inf
x∈Rn
sup
y∈Rn
ψ(x, y) (62)
where
ψ(x, y) =
1
2
x′(Pt1 − Pt2)x+ x
′St1y +
1
2
y′(Qt2 + q¯t2)y − x
′St2z −
1
2
z′Qt2z
Note that by (46), Pt1 − Pt2 ≻ 0. Hence ψ(x, y) is strictly convex in x. Also
observe that by theorem 5.6, Pt1(x) = supy(Vt1(x, y) + Qt2(y)) exists for any
x ∈ Rn. Hence Qt2 + q¯t2 ≺ 0. Thus ψ(x, y) is strictly concave in y. For such
a convex-concave function following saddle point exists. By setting ∇xψ and
∇yψ equal to zero, and solving, we get
x0 =
(
(Pt1 − Pt2)− St1(Qt2 + q¯t2)
−1St1
′
)−1
St2z
y0 = −(Qt2 + q¯t2)
−1St1
′x0
For such x0 and y0, ψ(x0, y) ≤ ψ(x0, y0) ≤ ψ(x, y0). Hence by a well known
result,
inf
x∈Rn
sup
y∈Rn
ψ(x, y) = ψ(x0, y0) = sup
y∈Rn
inf
x∈Rn
ψ(x, y) (63)
Using (62) and (63)
Qt1(z) = sup
y∈Rn
inf
x∈Rn
ψ(x, y) (64)
= sup
y∈Rn
(
Qt2(y) + inf
x∈Rn
(Vt1(x, y)− Vt2(x, z))
)
(65)
= sup
y∈Rn
(
Qt2(y) +B
t2
t1
(z, y)
)
(66)
(60) can be easily obtained from (59) by finding local minimum in x (which
is global minimum, since infimum exists), substituting and term-wise equating
coefficients. Similarly (61) results from substituting Qt =
1
2z
′q¯tz , (59), (60)
into (58).
Thus the asssumptions (46) and theorems 5.6 and 5.8 can be summarized
in the diagram below. Note that primal and dual quadratics are on top and
bottom respectively. Vertical and diagonal lines show duality transformation
with indicated kernel. Arrows are directed from the primal to it semiconvex
dual.
Primal DRE: − ˙¯pt = A(t)′p¯t + p¯tA(t) + C(t) + p¯tΣ(t)p¯t.
Pt2(x) Pt1(x)
Qt2(z) Qt1(z)
Dual DRE: − ˙¯qt = A¯(t)′q¯t + q¯tA¯(t) + C¯(t) + q¯tΣ¯(t)q¯t.
ff
?
ff
?











Vt2 Vt2Vt1
It2t1
Bt2t1
Figure 1: Time varying problem: Duality relationships.
In summary, so far we saw three distinct ways of solving (1), that is obtaining
pt1 from pt2 all of which can be expressed using the semiconvex duality.
1. Direct method which assumes only (7). Formulae are given by (37) and
(20). Propagation is achieved by following transform.
Pt1 = D
−1
I
t2
t1
[Pt2 ]
Problem with this method is that as t1 → t2, parameters of the kernel I
t2
t1
become singular, limiting solution accuracy.
2. Alternate method, which assumes (7) and (46). Formulas are given
by (57), which is same as (38). Propagation is achieved by following
transform.
Pt1 = D
−1
Vt1
DVt2 [Pt2 ]
This method works better for a small time step propagation, since
parameters of kernels Vt1 and Vt2 do not blow up.
3. Third method also assumes (7) and (46). Time invariant version of this
method was first proposed in [McE08]. Formulae are (60) and (61).
Propagation is achieved by following transform
Pt1 = D
−1
Vt2
D−1
B
t2
t1
DVt2 [Pt2 ]
Problem with this method is similar to the direct method. Namely, t1 →
t2, parameters of the kernel I
t2
t1
become more singular, limiting solution
accuracy.
6 Conclusion
In conclusion, this paper derives a new representation of the solution to the time-
varying DRE (1) based on the max-plus fundamental solution and semiconvex
duality. It derives the max-plus kernel and the fundamental solution first
proposed in [FM00] for the time varying linear quadratic problem. Such solution
also solves a two point optimal control problem (16). Equations (20) describe
the kernel, which is bivariate quadratic in terms of the two boundary points, and
its parameters can computed using the evolution of three matrix ODEs (11) or
the transition matrix of the associated Hamiltonian matrix (34). The formulae
for the time evolution and combination of the kernel are also derived in (31) and
(25). Fundamental solution can be used to solve the DRE analytically, starting
from any initial condition, using (37) and (38).
This paper also shows that under a fixed duality kernel, semiconvex dual of
the DRE solution satisfies another dual DRE, which coefficient satisfy the matrix
compatibility conditions (48) involving Hamiltonian and certain symplectic
matrices. For time invariant DRE, this allows us to make dual DRE linear
and thereby solve the primal DRE analytically.
This paper also derives various kernel/duality relationships between the
primal and dual DREs at different times shown in figure 5.3, which leads to
an array of methods to solve a DRE. Time invariant analogue of one of these
methods was first proposed in [McE08].
Thus this paper provides a max-plus fundamental solution for the time-
varying linear quadratic DRE, useful for stiff problems and long time horizon
propagation. It also provides a powerful unifying framework based on optimal
control formulation, semiconvex duality and max-plus algebra, which enables
us to solve the Riccati differential equations, and see existing methods in new
light.
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A Appendix
Lemma A.1. Define
W (t, x; z)
.
=
1
2
x′Ptx+ x
′Stz +
1
2
z′Qtz, (67)
where Pt, Qt, St evolve according to the (11). Then St is invertible for t ∈ (T¯ , T ]
and W (t, x; z) is the solution of the following Hamilton-Jacobi-Bellman PDE on(
T¯ , T
]
× Rn.
0 = −∇tW (t, x; z)−H (t, x,∇xW (t, x; z)) , (68)
where the Hamiltonian H is defined as
H(t, x, p)
.
= sup
u∈Rn
{p′ft(x, u) + lt(x, u)}
= sup
u∈Rn
{
p′ (A(t)x+ σ(t)u) +
1
2
x′C(t)x−
1
2
|u|2 dt
}
=
1
2
x′C(t)x + x′A′(t)p+
1
2
p′Σ(t)p, (69)
and with the terminal payoff defined in (8) as the boundary condition at time
T ,
W (T, x; z) = φ(x, z)
.
=
1
2
x′PTx+ x
′ST z +
1
2
z′QT z ∀x ∈ R
n. (70)
Proof. Existence of the solution Pt : −T¯ < t ≤ T is assumed in (7).
This combined with local boundedness, and piecewise continuity of coefficients
guarantees the existence of St, and hence that of Qt for −T¯ < t ≤ T .
Now we prove that St is invertible. Let us define, B(t) = −(A(t) + Σ(t)Pt).
Then St1 = ΦB(t1, T )ST , where ΦB is the state transition matrix of the system
x˙t = B(t)xt. By Abel-Jacobi-Liouville formula
detΦB(t1, T ) = e
∫
T
t1
TrB(τ) dτ
> 0
Since both ΦB(t1, T ) and ST = S are invertible, St1 = ΦB(t1, T )ST is invertible
as well.
The proof that W solves HJB PDE, is immediate by substitution in (68)
and (70).
Next we need a verification theorem to connect HJB PDE solution to the
control value function.
Lemma A.2. Assume (7). Let W and J be defined as per (67) and (8),
respectively. Let x, z ∈ Rn and t1 ∈
(
T¯ , T
]
. One has
W (t, x; z) ≥ JTt (x, u; z) ∀u ∈ L2(t, T )
and
W (t, x; z) = JTt (x, u˜; z)
where u˜s = u˜(s, ξs) = σ(s)
′∇W (s, ξs; z) = σ(s)′(Psξs + Ssz), which implies
W z = V z and
Vt(x; z) = Wt(x; z) =
1
2
x′Ptx+ x
′Stz +
1
2
z′Qtz (71)
Proof. Let u ∈ L2(t, T ).
JTt (x, u; z) =
∫ T
t
(Ls(xs, us) + (A(s)xs + σ(s)us)
′∇W (s, ξs; z)) ds+ φ(ξT ; z)
−
∫ T
t
(A(s)ξs + σ(s)us)
′∇W (s, ξs; z) ds
which by definition of H
≤
∫ T
t
H (ξt,∇W (s, ξs; z)) ds+ φ(ξT , z)−
∫ T
t
(A(s)ξs + σ(s)us)
′∇W (s, ξs; z) ds
which by (68) and (2)
=
∫ T
t
{
−
∂
∂s
W (s, ξs; z)− ξ˙s∇W (s, ξs; z)
}
ds+ φ(ξT ; z)
=−
∫ T
t
d
dt
W (s, ξs; z) ds+ φ(ξT ; z)
=W (t, x; z)−W (T, ξT ; z) + φ(ξT ; z) =W (t, x; z)
using (70).
Also note that in the above proof, if we substitute u˜s = σ(s)
′∇W (s, ξs; z),
then using ls(x, u) =
1
2x
′C(s)x − |us|2/2, σ(s)σ′(s) = Σ(s) and (69),
ls(ξs, us) + (A(s)ξs + σ(s)us)
′∇W (s, ξs; z)
=
1
2
ξs
′C(s)ξs +
1
2
∇W ′(s, ξs; z)Σ(s)∇W (s, ξs; z) +A
′(s)∇W (s, ξs; z)
= H (s, ξs,∇W (s, ξs; z))
This converts the inequality into equality and we get JTt (x, u˜; z) = W (t, x; z).
First we derive a lemma about the end point of optimal trajectories.
Lemma A.3. Assume (7). Consider the system trajectory ξ˜ evolving according
to (2) under optimal control u˜s = σ(s)
′(Psξ˜s + Ssz) from lemma A.2. Then for
T¯ < t1 ≤ t2 ≤ T ,
St2
′ξ˜t2 +Qt2z = St1
′ξ˜t1 +Qt1z
Proof. By time-varying linear system theory, for a system evolving as per
˙˜
ξs = A(s)ξ˜s + σ(s)u˜s
= A(s)ξ˜s + σ(s)σ(s)
′(Psξs + Ssz)
= (A(s) + Σ(s)Ps) ξs +Σ(s)Ssz
solution is given as
ξ˜t2 = ΦB(t2, t1)ξ˜t1 +
∫ t2
t1
ΦB(t2, s)Σ(s)Ssz dτ (72)
where ΦB(t2, t1) = Ut2U
−1
t1
and U is the solution of differential equation U˙s =
B(s)Us, with B(s) = A(s) + Σ(s)Ps.
It is well known that the state transition matrix
ΦB(s)(t2, t1) = Φ
′
−B(s)′(t1, t2)
now, noting from (11) that S˙s = −(A(s) + Σ(s)Ps)′Ss = −B(s)′Ss, and since
St2 is invertible, we have
ΦB(s)(t2, t1) = Φ
′
−B(s)′(t1, t2) =
(
St1S
−1
t2
)
′ = S−1t2
′St1
′ (73)
Substituting in (72), and noting from (11) that −Q˙s = Ss′Σ(s)Ss,
ξ˜t2 = S
−1
t2
′St1
′ξ˜t1 + S
−1
t2
′
∫ t2
t1
Sτ
′Σ(τ)Sτ z dτ
= S−1t2
′St1
′ξ˜t1 + S
−1
t2
′
(∫ t2
t1
Sτ
′Σ(τ)Sτ dτ
)
z
= S−1t2
′St1
′ξ˜t1 + S
−1
t2
′ (Qt1 −Qt2) z
thus we have,
St2
′ξ˜t2 +Qt2z = St1
′ξ˜t1 +Qt1z
Now we shall prove another useful lemma before turning to the main result.
Lemma A.4. Given T¯ < t1 < t2 ≤ T , and Qt evolving according to (11) with
terminal value QT = Q, then
Qt1 −Qt2 ≻ 0
Proof. Note that we assumed in (7) that the system ξ˙s = A(s)ξs + σ(s)us
parametrized by (A(s), σ(s)) is controllable. This is true if and only if the
following controllability grammian is invertible for any T¯ < t1 < t2 ≤ T .∫ t2
t1
ΦA(t1, s)σ(s)σ(s)
′ΦA(t1, s)
′ ds ≻ 0 (74)
Thus for all ξ, y ∈ Rn, ∃ control uˆs such that is the trajectory
˙ˆ
ξ = A(s)ξˆs +
σ(s)uˆs with ξˆt1 = x satisfies ξˆt2 = y.
Now we claim that system (A(s) + Σ(s)Ps, σ(s)) is also controllable. This
is clear because by using control u¯s = uˆs − σ(s)′Psξs, we can keep the system
trajectory same and reach from x to y.
˙ˆ
ξ = A(s)ξˆs + σ(s)uˆs
= (A(s) + σ(s)σ(s)′Ps)ξs + σ(s) (uˆs − σ(s)
′Psξs)
= (A(s) + Σ(s)Ps)ξs + σ(s)u¯s
Hence similar to (74), using B(s) = A(s) + Σ(s)Ps and σ(s)σ(s)
′ = Σ(s), the
following controllability grammian is invertible.∫ t2
t1
ΦB(t1, s)Σ(s)ΦB(t1, s)
′ ds ≻ 0 (75)
Substituting ΦB(t1, s) = S
−1
t1
′Ss
′ from (73),
∫ t2
t1
ΦB(t2, s)Σ(s)ΦB(t2, s)
′ ds =
∫ t2
t1
S−1t1
′Ss
′Σ(t)SsS
−1
t1
ds
= S−1t1
′
{∫ t2
t1
Ss
′Σ(t)Ss ds
}
S−1t1
= S−1t1
′ (Qt1 −Qt2)S
−1
t1
(76)
where in the last equation, we used Qt evolution from (11). Using (75) and
since St1 is invertible by Lemma (A.1), we have Qt1 −Qt2 ≻ 0.
Theorem A.5. Below is the proof of theorem 5.2
Proof. Since P ∈ S−P , P(x)− φ(x, z) is convex in x. Now,
sup
z
[φ(x, z) +Q(z)] = sup
z
[φ(x, z) + inf
y
[P(y)− φ(y, z)]
= sup
z
inf
y
[P(y) + φ(x, z)− φ(y, z)]
= sup
z
inf
y
[P(y) +
1
2
x′Px−
1
2
y′Py + (x− y)′Sz]
Let z¯ = Sz. Since S is invertible, z¯ also spans Rn
=
1
2
x′Px+ sup
z¯
inf
y
[P(y)−
1
2
y′Py + (x− y)′z¯]
=
1
2
x′Px+ sup
z′
[x′z¯ + inf
y
[P(y)−
1
2
y′Py − y′z¯]
Since P(y)− 12y
′Py is convex, by Legendre-Fenchel transform (see e.g. Theorem
11.1 in [RW98])
=
1
2
x′Px+ P(x)−
1
2
x′Px
= P(x)
