Sculptured surface synthesis based on functional design constraints by Oliver, James H.
Iowa State University Patents Iowa State University Research Foundation, Inc.
4-23-1996
Sculptured surface synthesis based on functional
design constraints
James H. Oliver
Iowa State University, oliver@iastate.edu
Follow this and additional works at: http://lib.dr.iastate.edu/patents
Part of the Mechanical Engineering Commons
This Patent is brought to you for free and open access by the Iowa State University Research Foundation, Inc. at Iowa State University Digital
Repository. It has been accepted for inclusion in Iowa State University Patents by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Oliver, James H., "Sculptured surface synthesis based on functional design constraints" (1996). Iowa State University Patents. 237.
http://lib.dr.iastate.edu/patents/237
Sculptured surface synthesis based on functional design constraints
Abstract
A technique is presented for the synthesis of sculptured surface models subject to several functional design
constraints. A design environment is specified as a collection of polyhedral models which represent
components in the vicinity of the design surface, or regions which the surface should avoid. The primary
functional constraint is formulated as a proximity penalty function such that the design surface is induced to
avoid a tolerance envelope around each component. In addition, a constraint based on surface area is
formulated to counteract the expansion effect of the proximity constraint. Secondary design constraints are
formulated to maintain consistent surface topology, and exploit part symmetry. Surface synthesis is thus
formulated as an optimization problem and solved via simulated annealing. Several example applications are
presented to demonstrate the capabilities of the technique.
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SCULPTURED SURFACE SYNTHESIS 
BASED ON FUNCTIONAL DESIGN 
CONSTRAINTS 
The present invention was made with the support of the 
US. Government under National Science Foundation grants 
numbers DDM-9111122 and DDM-9258l14. The U.S. Gov 
ernment may have certain rights in the invention. 
A portion of the disclosure of this patent document 
contains material which is subject to copyright protection. 
The copyright owner has no objection to the facsimile 
reproduction by anyone of the patent document or the patent 
disclosure, as it appears in the Patent and Trademark O?ice 
patent ?le or records, but otherwise reserves all copyright 
rights whatsoever. Included in the present speci?cation is a 
rnicro?le appendix containing 1 ?le and 93 frames. 
TECHNICAL FIELD OF THE INVENTION 
The present invention relates generally to computer~ 
aided-design (CAD) and more particularly to method and 
apparatus of surface synthesis based on functional design 
constraints. 
BACKGROUND OF THE INVENTION 
Sculptured surface modeling technology is used exten 
sively in the development of a wide variety of consumer and 
industrial products. However, the methodology for creating 
surface models has changed very little since these represen 
. tation schemes were developed nearly thirty years ago (B 
ohm et al., 1984; Farin, 1988; Faux and Pratt, 1979). Surface 
models are traditionally generated by various interpolation 
techniques, based on the coordinate data sampled from a 
physical model. Consequently, the quality of the surface 
representation is dependent on the information content of the 
physical model at the time of data acquisition. Physical 
models are very expensive, and it is di?icult to accurately 
incorporate changes and re?nements of the physical model 
into the corresponding mathematical representation without 
completely recreating it. This leads to a rigid design process 
which inhibits the introduction of simultaneous engineering 
practices. 
As product development cycles are compressed and the 
associated number of physical models are reduced accord 
ingly, sculptured surface designers are being asked to cap 
ture more design information content per prototype. The 
technology for modi?cation of existing sculptured surface 
models is well understood (Cohen et al, 1980; Piegl, 1989) 
as "is the link between such models and automated manu~ 
facturing process planning (Kim and Biegel, 1988; Wysocki 
et al., 1989). Furthermore, recent advances in solid geomet 
ric modeling is leading to the robust incorporation (i.e., 
representation) of sculptured surfaces as an integral part of 
solid geometry (Casale and Bobrow, 1989; Saia et al., 1989). 
Unfortunately, relatively few methods exist for the cre 
ation of surface models subject to constraints derived from 
spatial, aesthetic, or other design and manufacturing require 
ments. Techniques based on classical mechanics (Celinker 
and Gossard, 1991; Terzopoulos et al., 1987) come closest in 
spirit to this design paradigm. These techniques allow the 
designer to control the shape of the surface by imposing 
boundary conditions and external loads. 
SUMMARY OF THE INVENTION 
The present invention provides a unique new method and 
system for the automatic generation of sculptured surface 
models that will ultimately incorporate both the design and 
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manufacturing process information which typically exists 
(or can be derived) during the conceptual stage of product 
development. In contrast to traditional methods of generat 
ing a surface by interpolating a grid of selected points, the 
designer works instead with polyhedral models of known or 
envisioned components to de?ne obstacles which the surface 
must avoid by speci?ed spatial tolerances. Additional input 
may include boundary or internal character curves and 
speci?ed bounds on intrinsic surface properties generated 
from design constraints on functionality and manufactur 
ability. The surface design problem is thus formulated as an 
optimization problem and solved via simulated annealing. 
Although the ultimate goal is to incorporate constraints 
from a number of sources, the present invention focuses 
primarily on the typical “packaging” design function, in 
which a surface is desired to partially or totally enclose a 
volume within which known components exits. A common 
example is preliminary industrial design of products such as 
telephones or automobile bodies. First, a synthesis formu 
lation is developed for non-uniform rational B-spline 
(NURBS) surface models. A general cost function is 
described which characterizes surface proximity to 
obstacles, surface area, parametric distribution, tangent vec 
tor orthogonality, and symmetric boundary conditions. Sev 
eral examples are presented to demonstrate the synthesis of 
NURBS surface models in several distinct design environ 
ments. 
According to another aspect of the invention, an object is 
designed by ?rst specifying a plurality of control points of 
a NURBS surface, together with one or more obstacles to be 
avoided. An initial NURBS surface is generated, and then 
optimized by the simulated annealing of the present inven 
tion. Graphical display of the optimized design gives visual 
feedback to the operator of the system. The optimized design 
is then further re?ned or modi?ed by use of a CAD system. 
The ?nalized design is then constructed in accordance with 
the ?nal design data. 
BRIEF DESCRIPTION OF THE DRAWING 
FIG. 1 shows an initial con?guration of an obstacle and a 
NURBS surface; 
FIG. 2A shows an initial con?guration of a NURBS 
surface with respect to three obstacles; 
FIG. 2B illustrates a divergent solution of a NURBS 
surface synthesis; 
FIG. 3 is a ?nal con?guration of NURBS surface using 
the process of the present invention, given the initial con 
?guration of FIG. 2A; 
FIG. 4 is an initial cylindrical con?guration of a NURBS 
' structure with three obstacles; 
FIG. 5 shows a ?nal axisymmetric con?guration of the 
tubular surface of FIG. 4 obtained using the process of the 
present invention; 
FIGS. 6A and 6B illustrate two views of a non-axisym 
metric con?guration obtained using the surface synthesis 
process of the present invention, given the initial cylindrical 
con?guration of FIG. 4; 
FIG. 7 shows an initial con?guration of a car surface; 
FIGS. 8A and 8B show two views of a ?nal con?guration 
of a car surface obtained using the surface synthesis process 
of the present invention; 
FIG. 9 illustrates the hardware components of the system 
of the present invention; 
5,510,995 
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FIGS. 10A and 10B are simpli?ed block diagrams of a 
computer aided design system according to the present 
invention; 
FIG. 11 is a simpli?ed flow chart of the simulated 
annealing processing according to the present invention; 
FIG. 12 is a simpli?ed ?ow chart of the design system and 
process according to the present invention. 
DETAILED DESCRIPTION OF THE 
INVENTION 
In the following Detailed Description of the Preferred 
Embodiments, reference is made to the accompanying 
Drawings which form a part hereof, and in which is shown 
by way of illustration speci?c embodiments in which the 
invention may be practiced. It is to be understood that other 
embodiments may be utilized and structural changes may be 
made without departing from the scope of the present 
invention. ' 
Surface Synthesis Formulation 
In recent years, the non-uniform rational B-spline 
(NURBS) representation has emerged as a defacto standard 
for geometric modeling applications due to a number of 
attractive attributes. For example, NURBS can generally 
provide high order derivative continuity for parametric 
curve and surface design. In addition NURBS are well suited 
for interactive design due to the local nature of control point 
in?uence: i.e., modi?cation of a single control point gener 
ally affects only a local vicinity of the surface, while the 
remainder is unaifected. In computer-aided design applica 
tions substantial numerical manipulation is common, thus 
the superior numerical stability of the Bernstein basis rela 
tive to the monomial (or power series) basis is signi?cant 
(Farouki and Rajan, 1987). Another useful property of 
NURBS is the convex hull property, which states that the 
surface is always contained within the convex hull of its 
control polygon (Farin, 1988). Finally, NURBS can be used 
to precisely represent common quadric surfaces such as 
spheres, cones, ellipsoids, etc. (Piegel and Tiller, 1987). 
General descriptions of B-spline curves and their various 
forms can be found in most geometric modeling textbooks 
(e.g., Farin, 1988, and Mortenson, 1985) or any of several 
survey articles on the topic (e.g., Bohm et al., 1984 and 
Piegl, 1991). In the following, a brief description is provided 
to facilitate the problem formulation. 
The B-spline basis functions are typically generated via 
the Cox-deBoor algorithm (Cox, 1972; deBoor, 1972). 
Given knot vector T={t0,..., ti, tbi+1,..., tm} a monotonically 
increasing sequence of real numbers, the B-spline basis 
function of degree p (order p+l), denoted Ni,p(t), is de?ned 
by the recursive relationship, 
(1) 
where it is understood that O/0=0. A B~spline surface of 
degree (p,q) is speci?ed by an (m—p)><(n—q) grid of control 
points P,j arranged in a topologically rectangular array and 
knot vectors U and V of length (m+l) and (n+1), respec 
tively. The surface, denoted as S(u, v), is thus de?ned as the 
tensor product of the control point array and the B-spline 
basis functions de?ned over each knot vector: 
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S(u’v)=m l n 1 Nilpmwjyqwwlj (2) 
The knot vector governs the relationship between parametric 
and spatial variation, and its entries represent the parameter 
values at the segment joints (knots). Anon-periodic B-spline 
is characterized by a knot vector in which the ?rst and last 
knot values are repeated p+l (degree) times. This results in 
a surface that interpolates the control points on the edge of 
the rectangular array. A B-spline is characterized as uniform 
if the diiference between successive interior knots is con 
stant. A rational B-spline allows assignment of a scalar 
weight factor to each control point. Homogeneous coordi 
nates are used to represent a rational surface in r-dimen 
sional space as a polynomial in (r+1)-dimensional space. A 
projective mapping is used to recover the resulting r-dimen 
sional surface. Finally, the parametric derivatives of a 
NURBS surface (denoted by S“(u,v), S"(u,v), S““(u,v), 
SW(u,v) etc.) can be computed precisely (Bohm, 1984; Lee, 
1983). 
Using this terminology a simple surface synthesis prob 
lem is posed as follows. Consider the simple design envi 
ronment depicted in FIG. 2. Suppose a sculptured surface 
model is desired in the vicinity of a single polyhedral 
obstacle. Suppose also that the general spatial location of the 
surface relative to the obstacle is known and is approximated 
initially by a planar distribution of control points as shown 
in the ?gure. 
To characterize the desired functional behavior of the 
surface, a set of constraints is formulated to induce the 
surface to avoid the obstacle by at least some tolerance 5. 
These constraints characterize the global behavior of the 
surface. Additional constraints based on intrinsic surface 
properties which in?uence various aspects of functionality 
and manufacturability may also be incorporated. To main 
tain the rectangular topology of a surface patch, some of the 
control points (generally the comers) are designated as ?xed. 
The coordinates of the remaining control points are the 
design variables of the surface synthesis problem, i.e., a 
surface is synthesized by ?nding suitable positions for the 
free control points such that all the constraints are satis?ed. 
Simulated Annealing Algorithm 
Simulated annealing (SA) is a probabilistic “hill-climb 
ing” optimization technique based on an analogy to the 
physical process of annealing (Kirkpatrick et al., 1983). In 
the physical process of annealing, a material is heated and 
allowed to cool slowly, at incrementally decreasing tem 
peratures, so that it reaches thermal equilibrium at each 
temperature. As a consequence, its atoms will reach a state 
of minimum energy, despite any local minima. The SA 
algorithm ?rst ?nds an area in the design space where the 
global minimum should be present, regardless of initial 
con?guration and local minima found on the way. Finer 
details are then progressively developed, until a good, 
near-optimal local minimum if not the global minimum 
itself is found (Corana et al., 1987; Laarhoven and Aarts, 
1987). 
In SA, the objective (cost) function to be minimized is 
analogous to the total energy of the system. From an 
algorithmic point of view, SA is essentially an iterative 
improvement strategy augmented by a criterion for occa 
sionally accepting higher cost con?gurations (Rutenbar, 
1989). Given an objective (cost) function C(x) and an initial 
state vector x0, iterative improvement seeks to improve the 
current state by randomly perturbing x0 and if the new state 
5,510,995 
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x,- yields a lower cost, then it replaces the current state and 
the perturbation process continues from xi. If the perturbed 
state produces a higher cost than the original state then it is 
rejected, and the perturbation continues‘ from the original 
state. This procedure is continued until no further improve 
ment in the cost can be obtained. The drawback of iterative 
improvement is the possibility of converging to a local 
minimum. One could restart the process using a number of 
different initial con?gurations and take the best result, yet 
there is no guarantee that a good solution will be found. In 
addition, such an approach can be extremely ine?‘icient. 
If a higher cost state is generated in the SA algorithm, the 
10 
state is accepted with a probability based on the current ' 
temperature, wherein the probability P(x,-) of a given state xi, 
is given as 
P(x,>)=e T ) 
Since the probability of accepting a higher cost state 
decreases with temperature, the SA algorithm mimics the 
physical process of annealing. This approach has been 
successfully applied to various problems, for example: VLSI 
circuit design (Devadas and Newton, 1987), structural truss 
design (Elperin, 1988), mechanism synthesis (J ain and Ago 
gino, 1988), and robotic path planning (Sandgren and Ven~ 
katrarnan, 1989). Given its global nature and suitability for 
problems with a large number of variables, simulated 
annealing is ideal for application to problems in geometric 
model synthesis. In fact, Malhotra et al., (1991), demon 
strate the feasibility of this approach to geometric curve 
synthesis problems. 
Implementation of the simulated annealing algorithm 
requires the speci?cation of a problem con?guration, i.e., 
domain over which the solution will be sought. The de?ni 
tion of a neighborhood to govern the nature and magnitude 
of the allowable perturbation; a cost function which char 
acterizes the function to be minimized; and a cooling 
schedule to control the rate of temperature decrement and 
the number of inner loop iterations. The present invention 
builds on the results of Malhotra et al., (1991). In particular, 
although the problem con?guration has been generalized 
from a two- to a three-dimensional Euclidean space, the 
same neighborhood and cooling schedules have been 
applied. 
(3) 
Cost Function Formulation 
Since the general cost function for this problem must 
accommodate components derived from several diverse 
contributing factors, a reasonable implementation is to 
sample the surface at a number of points, and sum the 
contribution of each point to each cost component. The 
individual cost components are de?ned as functions of 
surface point coordinates S(u,v) (and/or its derivatives). 
They also depend on the number of samples M and N in the 
u and v parametric directions, respectively. Thus, M and N 
are used as input parameters; they have the expected trade 
off effect between accuracy and convergence on the one 
hand and computational e?iciency on the other. The com 
ponents of the cost function are thus de?ned as sums of 
surface characteristics sampled at regular parametric inter 
vals, i.e., 
140:0 (4) 
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-continued 
v0 = 0 (5) 
v,-=v,_1+N_11 ,i=1,2,...,N-l‘ 
For a given con?guration the total cost contributed by 
each point on the surface is de?ned as the sum of the 
following terms: 
(6) cmraFcprimmy'l'cumndmy 
where, Cpn-ma,y dictates the gross global behavior of the 
synthesis process, and Cmmda,y in?uences subtle surface 
behavior and local shape characteristics. Both the primary 
and secondary cost components are themselves de?ned as 
summations of several individual cost components. The 
categorization of cost components is based on their necessity 
to the overall solution. The primary cost components are 
fundamental to the synthesis formulation and are applied to 
all cases. The secondary components, however, are appli 
cation dependent. This distinction will be demonstrated 
through several application examples. 
Primary Cost Components 
The primary cost is comprised of two components: C0 the 
cost due to obstacle proximity or interference, and the cost 
due to surface area. The obstacle cost component CD requires 
a function to determine the distance from an arbitrary point 
to an obstacle model. The sophistication of such a distance 
function is dictated by the complexity of the obstacle model. 
Since surface synthesis is intended as a tool for conceptual 
design, the present invention considers only convex poly 
hedral obstacle models. 
Given an obstacle model Q comprised of V vertices, a 
distance function D,-]=dist(S(u,-,vj)Q) is formulated such that 
the distance from the point S(u,-,vj) to each polygonal face of 
Q is computed, and the minimum is returned. The actual 
implementation employs both bounding box and face ori 
entation culls to enhance computational efficiency. In addi 
tion, the function Dlj is designed to return a negative value 
if S(ui,vj) is inside Q and a positive value otherwise. The 
obstacle proximity cost component is thus de?ned as, 
where K1 and K2 are positive constants used to control the 
relative emphasis of CO with respect to the total con?gura 
tion cost. Note that if the distance is greater than the assigned 
tolerance then the associated cost is zero. When the surface 
point is within the tolerance region then the cost is computed 
such that it is greatest at the obstacle boundary and zero on 
the outer boundary of the tolerance zone. 
To counteract the expansion effect of Co, an area penalty 
is formulated as follows. The surface area of a parametric 
surface is de?ned (Mortensen, 1985) by, 
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and can be calculated approximately via Gaussian quadra 
ture. Thus a simple area penalty cost component is formu 
lated as, 
where K3 is a positive constant. 
Preliminary experimentation with this formulation 
revealed that a large portion of the computation time was 
expended in calculating the area cost, Ca. To reduce this 
computational burden, an alternative component was devel 
oped which generates a similar effect with far fewer com 
putations. In a parametric surface model, if one parameter is 
held constant while the other parameter is varied through its 
range, a curve is generated which lies in the surface. A cost 
function component C1 which penalizes the length of these 
constant parameter curves is thus de?ned as, 
where, 
Note that at each sample point, Ca requires evaluation of 
both surface parametric derivatives and calculation of their 
cross products, while C1 is a function only of surface point 
evaluations. In addition, since surface point evaluations are 
necessary for Co, they need not be re-calculated for C1. The 
SA algorithm typically requires many cost function evalu~ 
ations. Thus any improvement in the e?iciency of the cost 
function should have a dramatic effect on the overall com 
putation time. 
For general synthesis problems involving multiple 
obstacles and a large number of control points (and thus 
many degrees of freedom) the arc-length cost component 
was insu?icient to inhibit undesirable divergence of the SA 
solution. The cost function formulation described above 
proved to be adequate for simple surface synthesis prob 
lems. However, when more general problems were 
attempted with this cost function, the SA failed to converge 
to a reasonable solution. For example, FIG. 2A depicts a 
design environment with three obstacles and a single uni 
form, non-rational B-spline surface de?ned by a 7X7 grid of 
control points in an initially planar con?guration. In this 
experiment the edge control points were speci?ed as ?xed, 
and the twenty-?ve interior points were allowed to vary. 
Using the initial cost function formulation, many experi 
ments were conducted with a variety of combinations of 
different values for cost component constants, neighborhood 
magnitude (i.e., maximum perturbation size), and SA algo 
rithm parameters. In spite of these attempts, all of these 
experiments resulted in divergent solutions similar to the 
one shown in FIG. 2B. 
It is apparent from FIG. 2B (and the results of many 
similar experiments) that there is sufficient freedom in the 
system such that the control points are allowed to cross 
spatially which results in self intersections and the folded 
appearance of the surface. Thus, an additional cost function 
component was developed to inhibit this behavior. Since it 
is generally desirable to maintain the topological structure of 
the surface, a penalty on topological change was desired. A 
?rst attempt was to enforce the orthogonality of surface 
tangent vectors. Thus, a tangent vector orthogonality cost 
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was de?ned as (Comm). This cost component, described 
below, penalizes u and v direction tangent vectors which 
approach parallel or anti-parallel relative orientations. It was 
hoped that this penalty would enforce the rectangular topol 
ogy of the surface, and inhibit the folding behavior exhibited 
by the initial cost function. 
Experiments with this enhanced form of the cost function 
indicated that the orthogonality cost component was insuf 
?cient to inhibit the undesirable behavior. In fact, it tended 
to have a detrimental effect on the overall solution. During 
the early stages of the SA the neighborhood magnitude is at 
its largest, the system has high energy, and it is likely to 
accept higher cost moves. In this condition, it was found that 
the system would often accept a state with relatively high 
orthogonality cost and, on the next perturbation, reach a 
lower cost state with the tangent vectors in reversed orien 
tation (i.e., the surface normal would change directions). As 
temperature decreases, the tendency to accept higher cost 
moves decreases, so the creases and folds so induced tended 
to “freeze” into the surface. It was observed that the orthogo 
nality cost had the desired effect of enforcing a general 
rectangular topology, but generally not until the global 
solution had been reached, i.e., its effect was relatively 
subtle, and noticeable only in the later stages of the SA. 
Since the intended global effect was to inhibit an orien 
tation change in surface normal vectors, a second reformu 
lation focused directly on this effect. A surface normal can 
be calculated from the cross product of the ?rst parametric 
derivatives, 
n=S"(u,v)XS"(u,v) (11) 
In order to detect an orientation change in surface normal 
direction, some reference orientation must be applied. Two 
separate cost function components were developed, each 
based on a different de?nition for the reference direction. 
The ?rst one employed a global static reference normal 
vector. In this formulation, the reference normal n, was 
de?ned as normal to the plane in which the control points 
were initially de?ned (oriented parametically via Eq. 10). 
The cost component to inhibit surface twist Ctwm was then 
implemented by calculating the scalar product 11, with each 
nij in the M><N rectangular grid of sampled surface points, 
1.e., 
Normal vector orientation change, as indicated by sign 
change in the scalar product, was thus penalized accord 
ingly. Experimentation with this cost component incorpo 
rated with CO, C,, and Cmho yielded inconclusive results. In 
some cases the twist penalty had a slightly bene?cial effect 
in that the divergence was somewhat delayed, but none of 
the experiments yielded acceptable results. 
While CM“ seemed to have only a mild effect on the 
design con?guration of FIG. 2A, it proved to be much too 
restrictive in more general synthesis problems. Consider, for 
example, a case in which the general con?guration of the 
surface is U-shaped, or even closed in one parametric 
direction. In such cases, the global initial reference normal 
is much too restrictive, and generally inhibits the desired 
shape. . 
To address this problem the second formulation of CM,“ 
employed a local incremental reference normal vector. In 
particular, at each step of the SA, each nij was dotted with 
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its corresponding normal from the previous step. It was 
hoped that this would represent a more accurate penalty on 
normal orientation change. However, experimentation 
proved otherwise, as this formulation was also ineffective. 
The apparent limitation was the situation in which, at the 
higher temperatures (and thus larger neighborhood magni 
tudes), between successive SA steps, a legitimate spatial 
change in normal orientation often occurred simultaneously 
with an illegitimate reorientation of tangent vectors, thus the 
reorientation was not detected. 
In addition to these discouraging results, it was apparent 
that both formulations for Clwis, added substantial compu 
tational burden to the overall algorithm, due to the repeated 
calculation of surface derivatives. The ?nal alternative was 
to drop the twist cost component altogether and re-formulate 
the length cost. Obviously, the undesirable twisting e?’ect 
also affected C1, but repeated attempts at increasing the 
in?uence of C1 through manipulation of K4 proved to be 
ineffective. Consequently, C1 was re-formulated to re?ect 
the quadratic behavior of Ca, 
In subsequent experiments, this arc length cost yielded 
good results with reasonable computational effort, and was 
thus deemed preferable for other applications. Combining 
this component with C,7 and Comm and the constant assign 
ments of K1=40O.0, K2=600.0, K4=0.07, and K5:4.O, the 
design con?guration of FIG. 2A was synthesized into the 
surface model shown in FIG. 3 in 4002 seconds and 12457 
cost function evaluations. This combination of cost compo 
nents has proven to be robust in solving a variety of general 
synthesis problems and will form the basis for future 
research in surface synthesis. ' 
Secondary Cost Components 
In certain applications, the primary cost components 
operating alone are insufficient to maintain the initially 
rectangular topological structure of the surface. In other 
words, during the annealing procedure, the control points 
sometimes diverge to such an extent that the underlying 
surface becomes grossly distorted resulting in self intersec 
tions and other topological anomalies. In such extreme 
cases, the simulated annealing algorithm tends to freeze in 
a non-optimal state. To inhibit this behavior, a parametric 
cost component CF is introduced. This cost component tends 
to enforce a relatively uniform relationship between varia 
tions in the parameter and the corresponding spatial varia~ 
tions, 
where K5 and K6 are positive constants. The parametric cost 
has the overall effect of inhibiting the close proximity of 
neighboring control points. Note that the two constituents of 
Cp are independent. Thus, by varying K5 and K5 the effect 
of CI, on the surface in each parametric direction can 
controlled independently. 
Independent control, however, may not always be desir 
able. For example, CP could yield a low cost, and yet control 
points from topologically orthogonal parametric directions 
could become quite close, causing surface degeneracies 
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similar to those described above. Thus, another method for 
enforcing a regular surface topology is to penalize nonor 
thogonality of surface tangent vectors. A cost component 
Cmha is thus de?ned as, 
(16) Carma: can)‘, 
where, 
0 
can)’ : 
K7 
This cost component penalizes u— and v-direction tangent 
vectors which approach parallel or anti-parallel relative 
orientations. The parameter 50 is a threshold parameter 
which allows for the speci?cation of a degree of non» 
orthogonality to be tolerated without perialty. Experiments 
indicate that the orthogonality cost has the desired effect of 
enforcing a general rectangular topology, but generally not 
until the global solution had been reached, i.e., its effect is 
relatively subtle, and noticeable only in the later stages of 
the SA. 
Note that the combined effect of C1, C1, and Carma tends 
to inhibit crossover of the control points and allows for the 
maintenance of topologically rectangular surface. 
One ?nal secondary cost component is motivated by 
applications in which the symmetry of the ?nal product can 
be exploited to reduce problem size. This is analogous to a 
common procedure employed in ?nite element analysis of 
symmetric structures. In this application, one parametric 
direction is assigned in the plane of symmetry, and tangent 
vectors in the other parametric direction are induced to 
remain perpendicular to the plane of symmetry. Thus, CW" 
is de?ned as a sum of tangent deviations from symmetry 
plane perpendicularity. The precise formulation of Csym is 
application dependent. But, unlike all other cost compo 
nents, Cm, is a sum of properties in only a local region of 
the surface, not the entire‘surface. Associated with this cost 
component there is a constant parameter K8. 
EXAMPLE APPLICATIONS 
Three example surface synthesis problems are presented 
to demonstrate the capability and generality of the tech 
nique. All reported computation times re?ect implementa 
tion of the invention on a Silicon Graphics Indigo worksta 
tion with 48 MB of RAM. 
As input the SA algorithm requires the speci?cation of the 
scalar parameters (Ki) associated with each cost component 
as well as the various parameters that control the SA 
algorithm itself, e.g., neighborhood size, acceptance rate, 
number of inner loop iterations, etc. In the following 
examples these input parameters were selected based on a 
qualitative assessment of the desired surface behavior, and 
the combined experience of the users. 
Other inputs include the size (i.e., number of control 
points), polynomial degrees, surface topology, and location 
of the initial surface model, as well as the number of sample 
points (M and N). Currently, these inputs are also based on 
the desired design behavior and user experience. The num 
ber of samples is selected based on a heuristic relating 
obstacle sizes to the design surface size. Preliminary 
research toward automated selection of initial surface size is 
addressed by Oliver (1992). 
Example 1 
The ?rst synthesis example involves a non-rational 
B-spline surface with a 7X7 control point grid, in a design 
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environment that consists of three obstacles as shown in 
FIG. 2. The cost components employed in this example are 
C0, C1 and Carma. The associated constant parameters are 
K,=400.0, K2=600.0, K4=0.7 and K7?.0. The initial con 
?guration shown in FIG. 3 was synthesized into the surface 
model shown in FIG. 5 in 4002 seconds and 12457 cost 
function evaluations. 
Example 2 
The second example demonstrates the generality of the 
surface synthesis technique. A rational B-spline is useful for 
the exact representation of natural quadrics. In fact, one of 
the most common uses of the rational form is the represen~ 
tation of circular curves and cylindrical surfaces (Piegl and 
Tiller, 1987). FIG. 4 shows a cylindrical NURBS surface in 
the vicinity of three obstacles. This surface is de?ned as 
quadratic in the circumferential direction and cubic in the 
axial direction. It was speci?ed by a grid of nine control 
points in the circumferential direction (distributed about a 
square of side length equal to the cylinder diameter) by eight 
control points equally spaced in the axial direction. 
The knot vector and weight assignments in the circum 
ferential direction were speci?ed to re?ect the desired cylin 
drical shape (see, for example, Piegl and Tiller, 1987) while 
in the axial direction a uniform knot vector was speci?ed and 
the control point weights were set equal to one. 
For the ?rst solution of this example design con?guration 
the circular cross-section was to be maintained. Thus the 
control points were restricted to move only in radial planes. 
(Since this constraint rendered the cost component Carma 
ineffective, it was not included in the cost function.) In 
addition, in each radial plane, the control points were 
perturbed such that the square shape of the control point net 
was maintained, thus maintaining the circular cross section 
of the surface (i.e., each square was either randomly 
enlarged or reduced in size). Finally, the control points on 
both ends of the cylinder were speci?ed as ?xed. Using cost 
component parameters of K1=10.0, K2:60.0, and K4=l.0, 
the result of this synthesis example is shown in FIG. 5. This 
solution was reached in 1155 seconds and 4600 cost function 
evaluations. 
The axisymmetric surface in FIG. 5 is a direct result of the 
restrictions placed on the mobility of the free control points. 
In a second experiment with this con?guration, the axisym 
metric constraint was relaxed, i.e., the control points were 
still constrained to radial planes, but they were free to move 
anywhere within the plane. The results of this example are 
shown in FTGS. 6A and 6B. As expected, this surface 
exhibits a more localized response to the imposed con 
straints. This result was reached with cost component 
parameters speci?ed as K1=50.0, K2=l00.0, and K4=0.2, in 
3738 seconds and 12856 cost function evaluations. 
Example 3 
This example was chosen to demonstrate one of the 
potential applications of this surface synthesis technique. 
FIG. 7 shows the initial con?guration of the surface in the 
vicinity of two (contacting) obstacles which are intended to 
represent the interior compartment of a toy model automo 
bile. Only half the car surface is synthesized due to sym 
metry. The surface is a non-rational bi-cubic B-spline with 
7X10 control points. 
The coordinate system is de?ned such that the x-axis is in 
the axial direction, the y-axis in the lateral direction and the 
z-axis ground-up. The control points at the lower edge of the 
25 
30 
35 
40 
45 
50 
55 
60 
65 
12 
surface are ?xed. Most of the control points are constrained 
in the axial direction of the car. The control points at the top 
edge of the surface are constrained in the axial as well as the 
lateral direction. The tangent vectors at the plane of sym 
metry (xz-plane) were constrained to a zero slope in the 
z-direction. The cost components used in this example are 
C0, C1, Csym, and Cp. The parameters associated with the 
cost components are K1=30, K2=30, K4=0.04, K5=0, K6=5 
and K8=1. The ?nal solution, is shown in FIGS. 8A and 8B. 
System Hardware and Software 
The hardware system of the present invention and a 
software implementation of the simulated annealing system 
of the present invention are illustrated in FIGS. 9-12. As 
shown in FIG. 9, the system includes a workstation 10 (for 
example a Silicon Graphics Indigo/Elan workstation with a 
UNIX operating system) including a monitor 12, keyboard 
14, mouse 16, black and white printer 18, color printer 20, 
and printer/plotter 22. Housed in chassis 24 are various other 
system components including the CPU and other supporting 
processors, mass storage and random access memory 
(RAM). To create and/or modify designs of objects for 
which surfaces are to be con?gured, the workstation 10 may 
be programmed with CAD or solid or geometric modelling 
software (hereinafter referred to as “CAD software”) 30, as 
illustrated in simpli?ed block diagram form in FIGS. 10A 
and 10B. CAD software 30 includes routines and modules 
32 for creating and modifying design data representing a 
design object (32A) and for executing the simulated anneal 
ing process (32B). Software 32 receives input from the 
keyboard 14 and mouse 16 for this purpose. Software 32 can 
also import object design data from another source 34, such 
as a ?le developed on another system. Software 32, oper 
ating on the workstation, produces design data 36 (prefer 
ably in a NURBS format), which can be rendered graphi 
cally by software routines and modules 38, which produce 
CRT or printed output 40 and 42 respectively. 
Referring now to FIG. 11, there is illustrated in simpli?ed 
?ow chart form the simulated annealing process and soft 
ware 32B of the present invention as described above. An 
initial (current) N URBS surface (52) to be optimized, 
including control points, and an obstacle de?nition (54) are 
provided to a perturbing routine 56. The current state of the 
NURBS surface is perturbed randomly, based on any con“ 
straints 58. The cost of the perturbed surface is calculated 
(60), based on the number of sample points (62), the primary 
cost functions (64), the secondary cost functions (66), and 
any other constraints or cost functions as may be desireable. 
At decision point 68, the perturbed surface is accepted (70) 
if its cost meets one or more certain predetermined criteria, 
for example, if it has a lower cost than the current state or 
on a probability based on the current temperature. Other 
wise, ?ow proceeds to decision block 74 determine if the 
simulated annealing process is complete, i.e., the best opti 
rrrization has been obtained given the system constraints. If 
the process is complete, the optimized NURBS surface (76) 
is accepted. A graphical output routine 78 provides for a 
printed or plotted output 80, or a graphical display on a CRT 
82. A complete computer program, written in the C lan 
guage, to accomplish the functions of software 32A, is listed 
in the Micro?che Appendix hereto. 
Referring now to FIG. 12, the overall design process 100 
of the present invention is illustrated. The process assumes 
a starting set of control points and an obstacle to be avoided 
(110). An initial NURBS surface is generated using the 
control points (112). This initial surface is optimized using 






