In [11] , Ishii and Sands show the monotonicity of the Lozi family L a,b in a C 1 neighborhood of a-axis in the a-b parameter space. We show the monotonicity of the entropy in the vertical direction around a = 2 and in some other directions for 1 < a ≤ 2. Also we give some rigorous and numerical results for the parameters at which the Lozi family has zero entropy.
Introduction
Since its discovery in 1976, the Hénon map [8] has been one of the most studied examples in dynamical systems. It was introduced by M. Hénon as a simple model exhibiting chaotic motion. On the other hand, the Lozi map [13] which is a piecewise affine analog of the Hénon map has been also important since it has a simpler structure but similar chaotic behavior. The Hénon family is defined by:
while the Lozi family is defined by:
Thus, the quadratic term ax 2 in the Hénon family is replaced by the piecewise affine term a|x|. This results in a considerably simpler family of maps. For instance, in [14] the existence of attractors is proved for a large set of parameters, while in the Hénon family, this is only proven for a near 2 and b = 0 small (see [2] ). In this article we improve some of the entropy results obtained by Ishii and Sands in [11] and give some partial results about the parameters at which the topological entropy of the Lozi family is zero. The following result about monotonicity was obtained in [11] :
Let Σ denote the symbol space {−1, +1} Z with product topology. Define the shift map σ : Σ → Σ which is a continuous map given as σ(. . . ε −2 , ε −1 · ε 0 , ε 1 . . .) = (. . . ε −2 , ε −1 , ε 0 · ε 1 . . .). For any ε ∈ Σ we call ε u = (. . . ε −2 , ε −1 ) the tail of ε and ε s = (ε 0 , ε 1 . . .) the head of ε. Let C u and C s be the set of all tails and heads, respectively. So Σ may be identified with C u × C s .
Define p(. . 
Similarly define q(ε 0 , ε 1 . . .) = r 0 − r 0 r 1 + r 0 r 1 r 2 − . . ., where r n is defined as r n ≡ 1
Note that p(ε u )(a, b) and q(ε s )(a, b) are defined on C u × R 2 >1 + and C s × R 2 >1 + , respectively. In the rest of the paper, we identify p with p •π u and q with q •π s whereπ u :
+ is the map (ε)(a, b) → (ε s )(a, b). So, we consider p and q as functions p, q : Σ × R 2 >1 + → R. For the proof of the next lemma, see lemma 4.3 and 6.1 in [9] . Lemma 2.1. For fixed ε ∈ Σ, the functions p(ε), q(ε), s n (ε), r n (ε) : R 2 >1 + → R are real analytic in (a, b). Moreover, p, q, s n , r n and their partial derivatives with respect to a and b are continuous as functions
the pruning front of L a,b and
We explain by the end of this section that one can show the increase of the entropy by showing the decrease of the primary pruned region.
Definition 2.3. The setP a,b ≡ P a,b ∩ A a,b is the admissible pruning front.
Let K = K a,b denote the set of all points whose forward and backward orbits remain bounded under L a,b . For a point X ∈ K we define π(X) to be the set of sequences (. . . ε −2 , ε −1 · ε 0 , ε 1 . . .) where
Here * can be both +1 and −1; and Y x is the x-component of Y . An element of π(X) is called an itinerary of X. So a point X can have more than one itinerary. Now let us define the standard partial orders on
Definition 2.4. 
Let
(ii) The number of −1's (resp. +1's) in ε i−1 . . . ε 0 · is odd and ε i > δ i , where order on the symbols is −1 < +1.
See Fig.1 for the case b > 0.
In [9] , Ishii proves the following version of the Pruning Front Conjecture (PFC) which was motivated by Cvitanović et al [4] . To visualize C u × C s which is the product of two Cantor sets, we identify the endpoints of gaps (i.e., we delete the gaps) at each of the Cantor sets.
Next, we will summarize the results of Ishii and Sands [11] , which prove the monotonicity of the entropy in the positive a-direction.
Recall that the tent map T a : R → R is given by T a (x) = 1 − a|x|.
The main step in the proof of the monotonicity in [11] is the following theorem:
. Then there exists a C 1 neighborhood F of f and a neighborhood I of 0 such that for any C 1 curve g ∈ F the map t ∈ I → (P g(t) , A g(t) ) is order preserving: if t 1 , t 2 ∈ I and t 1 < t 2 then (P g(t 1 ) , A g(t 1 ) ) < (P g(t 2 ) , A g(t 2 ) ).
It is also proven in [11] (Lâ ,b ) . So, the above theorem can be used to show the monotonicity of the entropy.
In [11] , Ishii and Sands show that ∂(p−q)(ε)(a,0) ∂a > 0 for any ε ∈P a,0 . Then they use local monotonicity to prove the following:
So Theorem 1.1 follows from these facts.
Remark: Note the relationship between the primary pruned region, D a,b , and the entropy of L a,b . As the primary pruned region decreases, entropy increases. This relation lies at the core of the arguments below.
Results about the monotonicity of the entropy
In [10] , Ishii mentions that although we have monotonicity in the direction given above, we do not know anything about the monotonicity in b direction. We look for a solution to this question near the point (a, b) = (2, 0). Now we want to concentrate on the point (a, b) = (2, 0). We will first describe the setP 2,0 . Using the stability ofP this will give us some information aboutP 2,b for |b| small. After that we will use the local monotonicity by taking b-derivative of (p − q) to show the monotonicity in b-direction around (2, 0).
Proof. First note that by Proposition 2.7,
, we need to show that for any δ u ∈ C u the sequence δ = (δ u · +1, −1, −1, −1 . . .) is inP 2,0 = A 2,0 ∩ P 2,0 , i.e., (p − q)(σ n δ)(2, 0) ≥ 0 for n ∈ Z and (p − q)(δ)(2, 0) = 0. Note that for an arbitrary ε ∈ Σ, p(ε u )(2, 0) = 1 and r n = 1 2εn and q(ε s )(2, 0) =
where s n and r n are given by (1) and (2). Taking the partial derivative of p with respect to b we get:
Since s n are analytic ∀n ≤ −2 we obtain:
.
Now for ∂q ∂b
; first note that for ε such that ε s = (+1, −1,
is continuous with respect to b; a calculation (see A.2) shows that:
So for a = 2 we have
The previous lemma says that the sign of
Proof of Theorem 1.2. First let us define:
Also, define the curve f (t) by t ∈ (−δ, +δ) → (2, t) ∈ R 2 >1 + where δ > 0. Note that we haveP 2,0 = {ε u · +1, −1, −1, −1 · · · | ε u ∈ C u } by Proposition 3.1 and D 2,0 is empty (see Fig. 2 ). Then by Lemma 3.2,
is positive for ε ∈P 2,0 ∩(X ∪Z) and negative for ε ∈P 2,0 ∩Y.
By continuity with respect to ε there exists a cylinder set C aroundP 2,0 such that
and
Again by continuity with respect to b, there exists a neighborhood B ⊂ (−δ, +δ) around 0 such that if (2, b) ∈ f (B) we have
Now we want to show that for b > 0 and small,P 2,b ∩ (X ∪ Z) is empty (see Fig. 3 ). To do this, first observe that C is a neighborhood ofP 2,0 . By stability ofP (Lemma 2.8) there exists a neighborhood V of (2, 0) such that ∀(a, b) ∈ VP a,b ⊂ C. We also know that
This means there exists a neighborhoodB ⊂ (−δ, +δ) around 0 where (p − q)(ε) is increasing when b is increasing. This implies there exists b * 1 > 0 such that for every (2, b) where 0 < b < b * 1 and for every ε ∈ C ∩ (X ∪ Z)
In particular, this tells us that all elements ofP 2,b are in C ∩ Y. But then we know that for these elements ∂(p−q)(ε)(2,b) ∂b < 0 and so using Theorem 2.10 the entropy is non-decreasing as b decreases to 0.
A similar argument applies for b < 0 and small where it can be shown thatP 2,b ⊂ C ∩(X ∪Z) and that the entropy is non-decreasing as b increases to 0. 4 Extension of the results to 1 < a ≤ 2
In this section we would like to prove some monotonicity properties for other a values as well. However, we are not able to prove the monotonicity in the vertical direction because it is not possible to use local monotonicity when we move away from a = 2. The reason behind this is the fact that for such a's and small b,
is positive for some ε ∈P a,b and negative for some other ε ∈P a,b . So we prove the next best thing: Monotonicity in the direction of lines which make some angle with the a-axis (see Fig. 5 ). To prove this result we modify and use some of the computations done in [11] .
Lemma 4.1. (Lemma 11 in [11] ) Suppose 1 < a ≤ 2 and ε s ∈ κ(a). Then
In particular;
Lemma 4.2. (Corollary 13 in [11] ) Suppose 1 < a ≤ 2 and ε s ∈ κ(a). Then
Lemma 4.3. (Corollary 7 and Eqn. 3.11 in [11] ) Suppose 1 < a ≤ 2 and ε s ∈ κ(a). Then
where we define the empty product ε 0 . . . ε −1 to equal 1. Now, we use these results and similar techniques to prove the following:
Lemma 4.4. Suppose 1 < a ≤ 2 and ε s ∈ κ(a). Then
Proof. From the proof of Lemma 3.2 we know that
. So, we need to find some upper and lower bound for
. Remember that q(ε 0 , ε 1 . . .) = r 0 − r 0 r 1 + r 0 r 1 r 2 − . . ..
Let us write
n T n where T n = r 0 r 1 . . . r n .
Now we have the following:
Taking term by term derivative of q, we get the following. Note that ε 0 = +1 and ε 1 = −1:
. . . = . . . .
Note that
n ≥ 2 where ε 0 . . . ε i−1 ε i ε i+1 . . . ε n means ε i is missing in the term.
Proof of the Claim:
. So the claim follows by induction.
Let us organize the terms in the following matrix form. The terms in the first column ((−1) n T ′ n ) are equal to the sum of the terms in the corresponding row. Also note that the last row denotes the sum of the terms in the corresponding column:
Since the series which gives the derivative of q is absolutely convergent, regrouping the suitable terms together, we can write:
where
⋆ n = (−1) n ε 0 . . . ε n−1 ε n ε n+1 a n+4 + (−1) n+1 ε 0 . . . ε n−1 ε n ε n+1 ε n+2 a n+5 + . . . ,
First let us start with observing that by the equation (3):
Secondly,
For ∞ n=1 ⋆ n , by the equation (4) we have:
, and
Again by (3) we also have
. This gives us:
Similar calculations show that
Now, combining (5), (6), (7) and (8) we get the desired result.
Proof of the Theorem 1.3. By Lemma 4.2 we know that for any 1 < a ≤ 2 and ε s ∈ κ(a),
> 0. Also by the previous lemma for any such a,
has an upper and lower bound. So, there exist N 1 a ∈ R + such that
This means that the directional derivatives of (p − q)(ε)(a, b) in the direction v 1 = (N we can compute the directions in which the entropy is non-decreasing (see Fig. 5 ). 
Results about the zero entropy locus
In this section we turn our attention to the parameters for which h top (L a,b ) = 0. Note that it is enough to consider the maps with |b| ≤ 1 since the maps with |b| > 1 are, up to affine conjugacy, inverses of the maps with |b| < 1.
Let us first review the following theorem: Fig. 6 for related regions).
is orientation preserving, so by Brouwer's translation theorem [3] it has an empty non-wandering set and therefore zero entropy, proving (i). Part (ii) can be investigated in two parts. When 0 < b ≤ 1 and a ≤ b−1, L a,b has no fixed points and no period-two points. So, one can apply Brouwer's translation theorem to L 
(1, 0.5) Figure 6 : The sets (i), (ii) and (iii) where the entropy is zero (Thm. 5.1) are shown above. It was also numerically observed that the light gray region with complicated boundary has zero entropy. We rigorously prove this at (1, 0.5). The darker gray region on the very right is the maximal entropy region where the entropy is log2 (see [9] ).
invariant under L a,b .
The more challenging part is to show that the right and left parts of the unstable manifold of p 1 are attracted by n 1 and n 2 , respectively. We will show that this happens by considering L 4 . Now, let Z be the intersection of the line 
Proof of the claim: Let us use L 1,0.5 = L. Let P be the polygon whose corners are given by
where π 1 : R 2 → R and π 2 : R 2 → R are the projections to the x-coordinate and y-coordinate, respectively. Note that π 1 (n 1 ) = 6/5 and π 2 (n 1 ) = −2/5. By direct calculation one can see
implies that (see for ex. [6] ), Z (actually every (x, y) ∈ P \ {n 1 }) is asymptotically stable to
Similarly it can be shown that L(Z) is asymptotically stable to n 2 under iterations of L 4 . 
Proof of the Theorem 1.4: The proof of the above theorem, using similar Lyapunov functions, works for the parameters in a small neighborhood of (a, b) = (1, 0.5) as well.
Remark: When we move away from a neighborhood of (a, b) = (1, 0.5), it is sometimes the case that the unstable manifold of the right fixed point intersects with the stable manifold of the same fixed point causing a homoclinic point and positive entropy. The parameters for which L a,b is numerically observed to have zero entropy are given in Fig. 6 and Fig. 8 . For more details see [15] . Note that since positive entropy occurs as a result of a homoclinic intersection of the stable and unstable manifolds of a periodic point (which are piecewise linear), the boundary of the zero entropy locus is expected to be piecewise algebraic. But writing the equations explicitly requires more work.
The case a=1+b: When a = 1 + b and b > 0, it can be shown that the portion of the line ℓ :
) that stays in the region given by 1 + ax + by ≥ 0, 1−a(1+ax+by)+bx ≤ 0, x ≤ 0 and image of that portion of the line ℓ under L a,b give all the period-four points except the fixed points of L a,b . In other words, there are infinitely many period-four points that lie on two line segments. But it can be again observed numerically that as long as there are no homoclinic points, the unstable manifold of the right fixed point is attracted by these two line segments causing the entropy to be zero. Note that when a > 1 + b, the period-two points become saddles, so we can expect that some portion of the line a = 1 + b, b > 0 is a part of the boundary of the zero entropy locus (see Fig. 8 ). For more detailed study of this case, see [16] .
Finally, we would like to mention some entropy results for the Hénon family. In [1] , Arai introduced a rigorous computational method to show the uniform hyperbolicity of the Hénon family at several regions in the parameter space. This means the entropy is constant at those regions. Recently Frongillo [7] , using the techniques introduced in [5] , gave rigorous lower bounds for the entropy of the Hénon family at those parameters studied by Arai. These studies gave some insight about the approximate maximal entropy and zero entropy regions for the Hénon family. Especially, one should compare the conjectural maximal entropy parameters in the Hénon family [7] with the maximal entropy parameters in the Lozi family (Fig. 6) . 
