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In this work, a new strategy is presented to wire, calibrate, and measure strain 
gages for rotor blade testing that will provide more information and is robust to individual 
gage loss. The additional information can be used in several ways. including reducing 
redundancy, offering rapid identification of damage locations, and in some cases 
reducing risk allowing tests to continue to collect calibrated data after one or more 
sensors have failed. This strategy replaces the classical four-gage full Wheatstone 
bridge with four separately wired quarter bridges that are combined into a full bridge in 
the data acquisition system using a calculated channel. This strain gaging concept also 
provides the engineer with data from the four individual stresses, as well as the 
calibrated full bridge output that has been converted into engineering units. The Design 
of Experiments (DOE)-based calibration approach was used to increase the model 
accuracy and to provide better evaluation of calibrated model fit. 
This strategy was evaluated first by instrumenting, calibrating, and testing a well-
predicted isotropic aluminum I-beam and then by repeating this process on a metal 
composite hybrid helicopter tail rotor blade. Both articles were instrumented using both 
the proposed quarter bridge and the classical full bridge method. After instrumentation, 
the articles were calibrated using a Central Composite Design, second order regression 
iii 
 
modeling, and ANOVA for parameter significance testing. Lastly, several tests were 
conducted on the tail rotor blade article to demonstrate the validity of the quarter bridge 
concept and to prove the concept’s robustness to individual gage loss. 
The DOE calibration approach provided a significant improvement over the 
traditional One Factor at a Time calibration approach, yielding an order of magnitude 
better fit results when comparing the Coefficient of Determination. A comparison of the 
residual sum of squares for confirmation points showed a three-fold decrease using the 
Central Composite Design. Results of thermal drift testing did not reveal any significant 
difference between the current and proposed strategy, and the error analysis showed a 
potential increase in error (due to the data acquisition system) in the range of 0.25 to 
0.50% using the available hardware. A simplified first order plus interaction model was 
used in each of the calibrations of the test articles to support rapid matrix inversion. Use 
of a quadratic model could improve the accuracy by an additional 0.28%. The virtual 
repair demonstration also showed a slight increase in error when using a two-gage half 
bridge after failure of a gage in the full bridge. After three consecutive random virtual 
repairs of real damage, the error only increased by 1.1% of the full-scale output. In a 
cost analysis, it was determined that a single virtual repair could save as many as 70 
manhours of labor and could eliminate two weeks of down time in rotor blade ground 
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The US Army and the commercial industry spend significant research dollars 
annually, trying both to continually improve existing rotorcraft and to develop new 
rotorcraft. Lofty goals are set -- to fly higher and faster, or to carry more payload. Other 
goals could be to be lighter, more fuel efficient, or more damage tolerant in structural 
design. Regardless of the purpose, new modifications are continuously being 
developed. Once these potential improvements have been developed, each needs to be 
proven to be safe and reliable, and a determination needs to be made to see if the 
modifications are, actually, an improvement. Some modifications can be evaluated 
quickly on a bench in a laboratory. Other modifications, like the main rotor blades (MRB) 
on rotorcraft, require larger scale testing. Typically, changes to the MRBs go through 
extensive ground testing prior to moving into a flight test program. Examples of possible 
ground testing might be coupon-level material testing, subcomponent testing, full scale 
fatigue testing, ultimate load or proof testing, and whirl tower testing. Full scale ground 
and flight tests (Figure 1) are extremely expensive to conduct, but they are essential to 





Figure 1: US Army Mission Enhanced Little Bird (MELB) helicopter during flight testing 
Instrumentation is only a small part of larger research and development ground 
or flight test programs; however, it is essential. Instrumentation can include any number 
of sensor types, but it ultimately provides critical information to understand and 
determine if test conditions are both correct and safe. Unfortunately, instrumentation 
can be very fragile and can frequently fail.  
This research is focused on use of the foil strain gage for moment measurements 
(Figure 2). This is the most common sensor used in flight testing to measure strain or 
calibrated forces and moments. The installation and calibration of strain gage 
instrumentation can be a significant part of a test due to the cost and the time 
consumed during these processes. This research specifically investigates novel 
approaches in instrumentation and the calibration process of strain-gaged components. 
3 
 
The goal is to enable testers to continue testing and to obtain accurate calibrated data 
even after damage has occurred to one or more strain-gage sensors on a component 
under test. If there are better ways to install and monitor instrumentation sensors, time 
and material resources can be saved.  
 
  
Figure 2: Strain gage examples[1] 
 
1.2 PROBLEM STATEMENT AND OBJECTIVE 
The current industry standard sensor used to measure strain and applied force 
on rotor blades is the foil strain gage. Research is ongoing to further develop new 
sensor technology such as fiber optical strain (FOS) sensors[2-4] and optical 
measurement methods like digital image correlation (DIC).[5-7] However, all of these 
methods, including strain gages, have limitations, given the environment, the dynamics 
of the blade, durability, reliability, or the capability to provide the real-time 
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measurements needed in flight testing and most ground testing. Given the limitations of 
each method, research needs to continue to improve in both capability and failure 
tolerance. 
Strain is the response of a system to an applied stress. When a material is 
loaded with a force, it produces a stress, which then causes the material to deform [8]. 
Strain gages are effectively wire laid in grid patterns that can be bonded to different 
materials. As the material deforms, the wire length changes. This change in length is 




Figure 3: How strain gages work[9] 
 
During ground and flight testing, the test engineer needs options to allow testing 
to continue after one or more of the foil strain gage sensors fails, without having to stop 
testing to conduct a repair. Historically, the only option has been redundancy. Additional 
sensors would be installed in the most critical places. This option significantly increases 
the cost of test efforts, but in areas of limited space, this is impossible. 
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This research effort focuses on a new way to wire and measure strain gages for 
rotor testing that will provide more information and will be robust to individual gage loss. 
A new calibration method that provides more robust estimates of system uncertainty 
and includes interactions in the empirical model has been desired. The additional 
information gleaned through this research can be used in several ways, including 
reducing the total number of sensors required, offering rapid identification of damaged 
locations, and in some cases reducing risk by allowing tests to continue to collect 
calibrated data after one or more sensors has failed. 
 
The following objectives were identified for the study: 
1. Develop a proof-of-concept structure for applying loads and measuring 
moments via individual and combined strain gages in order to investigate 
calibration modeling strategies. 
2. Investigate prediction accuracy of calibrated models, comparing a DOE 
based modeling strategy to traditional OFAT methods. 
3. Instrument actual flight hardware and test load application methods and 
calibration models and evaluate system performance. 
4. Investigate the efficacy of the of the system during simulated gage failures 
on the flight hardware. 





2 LITERATURE REVIEW 
This research effort is in the area of strain gage instrumentation as it applies to 
ground and flight testing. The objective of this research is to provide an improved 
approach to the instrumentation and calibration process of strain-gaged helicopter rotor 
blades. One of the key goals is to enable testers to continue testing and to obtain 
accurate calibrated data even after damage has occurred to one or more strain gage 
sensors on a component under test. A critical review and assessment of related 
technical papers reveals the following past and recent or ongoing research. 
2.1 HISTORICAL BACKGROUND 
The Strain Gage 
The invention of the strain gage is attributed to two different people at almost the 
same time[10-14]. Professor Arthur C. Ruge of the Massachusetts Institute of Technology 
(MIT) and Edward E. Simmons at the California Institute of Technology (Caltech) were 
both located in the United States but were separated by almost 3,000 miles, and they 
did not have any contact with each other before the discovery. In 1936, Simmons, a 
student working as a research assistant at Caltech, was investigating the stress-strain 
relationship of metals under dynamic shock loads. . In his research, he was using a 
dynamometer fitted with fine resistance wires made from constantan to measure the 
force introduced in specimens due to impact loads. A drawing of the dynamometer is 
shown in Figure 4. Although details of the tests and the measurement method were not 
published until 1938, the start date of his project indicates that it was Simmons who 
invented the strain gage principle. Simmons patented his transducer in 1940.[11, 15] This 
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Figure 4: Simmons’s Strain Gage Based Transducer Design 
 
Surprisingly, around the same time as Simmons’ discovery, Professor Arthur C. 
Ruge and his assistant J. Hanns Maier were working at MIT, investigating the effect of 
earthquakes on mechanical structures. Their research involved mounting a small-scaled 
model of an elevated water tank on a vibration table. However, Ruge struggled initially 
to measure the stresses in the tank, due to the scaled model’s extremely thin wall 
thickness and the limitations of available mechanical and optical strain instrumentation 
at that time. In an effort to try something different, Ruge attached the thin wire from a 
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potentiometer with household cement to the tank wall and was able to achieve 
reproducible values for the change in resistance of the wire. This change in resistance 
due to strain in the mounted surface could be measured using a simple electrical bridge 
circuit. This discovery marked the invention of the strain gage.[11, 16] Figure 5 shows a 
photograph of Professor Ruge carrying out experiments on the water tank model, using 
the first-strain gages. 
 
 
Figure 5: Ruge experimenting on a small-scale model of a water tank fitted with the first strain gages 
 
 
To aid in the handling and installation of the strain gage, Ruge bonded the 
resistive wire to a carrier paper that had been stiffened by bonding on two Plexiglas end 
pieces connected together by a brass bar. The bar added stiffness and aided in the 
installation, but it was removed after bonding to the test article. Figure 6 depicts one of 
9 
 
the original strain gage designs with and without the brass installation bar. This strain 
gage design was not patented until 1944, but it was submitted to the MIT patent 
committee six years earlier, in 1938. The committee’s original response was “...this 
development is interesting; the Committee does not feel that the commercial use is 
likely to be of major importance... any rights which the Institute may have in this 
invention should be waived in your favour...” This response allowed Ruge to exploit the 
invention as his own. 
 
 
Figure 6: Ruge’s original strain gage from 1938 with and without a brass bar 
 
 
After the committee’s decision, Ruge and a fellow professor teamed up with the 
heavy machine construction firm Baldwin-Southwark Corp. to manufacture and sell 
strain gages. This team started in 1939 by registering the strain gage design. The 
invention was patented on June 6, 1944. During the patent process, Ruge and Baldwin-
Southwark Corp. recognized Simmons as one of the strain gage inventors. The first 
commercially available strain gage was named the model SR-4. The “S” and “R” 
represented the names of Simmons and Ruge, and the number “4” represented the four 
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people who took part in the final decision. Figure 7 and 8 are photos of these early 
commercial strain gages. 
 
 
Figure 7: Closeup of the SR-4 Strain Gage (1941) 
 
 
Figure 8: One of the first strain gage packages as sold by Baldwin in 1941 
 
 
After the invention of the strain gage, it did not take scientists and engineers long 
to realize that they could measure more than just strain with the strain gage. Any 
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mechanical property that causes strain can be measured indirectly by using strain 
gages. This new concept led to more frequent use and to continuous improvements in 
strain gage design. Gages became smaller and less sensitive to temperature and creep, 
and they gained improved fatigue characteristics. With this development, the backing 
material was changed to a less moisture-sensitive phenolic resin called Bakelite. 
Strain gage-based transducers to measure force also became very popular, 
being used as early as 1938 in wind tunnels at MIT.[12] Transducers for measuring 
pressure and torque became available in the 1940s to measure power in engine drive 
trains. One of the biggest advantages of the transducers was the ability to transmit the 
electrical output signal over long distances to a measuring device. 
The next evolution of the strain gage occurred in 1952, when Peter Jackson 
invented the etched foil strain gage.[13] Mr. Jackson was working with slip rings on 
helicopters and was having issues with the poor dynamic strength of the resistance wire 
used in strain gages. He had heard about circuit boards for amplifiers being made by 
etching copper-clad Bakelite, and he came up with the idea to make strain gages in a 
similar manner. He experimented with etching foils similar to the printed circuits, with 
the goal of producing strain gages that could withstand higher supply voltages than wire 
gages. The first foil strain gages were made from CuNi foil with 0.02mm thickness and 
nominal resistance of 55Ω. 
In 1963, Pete Denyssen of Dentronics Inc. developed the die-cut method of 
manufacturing strain gages[14]. This method was advantageous because it allowed 
materials not amenable to being chemically etched to be used in the strain gage. This 
method also fixed or improved the ‘feather edges’ caused by the etching process. While 
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the stamped or die-cut gages had some advantages over the etched gages, this 
process wasn’t used for very long. The etching process was able to be improved by the 
introduction of photo-chemical etching. Using this process, any shape of flat grid 
patterns could be translated into a greatly reduced real measurement grid. This also 
enabled the capability to make complex multiple gage patterns, such as rosettes and 
half and full bridge circuits. 
The latest and most recent change in strain gages was the move away from the 
historical uniform foil grid to a more computer optimized grid pattern for transducer class 
gages.[9] Transducer class strain gages are typically used when instrumenting aircraft 
components, due to their higher fatigue life. The goal with this new concept was to offer 
higher resistance gages, more uniform gage performance with temperature changes, 
and tighter resistance tolerances. The following figure is an example of a non-uniform 





Figure 9: New non-uniform strain gage grid pattern 
 
The Wheatstone Bridge 
The original Wheatstone bridge design was composed of four resistors, a battery, 
and a galvanometer, and it was named for the man who popularized it: Sir Charles 
Wheatstone.[17-20] However, it was invented by a scientist and mathematician, Samuel 
Hunter-Christie, who first described the circuit to measure unknown electrical 
resistances in 1833. The bridge worked because of the special diamond-shaped 
arrangement of the four resistors. The electrical current from a battery split into two 
parallel branches of the circuit. One leg consisted of a resistor with a fixed, known 
resistance and an adjustable resistor, also with a known resistance. The other leg 
contained a resistor of fixed and known resistance and another whose resistance 
needed to be determined. By using a galvanometer to balance the current flowing 




Figure 10: The Wheatstone Bridge Circuit in its original form 
 
 
A subsequent and significant breakthrough was the application of the 
Wheatstone bridge. Thompson conducted the first objective investigations into the 
changes of resistance caused by the strain in wires in 1856.[10, 11] He used the 
Wheatstone bridge for this investigation. In his testing, he used thin copper or iron wires 
stretched by weights. He found a direct relationship between the strain and the change 
of resistance of the wire, and he determined several scale factors for this relationship. 
These scale factors are what is now referred to as “gage factors.” The gage factor will 
be discussed more in later sections of this paper. 
The first systematic study of the resistance change of various wires was 
conducted by E. Cerlinsky in the 1930s at the German Institute for Aviation in Berlin.[18] 
In this research, Cerlinsky found that constantan wire was the most suitable for 
conducting measurements; this wire is still used today in foil strain gages. Figure 11 is a 
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diagram of Cerlinsky’s test setup. With this setup, the modulus of elasticity of the wire 
and the gage factor could be measured. 
 
 
Figure 11: Research setup for measuring the gage factors of resistant wires 
 
 
Sir Charles Wheatstone, as a prominent member of the Royal Society of London, 
was well-positioned to market this new tool. He gave full credit for its invention to 
Christie and he continued to try to improve the design. Wheatstone developed the 
rheostat, a variable resistor, and he found several other new uses for the bridge. By 
changing the type of elements contained in its legs, the Wheatstone bridge can 
determine unknown capacitances, inductances, frequencies, and other properties. 
Several other scientists, including William Thomson, Lord Kelvin, and James Clerk 
Maxwell, helped to extend the range of the device.  
The Data Acquisition System 
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While the strain gage and Wheatstone bridge have remained relatively 
unchanged over the last 60 years, data acquisition has undergone an astonishing 
evolution.[12][21, 22] In the earliest days of testing, readings from meters had to be 
recorded by hand onto paper and the results analyzed after the fact. Later, with 




Figure 12: IBM 7700 Data Acquisition System from the early 1960s 
 
While there was a vast improvement over recording by hand, there was no real-
time visual display of the data being recorded. To fill this need to obtain data in real-time 
visually, paper-based chart recorders (Figure 13), also referred to an oscillographic 
recorders, were born. A pen was used to lay down a continuous line on scrolling graph 
paper, providing an active display of measured results. While this was a vast 
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improvement over tape recordings, it was not without limitations. The physics of moving 
the pen back and forth across the paper limited the recorder to measurements between 
40 and 70 Hz, much slower than the capability of tape recordings. However, even with 




Figure 13: Typical Paper-Based Strip Chart Recorder 
 
 
The Light Beam Oscillograph was another paper chart recorder, but it had a 
much higher frequency bandwidth capability of around 5 kHz full scale (approximately 
100 times faster than the typical pen recorders of the day). The high speed of the 
recording required the chart drive to move much faster, as well. The paper could move 
up to 120 inches per second, providing impressive time-axis resolution. Later 
improvements replaced the internal moving mirrors with a stationary fiber-optic cathode 
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ray tube that was in direct contact with the paper. One downside to this system was the 
cost and life of the photo sensitive paper. This paper would fade quickly if exposed to 
ambient light. Also, test durations would be limited if the chart speed was very high. 
In the mid-1980s, National Instruments Corporation (NI) began selling data 
acquisition cards and analog-to-digital converter boards that could be used with low-
cost personal computers. In addition to their DAQ cards, NI also came out with a 
revolutionary software program called LabVIEW,[23] This software was released in 1986 
for the Macintosh personal computer platform and it was designed to be an easy-to-use 
method of connecting, visualizing, and recording instrument data. In 1986, NI released a 
DOS-based version of LabVIEW for the PC. However, it was not until 1992, and the 
release of Windows, that the PC based version of LabVIEW could take advantage of the 
Graphical User Interface (GUI) in the software already available for the Macintosh 
platform. 
In the 1990s, seeing the trend toward computer-based systems, manufacturers 
of strip chart recorders started incorporating microprocessors and offered new features 
like internal storage and flat screen displays. As engineers and scientists became more 
comfortable with computers and as computer screen size increased, the requirement for 
real-time paper output diminished. 
One of the key components of a DAQ system is the Analog-to-Digital Converter 
(ADC). The output of most physical measurements comes in the form of an analog 
signal (such as a strain gage). It is necessary to convert this analog signal to a series of 
high-speed digital values so that it can be displayed and stored by the DAQ system. As 
such, an ADC is used to convert this signal. In the early days of data acquisition, 8-bit 
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resolution ADCs were common. As of this writing, 24-bit ADCs are standard among 
most data acquisition systems designed to make dynamic measurements, and 16-bit 
ADCs are commonly considered the bare minimum resolution for signals in general. 
The data acquisition system used in this research was 24-bit National Instruments DAQ 
system. This increase in resolution helps to reduce measurement error, and it made the 
research in this study possible. 
In addition to using NI hardware and taking advantage of their 40+ years of 
experience making reliable DAQ equipment, this study also used the most recent 
version of LabVIEW software. This software has proven to be very easy to use, and it 
works seamlessly with the NI hardware. The software is also frequently used in other 
ongoing research efforts.[24-27] 
Research on Regression Methods 
There have been several conflicting papers[28-36] published over the last 50 years 
on the subject of comparing the Inverse versus the Reverse method of linear 
regression, claiming that one method is superior to the other. Dr. Peter Parker, a NASA 
LaRC engineer, conducted a study to understand and explain the limitations of each 
method as they apply to the simple linear problem given in equation (1) and  also to 
understand and document why some of the previous papers presented conflicting 
results[37].  






   
The classic method requires forward regression followed by inverse regression. 
In this process, the initial experiment treats the calibration standards as the regressor 
and the observed values as the response, to create a regression model. The computed 
regression model must then be inverted, in order to use the results to convert “actual” 
measurements to engineering units. This method is more complicated than the most 
common alternative: the reverse regression method. In the reverse method, the 
regressor is replaced by the response and the resulting regression model does not 
require inverting. Such an approach is intuitively appealing because it avoids the need 
for the inverse regression step. However, this method also violates some of the basic 
regression assumptions. Parker’s paper[37] indicates that either can be used with 
confidence for the simple linear problem with one unknown, if the instrument being 
calibrated is accurate within 10%. 
Testing requires the use of a wide array of sensors. Most common sensors 
produce electrical output in response to a physical input. This electrical output due to 
input is converted to engineering units by the development of a model. In a sensor 
calibration, the classical approach develops a forward regression model for signal as a 
function of sensor input. The analyst then inverts this model to estimate the sensor input 
from the electrical signal output. An alternative method commonly considered directly 
models the sensor input as a function of signal output during the calibration process, 
thereby reversing the roles of the independent variable and the response. Such an 
β0 – Intercept 
β1 –  Slope 
ϵi –  Random error 
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approach is attractive because this method avoids both the need to invert the forward 
regression model and the necessity of the Delta Method to estimate prediction intervals. 
However, while this reverse approach is simple and easy to implement, this approach 
violates certain assumptions. For example, the independent variables (i.e., the 
calibration standards) typically have negligible error during a calibration, while the 
response measurements do include error. This difference can result in unexpected 
inaccuracies in the developed model. 
Linear regression is an essential part of this research and of component level 
testing in general. The investigation into Forward versus Reverse regression was 
conducted to better understand the limitations of the Reverse regression method, since 
this method is the one typically used in both US Army ground and flight testing. Lastly, if 
the Reverse method can be used, it would save time and ultimately cost. 
Automated Calibration Methods 
The Automatic Balance Calibration System (ABCS) is a system capable of fully 
modeling the coefficients of a six-component internal wind tunnel balance without the 
need to reposition between loads. Because of this unique capability, a complete 
balance calibration can be conducted in just a few hours. The ability of the ABCS to 
apply any combination of loads gives it the capability to include randomized loads and 
combined loads representing actual test conditions. The ABCS installed at the Allied 




Figure 14: ABCS with Balance Installed 
 
 
This ABCS has gone through several upgrades in its capabilities since the model 
MKII. The model MKIII system has the ability to handle physically larger balances and is 
capable of imparting larger loads and moments. In addition, some improvements were 
made in the balance mounting design, the user interface and software.  
There is another version of ABCS designed by the Technical University of 
Darmstadt (TUD) for the European Transonic Wind Tunnel (ETW).[40] The first 
generation of this TUD system is comparable in size to the MKIII ABCS in San Diego 
CA. TUD also designed a much smaller second-generation system designed to 
calibrate smaller balances. Because of the reduced loads, this smaller ABCS could be 
simplified, allowing the machine to be built more inexpensively, without losing precision. 
Both the first and second generation TUD machines are located at the ETW and are 
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capable of conducting single load, combined load, and temperature runs automatically, 
saving significant time and cost. Manual calibrations, historically, have been so costly 
that some balances are only calibrated once in a lifetime and the life of a balance can 
be several decades. This new technology has enabled facilities like the ETW to 
recalibrate balances prior to every new test, ensuring that the balance provides highly 
accurate measurements. 
The research into ABCS designs was conducted to help in the transition from the 
classic blade calibrations separately, in three directions, using calibrated weights, to a 
new method that would provide the capability to apply simultaneous combined loadings, 
add randomization, and eliminate the operator as a factor. The major difference 
between this method and the classic approach of hanging weights with cables and 
pulleys is that the applied loads are being imposed by hydraulic actuators with in-line 
load cells. This method of using in-line load cells provides a direct measurement of the 
applied load and provides the ability to administer highly accurate load combinations in 
a very short amount of time. Figure 15 shows the ABCS at the Allied Aerospace facility 
with all of the actuators and load cells highlighted. These two ABCS designs were the 
inspiration for the actuator setup and test rig used on the aircraft representative article in 
this research. The test rig inspired by the ABCS provided the ability to apply the classic 





Figure 15: ABCS Load Application Diagram[41] 
 
Design of Experiments for Calibration  45 
“Design of experiments (DOE) is defined as a branch of applied statistics that 
deals with planning, conducting, analyzing, and interpreting controlled tests to evaluate 
the factors that control the value of a parameter or group of parameters.” [42] NASA 
LaRC, as well as other facilities, uses this process to calibrate wind tunnel balances. 
One balance, calibrated using the DOE methodology in particular, was the large-scale 
external balance system located at the Langley Full-Scale Tunnel. In a recent study,[43] 
the platform balance at this facility was calibrated using a fractional factorial design 
approach. This approach also included additional load points to enable model 
validation. Ultimately, the approach provided a statistically robust calibration of the 
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external balance, and described a compact, easily implemented experimental method 
for balance calibration. The following figure shows a model in the Langley Full-Scale 
Tunnel on the struts of the platform balance calibrated in this study. 
 
Figure 16: The BWB X-48B On the Struts of the Langley Full Scale Balance 
 
 
The DOE calibration process is not limited to external balances. The Arnold 
Engineering Development Complex at Arnold Air Force Base in Tennessee used a 
similar DOE approach to the calibration for its internal strain gage wind-tunnel 
balance.[44] The uniqueness of this calibration was the added requirement: to include 
temperature as a factor. In addition, due to the difficulty and amount of time that it takes 
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for the system to achieve equilibrium, the changes in temperature were the only factor 
not randomized. In this calibration, a design-of-experiments approach using a run 
schedule with restricted randomization was evaluated. The DOE calibration approach 
was compared to the traditional “One Factor at a Time” (OFAT) approach for a new 
balance. For the DOE calibration, a modified, two active factor, Box-Behnken design 
was executed at three temperature levels, and a second-order regression model was 
constructed for all factors. The DOE approach, when compared to the traditional OFAT 
approach, achieved a 50% reduction in the amount of time to conduct the calibration 
and produced an overall reduction in residual error. The following figure shows the 




Figure 17: Balance Images for the Arnold Engineering Development Complex 
 
 
A third balance design that used a DOE approach to calibration is the semi-span 
model balance used at the NASA LaRC National Transonic Facility (NTF). This facility 
conducted a study[45] of the benefits of using the DOE process for balance calibration. In 
this study, the calibration design was a Face-Centered Central Composite Design 
(FCD) with the following factors: axial force, normal force, pitch moment, roll moment 
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yaw moment, balance internal pressure, and balance internal temperature. The lessons 
learned from the DOE calibration were the benefits of and, in some cases, the 
requirement for system-level calibrations. This level of calibration characterizes the 
performance of the force measurement system under the most accurately simulated 
operational test conditions. For the balance in this study, a system calibration included 
calibrations incorporating the influence of static pressure and thermal effects. The 
following picture is the balance with a setup to apply axial force, normal force, pitch 
moment, roll moment, and yaw moment.  
 
Figure 18: Post Test Calibration of National Transonic Facility Balance. 
 
 
DOE balance calibrations were included in the review of literature due to the 
similarities between the moments being measured by both blades and balances. 
Lessons learned in these calibrations can be applied to how blades should be 
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calibrated. In addition, this review covered several of the DOE design approaches 
available: fractional factorial, Box-Behnken, and the central composite designs. There 
are three types of central composite designs: circumscribed, inscribed, and face-
centered. The review of the balance calibration at the NTF wind tunnel revealed that the 
FCD approach was used during their effort. This DOE design approach is the same as 
the one used in the calibrations conducted in this research. The following figure is a 3D 
depiction of the FCD. 
 
 





2.2 APPLICATIONS USING STRAIN GAGE INSTRUMENTATION  
The Strain Gage Wind Tunnel Balance 
In the early years of aeronautical research, the device or devices used to 
measure aerodynamic forces during wind tunnel testing were purely mechanical and 
were similar to what was used in the weight measurement systems of the era. Known 
weights were used to balance against steady aerodynamic forces, often via linkages 
that passed outside the test section. This weight balance design led to the use of the 
term “balance" for the current design (Figure 20) that is typically installed internally to 
models being designed and tested in wind tunnels.[46-48] 
 
 
Figure 20: Internal Strain Gage Balance (NTF-113B) 
 
 
The internal balance design concept dates back the 1940s. As early as 1949, a 
patent for a six-component “Force and Moment Measuring Device” was filed with the 
US patent office (Figure 21). Surprisingly, the design is similar to and shares many of 
the same features as current balance designs, including a separate axial force 
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measurement section and a cage section for measurement of all other loads. This 
design also includes the use of strain gages wired into Wheatstone bridge circuits to 
measure the applied forces. Several papers have been written on how to properly 
design, instrument and wire strain gage wind tunnel force balances.[49, 50] 
 
 
Figure 21: US Patent 2785569, Wind Tunnel Force and Moment Measuring Device, Issued[51] 
 
 
This early balance design, like current designs, is typically capable of measuring 
six aerodynamic load components. These components are the three aerodynamic 
forces (Axial, Normal and Side) and three aerodynamic moments (Pitch, Roll and Yaw). 




Figure 22: Internal Balance in Model 
 
 
The detailed design of the internal strain gage force balance can be divided into 
two sections: electrical and mechanical. The electrical design is fairly simple and is 
common throughout all of the measuring components. The sensor discussed is the foil 
strain gage. This sensor acts as the element converting measured strain on the balance 
to electrical output. The strain gages for each component are arranged and wired into a 
full Wheatstone bridge configuration. The bridge is used to amplify the change in strain 
gage resistances, maximizing the electrical output. This full bridge strategy is 
accomplished by locating one pair of strain gages in compression and the other pair of 
strain gages in tension. Therefore, for most balance measurements, a minimum of four 
separate strain gages are used for a given component.  
Figure 23 provides a Free Body Diagram of a common balance axial section. The 
goal with strain gage positioning is to position the gages to provide a desired full-scale 
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output of approximately 1,000 µV/V (micro volts per volt of excitation voltage) equivalent 
to approximately 500 microstrain. A maximum of 1500 µV/V is an approximate upper 
limit used to constrain the maximum strain under the gage to prevent the potential of 
creep in the strain gage bond. 
 
 
Figure 23: Axial T-Beam Free Body Diagram 
 
 
Figure 24 shows the strain gage configuration for the Normal and Pitch 
components. The Side and Yaw components would be gaged similarly on the four cage 




Figure 24: Example Cage Section Gage Locations for Pitching Moment and Normal Force 
 
 
X-57 Wing Structural Load Testing 
The X-57 flight test project was a joint effort between NASA Armstrong Flight 
Research Center (AFRC), NASA Langley Research Center, Empirical Systems 
Aerospace and Xperimental LLC,[52] This NASA X-57 aircraft will be the first all-electric 
X-plane and has been developed to validate and demonstrate the benefits of distributed 
electric propulsion (DEP) in aviation. The test aircraft was a modified Italian TECNAM 
P2006T twin-engine light airplane. The design concept was to replace the TECNAM 
P2006T stock wing, which bolts to the top of the fuselage, with a new 32-ft-long, 
composite wing. The new wing was equipped with two large electric motors with 
propellers on the wingtips and twelve additional smaller electric motors and propellers 
along the leading edge. The concept was to use all fourteen motors for takeoff and low 
speed flight when high lift is required. In high-speed flight, only the two larger wingtip 
motors would be in operation. The twelve smaller motors will be stopped, and the 
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propellers stowed in the cruise configuration. Figure 25 is a conceptual picture of the X-
57 in low-speed fight. 
 
 
Figure 25: NASA's First Electric Airplane X-57 Maxwell[53] 
 
 
The ground testing of the X-57 wing was designed and conducted to meet 
multiple goals and objectives. The first and foremost goal was to demonstrate and 
validate the structural integrity of the wing for flight. To this end, the wing was loaded to 
120% of the design load limit (DLL). In addition, the ground testing was also used to 
calibrate the installed instrumentation for use during flight testing to monitor the actual 
loading of each. The final objective of the ground testing was to verify that all of the wing 
control surfaces (flaps and ailerons) were free of any binding during each of the 100% 
DLL load cases. 
The wing was designed to a 1.8 factor of safety based on ultimate strength and 
was tested to 120% percent DLL to confirm that the structural strength was above and 
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beyond the expected flight loads. This approach was used since there was only one 
wing built to use for both qualification and flight testing. The wing was designed and 
analyzed to a total of 19 separate load cases based on maximum expected operating 
weights, airspeeds, control surface configurations, and gust conditions. The five worse 
conditions were chosen for the ground testing. These five loading conditions were 
applied to the wing at 60%, 100%, and 120% DLL. This buildup approach was used for 
model correlation, as well as to gain confidence in the testing approach.  
The test setup included 30 hydraulic actuators with load cells and internal linear 
resistance transducers (LRT). Twenty-eight of the actuators were vertically mounted to 
apply bending and torsional loading to the wing and two were mounted horizontally to 
simulate thrust in the wingtip cruise motors. In addition to the actuators, the test 
included 12 inclinometers, 9 LVTDs, 18 deflection potentiometers, 34 load cells, and 
172 strain gages. The strain gages were wired into 34 full bridges and 36 quarter 
bridges. Table 1 is a breakdown of the instrumentation channels. 
 




The actuator stroke LRTs, along with 16 of the string potentiometers, were used 
to measure wing deflection. The twelve inclinometers were used to measure wing twist 
and control surface deflection angles. Two string potentiometers were used to measure 
in-plane wing deflection at the wing tips. The full-bridge gages were calibrated to 
engineering units and are planned for flight loads monitoring. The full bridge gages were 
installed on the wing spars, caps, and wing skins from approximately 17 [in] to 23 [in] 
wingspan. The goal was to monitor the shear, bending, and torque loads being 
transferring into the wing root. Single axial gages were also installed to monitor the 
strain in the article on the ground and for subsequent model correlation activities.  
The calibration of the wings generated six equations. These include shear, 
bending, and torsion equations for each wing. Due to interactions between each of the 
three load components in each wing, all three equations included output from the shear, 
bending, and torsion strain gages. The calibration errors and the errors from separate 
independent check loads ranged from 2.21% to 8.51%. These errors were deemed 
acceptable by the test team. During testing, the maximum deflection at the wing tips 
was approximately 13 inches (Figure 26). This deflection was approximately 20% higher 
than predicted by the finite element model, as shown in Figure 27. The ailerons and 
flaps were successfully actuated throughout their full range of travel during the 100% 




Figure 26: The X-57 wing hydraulic upload testing 
 
 
Figure 27: The X-57 wing FEA model predicted displacements compared with test results 
 
 
The installation of strain gages is as much an art as a science. Gage placement, 
gage selection, wiring techniques, gage protection, and maximum expected strain are 
39 
 
only a few areas to study and understand before deciding where to put gages and how 
many are required. In the area of calibration and testing, there are similar issues with 
where and how many actuators, load cells, and displacement sensors are needed. 
Research into what has been done historically and what is currently being done is a 
critical part of any test effort and that is why this section was included in this research. 
2.3 COMPETING STRAIN MEASUREMENT TECHNOLOGIES  
Fiber Optic Sensors Deformation Measurements 
The construction of a FOS cable is generally made up of three layers: the Core, 
the Cladding, and the Coating[54]. The coating, since this is the protective layer, can be 
made up of several more layers. In the center of the cable is the Core. The principle of 
fiber optics is based on transmitting light over a pure dielectric glass, the core, 
according to total internal reflection. The Cladding provides a layer with a lower 
refractive index than the core, in order to keep the light inside the core. In Figure 28, the 
protective layer is made up of three separate components: the coating over the 
cladding, the strength member, and the outer jacket. 
 
 




The fiber optic system generally consists of a source, transducer, measurand, 
detector, electronic processing unit, and finally, the fiber optic cable. The source of light 
can vary. It can be a light emitting diode, laser, laser emitting diode, or similar. The 
electronic processing unit can be an optical spectrum analyzer or an oscilloscope. 
Figure 29 shows the basic components of a fiber optic system. 
 
 
Figure 29: Basic components of a fiber optic system 
 
 
One recent test using FOS sensors on rotor blades was a test conducted in 2017 
by Airbus Helicopters and Cranfield University.[54] In this effort, 64 Fibre Bragg Grating 
(FBG) sensors were mounted on an Airbus H135 helicopter main rotor blade to 
measure strain. The goals with this testing were to evaluate performance improvements 
and to reduce blade maintenance costs.  
In another full-speed ground test, both the Fibre Bragg Grating and the 
interferometric Direct Fibre-Optic Shape Sensing (DFOSS) instrumentation were 
installed on helicopter rotor blades.[55] This testing was conducted to provide valuable 
insights into the blade dynamics. Data was wirelessly transferred from the rotor hub-
mounted sensor interrogators to a ground mounted receiver outside the aircraft. 
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Changes in strain and vibration signatures were successfully measured in response to a 
series of pilot test inputs. These measurements were able to identify and to model the 
dynamic blade shapes in very high-resolution. The desire was to use this information to 
help validate complex aeroelastic models. Figure 30 provides the time-averaged results 
of strain measured by an FBG array bonded to the upper surface of a rotor blade during 
the ground test event. The numbers 1-10 denote the FBGs, with the number 1 sensor 
plot being closest to the rotor hub. Figure 31 shows the shape changes in one blade 
measured using the DFOSS system as the rotor rate was increased from 0 (blue line) to 
the idling rate of 5 Hz (brown line). Each measurement presented is separated in time 
by two seconds. The top plot shows deflections in the flapping direction and the bottom 
plot deflections in the lagging direction. 
 
 





Figure 31: Blade Shape Changes Measured using the DFOSS System 
 
 
Optical Rotor-Blade Deformation Measurements 
One method of measuring blade deformations uses a rotating 3D imaging system 
mounted on the hub that co-rotates with the helicopter rotor.[56] This system is able to 
record images of the whole blade at each angle as the blade rotates. The captured 
images are later processed with an Image Pattern Correlation Technique (IPCT) 
software tool that creates the 3D surface shape and the location of the observed blade. 
The optical measurement method is advantageous, compared to strain gages, because 
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it is not limited to the number of measurements that it can make along the surface of a 
blade. Strain gages are limited, due to their potential impact on the aerodynamics of the 
blade and to the potential modification that they may require to the structure. Strain 
gage measurements can also be affected by temperature effects. Other similar optical 
methods have been used previously to measure blade deformation. However, previous 
tests typically used optical systems with cameras out of the rotating frame observing 
either small rotors or the blade as it passed in and out of the field of view.  
In the hub mounted system, it was determined that four cameras would be 
needed to quantitatively measure one main rotor blade as it deforms in three 
dimensions. The system included a double stereo camera system consisting of four 
lightweight cameras in two stereoscopic arrangements with overlapping fields of view, 
shown in Figure 32. In this figure, the top image is looking at the camera system from 
the leading edge of the measured blade, and the bottom image is looking at the 




Figure 32: The rotating camera system mounted on the experimental rotor 
 
 
Using the IPCT processing tool for different test conditions, the movement and 
deformation of the blade can be mapped. Figure 33 shows the surfaces for nine 
different collective pitch settings. For each pitch setting, ten surfaces are mapped. The 
small graphs on the right side show lines extracted in spanwise and chordwise direction, 




Figure 33: Example Mappings of Blade Surfaces 
 
 
While this optical technology has provided very useful information, this approach 
presents significant challenges for routine use. The lighting during testing is critical to 
prevent the images being fouled. In addition, data can be skewed or lost from the blade 
surface becoming dirty or wet.  
Research into technologies competing with strain gages was conducted to 
understand and to verify the relevance of the strain gage technology. Both FOS and 
optical measurements provide capability that strain gages cannot match. Simply put, 
both of these competing technologies can provide a much higher density of 
measurements along the length and across the span of a blade. However, these new 
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technologies have limitations, as well. Installation issues, transferring of data from the 
rotating to the non-rotating part of the aircraft, and the ability to obtain real-time data are 
or can be challenges with these new technologies. Based on this research, it is safe to 
assume that strain gages will be around for a while longer and, in the meantime, 







The goal of this research was to develop an improved approach to strain gage 
instrumentation for rotorcraft blades. To this end, let’s first properly explain and define 
instrumentation. “Instrumentation” is a term for measurement instruments or sensors 
used for indicating, measuring, and recording physical quantities. Typically, 
instrumentation can be divided into two parts: the sensor and the device used to record 
the output of this sensor. For this effort, the focus will be solely on strain gages as the 
sensors being evaluated. The recording device will subsequently be referred to as the 
Data Acquisition (DAQ) system. 
As previously mentioned, strain is the response of a system to an applied stress. 
When a material experiences an applied force, it produces an internal stress, which 
then causes the material to deform. Strain gages are, effectively, wire laid in grid 
patterns that can be bonded to different materials. As the material deforms, the wire 
length changes. This change in length causes a proportional change in the measured 
resistance across the strain gage. This change in resistance is proportional to the 
effective stress or strain applied to the material. The following equations show the 
relationship between the change in length, strain, and the change in resistance for a 
strain gage. 
        (2) 











   
The gage factor, k, is a characteristic of the strain gage. The exact value of this factor is 
different for each batch, or lot, of gages since it is dependent on the grid material. The 
measured value is typically specified on the strain gage packaging. The gage factor for 
constantan and nickel-chromium alloy strain gages is nominally 2.0, and various gage 
and instrumentation specifications are usually based on this nominal value.[57] To 
provide a reference of the magnitude of typical values, strain in a range of 150 to 700 
[μin/in] yields a change in resistance, R, in the range of 0.1 to 0.5 [ohm] in 350 [ohm] 
strain gages (R0). These are the specific values measured during the calibration of the 
proof-of-concept article found during testing at the beginning of this research. 
The Wheatstone bridge circuit compares unknown resistances with well-defined 
resistances. This circuit is well suited for the measurement of small changes in 
resistance like that seen in the use of strain gages. The wiring schematic for this 
Wheatstone circuit[58] is provided in Figure 34. 
 
ɛ – Strain 
L –  Change in part length 
L0 –  Original part length 
R –  Change in gage resistance 
R0 – Initial gage resistance 




Figure 34: Fully populated Wheatstone bridge schematic (4 active strain gages)[59] 
 
Using this numbering convention, the following equation is how the individual gage 
outputs are combined in the overall output equation: 
  (4) 
  (5) 
Where 
   
In addition to the “full” Wheatstone bridge circuit including four active strain 
gages, there are two other variations commonly used in strain gage instrumentation. 
They are the “half” and “quarter” bridge circuits. These circuits, as their names imply, 
are either half or quarter populated with active strain gages. The other non-active strain 
gages locations are filled with very high precision resistors. The schematics of these 
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UE – Bridge excitation or input voltage 
UA – Bridge output voltage 
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Figure 36: Quarter populated Wheatstone bridge schematic (1 active strain gage)[59] 
 
The response of the Wheatstone circuit is advantageous in the way in which the 
strain measured at two gage locations is subtracted from the strain measured at the 
other two gage locations. This allows two tension gages to be added to the output of 
two gages in compression, providing an “amplified” response in comparison to use of a 
single gage. Therefore, if the desire is to obtain a highly sensitive sensor, the goal 
would be to place two gages of the circuit in a high positively strained location while 
locating the other in a high negatively strained location. The best example of this 
arrangement is the typical gage orientation of a cantilever beam with an applied tip load. 
A beam with a vertical point load, as shown in Figure 37, will generate a positive strain 




Figure 37: Bending bridge strain gage installation configuration[59] 
 
Another very common gaging configuration is used to measure tension. The positive 
gages are oriented in the direction of the load and the two remaining gages are oriented 
in the perpendicular Poisson direction. This configuration is shown in Figure 38. 
 
Figure 38: Tension/Poisson bridge strain gage installation configuration[59] 
 
The remaining strain gage configuration used in this research is the one used to 
measure shear or torsion. The positive and negative gages are oriented in a plus and 




Figure 39: Torsion bridge strain gage installation configuration[59] 
 
To fully understand the use of gages, a description of the process of installing 
strain gages is required. The actual gage sensor, in most cases, appears durable, so 
the amount of time needed to properly complete the installation process can be very 
deceiving. In reality, the process is quite involved and takes much more time than one 
might expect. Even experienced electrical technicians can take several days to install 
one full strain gage bridge. In the author’s experience, the typical full strain gage bridge 
cost ranges between $1200 and $2500, depending on the complexity of the installation.  
The installation process usually starts with the selection of the materials. Strain 
gages are selected to match the material on which they are being bonded. The grid is 
sized to capture the strain in the area of interest and the gage backing material is 
chosen based on the expected strain level and the number of expected cycles 
encountered during the test. There are several commonly used adhesives 
recommended for strain gage installation depending on the temperature range of the 
test, the ease of installation, and the fatigue characteristics required. The following is a 
simplified list used in the author’s organization describing the installation process. This 
list is based around the sensor application procedure taught by one of the strain gage 




Strain Gage / Bridge Installation Process 
 
1. Select gages  
2. Select materials (i.e., terminal strip, adhesives, wiring, solder, protective 
coatings, etc.) based on environment and test conditions (temperature, 
moisture, number of cycles)  
3. Prepare surface (i.e., strip paint, smooth, clean, degrease, etc.) 
4. Accurately mark the desired gage location (ensuring not to scratch the part) 
5. Clean gage location with phosphoric acid and apply neutralizer to bring pH to 
proper level 
6. Tape gage and terminal strip to a chemically clean surface 
7. Position gage and terminal strip on marked surface on test article 
8. Weigh and mix adhesive per instructions 
9. Peel back tape and gage and apply adhesive to gage and material surface 
10. Replace tape using gauze to smooth and remove excess adhesive 
11. Apply recommended pressure to properly cure adhesive using a rubber pad 
and heat according to the manufacturer recommended schedule  
12. Remove pad and inspect installation 
13. Apply a second round of heat to properly post cure adhesive according to the 
manufacturer’s recommended schedule  
14. Remove tape 
15. Solder leads to gage 
16. Electrically test gage and installation 
17. Solder gage leads to terminal strip. 
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18. Solder harness to terminal strip  
19. Moisture proof gage and solder tabs with polyurethane adhesive 
20. Secure wiring 
21. Electrically test bridge installation 
22. Install RTV or other protective coating over gages and wiring 
 
All of the strain gages, adhesives, moisture proofing, and wiring used in this research 
were manufactured by Micro-Measurements. The details of the installed sensors are 
included in the description of the test articles.  
Strain gage instrumentation includes two parts, as mentioned previously: the 
sensor and the data acquisition system. The strain gage sensor has now been 
described in detail and relies on the data acquisition (DAQ) system which is described 
next. Modern DAQ systems can accept a wide variety of sensor types and 
configurations. These systems come with a wide range of accuracy and data collection 
rate capabilities. All of these features need to be considered with each test, to provide 
confidence in the data being collected. Strain gages and strain gage bridges can 
generally be connected to DAQ systems in one of three ways: by using a quarter, half, 
or full bridge circuit. Some DAQ systems can only accept sensors configured into full 
bridges. This full bridge limitation can be addressed by “completing” the quarter and half 
bridges into full bridges using precision resistors. Some strain gage manufacturers 
provide these resistors in the form of a Bridge Completion Module (BCM) with internal 





Figure 40: Bridge completion module (BCM)[63] 
 
In addition, some DAQ systems can be wired to sense lead lengths and to compensate 
for thermal changes experienced by these leads. The DAQ system used in this research 
was manufactured by National Instruments. The NI Compact DAQ system was chosen 
for its small planform, portability, accuracy, and versatility. The details of this DAQ 
system are included in the Appendices A and B. 
3.2 DESCRIPTION OF THE PROPOSED QUARTER BRIDGE APPROACH 
The “improved” instrumentation strategy proposed in this research requires a 
move away from the classical, hard-wired, full-strain gage circuit to wiring all strain 
gages as separate quarter bridges. These quarter bridges would then be combined into 
“virtual” full bridges within the DAQ system to provide the same information as the 
classical full bridge, and much more. Using this quarter bridge approach, the tester will 
have the capability of real-time monitoring of total strain at each individual gage 
location. If this quarter bridge approach is used for even the most critical strain gage 
circuits, it will provide information and flexibility not available when using the classic 
hard wired full bridge approach. 
The implementation of this approach is simple. The strain gages will be installed 
in locations that provide the highest output with the least crosstalk, as in any traditional 
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strain gage installation. All of the gages will be wired as quarter bridges, a simple wiring 
task. Within the data acquisition system, calculated channels will be created for each 
bridge configuration combining the strain from the four respective quarter bridge gages 
using the following logic path. 
Original full Wheatstone Bridge Equation 
  (6) 
If locations 2, 3, and 4 are replaced with resistors, the remaining quarter bridge reduces 
to the following equation: 
  (7) 
Using this process for all four gage locations, and then combining them, you get the 
following equation
  (8) 
 
Therefore, the resolved equation remains the same.  
  (9) 
This approach allows the simultaneous capture of localized strain, as well as use 
the combined strain for conversion into engineering units. In addition to the additional 
strain and simplicity, this approach also provides flexibility and failure detection. With 















































































[( 1 + 3) − ( 2 + 4)] 
0 0 0 
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indication as to where in the circuit this failure has occurred. On a large test article, the 
investigation process can cause hours of lost time and, in some cases, when the cause 
cannot be quickly detected, it can lead to the entire bridge needing to be replaced. In 
the quarter bridge approach, the tester will know instantly which leg of the bridge has 
failed and can focus the evaluation to one fourth of the circuit. Similarly, each of the four 
gages in a circuit can be monitored over time to track the health of the individual gages. 
This is beneficial since gages are made from metal foil and can degrade over time and 
fail due to fatigue. Most manufactures provide a stress versus the number of cycles to 
failure (S-N) curve for each gage design. A typical fatigue life for the most common 
gages is about 1M cycles at a 1,500 [in/in][64] strain level. In the classical full bridge 
approach, the tester has no indication of maximum stress being seen by any individual 
gage. Only the average stress of the four gages can be measured, so predicting failure 
due to fatigue of the installed gages is impossible. 
The simplicity of wiring all of the gages in a circuit as quarter bridges has been 
mentioned but should be emphasized. The two contrasting circuits are shown in Figure 
41. The Wheatstone bridge circuit, when wired correctly, has two positive and two 
negative gages numbered 1 through 4. It is very easy during the wiring process to get 
the gage numbering mixed up and the circuit wired incorrectly. Incorrect wiring can lead 
to low or no electrical output from the circuit. Conversely, if the gages are combined 
incorrectly in the proposed quarter bridge approach, a single line of code for the 
calculated channel is all that would require repair or modification. If the mistake is found 
during testing, the raw strain data could be recorded, and the calculated channel 
repair/modification could be delayed until after the test or load case is complete. The 
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desired or repaired bridge output could be computed during the post processing of the 
collected data. However, practically, there are just more connections that need to be 
made in the traditional full bridge approach. Figure 42 shows a close-up of the part of 
the full flap and chord bridges. In this figure, an additional terminal strip can also be 
seen. This terminal strip is used to connect one single lead to two separate strain 
gages, since that is how the Wheatstone bridge is assembled. Therefore, for each full 
bridge, there are two solder connections per gage and another eight on the added 
terminal strip, for a total of 16 connections. In the quarter bridge approach, the only 
solder connections are the two connections at each gage for a total of eight 
connections.  
 
   





Figure 42: Close-up of POC Article Full Bridge Installation 
 
Since each gage output is being recorded separately, each gage can be used in 
multiple virtual bridges. This provides the ability to reduce redundancy. In many cases, 
several gages are installed in the same area, measuring similar strain values and 
providing input into multiple full bridge circuits. The “improved” approach can simplify 
the installation, reducing the total number of gages being installed. For example, if the 
requirement was to measure both bending and axial tension in the same beam article, 
two of the traditional eight gages could be eliminated, as shown in Figure 43. The 
classic approach is shown on the left of the figure. However, if there were a need to 
reduce the number of gages or if one of the positive tension gages were damaged and 
needed to be replaced, using the quarter bridge approach the circuit on the right could 




Figure 43: Combined Bending and Tension Example 
 
 
Specifically, the B1 & B4 gages in the bending bridge could double as the T1 & T3 
gages in the tension bridge. Therefore, only six strain gages would be needed for both 
circuits. Since this process of sharing gages between multiple bridges requires the 
instrumentation design to have multiple gages installed in the same area measuring 
similar strain values, the specific number of gages reduced will depend on the design 
and the specific requirements of the component being tested. Therefore, the amount of 
redundancy eliminated would be unique to each test article. 
3.3 EXPLANATION OF VARIOUS THERMAL AREAS OF CONCERN 
There are several areas where temperature changes in the environment can 
affect strain gage measurements, and these areas should be discussed. Since most 
material systems expand and contract with temperature, this can also be a significant 
concern with the use of a strain gage sensor. The movement in a test article due to 
change in temperature is called “thermal strain.” In a well-designed circuit, gages should 
be installed to eliminate the effect of this thermal strain. The primary method for this 



















Traditional Full Bridge Method Possible Reduced Gage Option
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materials, is the same in all directions for an article in thermal equilibrium. If the thermal 
strain values of all four strain gages are the same, the sum of the thermal strain in two 
gages is subtracted from the thermal strain in two different gages, providing a net zero 
change in overall strain. The circuit equation is the same for the classic and the virtual 
bridges, so this method of compensating for temperature change is maintained. As an 
additional benefit in the proposed approach, each leg of a circuit can be evaluated 
separately under an applied temperature change to evaluate the system’s sensitivity to 
temperature change. This is particularly of interest in testing articles manufactured from 
non-isotropic materials like the aircraft representative test article used in this research. 
The next most important method for eliminating thermal strain is by “gage 
matching.” This is the process of selecting strain gages that have a thermal expansion 
coefficient very close to the material they are being bonded. Strain gage manufacturers 
attempt to minimize sensitivity to temperature by processing the gage material to 
compensate for the thermal expansion of the specimen material for which the gage is 
bonded. Micro-Measurements, the manufacturer of the most common sensor grade 
strain gages, has a large assortment of gages with differing thermal expansion 
coefficients. Table 2 shows a subset of the complete table provided by Micro-
Measurements of the nominal thermal expansion coefficients of some engineering 
materials.[66] This table lists a number of materials and provides nominal values of the 
expansion coefficients for each, along with the self-temperature-compensation (S-T-C) 
numbers which would normally be selected for strain measurements on that material. 
The table also identifies the test materials used in determining the published thermal 
output curves for Micro-Measurements S-T-C strain gages. 
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The first two numbers of the Micro-Measurement strain gage part number are the 
S-T-C number (i.e., 00, 03, 05, 06, 09, 13, 15, 18, 30, 40 and 50). This number indicates 
the group of gages matched closely to a given thermal expansion coefficient. For 
example, when gaging an Aluminum part, the strain gage should be chosen with an S-
T-C value of 13 or a part number similar to EA-13-250BF-350.  
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Another area of thermal concern when using strain gages is in the area of the 
interbridge wiring. This is the wiring between the strain gages within the circuit. The 
resistance of the wiring between gages adds to the resistance of each respective leg in 
the circuit. Therefore, if this interbridge wire resistance changes, the output of the circuit 
will also change. Figure 44 will help visualize this description. In this bridge circuit, Rwire1 
and Rwire2 are the interbridge wiring resistances related to the third leg of the circuit. 
There is no method to distinguish between the change in resistance due to applied 
strain on the strain gage and a resistance change in this interbridge wiring. 
 
 
Figure 44: Two Wire Quarter Bridge Strain Gage Circuit[67] 
 
For this reason, it is common practice in wiring classic full bridges to make all of the 
interbridge wiring as short as possible and all the same length. It is also preferred to 
keep the gages and the wiring as close together as possible, in an effort to maintain a 
constant temperature across all of the gages and the interbridge wiring. These best 
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practices are not possible in wiring the quarter bridge circuit since the interbridge wiring 
runs between the DAQ system and each individual strain gage. Therefore, the circuit 
equation changes slightly if the resistance in the interbridge wiring cannot be ignored. 
The following equation shows the modified two wire quarter bridge equation. 
  (10) 
One method to eliminate this error is by adding a third wire to the quarter bridge 
leg, as shown in Figure 45.  
 
 
Figure 45: Three Wire Quarter Bridge Strain Gage Circuit[67] 
 
Using the full Wheatstone bridge equation (4) and adding the resistance for each 
of the three lead wires, you get the following equation. If care is taken to make all three 







𝛿𝑅3 + 𝛿𝑅wire1 + 𝛿𝑅wire2




[ 3] + 𝑒𝑟𝑟𝑜𝑟 
65 
 
same thermal environment, the change in resistance in each wire should be very close 
to the same (Rwire). In addition, since the resistance in this bridge at locations 1, 2, and 4 
is being produced by precision resistors, the change in resistance can be assumed to 
be zero. Using this rationale, the equation changes to the following: 
 (11) 
Since all of the precision resistors used to complete the bridge and the single strain 
gage have the same nominal resistance, the equation reduces to the following: 
 (12) 
Solving for strain, the following equation becomes: 
  (13) 
Where: 
  (14) 
In conclusion, if common practices are used, this new proposed quarter bridge 
approach will not generate any additional error due to thermal strain than the classical 
full wired bridge method. Both full and quarter bridges have been used for decades, so 
instrumentation technicians and instrumentation systems are capable of 
accommodating either. The tester just needs to be cautious not to use a two-wire 
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3.4 ERROR ANALYSIS 
Like the thermal concerns discussed in the previous section, error in sensor 
measurements is of equal concern. Error in strain gage measurements can come from 
several sources. Error can be generated by assuming a non-linearity between the 
output voltage and the applied strain. However, this error is negligible until the strain 
measurements are above a few thousand microstrain. Quarter-bridge strain 
measurements are also inherently sensitive to accuracy degradation due to the lead 
wire resistance from the sensor to the measurement device. This can be caused by two 
reasons. The first is a resistance change due to a change in temperature discussed in 
the previous section. The second is lead wire desensitivity. Since the output of the strain 
gage is a function of the change in the resistance over the initial resistance, as the initial 
resistance is increased above that of the gage, sensitivity is decreased. 
  (15) 
However, most modern DAQ systems, like the one used in this research, offer a shunt 
calibration option to quantify the lead wire resistance. This calibration can correct 
subsequent readings for this gain error. Another source of error is the Gage Factor. This 
is another factor assumed to be constant. However, for large changes in temperature, 
this assumption may be incorrect. In these cases, an equation can be used to replace 
the Gage Factor constant. 
Up to this point, only the sensor and the leads have been discussed relative to 
error. One additional source of error is the data acquisition system. Depending on the 
𝛿𝑅
𝑅0
= 𝑘  
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system and how it is put together, several components can contribute to the total DAQ 
system error. The National Instruments CompactDAQ (cDAQ) system was used in all of 
the testing conducted during this research. With this system, the sensor or bridge can 
connect directly to a single card to supply voltage, complete the bridge (if needed), scan 
the channels, and convert the analog signal to digital. The computation of measurement 
error is fairly simple and uses the following equation: 
  (16) 
The two primary NI cDAQ cards used in this research are the NI 9236 Quarter 
Bridge Strain Gage card [68] and the NI 9237 Full Bridge Strain Gage card. [69] The 
following is the process of calculating the typical error for each of these cards when 
taking a 1,000 [µin/in] strain gage measurement. Table 3 is the “accuracy” table found in 
the quarter bridge DAQ card manual and Table 4 is the same table from the full bridge 
DAQ card manual.  
 
Table 3: NI 9236 Quarter Bridge DAQ Card Accuracy Table 
 
𝐸𝑟𝑟𝑜𝑟𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 = 𝜖𝑟𝑒𝑎𝑑𝑖𝑛𝑔 × 𝐸𝑟𝑟𝑜𝑟𝐺𝑎𝑖𝑛 + 𝜖𝑟𝑒𝑎𝑑𝑖𝑛𝑔 × 𝐸𝑟𝑟𝑜𝑟𝑂𝑓𝑓𝑠𝑒𝑡  
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Table 4: NI 9237 Full Bridge DAQ Card Accuracy Table 
 
 
The following is the error in a single gage, quarter bridge measurement using the NI 
9236 DAQ card:  
  (17) 
  (18) 
The following is the error in a four gage, full bridge measurement using the NI 9237 
DAQ card:  
  (19) 
  (20) 
To properly compare the proposed quarter bridge approach to the classical full bridge 
approach, the error of four quarter bridges needs to be combined, to yield the “system” 
error. These errors are combined using the sum of the squares method, shown below: 




















   (21) 
  (22) 
Assuming the maximum error were to occur on all four single gage channels 
simultaneously, the DAQ system error in the proposed quarter bridge approach could 
be as much as 9.2 [µin/in], as compared to the 4.5 [µin/in] error in the single full bridge 
reading. The difference between these two error calculations is 4.7 [µin/in] in a 1,000 
[µin/in] reading or 0.47% of the reading. Since the maximum error is an extreme 
condition, a more realistic expectation of error would be to compare the typical error 
values. When comparing these values, the difference is reduced to 2.2 [µin/in] in a 
1,000 [µin/in] reading or 0.22% of the measurement. Since all of these calculations are 
linear relationships between the error and the measured reading, the percent error 
should not change across the entire range of measurements.  
Therefore, the proposed quarter bridge approach to measuring strain gage 
sensors does increase the measurement error in the data acquisition system. However, 
the additional error is less than 0.5% more than the error calculated using the classical 
approach, with a typical error closer to a 0.25% higher. These percentages are based 
on the measurement. If an additional error in the range of 0.25% to 0.50% is acceptable 
for the task at hand, the advantages outweigh this potential increase in error. In the 
author’s experience, an error in measurement of up to 5% for an instrumented 
component is typically acceptable, so an additional 0.5% in most cases would be worth 
the benefit. 










3.5 VIRTUAL REPAIR CONCEPT AND ADDED REDUNDANCY 
The concept of virtual repair is fairly simple and takes advantage of the 
redundant nature of the full bridge. Half bridges can be used to convert strain to 
engineering units in the same way as full bridges. Therefore, if a full bridge is used 
initially on a unit under test and one leg of the full bridge fails, two of the remaining legs 
can be converted into a half bridge to generate the same or very similar results. This 
approach is shown visually in Figure 46.  
 
 
Figure 46: Virtual Repair Concept (adapted from reference [59]) 
 
 
The following is the equation change that would be required to repair the damage 
shown in Figure 46.  
Initial Full Bridge Equation 





[( 3 + 1) − ( 2 + 4)] 
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Repaired Half Bridge Equation 
  (24) 
 
However, if the strain gages are wired in the classical method, this idea or 
concept is all but impossible to implement. Using the quarter bridge approach 
suggested in this research, implementation of this virtual repair concept is as simple as 
changing one line of code in the DAQ system program. With software modifications, this 
concept could even be implemented automatically or at the push of a button. If 
automated, an error analysis could be conducted on all of the possible gage 
configuration options, and the best chosen displaying any reduction in accuracy the new 
repaired bridge might cause. In this effort, the manual selection process took roughly 
two hours to work through. While this is not a large amount of time, it could be 
significant if this process needed to occur during a ground or flight test. 
Now that the virtual repair process has been explained, a good question would 
be “How many gages can fail before a physical repair would be required?” The answer 
is highly dependent on which gages fail. In the simple example shown in Figure 46, two 
gages can fail as long as one of the failed gages is on the top and one on the bottom 
(i.e., either of the two gages 1 and 3, along with either of the two gages 2 and 4). 
However, if both gages on top or the bottom fail, the part will need to be repaired and 
recalibrated. Therefore, the number or percentage of gages that can fail before a repair 
is required is dependent on which gages in each bridge fail.  
One area of concern is regarding the bridge or article calibration. Once again, if 
the strain gages are wired in the classical method, obtaining a new calibration would be 




[( 1) − ( 4)] 
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are recorded separately during the calibration process. Therefore, all of the information 
is already available to come up with the calibration coefficients for the system including 
the repaired half bridge. The execution of this repair process was demonstrated during 




4 SUMMARY OF EXPERIMENTS PERFORMED 
4.1 PROOF OF CONCEPT TEST ARTICLE 
After some initial research, a Proof of Concept (POC) article was built and tested 
to gain insight into the problem and to determine if the proposed instrumentation 
approach was worth pursuing. The final goals of this research are to prove the approach 
will save time and to provide more information during rotor blade testing. However, 
predicting stress in the surface of rotor blades is very difficult, even with a detailed finite 
element analysis (FEA) model. With this in mind, an aluminum I-beam was chosen as a 
“mock” blade structure. The I-beam was selected since normal strain due to an applied 
bending load is predictable. In addition, the I-beam can have significant differences in 




Figure 47: POC I-Beam Test Article 
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Strain gages were installed on the POC article at two stations in the same way 
and using the same techniques used when instrumenting actual rotor blades. Details of 
the installed instrumentation, including part numbers of the strain gages, dimensions, 
and adhesives, is provided in Appendix A. Strain gages were installed to measure the 
bending moments in the Flap, Chord, and Torsion directions. Figure 48 provides a 
diagram of these load directions. The stiffest bending direction was chosen to be the 
simulated chord direction. The twelve gages installed closest to the fixed end of the 
beam were wired into classic full Wheatstone bridges using the same method used in 
wiring bridges on ground and flight test blades at the US Army TDD-A Structural Test 
Laboratory. The twelve outboard station gages were all wired into three-wire quarter 
bridges. The three-wire quarter bridge method is the approach typically used when the 
goal is to measure total strain (see Figure 49). A three-dimensional digital model and an 
empirical math model were created for the POC test article to predict the resultant strain 
and sensor outputs due to an applied load. The following information was used in the 
calculations of resulting strain given an applied moment. 
 
Table 5: Beam Dimensional Information 
Beam Designation S4x95 
Height 4.0 in 
Width 2.796 in 
Ix 6.790 in4 
Iy 0.903 in4 
Modulus 10,000 ksi 
 
 







To verify that the data acquisition system was set up properly, a 102.6-pound 
load was applied at the tip of the POC article at known distances from the installed 
instrumentation. The expected strain was calculated and was compared to the 
measured strain from both the full and quarter bridge flap and chord channels. Table 6 
provides the results of this comparison. The percent difference between the measured 
and expected ranges was between 1.5 and 3.1%. The small difference can be attributed 
to error in the tabulated values of the X and Y moments of inertia, variations in the I-
beam extrusion, misplacement of the strain gages, and error in the DAQ system. 
 











Channel [lbs] [in] [in-lb] [µin/in] [µin/in] [%] 
Flap (full) 102.6 26.3 2698.4 343.0 347.7 1.3% 
Flap (quarter) 102.6 24.3 2493.2 317.0 326.4 2.9% 
Chord (full) 102.6 26.3 2698.4 79.5 82.0 3.1% 
Chord (quarter) 102.6 24.3 2493.2 73.4 75.7 3.0% 




Figure 48: Diagram of Typical Rotor Blade Forces (adapted from reference [70]) 
 
  
Figure 49: POC article instrumentation 
 
Once built and instrumented, the POC article was calibrated using a Design of 
Experiments approach. The calibration used a randomized Central Composite Design 
(CCD) with three replicates and six center points including 48 calibration points in total. 
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Load was applied to the article by hanging calibrated weights at a known distance from 
the installed gages. Figure 50 shows the article positioned to apply pure chordwise 
bending. The article was rotated to change the combination and direction of the Flap 
and Chord moments. The rotated angle was measured using two calibrated digital 





Figure 50: POC article setup to apply pure chordwise bending. 
 
A National Instruments cDAQ data acquisition system was used to collect the 
calibration data. Appendix A includes a list of all of the hardware used during the POC 






sampled and recorded at 1.0 Hz during each of the calibrations conducted. The 
measurements recorded were strain, angle, and load applied. The amount of time to 
conduct each calibration varied, depending on the model design being considered, the 
number of factors, the number of replicates, and whether the load schedule was 
randomized. However, the range of times seem to be between 3 to 4 hours. 
Several calibration approaches were evaluated before selecting the Face 
Centered CCD design. The classical one factor at a time was considered due to its 
simplicity and the fact that this is how most blades are currently calibrated within the 
Army. The modified 24 factorial and the CCD designs were also considered. In addition, 
the calibrator was considered as a factor. During this process, Design-Expert 11 and 
MS Excel were the tools used to calculate math models.  
The following is a sample of the analysis from the calibration of the POC article 
Flap bridge. The calibration loads as well as all of the diagnostic plots and tables for the 
POC article calibration are included in Appendix B. A detailed explanation of the 





Figure 51: Sample POC calibration results 
 
Table 7: Sample POC Calibration ANOVA Results 
Source Sum of Squares df Mean Square F-value p-value  
Model 2.174E+07 6 3.623E+06 9925.71 < 0.0001 significant 
A-Flap 2.136E+07 1 2.136E+07 58531.90 < 0.0001 significant 
B-Chord 1.516E+06 1 1.516E+06 4153.79 < 0.0001 significant 
C-Torsion 66248.69 1 66248.69 181.50 < 0.0001 significant 
AB 4081.57 1 4081.57 11.18 0.0018 significant 
AC 596.34 1 596.34 1.63 0.2084 not significant 
BC 16573.92 1 16573.92 45.41 < 0.0001 significant 
Residual 14965.37 41 365.01    
Cor Total 2.175E+07 47     
 
 
Several issues were encountered during this POC calibration effort. These issues 
included building the zero-load model, measuring angular position of the article during 
loading, determining a method of applying pure torsion, and load corrections due to 
article deflection. The potential to introduce error and the added complexity issues 
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encountered led to not rotating the article in the subsequent aircraft representative 
article calibration.  
The problem encountered with a zero-load model was that it added complexity to 
the model and the calibration process. Effectively, the article was rotated 360 degrees 
about its centerline with no external loads applied while collecting strain data. This data 
was then used to create a zero-load model of the article. Then after the full calibration 
was conducted and a second model was created, the zero-load model was subtracted 
from this second model, in order to get an unbiased calibration model. While this 
process worked, it was very complicated and time consuming. 
The problem encountered while measuring angular position of the article during 
calibrations was caused by an inherent flaw in the analog inclinometer specifically 
purchased for this test. The DOG1 model inclinometer by Sensor Solutions was a 12 bit 
±180° sensor with a quoted accuracy of 0.15°. Unfortunately, the accuracy encountered 
in the lab was much higher. After further investigation, the error was determined to be 
sinusoidal, relative to the angle of rotation and repeatable from sensor to sensor. The 
simplest solution determined was to place a second sensor rotated 180° from the first 
sensor and average the two outputs. This approach significantly improved the combined 
output to better than the documented accuracy of a single sensor. 
Another question to answer during the initial POC testing was how to apply 
torsion. If a load was applied off center, a torsional moment would be induced but would 
be combined with either a Flap or Chord moment. Traditionally, when blades are 
calibrated in the “one factor at a time” approach, a pulley mechanism is used to remove 
the secondary moment when applying torsion. However, this setup is involved and 
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takes a significant amount of time to install and align the cables. The benefits of 
obtaining pure torsion measurements needed to be weighed against the cost of the time 
to obtain these measurements. Both methods were tested. 
The last problem encountered was how to correct for deflections in the test article 
at the strain gages when load is applied. Fortunately, the POC article was a very 
predictable cantilever beam with documented geometric properties. However, the goal 
was to transition this calibration process to an actual rotorcraft blade. The approach 
taken was to use an additional handheld inclinometer to measure the angle at the gages 
to correct for beam deflection. 
Moving to the fixed article calibration rig using actuators significantly simplified 
the testing. This approach eliminated the need for a zero-load model and the need to 
measure rotation angle. The problem of applying pure torsion was solved by adding two 
actuators at an equal distance from the blade moment center. The final issue to resolve 
was with test article displacement. Since all three actuators have internal Linear 
Variable Differential Transformers (LVDT) and all are connected to the tip of the article, 
the displacement for each load condition was known. Therefore, simple trigonometry 
was used to indicate the deflection of the tip of the article and the angle of each 
actuator. In addition, the time to conduct a calibration went from several hours to 
roughly 27 minutes. 
The POC article testing was very helpful in developing the planned blade 
calibration approach, as well. Each of the previously mentioned model design 
approaches was evaluated and considered. The Face Centered CCD design was 
ultimately selected because it provided the highest prediction estimation and it 
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completely covered the desired design space. While this approach had more model 
points than some of the other designs, once the decision was made to move to an 
automatic test rig, the number of design points became less important.  
This test article was also extremely useful in qualitatively comparing the 
calibrated bridge outputs generated in the traditional approach of hard wiring versus the 
proposed approach of combining the quarter bridges within the data acquisition system. 
A decision was made, early in the research, to stop effort on the POC article and to 
move to a more realistic test article. There was a strong concern that the I-beam was 
too predictable and not a close enough representative of the real-world instrumentation 
problem.  
4.2 AIRCRAFT REPRESENTATIVE ARTICLE OH-58 TAIL ROTOR BLADE 
After achieving promising results using the POC article, the decision was made 
to move to a more aircraft representative article. The goal was to instrument and to test 
an article that best represented a helicopter main rotor blade and that would also be 
small enough to reduce the cost of the planned testing. An actual tail rotor blade was 
chosen to be instrumented, due to the smaller planform and since its construction is 
effectively a reduced scale version of the main rotor blade. The Bell OH-58 Kiowa 
helicopter tail rotor blade was selected since this aircraft is no longer in operational use 
by the US Army and these blades were readily available. 
The OH-58 Kiowa, shown in Figure 52, is a single-engine, four bladed single-rotor, 
military helicopter used for observation, utility, and direct fire support. The OH-58 was 
manufactured by Bell Helicopter for the US Army and is based on Bell’s Model 206A 
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JetRanger helicopter. This OH-58 aircraft was in continuous use by the US Army from 
1969 to 2017 and was replaced by the Boeing AH-64 Apache helicopter. 
 
 
Figure 52: Bell OH-58 Kiowa Helicopter[71] 
 
The tail rotor blade shown in Figure 53 is 29.88 inches in length with a 6.31-inch 
chord and has an estimated maximum thickness of approximately 1.5 inches. The blade 
has a metallic leading edge erosion strip and a fiberglass skin with a Nomex 
honeycomb core. Like the POC article, two stations on one blade were instrumented in 
the same way and using the same techniques used to instrument main rotor blades. 
Gages were installed to measure the bending moments in the Flap, Chord, and Torsion 
directions (Figure 53). The twelve outboard gages installed approximately 18 inches 
from the tip of the blade were wired into classic full Wheatstone bridges using the same 
methods used in wiring bridges on ground and flight test main rotor blades. The twelve 
inboard station gages installed approximately 20 inches from the tip of the blade were 
84 
 
all wired into three wire quarter bridges - the same method typically used to measure 
total strain.  
 
  
Figure 53: Aircraft Representative Article 
 
Once instrumented, the aircraft representative article was calibrated using a DOE 
approach. The calibration used a randomized Face-Centered CCD with three replicates 
and six center points, including 48 calibration points in total. The calibration and 
subsequent evaluation loads were applied to the article by three 1,000-pound hydraulic 
actuators positioned at known distances from the installed gages. Figure 54 shows the 
article positioned in the test rig. Two actuators were positioned in the flap direction for 
applying flatwise bending and torsional moments, and one actuator was positioned in 




Figure 54: Aircraft Representative Article installed in test rig 
 
This approach was different than the one used to calibrate the POC article for all 
of the reasons previously discussed. Specifically, constraining the test article and using 
actuators to apply the calibration loads simplified the testing, enabled the ability to apply 
pure torsion, and added the ability to measure article tip displacement. This increased 
displacement information provided the ability to correct for article deflection and actuator 
misalignment in the applied moment calculations. The applied forces were measured 





new approach ultimately yielded significant time savings and removed the error in the 
angle measurement.  
A National Instruments cDAQ data acquisition system was used to collect the 
calibration data. Appendix C includes a list of all of the hardware used during the aircraft 
representative article calibration and the specification sheets for the load cells and the 
actuators. Data was sampled and recorded at 1.0 Hz during the calibration. The 
measurements recorded were strain, blade tip displacement, and applied load. 
In addition to calibrating the blade specimen using the CCD model, a second 
calibration was conducted using the classical “One Factor at a Time” (OFAT) approach 
so a comparison of the two models could be made. During this process, Design-Expert 
12 and MS Excel were the tools used to calculate math models. 
4.3 THERMAL DRIFT TEST 
To demonstrate the effects of thermal change in both the classic and the new 
proposed approach, a thermal drift test was conducted using the aircraft representative 
test article. The article was placed in an environmental chamber and the temperature 
varied from room temperature ambient to 40°F above and 40°F below ambient. The 
outputs of the full bridges and the single bridges were compared, and conclusions were 
made. The results of this test are included in the Results section, 5.2. 
4.4 STATIC AND DYNAMIC LOAD SURVEYS 
After calibrating blade test specimens, strain surveys were conducted to verify 
the calibration, and also to provide valuable test parameter information. Since the 
typical OFAT calibration of a rotor blade is done by hanging free weights, the calibration 
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is conducted outside the blade fatigue test machine. After the blade is placed in the test 
machine, it is connected to several hydraulic actuators positioned to apply a centrifugal 
force along with the three bending moments: edgewise bending, flatwise bending, and 
torsion. The static strain survey is used to check and to verify that the calibration 
coefficients were entered correctly and to verify the polarity of each bending moment. In 
addition, these surveys provide a correlation between the applied displacements and 
the moments generated at the target test location on the blade. Finally, the plot of the 
applied load versus generated moments at the instrumented gage locations provides a 
good visual indication of the model correlation over the full range of expected test loads. 
In preparation for a fatigue test, a dynamic survey is also conducted after the 
calibration. This survey provides the shape and phase of each of the applied moments. 
Typically, the actuators are programmed by commanding the actuator piston to displace 
following the shape of a sine wave. The piston sine wave displacement generates 
sinusoidal loads and moments in the blade. Since each of the connected actuators is 
independent, the applied moments can be programmed to all be in phase, out-of-phase, 
or some combination between. As in the static survey, the plot of the applied dynamic 
load versus the generated moments at the instrumented gage locations provides 
another visual indication of the model correlation over the full dynamic range of 
expected test loads. 
4.5 DAMAGED GAGE SIMULATION TEST 
To demonstrate the “virtual repair”, the aircraft representative article was 
cyclically tested. During this dynamic testing, several quarter bridge leads were 
subsequently disconnected from the DAQ, simulating failed gages or failed wiring. Data 
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was recorded at a sample rate of 100Hz during the complete test. This data includes 
both the individual quarter bridge channels as well as the calculated “virtual” full bridges. 
After test completion, the lost data was completely recovered. This test was not 
repeated or conducted on the installed classic full bridges, since it is known the lost data 





5.1 CALIBRATION OF THE AIRCRAFT REPRESENTATIVE ARTICLE 
Typically, rotorcraft main rotor and tail rotor blades are highly instrumented prior 
to ground and flight testing. Depending on the blade design and the features being 
tested, multiple stations along the length may be instrumented to provide the engineers 
a better understanding of the loads imposed along the entire length of the blade during 
ground or flight testing. The aircraft representative article used in this study has two 
stations instrumented along the length. The Wheatstone bridges at these stations 
required calibration before the data from these channels would be useful in determining 
the loads imposed on the blade during testing. Known loads were applied to the 
instrumented test specimen and the bridge voltage outputs were measured and 
converted to engineering units. The calibration process can be very time consuming. 
The typical OFAT process is to orient the blade in the chord direction and apply pure 
chordwise bending moments. This process is then repeated for the flap direction. For 
torsion, the blade is typically oriented in the stiffest direction (i.e., chord direction) and 
pure torsion is applied using a pulley mechanism designed to apply twist without 
applying loads in the chord or flap directions. This total calibration process requires 
numerous blade setups and approximately 60 load increments. The data is then post 
processed, using linear regression techniques that ultimately generates the conversion 
coefficients and an error analysis. A photo of an actual instrumented main rotor blade 




Figure 55: Typical Blade Specimen Calibration Photo 
 
5.1.1 Model Design Choice and Design Metrics 
During this research effort, the DOE lessons learned in the POC effort were 
considered when calibrating the instrumented aircraft representative tail rotor blade to 
potentially develop a better math model of the system. The first and most significant 
lesson learned was related to the setup for each load case and method of load 
application. Fixing the blade and using actuators to apply known loads fixed multiple 
problems, eliminated error, and opened up options that had been unavailable when the 
blade required rotation for each load case. The error due to the inclinometers and the 
calibrator was eliminated, and the complexity of the zero model was reduced to a simple 
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tare load. Also, the ability to add multiple blocks, randomization, and increased run 
counts was greatly increased. Lastly, the time to conduct a single calibration was 
significantly reduced. The future goal will be to transition similar DOE processes to the 
calibration of flight test main and tail rotor blades. The objective in this study was to get 
the highest accuracy calibration with the minimum investment in time and model 
complexity. Model power, curvature testing, lack of fit testing, and confirmation points 
were all used to determine model adequacy.  
The aircraft representative article calibration approach was done in a sequence 
of steps, considering the lessons learned in the literature review and during the POC 
article calibrations. The initial step was to invoke a classic CCD for the calibration. The 
planned design was a 48 run Face-Centered, CCD (FCD) design in three factors: 
Chord, Flap, and Torsion. The measured responses were the outputs of the three strain 
gage bridges at each of the two stations. With consideration of statistical power, the 
initial model was built with one block, three replicates, and six centers. There were also 
four verification points added to each design. The number of total runs came to 52 (i.e., 
24 factorial + 18 axial + 6 centers + 4 verification points = 52 runs). In this approach, a 
confidence level of 95% was used, which gives a level of significance (alpha) of 0.05. 
The following three figures are graphical representations of this FCD. The boxes with 




Figure 56: 2D Graphical Representation of FCD Design displaying Chord and Flap 
 
 




Figure 58: 3D Graphical Representation of FCD Design 
 
 
5.1.2 Calibration Execution Details 
The calibration was executed using a custom MTS hydraulic actuator control 
program used to move each of the three load application actuators independently to 
apply load. A desired load and time to reach the load was commanded in the program 
for each actuator. The software directed each actuator to move until all three achieved 
the desired load. A 15 second ramp to load and a 15 second hold was programmed for 
each run or load increment of the calibration. A moment arm of 19.1” was used for the 
Flap and Chord quarter bridges, 17.1” for the Flap and Chord full bridges and 18.0” for 
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all Torsion bridges. Table 8 shows the applied load in inch-pounds and the output 
response in microinch/inch for the quarter bridge station calibration. The four 
confirmation points are shown in red. 
 
Table 8: Calibration Results for Quarter Bridges of Aircraft Representative Article 
  Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 
Std Run A:Flap Input B:Chord Input C:Torsion Input Flap Chord Torsion 
  in-lb in-lb in-lb µin/in µin/in µin/in 
15 1 -1652.05 3830.02 2901.85 -1071.42 729.00 905.76 
13 2 -1653.96 3832.46 2911.56 -1073.14 732.75 908.28 
22 3 1435.63 -3791.52 2719.57 1072.65 -694.55 490.30 
24 4 1414.81 -3798.05 2706.27 1070.24 -700.11 488.97 
20 5 -1333.11 -3820.93 2577.76 -269.02 -824.35 523.52 
6 6 1593.58 3793.58 -2864.23 510.40 678.18 -716.63 
28 7 1435.13 -2.95 2.09 708.52 36.79 -14.50 
26 8 -1442.30 3.46 -19.20 -722.97 -62.98 17.35 
47 9 9.04 -0.18 8.09 -3.77 -5.62 -2.69 
25 10 -1439.00 8.05 -6.27 -720.41 -63.66 18.73 
35 11 1.35 -3811.51 16.44 252.02 -753.69 -16.29 
46 12 -4.45 -0.76 -3.56 1.04 -26.55 1.20 
8 13 -1450.00 -3825.10 -2691.26 -577.90 -835.03 -534.25 
39 14 9.36 0.35 -2691.88 -77.18 -69.64 -605.29 
21 15 -1316.65 -3825.22 2597.15 -313.46 -792.58 475.09 
41 16 6.51 0.32 2703.55 61.84 -11.86 601.40 
37 17 -6.00 0.35 -2705.73 -68.02 -70.25 -598.83 
19 18 -1317.03 -3824.09 2595.76 -309.73 -791.47 472.45 
1 19 -1441.08 3832.86 -2702.09 -990.52 602.06 -603.22 
48 20 8.58 -1.34 8.30 -6.76 3.88 -30.00 
2 21 -1436.00 3833.68 -2711.27 -971.97 605.84 -606.99 
44 22 9.28 -0.18 8.30 -8.20 6.71 -31.50 
40 23 5.04 -1.12 2703.83 69.47 11.52 601.62 
14 24 -1664.52 3831.77 2906.13 -1074.10 722.19 934.71 
12 25 1302.83 -3799.68 -2565.12 784.19 -719.77 -505.46 
9 26 -1459.98 -3824.15 -2699.83 -580.80 -844.40 -529.00 
34 27 -9.87 -3817.88 21.11 240.55 -768.24 -24.39 




  Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 
Std Run A:Flap Input B:Chord Input C:Torsion Input Flap Chord Torsion 
  in-lb in-lb in-lb µin/in µin/in µin/in 
36 29 -21.92 -3807.57 15.13 256.02 -790.07 13.51 
30 30 1436.66 8.19 6.12 721.33 2.34 -4.57 
43 31 -5.26 2.14 -6.09 5.98 -29.93 12.42 
27 32 -1438.97 -1.02 -9.16 -720.78 -70.37 20.29 
42 33 2.34 5.53 2702.66 58.44 9.77 596.87 
16 34 1379.04 3800.46 2752.77 412.75 805.24 733.06 
5 35 1590.70 3791.99 -2861.29 499.50 691.94 -705.38 
7 36 -1452.77 -3821.71 -2700.54 -589.20 -812.58 -554.94 
38 37 11.79 -0.15 -2693.96 -79.61 -53.76 -638.12 
4 38 1618.00 3795.61 -2855.22 497.44 681.15 -745.36 
29 39 1436.79 -0.53 3.38 702.41 42.09 -29.42 
11 40 1289.59 -3798.86 -2568.89 778.46 -722.88 -490.73 
18 41 1397.34 3791.15 2733.08 452.54 821.46 744.76 
33 42 -8.79 3813.66 -2.98 -275.77 733.13 81.97 
32 43 -3.43 3811.86 3.39 -276.66 735.66 82.15 
45 44 1.82 -1.33 -1.14 -19.12 8.84 20.54 
31 45 -3.81 3812.46 3.08 -272.36 728.78 70.35 
3 46 -1421.09 3835.31 -2730.73 -977.93 607.88 -564.52 
17 47 1394.23 3796.27 2751.96 452.19 841.59 749.86 
10 48 1282.47 -3790.89 -2567.44 777.71 -719.49 -485.45 
49 49 715.30 -1899.47 1361.41 538.55 -356.79 268.40 
50 50 0.80 -1901.10 1338.87 199.84 -390.11 289.64 
51 51 -707.90 1908.54 -1368.78 -502.88 303.47 -304.05 




The Design-Expert estimation of power for the main effects plus the two factor 
Interactions (ME+2FI) model was 99.8%, meeting the objective of greater than 95%. 
Two indicators of model performance are the 3D plot of the Standard Error of the design 
(Figure 59) and the Fraction of Design Space (FDS) graph of the Standard Error (Figure 
60). The 3D plot shows the mean Standard Error is estimated to be approximately 0.4 at 
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the model extremes and 0.144 at the center of the design space. The FDS plot shows 
that 95% of the design space volume will have a standard error of the mean, less than 
or equal to 0.389. The mean standard error is the standard error used with the 
confidence interval half-width based on a variance of one. An important consideration is 
the degree of correlation between regression coefficients. This is best measured using 
the Variance Inflation Factor (VIF). The FCD used here had a maximum VIF of 1.014, 








Figure 60: Fraction of Design Space Graph of FCD Design (ME + 2FI) 
 
 
5.1.3 ANOVA for ME + 2FI Model 
The following three tables are the tabulated results of the analysis of variance 
(ANOVA) for each of the three-quarter bridge models: Flap, Chord, and Torsion with 
ME+2FI. For the Chord model, the Lack of Fit F-value implies that Lack of Fit is 
marginally significant. One issue with the lack-of-fit test is that it requires a good pure 
error estimate. While replicates were obtained, they were not exact, and they would 
have to be adjusted so only one degree of freedom was retained. This is not a telling 
metric in a low noise environment, and the R-squared family of statistics were 
emphasized instead. For all three models, the Chord-Torsion interaction is significant, 
and for the Torsion model, all of the two factor interactions are significant. The 
“coefficient of determination” or R-squared value is a statistical measure of how closely 
the data is fitted to the regression line. An R2 of 1.0 is a perfect fit of the data to the 
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regression line, indicating that all of the variation seen in the response may be attributed 
to changes in the factor settings. The R2 values for the three-quarter bridge models are 
0.9997, 0.9994, and 0.9978 respectively. 
 
Table 9: ANOVA Table of the ME+2FI Flap Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.766E+07 6 2.943E+06 19958.50 < 0.0001 significant 
A-Flap Input 1.514E+07 1 1.514E+07 1.027E+05 < 0.0001 significant 
B-Chord Input 1.986E+06 1 1.986E+06 13468.82 < 0.0001 significant 
C-Torsion Input 1.229E+05 1 1.229E+05 833.67 < 0.0001 significant 
AB 63.11 1 63.11 0.4279 0.5167 not significant 
AC 145.12 1 145.12 0.9840 0.3270 not significant 
BC 57266.85 1 57266.85 388.31 < 0.0001 significant 
Residual 6046.56 41 147.48    
Lack of Fit 6039.62 40 150.99 21.78 0.1686 not significant 
Pure Error 6.93 1 6.93    





Table 10: ANOVA Table of the ME+2FI Chord Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.654E+07 6 2.757E+06 11842.39 < 0.0001 significant 
A-Flap Input 72147.57 1 72147.57 309.92 < 0.0001 significant 
B-Chord Input 1.633E+07 1 1.633E+07 70138.88 < 0.0001 significant 
C-Torsion Input 42090.93 1 42090.93 180.81 < 0.0001 significant 
AB 268.56 1 268.56 1.15 0.2891 not significant 
AC 69.48 1 69.48 0.2985 0.5878 not significant 
BC 19131.57 1 19131.57 82.18 < 0.0001 significant 
Residual 9544.53 41 232.79    
Lack of Fit 9543.91 40 238.60 381.72 0.0406 significant 
Pure Error 0.6251 1 0.6251    




Table 11: ANOVA Table of the ME+2FI Torsion Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.199E+07 6 1.999E+06 3133.77 < 0.0001 significant 
A-Flap Input 21907.17 1 21907.17 34.35 < 0.0001 significant 
B-Chord Input 71177.29 1 71177.29 111.59 < 0.0001 significant 
C-Torsion Input 1.126E+07 1 1.126E+07 17658.27 < 0.0001 significant 
AB 14312.28 1 14312.28 22.44 < 0.0001 significant 
AC 3476.34 1 3476.34 5.45 0.0245 significant 
BC 2.430E+05 1 2.430E+05 380.93 < 0.0001 significant 
Residual 26151.24 41 637.84    
Lack of Fit 26147.77 40 653.69 188.28 0.0577 not significant 
Pure Error 3.47 1 3.47    




5.1.4 Residual Diagnostics for ME + 2FI Model 
The instrumented tail rotor blade turned out to have interactions between flap 
and chord, flap and torsion, and torsion and chord. These interactions could indicate 
error in the accuracy of the strain gage installation or the fact the airfoil geometry is not 
symmetric about any of the axes. The blade internal structure can also create an 
unpredictable strain flow in the skin of the blade. Regardless of reason for these 
interactions, they are typical in rotor blade instrumentation, and they are the reason the 
ME+2FI calibration model is currently used by the US Army in rotor blade testing. The 
following residual diagnostic plots are given for the torsion bridge since it had the worst 
correlation between the three factors. Figure 61 is the Normal Plot of residuals. The 
assumption of normality in the residuals is upheld if the residuals roughly follow a 
straight line on the transformed axes. There is some minor deviation from the line at the 





Figure 61: Normal Plot of Residuals for the Torsion Output Results 
 
 
The assumption of error with constant variance is proven by examining the 
residuals vs. factor settings (Figure 62, 63 and 64) and residuals vs. predicted values 
(Figure 65). Independence is verified by plotting residuals versus run and by examining 
the plot for potential systematic error. The results for the torsion bridge are shown in 
Figure 66. Residuals should show random scatter about zero and fall within the 
Bonferroni corrected limits with no trends, as seen in all of these plots. The Bonferroni 
correction, also known as "Bonferroni test" or "Bonferroni adjustment", suggests that the 
p-value for each test must be equal to its alpha divided by the number of tests 




Figure 62: Plot of Residuals vs Flap Factor for the Torsion Output Results 
 
 




Figure 64: Plot of Residuals vs Torsion Factor for the Torsion Output Results 
 
 




Figure 66: Plot of Residuals vs Run Number for the Torsion Output Results 
 
Figure 67 shows one final diagnostic of the collected results. This is a plot of 
predicted versus actual results for the Torsion model showing the actual points falling 
close to or directly on the predicted line of the computed model. The Chord and Flap 
model diagnostics looked very similar. Appendix D includes all of the same diagnostic 





Figure 67: Plot of Predicted vs Actual for the Torsion Output Results 
 
5.1.5 Verification Point Review for ME+2FI Model 
Table 12 shows the four points used for validating the FCD ME+2FI models. 
Using the three mathematical models to predict these four points, all fall outside the 
desired 95% predicted interval using at least one of the three models. These values are 
highlighted in red. Since all of the ME+2FI models have a small mean Standard Error 
across the entire design space, the prediction interval is narrow for all validation points. 
The width of the interval between the 95% PI high and 95% PI low measured between 
12 and 28 [µin/in] for these four points. An additional column was included in the table 
providing the percent difference between the predicted and the observed values. This 
column shows that most points show less than 5% difference and that only two points 
are greater than 10%. Error greater than 5% is higher than what is normally considered 
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acceptable in the author’s experience for validation points after a calibration of a rotor 
blade test article. However, the current industry standard process is to conduct an 
OFAT calibration, and the validation points are typically repeated model points. In the 
calibration presented in this report, the FCD model is enveloping the entire design 
space and the validation points are not repeated model points but, rather, points in the 
interior of the design space. With this taken into consideration, the author has no 
historical basis to make a comparison. The impact of increased error is reduced 
confidence in the results that could lead to many second order affects depending on 
where the component being tested is in the design process. For example, if it is late in 
the design process, high error could lead to a reduced fatigue life for the component.  
 
Table 12: Validation Point Actual and Predicted Results for ME+2FI Model. 
Run Name Predicted Observed % Difference 95% PI low 95% PI high PI Width 
49 Flap 519.1 538.5 4% 512.4 525.7 13.2 
50 Flap 164.5 199.8 19% 158.5 170.5 12.0 
51 Flap -505.8 -502.9 -1% -512.5 -499.2 13.3 
52 Flap -140.8 -143.7 2% -146.8 -134.8 12.0 
49 Chord -354.1 -356.8 1% -362.4 -345.8 16.6 
50 Chord -380.2 -390.1 3% -387.7 -372.7 15.1 
51 Chord 298.5 303.5 2% 290.1 306.8 16.7 
52 Chord 321.8 343.5 7% 314.3 329.3 15.0 
49 Torsion 266.5 268.4 1% 252.7 280.3 27.5 
50 Torsion 272.1 289.6 6% 259.6 284.5 24.9 
51 Torsion -276.6 -304.0 9% -290.5 -262.8 27.7 
52 Torsion -293.4 -328.9 11% -305.9 -281.0 24.9 
  
 
All of the results and diagnostic plots and tables presented to this point were 
taken from the Design-Expert 12 software program. These results were duplicated in 
Microsoft Excel using forward linear regression. so the resulting matrix of coefficients 
could then be inverted to yield useful equations that convert the output from the strain 
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gages to the applied bending moments. Table 13 shows the coefficients for the 
predictive equations of the computed models using forward regression followed by 
matrix inversion for the Quarter bridge station and Table 14 is the matrix of coefficients 
for the full bridge station equations. These results are similar, but should not be exactly 
the same, since each of these stations have different moment arms.  
 
Table 13: Matrix of Coefficients for Quarter Bridge Predictive Equations 
 Flap Chord Torsion 
Flap 1.97194 -0.36343 0.16452 
Chord 0.69074 5.05897 -0.17423 
Torsion -0.26557 -0.24928 4.50387 
Flap * Chord 9.018E-06 9.769E-06 1.659E-04 
Flap * Torsion -3.392E-05 -5.751E-06 1.614E-04 
Chord * Torsion 2.153E-04 -3.011E-04 -9.270E-04 
 
 
Table 14: Matrix of Coefficients for Full Bridge Predictive Equations 
 Flap Chord Torsion 
Flap 1.66288 -0.48829 0.14751 
Chord 0.64410 4.60500 -0.08160 
Torsion -0.13444 -0.21745 3.61845 
Flap * Chord -2.978E-06 -1.121E-05 -1.414E-04 
Flap * Torsion 2.911E-05 -5.514E-06 -1.411E-04 
Chord * Torsion -1.711E-04 2.247E-04 7.740E-04 
 
5.1.6 ANOVA for ME + 2FI + PQ Quadratic Model 
To show the differences between the ME+2FI and the quadratic models, the 
following three tables are the tabulated results of the ANOVA for each of the three 
models: Flap, Chord, and Torsion with Main Effects plus Two Factor Interactions plus 
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Quadratic terms (ME+2FI+PQ). The insignificant terms were not included in the model. 
In all three of the quadratic models, the Lack of Fit is not significant. Like in the ME+2FI 
models, all three models indicate the Chord-Torsion interaction is significant and, for the 
Torsion model, all of the two factor interactions are significant. In addition, the Chord 
model indicates that there are two significant second order terms and one second order 
term in the Torsion model. The R2 values for the three quarter-bridge quadratic models 
are 0.9995, 0.9994, and 0.9984 respectively. 
 
Table 15: ANOVA Table of Flap Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.766E+07 4 4.415E+06 30356.83 < 0.0001 significant 
A-Flap Input 1.526E+07 1 1.526E+07 1.049E+05 < 0.0001 significant 
B-Chord Input 2.001E+06 1 2.001E+06 13755.75 < 0.0001 significant 
C-Torsion Input 1.241E+05 1 1.241E+05 853.39 < 0.0001 significant 
BC 57271.81 1 57271.81 393.78 < 0.0001 significant 
Residual 6253.89 43 145.44    
Lack of Fit 6246.96 42 148.74 21.45 0.1699 not significant 
Pure Error 6.93 1 6.93    





Table 16: ANOVA Table of Chord Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.654E+07 6 2.757E+06 15952.45 < 0.0001 significant 
A-Flap Input 71657.68 1 71657.68 414.59 < 0.0001 significant 
B-Chord Input 3.435E+06 1 3.435E+06 19875.59 < 0.0001 significant 
C-Torsion Input 42787.29 1 42787.29 247.55 < 0.0001 significant 
BC 19115.26 1 19115.26 110.59 < 0.0001 significant 
C² 1552.57 1 1552.57 8.98 0.0046 significant 
BC² 934.86 1 934.86 5.41 0.0251 significant 
Residual 7086.49 41 172.84    
Lack of Fit 7085.87 40 177.15 283.40 0.0471 not significant 
Pure Error 0.6251 1 0.6251    
Cor Total 1.655E+07 47     
 
 
Table 17: ANOVA Table of Torsion Model 
Source Sum of Squares Df Mean Square F-value p-value  
Model 1.201E+07 7 1.715E+06 5431.41 < 0.0001 significant 
A-Flap Input 21242.03 1 21242.03 67.27 < 0.0001 significant 
B-Chord Input 71409.48 1 71409.48 226.13 < 0.0001 significant 
C-Torsion Input 1.126E+07 1 1.126E+07 35659.22 < 0.0001 significant 
AB 14242.17 1 14242.17 45.10 < 0.0001 significant 
AC 3324.94 1 3324.94 10.53 0.0024 significant 
BC 2.431E+05 1 2.431E+05 769.71 < 0.0001 significant 
B² 13519.44 1 13519.44 42.81 < 0.0001 significant 
Residual 12631.80 40 315.80    
Lack of Fit 12628.33 39 323.80 93.26 0.0819 not significant 
Pure Error 3.47 1 3.47    




5.1.7 Residual Diagnostics for ME + 2FI + PQ Quadratic Model 
All of the diagnostic plots for the quadratic model are very similar to the ME+2FI 
model plots. No further discussion is required. To be complete, these plots are included 
in Appendix E. 
5.1.8 Verification Point Review for ME + 2FI + PQ Quadratic Model 
Table 18 shows the prediction intervals for the same four points used in 
validating the FCD ME+2FI models. This table uses the three quadratic mathematical 
models to predict four points, and all of these points fall inside the desired 95% 
predicted interval. Because these points fall within the prediction interval, it appears that 
the quadratic models generate a better fit of the data than the ME+2FI models. 
However, the average prediction interval width is more than three times wider than the 
prediction interval width for the ME+2PI models. The intervals of the quadratic model 
are between 49 and 74 [µin/in] wide. Like the ME+2FI design, the quadratic model 
design has a small mean Standard Error across the entire design space; however, it is 
larger than the mean Standard Error for the ME+2FI design. This increased Standard 
Error can be seen in the 3D plot of the Standard Error of the quadratic design (Figure 
68) and the Fraction of Design Space graph of the Standard Error (Figure 69). The 3D 
plot shows that the mean Standard Error is estimated to be approximately 0.56 at the 
model extremes and 0.271 at the center of the design space. The FDS plot shows that 
the Standard Error is predicted to be less than 0.488 for 95% of the model design 
space. The VIF is also larger for the quadratic model. The FCD used here had a 
maximum VIF of 1.48 which occurred in the pure quadratic terms, well below the 
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suggested maximum of 10. The percent difference column in Table 18 shows values 
very similar to the ME+2FI models. 
 
 
Table 18: Validation Point Actual and Predicted Results for ME+2FI+PQ Model. 
Run Name Predicted Observed % Difference 95% PI low 95% PI high PI Width 
49 Flap 518.1 538.5 4% 493.2 543.0 49.8 
50 Flap 164.6 199.8 19% 139.8 189.4 49.6 
51 Flap -506.9 -502.9 -1% -531.8 -482.0 49.8 
52 Flap -140.9 -143.7 2% -165.7 -116.1 49.6 
49 Chord -354.6 -356.8 1% -382.1 -327.1 55.0 
50 Chord -379.3 -390.1 3% -406.7 -351.9 54.9 
51 Chord 306.0 303.5 -1% 278.4 333.6 55.1 
52 Chord 330.4 343.5 4% 303.0 357.9 54.9 
49 Torsion 253.7 268.4 6% 216.6 290.8 74.1 
50 Torsion 259.0 289.6 11% 222.2 295.9 73.7 
51 Torsion -289.7 -304.0 5% -326.8 -252.6 74.2 











Figure 69: Fraction of Design Space Graph of Quadratic FCD Design (ME + 2FI + PQ) 
 
 
5.1.9 OFAT Model Results 
In an effort to compare all of these DOE results to the more classical OFAT 
results, a second calibration of the aircraft representative article was conducted. The 
fixturing and actuators used in the FCD calibration were reused in this calibration. The 
only aspect changed during this calibration was the loading schedule. The applied loads 
were not randomized and were administered one factor at a time. The loads were 
applied in five increments up to a maximum load and five increments back down to the 
initial zero load. This process was repeated six times for the both the positive and 
negative loads for Flap, then Chord, and finally Torsion. Like the previous approach, a 
confidence level goal of 95% was used, which gives a level of significance (alpha) of 
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0.05. The following three figures are graphical representations of this OFAT model. The 
boxes with check marks inside indicate the verification points. 
 
 










Figure 72: 3D Graphical Representation of OFAT Design  
 
Ignoring randomization considerations, the Design-Expert estimation of Power for 
this model ranged from 71.6% to 75.1%, not achieving the objective of a power greater 
than 95%. The low power results are an indicator the number and location of the model 
points are not sufficient to properly evaluate the full design space. Two other indicators 
of model performance are the 3D plot of the Standard Error of the design (Figure 73) 
and the FDS graph of the Standard Error (Figure 74). The 3D plot shows that the mean 
Standard Error estimate is low in the center of the model along the factor axes and very 
high at the model extremes where there are no model calibration points. The model has 
a mean Standard Error of 0.127 at the center of the design space. The FDS plot shows 
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the Standard Error is predicted to be less than 18.867 for 95% of the model design 
space. This is an order of magnitude higher than the randomized FCD model results.  
 
 





Figure 74: Fraction of Design Space Graph for OFAT Design (ME + 2FI) 
 
 
As in the FCD design calibration, the OFAT design calibration was executed 
using a custom MTS hydraulic actuator control program. A 15 second ramp to load and 
a 15 second hold was used for each run or load increment of the calibration. A moment 
arm of 19.1” was used for the Flap and Chord quarter bridges, 17.1” for the F lap and 





Table 19 shows the applied load in inch pounds and the output response in 
microinch/inch for the quarter bridge station calibration. The four verification points are 





Table 19: Calibration Results for Quarter Bridges of Aircraft Representative Article for OFAT Design 
 Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 
Run A:Flap Input B:Chord Input C:Torsion Input Flap Chord Torsion 
 in-lb in-lb in-lb µin/in µin/in µin/in 
1 2.29 7.07 -31.07 -3.99 -7.74 7.71 
2 -34.70 -802.90 -26.03 32.88 -157.80 -3.52 
3 -60.41 -1582.10 39.34 72.71 -305.24 -1.84 
4 -57.57 -2332.16 91.81 127.76 -452.21 3.45 
5 27.61 -3100.03 72.46 216.84 -597.84 -2.93 
6 47.51 -3686.75 24.01 267.26 -723.66 -1.63 
7 -6.47 -2964.20 6.43 208.10 -596.23 -1.61 
8 -42.49 -2222.73 -10.54 141.95 -457.47 -3.00 
9 -90.37 -1445.71 72.24 72.20 -306.68 11.43 
10 -69.00 -714.71 64.59 29.66 -160.58 17.31 
11 -2.47 53.02 13.20 4.52 -7.91 14.36 
12 2.51 834.99 6.52 -44.17 148.29 11.49 
13 -57.08 1547.81 15.76 -126.93 291.88 21.24 
14 -49.93 2360.11 7.69 -180.29 454.60 24.79 
15 -86.04 3113.85 9.93 -254.28 608.01 39.50 
16 -122.80 3721.73 76.50 -309.98 741.16 46.03 
17 -84.03 2992.33 10.01 -257.09 605.76 30.43 
18 38.88 2224.65 -3.00 -143.44 464.93 7.95 
19 0.82 1458.68 15.14 -100.28 312.30 2.81 
20 -88.13 678.17 107.48 -91.63 155.94 20.08 
21 13.45 -35.43 23.87 -1.72 12.35 1.75 
22 391.06 -52.65 12.73 186.74 19.95 -5.33 
23 638.36 26.92 35.86 305.41 41.28 -4.56 
24 910.73 -34.52 1.93 445.32 34.11 -12.51 
25 1192.23 -50.49 33.64 590.90 43.43 -18.09 
26 1482.66 -11.03 45.49 729.62 55.33 -12.76 
27 1070.55 15.87 38.23 549.33 40.91 -8.65 
28 740.23 38.28 27.57 384.36 34.14 -3.71 
29 392.47 30.70 102.59 213.48 21.73 13.60 
30 184.28 -33.78 75.93 112.77 2.20 11.74 
31 -61.92 33.31 -26.92 -18.35 4.50 -8.04 
32 -450.01 53.12 68.61 -213.06 -2.83 18.10 




 Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 
Run A:Flap Input B:Chord Input C:Torsion Input Flap Chord Torsion 
 in-lb in-lb in-lb µin/in µin/in µin/in 
34 -1038.46 43.63 64.59 -509.44 -22.92 20.25 
35 -1259.35 6.46 10.82 -620.35 -39.11 13.31 
36 -1487.07 -13.65 -9.50 -736.81 -49.62 8.92 
37 -1050.33 3.47 -41.75 -538.97 -27.14 0.02 
38 -805.16 2.74 9.32 -415.32 -16.97 2.66 
39 -478.46 -43.47 17.47 -249.96 -16.43 2.67 
40 -224.76 5.00 43.57 -123.84 0.14 2.75 
41 20.67 -4.59 46.50 -1.48 3.43 3.16 
42 -38.81 -5.11 710.23 2.66 5.54 147.97 
43 17.01 8.23 1195.22 42.95 11.62 257.46 
44 -80.57 52.05 1798.46 -1.27 25.73 391.13 
45 -21.59 -72.49 2327.48 53.23 6.62 493.35 
46 -66.95 32.47 2792.20 34.25 27.40 610.88 
47 64.93 -37.74 2065.60 95.52 -3.11 493.46 
48 -32.25 -17.30 1510.03 28.75 -6.13 366.53 
49 9.94 18.12 977.10 32.77 -0.83 240.68 
50 -0.37 -73.22 446.72 18.18 -19.54 112.32 
51 48.48 15.77 -149.84 21.02 -6.41 -26.61 
52 -5.46 36.16 -663.84 -23.51 -7.79 -147.69 
53 24.88 49.52 -1214.36 -24.54 -9.38 -277.65 
54 -36.11 41.50 -1720.84 -67.23 -15.07 -391.94 
55 42.43 46.07 -2316.42 -37.91 -22.96 -518.30 
56 -61.15 -31.03 -2678.31 -78.50 -55.46 -562.69 
57 -77.10 -3.13 -2038.31 -88.79 -13.39 -493.90 
58 -4.17 6.53 -1518.52 -41.53 2.75 -377.48 
59 -94.09 -32.40 -897.45 -68.29 -3.23 -231.09 
60 -73.30 -34.78 -382.47 -45.27 4.78 -112.76 
61 -20.33 -69.15 124.10 -0.01 1.77 7.68 
62 715.30 -1899.47 1361.41 538.55 -356.79 268.40 
63 0.80 -1901.10 1338.87 199.84 -390.11 289.64 
64 -707.90 1908.54 -1368.78 -502.88 303.47 -304.05 






The following plots are given for the torsion bridge since it too had the worst 
correlation among the three factors. Figure 75 is the Normal Plot of residuals for the 
Torsion Model. This plot does show some deviation from the line at the ends. 
 
 
Figure 75: Normal Plot of Residuals for the Torsion Output Results for OFAT Design 
 
 
The following three tables are the tabulated ANOVA results for each of the three 
models: Flap, Chord, and Torsion. In all three models, the model and the main effects 
are significant, and the two factor interactions are not significant. The lack of 2FI 
significance is caused by there not being any design points that activate combinations 
of the factors required to measure interaction. The R2 values for the three models are 
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0.9988, 0.9978, and 0.9955 respectively. All of these R2 values are slightly lower than 





Table 20: ANOVA Table of Flap Model for OFAT Design 
Source Sum of Squares df Mean Square F-value p-value  
Model 4.143E+06 6 6.905E+05 7250.00 < 0.0001 significant 
A-Flap Input 3.086E+06 1 3.086E+06 32400.43 < 0.0001 significant 
B-Chord Input 2.333E+05 1 2.333E+05 2449.67 < 0.0001 significant 
C-Torsion Input 26192.56 1 26192.56 275.01 < 0.0001 significant 
AB 163.07 1 163.07 1.71 0.1962 not significant 
AC 58.65 1 58.65 0.6158 0.4360 not significant 
BC 153.33 1 153.33 1.61 0.2100 not significant 
Residual 5143.12 54 95.24    





Table 21: ANOVA Table of Chord Model for OFAT Design 
Source Sum of Squares df Mean Square F-value p-value  
Model 3.842E+06 6 6.404E+05 4115.53 < 0.0001 significant 
A-Flap Input 15021.94 1 15021.94 96.54 < 0.0001 significant 
B-Chord Input 2.058E+06 1 2.058E+06 13223.58 < 0.0001 significant 
C-Torsion Input 2897.97 1 2897.97 18.62 < 0.0001 significant 
AB 45.24 1 45.24 0.2907 0.5920 not significant 
AC 2.75 1 2.75 0.0177 0.8947 not significant 
BC 0.7187 1 0.7187 0.0046 0.9461 not significant 
Residual 8402.86 54 155.61    






Table 22: ANOVA Table of Torsion Model for OFAT Design 
Source Sum of Squares df Mean Square F-value p-value  
Model 2.594E+06 6 4.323E+05 2007.99 < 0.0001 significant 
A-Flap Input 1303.25 1 1303.25 6.05 0.0171 significant 
B-Chord Input 1009.42 1 1009.42 4.69 0.0348 significant 
C-Torsion Input 1.969E+06 1 1.969E+06 9144.65 < 0.0001 significant 
AB 536.75 1 536.75 2.49 0.1202 not significant 
AC 381.24 1 381.24 1.77 0.1889 not significant 
BC 0.0555 1 0.0555 0.0003 0.9872 not significant 
Residual 11625.51 54 215.29    





Figure 76 and 77 show more diagnostics of the collected results. Figure 76 is a 
plot of predicted versus actual results for the Torsion model. The Chord and Flap 
models looked very similar. This plot shows the actual points falling directly on the 
predicted line of the computed model. Figure 77 shows that all of the results are within 





Figure 76: Plot of Predicted vs Actual for the Torsion Output Results for OFAT Design 
 
 
Figure 77: Plot of Residuals vs Predicted for the Torsion Output Results for OFAT Design 
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Table 23 shows the four points used for validating the OFAT ME+2FI models. 
Using the three mathematical models to predict these four points indicates that all fall 
within the desired 95% predicted interval. Unlike the previous FCD calibration, all of the 
models have a large standard error of the mean in the off-axis design space, making the 
prediction interval very wide for all validation points. The interval is between 236 and 
458 [µin/in] between the 95% PI high and 95% PI low values. An additional column was 
included providing the percent difference between the predicted and the observed 
values. This column shows one point as high as 75% difference. With this added 
information, it can be easily seen while the validation points lie within the prediction 
interval; the OFAT models do not predict the design space as well as the FCD models. 
 
Table 23: Validation Point Actual and Predicted Results for OFAT Design 
Run Name Predicted Observed % Difference 95% PI low 95% PI high PI Width 
62 Flap 435.5 538.5 21% 285.9 585.2 299.3 
63 Flap 91.0 199.8 75% -27.0 209.0 236.0 
64 Flap -603.7 -502.9 -18% -756.2 -451.3 305.0 
65 Flap -224.6 -143.7 -44% -349.6 -99.6 250.0 
62 Chord -321.9 -356.8 10% -513.2 -130.6 382.5 
63 Chord -359.5 -390.1 8% -510.3 -208.6 301.6 
64 Chord 360.2 303.5 -17% 165.4 555.1 389.8 
65 Chord 373.5 343.5 -8% 213.7 533.3 319.6 
62 Torsion 396.8 268.4 -39% 171.8 621.8 450.0 
63 Torsion 291.7 289.6 -1% 114.3 469.1 354.8 
64 Torsion -188.8 -304.0 47% -418.0 40.5 458.5 
65 Torsion -311.5 -328.9 5% -499.5 -123.5 375.9 
  
 
As in the FCD design calibration, these results were duplicated in Microsoft Excel 
using forward linear regression so the resulting matrix of coefficients could then be 
inverted to yield useful equations that convert the output from the strain gages to the 
applied bending moments. The following Table 24 is the coefficients for the predictive 
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equations of the computed models using forward regression followed by matrix 
inversion for the Quarter bridge station, and Table 25 is the matrix of coefficients for the 
Full bridge station equations. These results are similar, but should not be exactly the 
same, since each of these stations has a different moment arm. 
 
 
Table 24: Matrix of Coefficients for Quarter Bridge Predictive Equations for OFAT Design 
 Flap Chord Torsion 
Flap 1.95556 -0.35204 0.10438 
Chord 0.70214 4.91160 -0.03481 
Torsion -0.18184 -0.17176 4.72819 
Flap * Chord -2.440E-04 1.136E-04 -5.177E-05 
Flap * Torsion -6.338E-04 2.312E-04 -4.685E-03 
Chord * Torsion -2.204E-03 1.591E-04 -6.302E-03 
 
Table 25: Matrix of Coefficients for Full Bridge Predictive Equations for OFAT Design 
 Flap Chord Torsion 
Flap 1.65631 -0.47603 0.06137 
Chord 0.65269 4.47073 -0.01842 
Torsion -0.13444 -0.13626 3.50233 
Flap * Chord 1.027E-04 -1.312E-04 -1.306E-04 
Flap * Torsion 1.799E-04 -2.259E-04 2.436E-03 
Chord * Torsion 1.199E-03 -4.224E-04 3.306E-03 
 
The analysis of the OFAT collected data showed mixed results. These models 
provided good results along the axes where the 2FI components are not active. 
However, if combination loads are expected, the FCD models will provide the better 
results across the entire design space. 
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5.1.10 Comparison of the Three Models (OFAT, FCD and FCD with Quadratic 
Terms) 
There are multiple approaches to comparing model fit and adequacy, and several 
metrics have already been described in this study. For this final review, the Coefficient 
of Determination (R2) was chosen as the first measure. 
 





Another way to compare the different models is by comparing the Sum of 
Squares (SS). A root sum square for confirmation point residuals provides a very telling 
metric for evaluating model fit and prediction capabilities. The following table shows 
these values for each of the three models. 
 





 OFAT ME+2FI ME+2FI+PQ 
 R2Adj R2Pred R2Adj R2Pred R2Adj R2Pred 
Flap 0.9986 0.9985 0.9996 0.9995 0.9996 0.9995 
Chord 0.9976 0.9971 0.9993 0.9993 0.9995 0.9994 
Torsion 0.9950 0.9935 0.9975 0.9970 0.9988 0.9984 
 Root of SS 
 OFAT ME+2FI ME+2FI+PQ 
Flap 169.0 40.6 41.0 
Chord 71.1 24.6 17.3 
Torsion 116.6 48.2 43.2 
129 
 
In both of these tables, the data shows that the FCD models provide a much 
better fit of the data than the OFAT models. In addition, these table show the quadratic 
model provides little if any improvement over the ME+2FI and adds complexity in 
inverting the matrix of coefficients.  
5.1.11 Process of Inverse Regression  
The following matrix math notation is used to better explain this process of 
forward regression followed by matrix inversion. In the literature review, the simple 
linear regression model was presented:[72] 
 y = β0 + β1x1 + ϵ (26) 
where β0 is the y-intercept, β1 is the slope, and ϵ is the error. This model can be 
expanded to include multiple factors and interaction terms as follows: 
 y = β0 + β1x1 + β2x2 + β3x1x2 + ϵ (27) 
For all of the calibration analyses conducted in this study, the ME+2FI models 
were used. The linear regression model equation written out for ME+2FI would be the 
following:  
 y = β0 + β1x1 + β2x2 + β3x3 + β4x1x2 + β5x1x3 + β6x2x3 + ϵ (28) 
Making the interaction term a new variable 
 x4 = x1x2, x5 = x1x3, and x6 = x2x3 (29) 
 y = β0 + β1x1 + β2x2 + β3x3 + β4x4 + β5x5 + β6x6 + ϵ (30) 
Rewriting this equation in matrix notation 
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Using this notation, the solved regression model becomes 
 ?̂?  = 𝑿𝒃 (33) 
Where ?̂? is the predicted voltage or strain output for a bridge under an applied 
load, 𝑿. A more useful set of equations would generate the applied load for a given 
bridge output. That modified equation is simply: 
 ?̂?  = 𝒀𝒃−𝟏 (34) 
Therefore, the matrix of coefficients presented in the previous table have gone 
through this process and are the 𝒃−𝟏 matrices for each set of collected calibration data. 
5.1.12 Process of Reverse Regression  
The process of reverse regression is the same as the Inverse Regression 
process discussed in the previous section without the final coefficient matrix inversion 
with one difference. The Response and the Regressor are reversed as shown. 
 𝒙 = 𝒀β + ϵ (35) 
Using this notation, the solved regression model becomes 
 ?̂?  = 𝒀𝒃 (36) 
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In the NASA paper by Dr. Parker,[37] reviewed in section 2.1, it is stated that 
either of the two methods, forward or reverse regression, can be used with confidence 
for the simple linear problem with one unknown, if the instrument being calibrated is 
accurate within 10%. In this case, the instrument is the tail rotor blade, and it is accurate 
within 10% using the ME+2FI model however there are three unknowns. To determine if 
the reverse regression could be used with this test article using the ME+2FI model, the 
same calibration data was used to create another matrix of coefficients using the 
reverse method. This matrix was then used to calculate the residuals for the same 
verification points discussed in section 5.1.5. The following table provides the Sum of 
Squares data for these four verification points using both regression methods.  
 
Table 28: Comparison between Inverse and Reverse Regression Model Residuals 
 Flap Chord Torsion 
Quarter Bridge Results using Inverse 60.0 147.3 207.6 
Quarter Bridge Results using Reverse 59.7 143.2 203.0 
Full Bridge Results using Inverse 64.0 125.3 229.9 
Full Bridge Results using Reverse 63.7 122.2 228.3 
 
 
While the values vary somewhat between main effects and slightly between the 
quarter bridge and full bridge stations, the results are remarkably similar between the 
inverse and reverse methods. The reverse regression method actually performed 
slightly better, or had a slightly lower sum of squares residual, for both the quarter and 
full bridge stations. Given these results and the added simplicity of reverse regression, 
one can understand why this method is widely used in the calibration process of 
instrumented components like main rotor and tail rotor blades. 
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5.2 THERMAL DRIFT TEST 
The thermal drift test was conducted to demonstrate the effects of thermal 
change on the output of installed foil strain gages wired using both classic and the new 
proposed bridge method. The aircraft representative test article was used during this 
testing. The test article was suspended from the tip of the blade to prevent any 
mechanically applied bending or shear load. The blade was installed in an 
environmental chamber, as shown in Figure 78. 
 
 




The chamber temperature was held at 70°F for 30 minutes to provide an ambient 
starting point for this testing. After this initial 30 minutes, the temperature was ramped 
40°F to 110°F and held for 45 minutes. After the hold at 110°F, the temperature was 
gradually decreased 80°F to 30°F and held for another 45 minutes. After the second 
hold, the temperature was ramped back to the starting ambient temperature and held 
again until equilibrium was obtained. The graph in Figure 79 shows the change in all of 
the bridge outputs over the entire duration of the test. The classic full bridge outputs are 
shown in solid lines, and the proposed quarter bridge wiring outputs are shown with 
dashed lines. Superimposed on the graph is the air temperature inside the chamber 
during the test shown by a solid black line. Based on this graph, the article appears to 





Figure 79: Thermal Drift Test Output Comparison 
 
 
The main takeaway with this graph is that both bridge configurations are 
responding similarly. One should not jump to any conclusions regarding the quarter 
bridge outputs tending to perform better than the full bridges. This could be caused by 
several reasons. The first is that the gages are not installed at the same spanwise 
location. The two bridge stations are two inches apart on a small 30” long blade so there 
are geometry changes between these two stations. Investigating further, the blade was 
sectioned at these two stations and was found to be approximately 0.12 inches (~8%) 
thicker at the inboard quarter bridge cut. In addition, the reinforced spar section is wider 
in the outboard section. The two sections are shown in Figure 80. The outboard, full 
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bridge section is shown on top, and the inboard quarter bridge section is shown on the 
bottom. In this figure, the multiple materials, both metallic and composite, are clearly 
shown. The internal structural differences mentioned might explain the differences in 
thermal strain between the two stations.  
 
 
Figure 80: Tail Rotor Blade Section Comparison (outboard section on top) 
 
 
One possible cause of the high thermal strain during this testing is the lack of 
matching the S-T-C number of the strain gages to the base material. Almost all of the 
gages except the ones installed near the leading edge are installed on what appears to 
be an E-glass composite layup. The remaining chord bridge gages are installed on the 
blade erosion strip. This strip is assumed to be some form of Nickel-based alloy. If the 
skin is assumed to be an E-glass unidirectional layup with an Epoxy matrix, the 
coefficient of thermal expansion (CTE) should be withing the range of 3.9e-6/°F to 
14.4e-6/°F[73]. The CTE for Nickel based alloys ranges from 6.2e-6/°F. to 8.7e-6/°F. 
136 
 
Both of these ranges have values significantly different than 13e-6/°F. This is important, 
since the installed gages have an S-T-C number of 13 meaning they are designed to be 
installed on material with a CTE of 13e-6/°F. If the CTE for the E-glass composite layup 
is assumed to be 4e-6/°F, then there is a 9e-6/°F difference in CTE. This difference can 
cause as much as 360 [μin/in] of apparent thermal strain in the unloaded article, due to 
a 40°F change in temperature. 
If the outputs of the individual gages are plotted, the amount of thermal strain 
removed using the bridge equation can be observed. Figure 81 is a plot of the four 
gages making up the chord bridge, along with the calculated bridge output. Each of the 
gage outputs gradually changes in the opposite direction of the change in temperature. 
This indicates that the gages are in compression. This is expected, since the CTE for 
the gages is greater than the material to which they are bonded. In this figure, 
combining the gages using the Wheatstone bridge equation removes over 800 [μin/in] of 
thermal strain. Figure 82 and 83 are the similar plots for the flap and torsion gages. In 
these plots, combining the gages removes over 200 [μin/in] and 100 [μin/in] of thermal 
strain, respectively. In all three plots, combining the gages using the Wheatstone bridge 












Figure 83: Output of the Torsion Gages during the Thermal Drift Test 
 
 
Another notable insight obtained from this testing was observed in the chord 
results. Looking at the full and quarter bridge output plot, the chord bridges appear to 
have a much greater thermal strain during the temperature ramp cycles prior to 
reaching equilibrium. Essentially, a spike in thermal strain was observed. Without 
looking at the output of the single gages, this anomaly would be difficult to explain. 
However, with the single gage information, it is easy to determine that the gages on the 
metallic structure are heating up at a different rate than the gages on the composite 
fiberglass structure. This difference is causing the increased bridge thermal strain, or 
the “spike” shown in Figure 79. 
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This test shows that both the classic full bridge and the proposed quarter bridge 
approaches produce similar results. Since the test articles used in this research were 
planned to be used in a controlled laboratory environment held at a constant 
temperature, and to reduce cost, gage thermal coefficient matching was not considered 
a requirement. If gage matching had been a requirement, the thermal strain in the 
quarter bridge channels could have been reduced significantly. It is reasonable to 
expect that the improvement at the individual gage level would also carry over to the 
combined bridge results and help reduce the thermal strain in this output as well. 
5.3 STATIC AND DYNAMIC SURVEY TEST RESULTS 
After the calibration of the aircraft representative test article, a quasistatic strain 
survey was conducted to verify the calibration models, quasistatic meaning the load 
application was administered so slowly that the component appears to be statically 
loaded. The goal with a quasistatic test or survey is to eliminate any dynamic or inertia 
effects. Figure 84 is a plot of the combined quarter bridge calculated channel results. 
The full bridge channel results were similar. Each of the three combined bridge outputs 
are shown in solid lines. These three calculated channel outputs are compared to the 
applied moments shown in dashed lines. While the correlation is not terrible, the torsion 
model could be improved to better match that of the chord and flap models. The 
interaction between torsion and chord is causing the model to split the error between 
pure torsion loading and combined torsion and chord loading. The overall model 
accuracy might be improved if a new calibration is conducted using only loads expected 
to be seen in testing, essentially reducing the design space to only areas of interest. 
One note worth mentioning is that this survey was only conducted in the positive 
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direction for the chord and flap loading and only in the negative direction for the 
torsional loading. The limitation in load directions was intentional, and was done to 
prepare for the following dynamic load survey.  
 
 
Figure 84: Plot of Quasi Static Strain Survey for the Aircraft Representative Test Article 
 
 
The dynamic strain survey was conducted after the quasistatic survey. Figure 85 
is a plot of the quarter bridge channel results. The full bridge channel results were 
similar. Like the static survey results, the three combined bridge outputs are shown in 
solid lines. These calculated channel outputs are compared to the applied moments 
shown in dashed lines. These results show a little better correlation. Again, the poorest 
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correlation is between the two torsion curves. One point of note previously discussed is 
the phasing of the three curves. The chord channel is in phase, the torsion channel is 
out of phase, and the flap channel is slightly out of phase from the chord. This slight 
phase difference in the chord channel is not intentional. All the three actuators 
generating the applied loads are in phase. The phase shift in the output is assumed to 
be caused by the slight twist in the blade. 
 
 





5.4 VIRTUAL REPAIR DEMONSTRATION 
The actuator program used to create the dynamic strain survey was reused to 
demonstrate the process of identifying a failed strain gage and to document the process 
for conducting a “virtual repair.” The applied sinusoidal loading profile was administered 
for several minutes, as can be seen in Figure 86. Approximately 100 seconds into the 
test, all three calculated bridges went asymptotic, indicated by the flag labeled “damage 
event #1.” This occurred when one strain gage lead wire was physically disconnected 
from the data acquisition system simulating a damaged gage or damaged lead wire. 
This process was repeated at times equal to approximately 150 seconds (damage event 
#2) and 185 seconds (damage event #3). Figure 86 shows the three calibrated quarter 
bridge output converted signals shown as solid lines and three more dashed lines, 




Figure 86: Plot of Quarter Bridge Channel Signals during Virtual Repair Demonstration 
 
 
To better explain exactly how each damage event was induced, first we need to 
see how each strain gage is connected to the data acquisition system. The NI 9236 
Compact DAQ card has already been mentioned previously; however, Figure 87 shows 
a picture of this card and how the each of the Chord and Flap quarter bridge strain 
gages are wired to the first of the two NI 9236 cards. In this figure, it can be seen that 
the red excitation wire is connected to one side of each gage and a white and black wire 
are connected to the other side of each gage. In damage event #1, the red C1 wire was 
disconnected from the NI 9236 card, opening the circuit and simulating the damage 
event. In damage event #2, the red F2 wire was disconnected from the NI 9236 card, 
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and finally, in damage event #3, the red T3 wire was disconnected from the second NI 
9236 card not shown. There was no rationale for the selection of gages disconnected 
from the DAQ system. However, only one gage was disconnected from each of the 
three calculated bridges. 
 
 
Figure 87: NI 9236 Strain Gage Card Pinout[68] 
 
In a further evaluation of damage event #1, a plot of all twelve individual gages at 
the quarter bridge station provided an indication of which gage or gages was causing 
the problem at each event. In Figure 88, it can be observed that the #1 chord gage (C1) 
is the cause of all three bridge outputs deviating from the expected path during damage 















Figure 88: Plot of Individual Gage Outputs during Virtual Repair Demonstration 
 
Keep in mind that each of the calculated channels in Figure 86 has been 
converted to engineering units. This means that each of these converted outputs is 
using the matrix of coefficients calculated during the calibration process to generate the 
most accurate estimate of the applied moment. Therefore, each of the calculated 
channels outputs, once it is converted to engineering units, is a function of all three 
component inputs. Therefore, if one gage fails, all three calculated outputs at that 
station are affected. 
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Once the test engineer determines which gage has failed and which three gages 
are left in that bridge, they can determine which two gages should be combined into a 
new half bridge to replace or to “virtually repair” the failed bridge. In the repair of the first 
damage event, the author combined the #2 and #3 chord gages into a new chord half 
bridge. Since combining either the #2 and #3 or the #3 and #4 gages was an option, the 
author used the combination that produced the least number of residuals. 
Once the new bridge gages had been determined, a new matrix of coefficients 
needed to be generated. In this demonstration, this was done using the method 
discussed in Section 5.1. The only difference was that the following equation was used 
to generate the new chord bridge output, using all of the previously recorded calibration 
data. The new chord bridge output was then used to generate a new 6x6 matrix of 
coefficients.  
 (37) 
If this is being done real time or in a live setting, all of the subsequent data will 
need to use the new matrix of coefficients and this equation to convert the bridge 
outputs into engineering units. If previously collected data is being repaired, the test 
engineer has the opportunity to start using the new matrix at some time before the 
failure occurs. For this demonstration, the data was collected first, so that, in each 
damage event, the new matrix was applied to the collected data a few seconds before 
each event. Figure 89 shows the results of implementing the repair on the collected 




[( 1 + 3) − ( 2 + 4)] ≅
1
2
[( 3 + 0) − ( 2 + 0)] 
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in the chord bridge, but it also corrected the error in the flap and torsion bridges caused 
by the chord bridge damage.  
 
 
Figure 89: Plot of Quarter Bridge Channel Signals after First Virtual Repair 
 
 
This process was repeated two more times to fix the error caused by the F2 Flap 
gage failure occurring at 150 seconds (damage event #2) into the test and the T3 
Torsion gage failure occurring 185 seconds (damage event #3) into the test. Figure 90 
shows the results of implementing the repair on the collected data just before and after 
the second damage event, and Figure 91 shows the results of implementing the repair 
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just before and after the third damage event. In each of the three repairs, the repaired 
output continues to follow the applied load. After the last repair, there is no longer any 
visual indication of significant error in the entire set of collected data. 
 
 




Figure 91: Plot of Quarter Bridge Channel Signals after Third Virtual Repair 
 
 
In this example, all three outputs are measuring applied bending moments. Table 
29 shows the maximum difference between any of the three calibrated quarter bridge 
output converted signals and the actual applied bending moments. While this difference 
did increase significantly between the first and second repair, the error is still very small 
when considering that the full-scale ranges were cycling between 0 and 1500 to 3700 




Table 29: Virtual Repair Comparison 
 Delta Applied Load Percent Error 
 Actual vs Measured of Full Scale 
 [in-lb] [%] 
Before Any Damage 14 0.9% 
After repair #1 15 1.0% 
After repair #2 33 2.2% 
After repair #3 27 1.8% 
 
 
The question of how many gages can fail gets a little more complicated. The 
virtual repair approach uses the concept of the Wheatstone half bridge to make the 
repair possible. Therefore, as long as two gages remain on the article in good condition 
and meet the requirements for a half bridge, a virtual repair can be conducted. The half 
bridge requirement is that the two active gages need to measure opposing strain. For 
the cantilever beam under a vertically applied load example, one gage would need to be 
on top and one on the bottom to be opposing. Therefore, one can deduce that every full 
bridge can be repaired at least one time -- potentially twice, if the two remaining gages 
measure opposing strain. For a single station rotor blade measuring Flap, Chord, and 
Torsion, the minimum number of gages that can fail is one per bridge, or three. The 
maximum number of gages that can fail would be six out of the twelve gages installed. 
The benefits of being able to perform a virtual repair will vary from test to test. 
However, in rotor blade ground testing, if one of the critical full bridge channels being 
used to control a rotor blade fatigue test were to fail, that channel would require the test 
to stop and the instrumentation to be fixed. Assuming that the damage was determined 
to be a strain gage, which is very likely, the test article would need to be removed from 
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the test fixture, inspected, repaired, recalibrated, rezeroed, and reinstalled back in the 
machine, and the process to restart the test would begin. At the TDD-A Structural test 
lab, this interruption was evaluated and was estimated to cost approximately $5,150 in 
labor. It would cause about a seven-day interruption in the test schedule during a typical 
rotor blade qualification test in the TDD-A Blade Root End test machine. The cost and 
interruption would be even more in the TDD-A Blade Resonance Midspan test machine. 
In this machine, the cost was estimated at $6,900 and the estimated interruption to the 
schedule would be 10 to 14 days. Since ground testing usually involves only personnel 
from the ground test group, the cost of test interruption is much less than if the same 
strain gage issue were to occur during flight testing. Even if the repairs could be 
conducted in the same amount of time, the interruption would affect a much larger 
group of people, to include the flight crew, the maintenance crew, the instrumentation 
technicians, and the flight test engineers, to name a few. Because more people are 





As with most long-standing systems, improvements come at a cost. This 
proposed instrumentation approach is no different. The first and most obvious added 
requirement is the need for additional channels in the DAQ system. While this method 
does offer the ability to reduce the number or redundant bridges, it will not eliminate the 
need to add more channels. Four channels are needed for each equivalent Wheatstone 
bridge to acquire and record the additional data from the unit under test. This tradeoff 
typically comes down to cost per channel with currently available DAQ systems. In the 
author’s experience, the added DAQ system cost, in most cases, will be outweighed by 
the savings in instrumentation installation and repair costs. 
Obviously, additional computational capability and storage will be needed to 
capture the additional channels and to calculate and display computed channels in real 
time. This is why the author assumes that this approach has not already become the 
industry standard. Improvements in computing power over the last several decades 
make this concern irrelevant in all but the largest scale tests. In high-speed tests, such 
as ballistic or impact testing, the sample rates are so high that real-time monitoring is 
not possible, and in very high channel count tests, the cost might outweigh the benefit.  
Another disadvantage to the proposed approach is the additional lead wires 
required. A single traditional full bridge typically requires four individual lead wires 
between the bridge circuit and the DAQ system. The proposed approach will require two 
to four wires per gage (typically three) or between eight and 16 wires per bridge circuit 
between the gages and the DAQ system. The additional lead wires can add significant 
cost and weight to a test. Reducing gages retained for redundancy can eliminate some 
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of the leads, but this cost will need to be either accepted or reduced by more creative 
means. One way that has been successfully implemented is by taking advantage of 
breakthroughs in modern DAQ systems. By locating the DAQ cards and DAQ chassis 
closer to the sensors, overall lead lengths can be reduced. This approach only requires 
a longer communication cable between the DAQ system and the controlling computer. 
Fortunately, even the capability of communication cables has improved in recent years. 
The last two detrimental effects this approach may create are in the areas of 
thermal strain and output uncertainty. The concern in these areas is very real and has 
been addressed in Sections 3.3 and 3.4. Based on this research, if common practices 
are used, both the classical full wired bridge and this new proposed quarter bridge 
approach can be accomplished without experiencing a significant amount of error due to 
thermal strain. Both full and quarter bridges have been used for decades, so 
instrumentation technicians and instrumentation systems are capable of successfully 
accommodating either one. With regard to output uncertainty, the proposed quarter 
bridge approach for measuring strain gage sensor bridges does increase the 
measurement error. This additional error, however, was found, in this study, to be less 
than 0.5% more than the error calculated using the classical approach. Experience 






7.1 SUMMARY OF FINDINGS 
This research effort was focused around determining if there was an improved, 
more robust methodology to wire and measure strain gage sensors for use during rotor 
blade testing that would provide more information to the test engineer. This research 
proved that the proposed quarter bridge approach absolutely does provide more very 
useful information that can be used in several ways. The additional information can be 
used to reduce the total number of sensors required, to find damaged locations faster, 
or, in some cases, to reduce risk. Additionally, this information can be used to recover 
lost bridge data or to virtually repair a damaged bridge, saving both cost and time. This 
last benefit may enable tests halted due to a bad sensor to continue, or tests too critical 
to run unattended without significant redundancy to reconsider this as an option, since 
the virtual repair should lower the risk of losing data. In conclusion, the proposed 
quarter bridge approach performs as proposed. It offers the test engineer options that 
had been previously unavailable.  
The demonstrated calibration method revealed the necessity for including 
estimates of interaction in the calibration model. The DOE approach lowered prediction 
variance substantially, compared to the previous one-factor-at-a-time approach, and it 
was also shown that a first order plus interaction model was adequate for prediction 
within the desired accuracy. In the future, calibrations could proceed in classic 
sequential fashion, starting with a replicated factorial design with confirmation points, 
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testing for quadratic curvature, and only augmenting the design to support a second 
order model if necessary. 
7.2 RECOMMENDATIONS FOR FUTURE WORK 
This being a new approach to a very old way of conducting testing, there are 
numerous ways to expand this research. The first would be to evaluate expanding the 
application beyond rotor blade testing. This area of testing was chosen since it is an 
area that is very important to the author’s organization, and it is a place where savings 
can be achieved by not stopping tests to make repairs. However, there is no reason 
why the application of this approach cannot be expanded to cover other test areas using 
strain gage bridges. 
Another recommendation for future work would be in the area of the virtual 
repair. This, too, is a new concept, and the process for calculating and/or switching 
between calibration matrices is cumbersome and time consuming. With some additional 
work in programming, this process could be more streamlined or may potentially be 
made automatic, saving hours. These hours could be significant if testing needs to 
continue while the repair process is being conducted. Once a decision has been made 
to conduct a virtual repair, calculating and displaying the new channel accuracy for the 
virtually repaired article would be beneficial to, or possibly required by, the customer 
requesting the test.  
Lastly, as mentioned in Section 5.1, a good follow-on study could look at the 
optimum number of runs during a calibration with the goal of creating an adequate 
numerical model with the minimum number of runs. The goal could be to expand this 
calibration process to an actual instrumented flight and/or to ground test a rotor blade 
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Stain gage installation instructions 
 
 
1. Station 1 gages will be full bridges 
2. Station 2 gages will all be quarter bridges 
3. Station 2 gage position and orientation will mirror station 1 gage locations 
4. M-Bond 200 will be used for the adhesive 
5. All gages will be protected using M-Coat A 
6. All leads will be 10 foot long 
7. 4 wire leads from full bridges and 3 wire from quarter bridges 
8. RJ50 connectors on Full Bridge leads 
9. Wire ends will be stripped and tinned on Quarter Bridge leads 
10. Gage numbers in parenthesis and in red are on the bottom of the beam 
11. Gage numbers in parenthesis and in red are on the left side of the beam   
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Right Side View 
  
 






Right Side View including two installed Inclinometers. 
 
 










• DAQ Chassis 
o NI cDAQ-9178 (8-Slot USB Chassis) 
• DAQ Cards 
o NI cDAQ-9236 (8-channel quarter bridge 24Bit strain analog input) (2 each) 
o NI cDAQ-9237 (4-channel full bridge 24Bit strain analog input) (1 each) 
o NI cDAQ-9229 (4-channel ±60V 24Bit voltage analog input) (1 each) 
• Computer 
o Dell Latitude E7270 Ultrabook Laptop 
• Sensors 
o Micro Measurements Strain Gages 
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▪ WK-13-250BG-350 (Flap) (GF 2.180) 
▪ EA-13-250PD-350 (Chord) (GF 2.105) 
▪ WK-13-250TK-350 (Torsion) (GF 1.980) 
o Interface SML-500 Load cell 
o TE Connectivity DOG1 MEMS Voltage Inclinometer 
Sensor Specification Sheets 










































Widely used general-purpose gage. Compact 
geometry. See also 250UN pattern.
GAGE DIMENSIONS
Legend
 ES = Each Section CP = Complete Pattern
 S = Section (S1 = Section 1) M = Matrix
inch
millimeter
Gage Length Overall Length Grid Width Overall Width Matrix Length Matrix Width
0.250 0.375 0.125 0.125 0.52 0.22
6.35 9.53 3.18 3.18 13.2 5.6
GAGE SERIES DATA — See Gage Series datasheet for complete specifications
Series Description Strain Range Temperature Range
EA Constantan foil in combination with a tough, flexible, polyimide backing. ±5% –100° to +350°F (–75° to +175°C)
ED Isoelastic foil in combination with tough, flexible polyimide film. ±2% –320° to +400°F (–195° to +205°C)
WA Fully encapsulated constantan gages with high-endurance leadwires. ±2% –100° to +400°F (–75° to +205°)
WK Fully encapsulated K-alloy gages with high-endurance leadwires. ±1.5% –452° to +550°F (–269° to +290°C)
EP Annealed constantan foil with tough, high-elongation polyimide backing. ±20% –100° to +400°F (–75° to +205°C)
SA Fully encapsulated constantan gages with solder dots. ±2% –100° to +400°F (–75° to +205°C)
SK Fully encapsulated K-alloy gages with solder dots. ±1.5% –452° to +450°F (–269° to +230°C)
SD Equivalent to WD Series, but with solder dots instead of leadwires. ±1.5% –320° to +400°F (–195° to +205°C)
WD Fully encapsulated isoelastic gages with high-endurance leadwires. ±1.5% –320° to +500°F (–195° to +260°C)
 
Note 1: Insert desired S-T-C number in spaces marked XX.
Note 2: Tolerance is increased when Option W, E, SE, LE, P, or SP35 is specified.
Note 3: Products with designations and options shown in bold are not RoHS compliant.
*Options available but not normally recommended. See Optional Features datasheet for details.
















































W, E, L, LE









Dual-element pattern with longitudinal grid centerlines 
spaced 0.130 in [3.30 mm] apart. See also 250MQ 
pattern. EK-Series gages are supplied with duplex 




 ES = Each Section CP = Complete Pattern
 S = Section (S1 = Section 1) M = Matrix
inch
millimeter
Gage Length Overall Length Grid Width Overall Width Matrix Length Matrix Width
0.250 0.358 0.110 0.240 0.44 0.32
6.35 9.09 2.79 6.10 11.2 8.1
GAGE SERIES DATA — See Gage Series datasheet for complete specifications
Series Description Strain Range Temperature Range
EA Constantan foil in combination with a tough, flexible, polyimide backing. ±5% –100° to +350°F (–75° to +175°C)
ED Isoelastic foil in combination with tough, flexible polyimide film. ±2% –320° to +400°F (–195° to +205°C)
EK K-alloy foil in combination with a tough, flexible polyimide backing. ±1.5% –320° to +350°F (–195° to +175°C)
S2K K-alloy foil with laminated thick, high-performance polyimide backing. ±1.5% –100° to +250°F (–75° to +120°C)
WA Fully encapsulated constantan gages with high-endurance leadwires. ±2% –100° to +400°F (–75° to +205°)
WK Fully encapsulated K-alloy gages with high-endurance leadwires. ±1.5% –452° to +550°F (–269° to +290°C)
SA Fully encapsulated constantan gages with solder dots. ±2% –100° to +400°F (–75° to +205°C)
SK Fully encapsulated K-alloy gages with solder dots. ±1.5% –452° to +450°F (–269° to +230°C)
SD Equivalent to WD Series, but with solder dots instead of leadwires. ±1.5% –320° to +400°F (–195° to +205°C)
WD Fully encapsulated isoelastic gages with high-endurance leadwires. ±1.5% –320° to +500°F (–195° to +260°C)
 
Note 1: Insert desired S-T-C number in spaces marked XX.
Note 2: Tolerance is increased when Option W, E, SE, LE, P, or SP35 is specified.
Note 3: Products with designations and options shown in bold are not RoHS compliant.









General Purpose Strain Gages - Shear/Torque Patterns
GAGE PATTERN Actual size shown.Enlarged when necessary for definition.
ES = Each section CP = Complete pattern
S = Section (S1= Sec 1) M = Matrix
inch
millimeter
GAGE RES. IN OHMS
DESIGNATION Tolerance is
Insert desired S-T-C increased when OPTIONS AVAILABLE
number in spaces Option W, E, SE, LE,
marked XX. or P is specified.
GAGE OVERALL GRID OVERALL
LENGTH LENGTH WIDTH WIDTH
MATRIX SIZE
GAGE OVERALL GRID OVERALL
LENGTH LENGTH WIDTH WIDTH
MATRIX SIZE
GAGE OVERALL GRID OVERALL
LENGTH LENGTH WIDTH WIDTH
MATRIX SIZE
250TR
0.250 ES 0.550 CP 0.250 ES 0.794 CP
6.35 ES 13.97 CP 6.35 ES 20.17 CP
0.70L x 0.96W 17.8L x 24.4W
Two-element 90° rosette for shear-strain and torque measurements. EK-
Series gages are supplied with duplex copper pads (DP) when optional
feature W or SE is not specified.
EA-XX-250TR-120 W, E, L, LE











250TK Two-element 90° torque gage with compact geometry. Sections are
electrically independent. See also 250TL pattern.
EA-XX-250TK-120 E, L, LE
EA-XX-250TK-350 E, L, LE













0.250 ES 0.640 CP 0.220 ES 0.450 CP
6.35 ES 16.26 CP 5.59 ES 11.43 CP
0.74L x 0.55W 18.8L x 14.0W
0.250 ES 0.640 CP 0.220 ES 0.450 CP
6.35 ES 16.26 CP 5.59 ES 11.43 CP
0.74L x 0.55W 18.8L x 14.0W
250TL Two-element 90° rosette torque gage. Similar to the 250TK pattern except
sections have a common electrical connection. EK-Series gages are supplied
with duplex copper pads (DP) when optional feature SE is not specified.







































*Options available but not normally recommended. See Gage Series and Optional Features datasheet for details.
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ACCURACY – (MAX ERROR)
U.S. (lbf) Metric (N) Nonlinearity – %FS Hysteresis – %FS
5 - 300 22 - 1.3K ±0.05 ±0.05
500 - 1K 2.2K - 4.5K ±0.10 ±0.10
2K 9K ±0.20 ±0.10
Nonrepeatability – %RO ±0.03




°F 0 to +150
°C -15 to +65
Operating Range 
°F -65 to +200
°C -55 to +90









Rated Output – mV/V (Nominal) 2.0
Zero Balance – %RO ±1.0
Bridge Resistance – Ohm (Nominal) 350
Excitation Voltage – VDC MAX 15
Insulation Resistance – Megohm > 5000
MECHANICAL
Calibration Tension
Safe Overload – 
%CAP
5 -  10 lbf
800
22 - 45 N
25 - 2K lbf
150
110 - 9K N
NATURAL FREQUENCY/DEFLECTION
U.S. (lbf) Metric (N)
Defelection Natural Frequency 
(Hertz)in mm
5 - 10 22 - 45 0.005 0.13 3000
25 110 0.004 0.09 2500
50 220 0.003 0.08 3300
100 450 0.003 0.08 5000
200 - 300 900 - 1.3K 0.003 0.08 4500
500 - 1K 2200 - 4.5K 0.003 0.08 1800
2K 9K 0.004 0.09 1800
Material
5 - 300 (lbf)
Aluminum
22 - 1.3K (N)
500 - 2K (lbf)
Stainless Steel
2.2K - 9K (N)
• Proprietary Interface temperature comp. strain gages
• From 0.75 in (19mm) high
• Performance to 0.05%
• Low extraneous load sensitivity
• Tension only





• Transducer Electronic Data Sheet (TEDS)
• Add connector to cable




• 5 ft (1.5 m) integral cable
Metric dimensions and capacities are provided for conversion only. Standard product has U.S. capacities and dimensions. Metric capacities available upon special 
request and at an additional cost.
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U.S. (lbf) Metric (N) U.S. (lbf) Metric (N) U.S. (lbf) Metric (N) U.S. (lbf) Metric (N)
5 - 10 22 - 45 25, 50, 100 110, 220, 450 200, 300, 500, 1000
900, 1300, 2200, 
4500 2000 9000
in mm in mm in mm in mm
(1) 1.80 45.7 2.00 50.8 2.12 53.8 2.80 71.1
(2) 0.52 13.1 0.64 16.3 0.89 22.6 1.16 29.6
(3) 0.73 18.5 0.73 18.5 0.98 24.8 1.24 31.5
(4) 0.90 22.9 1.00 25.4 1.06 26.9 1.40 35.6















(6) 0.34 8.6 0.46 11.8 0.71 18.1 1.00 25.5
(7) 0.13 3.3 0.13 3.3 0.13 3.3 0.13 3.3
(8) 0.29 7.4 0.38 9.7 0.46 11.7 0.75 19.0
(9) 0.50 12.7 0.50 12.7 0.57 14.5 0.77 19.6
(10) Live end








Metric dimensions and capacities are provided for conversion only. Standard product has U.S. capacities and dimensions. Metric capacities available upon special 
request and at an additional cost.
 
 




















 8-30 VDC supply voltage 
 Up to ±90 degree tolerance on 
2nd axis  
 Digital signal processing includes 




 12 bit resolution 
 100 Hz refresh rate 
 -40 °C to 85 °C temperature 
range 
 Accuracy typically 
o 0.5°   | - 40 °C to 85 °C 
o 0.15° |   25 °C 
APPLICATIONS 
 Mobile and stationary cranes 
 Lift platforms 
 Building control 
 Weighing systems 
 Truck chassis levelling 
 Vehicle applications 
 Road construction machines 
 
 
DOG1 MEMS SERIES 
VOLTAGE INCLINOMETER 
SPECIFICATIONS  
 Single axis inclinometer 
 Measurement range ±180° 
 Voltage output 
 
 
The DOG1 MEMS-Series inclinometer single axis is 
mainly developed with focus on platform leveling, 
dynamic engine management, tip-over protection and 
tilt alarm. 
A fast response time and good accuracy makes this 
device the ideal choice for mobile leveling 
applications. It features digital signal processing 
including temperature compensation. 
The integrated filter improves performance and allows 
using the sensor in many noisy environments (e.g. 
vibrations). 
The inclinometer includes a powerful digital signal 
processing that offers various filteralgorithms and 
allows customer specific OEM solutions. It is possible 
to adjust the sensor to different environments yielding 
an optimized performance. Customization can also be 
made in terms of angular range and connectivity, 
i.e. cable and connector. 
 
The PA6.6 housing is very compact in size and has 
compression limiter bushings for safe installation of 
the sensor. It is compatible with oil, grease and fuel 
also. Therefore it is frequently used for engine and 
vehicle applications. 
DOG1 MEMS SERIES VOLTAGE INCLINOMETER 
 
 







Vector of gravity  
(zero position) 
DOG1 MEMS SERIES VOLTAGE INCLINOMETER 
 
 




Parameter Value Comment 
Range ±180° Single axis sensor; 
other axis has to be kept in a ±90° range 
Accuracy, typ.  0.6° T= -40 °C to +85 °C 
Accuracy, typ.  0.2° T= 25 °C 
Resolution 12 bit  
Refresh rate, intern 100 Hz  
Startup time  <1 s Valid output signal 
Supply/excitation voltage 8 to 30 V  Direct current (DC) stabilized 
Supply current, typ.  15 mA No load 
Output 0.5 to 4.5 V -180° to 180°, x-direction only 
Connector AMP Superseal 1.5-Series,  
3-pos. cap housing  
TE Connectivity part-no. 282105-1 
Requires 3-pos. plug housing  
AMP Superseal 1.5-Series at connecting harness, TE 
Connectivity part-no. 282087-1 
Cable 3 wire 0.25 mm²,  
outer diameter Ø3.9mm 
PUR, length incl. connector 400 mm, full temperature 
range, flexible 
Operation temperature range -40 °C to +85 °C  
Storage temperature range -40 °C to +85 °C  
Weight, typ. 60 g  
Dimensions  70.5 mm x 45 mm x 15 mm W x D x H 
 
CONNECTOR PINNING  
 
Pin Function Description 
1  VCC 8 to 30 V supply input (+) 
2  GND GND 






Part-No. Φmin Φmax 
G-NSDOG-006 -180° 180° 
 
Linear transfer characteristic between Φmin and Φmax 
 
DOG1 MEMS SERIES VOLTAGE INCLINOMETER 
 
 





This DOG1 MEMS series voltage inclinometer is designed for floor mount application. 
 
COMMENTS 





PART NUMBER  NAME      DESCRIPTION 
 
G-NSDOG1-006  180DOG1 MEMS SERIES VOLTAGE  Single axis inclinometer, floor mount, range ±180°,  
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Calibration Results for Quarter Bridges of Proof of Concept Article 
  Factor 1 Factor 2 Factor 3 Response 1 Response 2 Response 3 
Std Run A:Flap B:Chord C:Torsion Flap Chord Torsion 
  µin/in µin/in µin/in in-lb in-lb in-lb 
33 1 -2756.11 1450.36 2686.61 -922.133 1702.14 1851.55 
41 2 -2762.1 1469.44 2690.64 -922.862 1718.88 1851.22 
16 3 2498.14 -1211.53 2053.23 840.317 -1702.89 1775.36 
20 4 2501.53 -1217.1 2050.47 840.227 -1697.66 1774.36 
6 5 -1178.06 -1586.1 2080.19 -813.397 -1695.19 1756.64 
28 6 1501.67 1611.91 -2415.85 908.14 1697.86 -1846.96 
35 7 2017.37 224.929 -70.6166 844.163 -1.60483 -8.45074 
30 8 -1948.52 -96.779 33.1772 -846.756 5.51837 5.41954 
15 9 -65.5963 60.3991 40.394 -4.65067 -4.67209 -5.11915 
12 10 -1953.11 -101.548 30.4179 -847.282 6.02956 5.97504 
26 11 466.676 -1429.51 70.959 -5.39312 -1706.96 -4.3356 
5 12 12.2681 18.8691 51.2191 2.11291 1.5731 2.02831 
13 13 -1660.22 -1669.95 -1862.49 -845.878 -1713.06 -1787.37 
39 14 -129.485 -30.4105 -2144.8 3.32405 4.69199 -1796.67 
18 15 -1288.47 -1547.75 1996.98 -821.289 -1718.27 1747.39 
47 16 6.07885 61.3926 2273.55 -11.5389 0.457197 1787.49 
46 17 -100.735 -29.4169 -2132.7 5.86436 0.0075092 -1792.76 
22 18 -1282.68 -1545.56 2003.77 -821.113 -1714.38 1747.2 
17 19 -2619.75 1326.57 -2218.66 -846.211 1717.53 -1790.24 
48 20 -23.6693 86.8273 -36.6554 -6.21196 -2.58796 -6.76808 
32 21 -2588 1335.91 -2242.65 -844.204 1716.08 -1791.25 
44 22 -18.678 93.3846 -47.2683 -5.69554 -0.504883 -6.21423 
11 23 34.0301 133.126 2207.33 -11.5473 1.17809 1789.69 
1 24 -2726.76 1473.21 2717.81 -914.721 1715.72 1860.2 
24 25 2166.32 -1324.6 -1808.58 811.892 -1700.29 -1748.73 
34 26 -1565.58 -1675.32 -1951 -849.109 -1713.26 -1779.55 
8 27 547.535 -1447.8 -14.7929 -7.76931 -1707.48 -0.730059 
25 28 2625.32 -1235.38 1925.45 839.294 -1698 1785.18 
37 29 506.008 -1506.61 150.131 0.34065 -1704.81 4.99634 
181 
 
40 30 1940.91 156.574 44.0024 845.733 3.50738 -7.91636 
4 31 52.9971 23.042 21.0786 3.67712 0.54134 3.67414 
36 32 -1949.51 -129.367 38.9082 -846.706 -2.5372 6.46466 
9 33 42.6152 105.506 2214.55 -10.4878 -0.0877002 1788.57 
21 34 1334.16 1733.32 2491.97 823.149 1700.9 1803.39 
2 35 1500.48 1640.33 -2439.83 908.548 1696.73 -1847.39 
31 36 -1593.93 -1638.16 -1975.63 -850.902 -1713.86 -1784.27 
7 37 -112.315 -20.0777 -2191.49 2.21925 0.00615937 -1795.51 
29 38 1486.9 1622.05 -2485.89 903.442 1699.13 -1855.19 
3 39 2009.99 226.122 -97.7855 845.212 -0.744415 -7.3594 
43 40 2195.26 -1331.15 -1809.22 812.176 -1701.42 -1742.44 
14 41 1414.62 1759.35 2397.51 830.638 1703.03 1794.38 
19 42 -601.063 1585.09 81.9964 2.58171 1706.4 2.63227 
23 43 -605.056 1588.46 76.4777 2.57759 1705.88 2.63662 
38 44 -80.3705 107.692 43.1533 -3.61353 0.0137333 -4.01594 
27 45 -556.541 1578.33 22.3521 4.84235 1707.43 3.54329 
45 46 -2621.74 1369.29 -2261.32 -838.674 1716.02 -1794.85 
42 47 1400.45 1826.32 2365.46 828.407 1701.77 1800 
10 48 2206.84 -1310.29 -1810.49 813.315 -1701.22 -1742.55 
 
ANOVA for POC ME + 2FI Model 
ANOVA for Flap Factor 
Source Sum of Squares df Mean Square F-value p-value  
Model 2.174E+07 6 3.623E+06 9925.71 < 0.0001 significant 
A-Flap 2.136E+07 1 2.136E+07 58531.90 < 0.0001 significant 
B-Chord 1.516E+06 1 1.516E+06 4153.79 < 0.0001 significant 
C-Torsion 66248.69 1 66248.69 181.50 < 0.0001 significant 
AB 4081.57 1 4081.57 11.18 0.0018 significant 
AC 596.34 1 596.34 1.63 0.2084 not significant 
BC 16573.92 1 16573.92 45.41 < 0.0001 significant 
Residual 14965.37 41 365.01    




ANOVA for Chord Factor 
Source Sum of Squares df Mean Square F-value p-value  
Model 8.732E+07 6 1.455E+07 13078.66 < 0.0001 significant 
A-Flap 9.808E+05 1 9.808E+05 881.40 < 0.0001 significant 
B-Chord 8.058E+07 1 8.058E+07 72419.09 < 0.0001 significant 
C-Torsion 98187.93 1 98187.93 88.24 < 0.0001 significant 
AB 3153.41 1 3153.41 2.83 0.0999 not significant 
AC 247.30 1 247.30 0.2222 0.6398 not significant 
BC 5054.61 1 5054.61 4.54 0.0391 significant 
Residual 45621.80 41 1112.73    
Cor Total 8.736E+07 47     
 
ANOVA for Torsion Factor 
Source Sum of Squares df Mean Square F-value p-value  
Model 9.646E+07 6 1.608E+07 7941.76 < 0.0001 significant 
A-Flap 24244.05 1 24244.05 11.98 0.0013 significant 
B-Chord 3.82 1 3.82 0.0019 0.9656 not significant 
C-Torsion 9.476E+07 1 9.476E+07 46808.44 < 0.0001 significant 
AB 34375.56 1 34375.56 16.98 0.0002 significant 
AC 31039.72 1 31039.72 15.33 0.0003 significant 
BC 6.476E+05 1 6.476E+05 319.90 < 0.0001 significant 
Residual 83000.40 41 2024.40    



































































Stain gage installation instructions 
 
 
1. Stations 1 and 2 gages will be quarter bridges 
2. Stations 3 and 4 gages will all be full bridges 
3. Stations 1 and 2 gage positions and orientation will mirror stations 3 and 4 gages 
4. M-Bond 200 will be used for the adhesive 
5. All gages will be protected using M-Coat A 
6. All leads will be 10 foot long 
7. 4 wire leads from full bridges and 3 wire from quarter bridges 
8. RJ50 connectors on Full Bridge leads 


















• DAQ Chassis 
o NI cDAQ-9174 (4-Slot USB Chassis) 
• DAQ Cards 
o NI cDAQ-9236 (8-channel quarter bridge 24Bit strain analog input) (2 each) 
o NI cDAQ-9237 (4-channel full bridge 24Bit strain analog input) (1 each) 
o NI cDAQ-9213 (16-channel 24Bit thermocouple analog input) (1 each) 
• Computer 
o MSI Prestige 15.6” Laptop Model # A10SC-400 
• Sensors 
o Micro Measurements Strain Gages (Note: Same gages used on POC article) 
▪ WK-13-250BG-350 (Chord) (GF 2.180) 
▪ EA-13-250PD-350 (Flap) (GF 2.105) 
▪ WK-13-250TK-350 (Torsion) (GF 1.980) 
o Omega K Type Thermocouples P/N SA1XL-KI-3M-SRTC 
o Lebow 3173-104 1,000 lb Load Cell (3 each) 
o MTS 204.08 1,1000 lb Hydraulic Actuator (3 each) 
Sensor Specification Sheets 
Strain gages (See appendix A) 
  
Tension/Compression Pancake Load Cell
Model 3173
DESCRIPTION
The Model 3173 covers the lower capacity ranges of 200 
pounds force to 3000 pounds force, while exhibiting the high 
performance characteristics of stiffness and accuracy. These 
load cells are well suited to materials testing machines and other 



















Output @ rated capacity 
(200 lb to 1K lb)
1.50 mV/V (nominal)
Output @ rated capacity 









Temperature effect, zero ±0.002	%	of	rated	output/°F





Insulation resistance > 5000 mOhm @ 50 Vdc
Input resistance 700 ohm









100 x 106 cycles
Fatigue	life	(full	fatigue	ten-
sion to compression)





















             




















0 +/- 5 VDC (3 wire)
4-20mA (3 wire)
0 +/- 10 VDC (3 wire)
 2003.1 lb.
L1 L2 L3 L4
UP DOWN
VALUE CLEAR CHAN TARE
ENTERSETUP EXIT
                               
023-LW181-023-LF Mating Connector
7205-76-XX*  Mating connector & 6 conductor cable
                      (unamplified unit with sense leads but not shunt cal)
7205-75-XX** Mating connector & 4 conductor cable 
                      (unamplified unit without sense leads but not shunt cal)
7205-83-XX*  Mating connector & 6 conductor cable 
                      (for connection to instrument 7541)
7205-82-XX** Mating connector & 4 conductor cable 
                      (for connection to instrument 7541)
*  XX represents length in feet    100ft maximum
** XX represents length in feet    20ft maximum      
Mating Connectors & Cables
             
SC500     SC1000     SC2000     
SC2001   SC3004     
GM          NK             HH
7541        7558          7561-PSD       
Display Units
  




Tension/Compression Pancake Load Cell
NATURAL FREQUENCY
Nominal load limit 
capacity Fz
Static extraneous load limits
lb N Static overload 
capacity (% of 
nominal capac-
ity)
Shear FX or FY 
(lb)









200 1K 150 100 4471 185 0.003 1500
500 2K 150 100 15625 466 0.003 2440
1K 5K 150 100 15500 911 0.003 3900
2K 10K 150 100 4000 2133 0.001 5500
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Model 3173 Tension/Compression Pancake Load Cell
Warranty. Honeywell warrants goods of its manufacture as 
being free of defective materials and faulty workmanship. 
Honeywell’s standard product warranty applies unless agreed 
to otherwise by Honeywell in writing; please refer to your 
order	acknowledgement	or	consult	your	local	sales	office	for	
specific	warranty	details.	If	warranted	goods	are	returned	to	
Honeywell during the period of coverage, Honeywell will repair 
or	replace,	at	its	option,	without	charge	those	items	it	finds	
defective. The foregoing is buyer’s sole remedy and is in lieu 
of all warranties, expressed or implied, including those of 
merchantability and fitness for a particular purpose. In no 
event shall Honeywell be liable for consequential, special, or 
indirect damages.
While we provide application assistance personally, through our 
literature and the Honeywell web site, it is up to the customer to 
determine the suitability of the product in the application. 
Specifications	may	change	without	notice.	The	information	we	
supply is believed to be accurate and reliable as of this printing. 









Failure to comply with these instructions could result in 
death or serious injury.








Failure to comply with these instructions could result in 
















Quick Delivery on Custom Lead Wire Lengths
30 AWG fiberglass 
lead wire rated to 
482°C (900°F).
U  Stocked in 1, 2, and 3 m  
(40, 80, and 120") 
Lengths
U  Custom Lead Lengths 
Available
U  Available in J, K, T, and  
E Calibrations
U  Stripped Leads Standard 
(Molded Miniature 
Connector with Integral 
Strain Relief Optional)
U  Easy-to-Install Silicone-
Based, Self-Adhesive 
Backing [Rated to  
260°C (500°F)]
U  Sensor Rated to 315°C 
(600°F) When Used as  
a “Cement-On” 
(OMEGABOND® Air Set 
Cements Available—
Place Sensor and 
Encapsulate with 
OMEGABOND® Air  
Set Cement)
High or Low Temperatures! Self-Adhesive or Cement-On! Super-Fast Response All the Time!
AVAILABLE FROM STOCK IN CONVENIENT 5-PACKS!
OMEGA introduces the next 
generation of our surface-mount 
fast-response thermocouples. The 
SA1XL thermocouple achieves 
response times of less than  
0.15 seconds. This thermocouple is 
constructed using a Polyimide/ 
fiberglass-junction insulation along 
with a fiberglass-insulated lead wire. 
The SA1XL can be used as a  
self-adhering thermocouple for 
temperatures up to 260°C (500°F) or 
it can be cemented in place for use 
at temperatures up to 315°C (600°F).







 Patch Length: 25.4 mm (1.0”)
 Patch Width: 9.5 mm (0.375”)
 Strip Length: 25.4 mm (1.0”) with  
 12.7 mm (0.5”) bare wire
OMEGABOND®, see accessory chart or visit 
omega.com for additional information.
The self-adhesive mounting strip is ideal for 
“targeted” placement of the sensor element. Once 
the element is in place, it can be used “as is”, 
for applications such as electronic component 
temperature monitoring during board fabrication. It 










SA1XL Fine-Diameter Probe Insulated Wire T/C 










Tests show that the SA1XL temperature sensor is 
significantly faster than a typical insulated 30 AWG 
thermocouple or fine-diameter, metal-sheathed probe.
Visit omega.com for additional OMEGABOND® products.
 Model No. Description
 OB-100-16 OMEGABOND® 100 1 lb kit, 
  fast-setting, 2-part epoxy 
  (sets in 8 to 12 min.)
 OB-200-16  OMEGABOND® 200 1 lb kit, high 
temperature, 2-part epoxy
 OB-400 OMEGABOND® 400 powder, 8 fluid oz 
  (one part cement; just mix with water)
 OB-700 OMEGABOND
®
 700 powder, 8 fluid oz 
  (one part cement; just mix with water)
Accessories
* Insert calibration K, J, T or E. ** Insert “-SB” for stainless steel overbraid, for additional price. 
For a male straight M8 plug add “M8-S-M” to the model number, for a male straight M12 plug add “M12-S-M” to the model number. 
For a male right-angled M8 plug add “M8-R-M” to the model number, for a male right-angled M12 plug add “M12-S-M” to the model number.
Ordering Examples: SA1XL-K-72-SRTC, 5-pack Type K, super-fast, self-adhesive thermocouple, 2 m (80") fiberglass-insulated leads, with a 
molded-on miniature connector with strain relief, and OB-400 high-temperature air set cement, 8 fluid oz.
SA1XL-K-72-SRTC-SB, 5-pack Type K, self-adhesive thermocouple, 2 m (80"), with SS overbraid.
Available with Stainless Steel Overbraid!
For applications requiring more durable lead wire, OMEGA’s 
SA1XL surface thermocouples are available with Stainless 
Steel overbraid. Add suffix “-SB” to the model number 
(5-pack) for lengths greater than 1 m (36").
Visit omega.com for pricing. Ordering Example: SA1XL-K-72-SB.
 To Order
 Model No. Description
 SA1XL-(*)(**) 5-pack, self-adhesive thermocouple, 1 m (40"), stripped ends
 SA1XL-(*)-72(**) 5-pack, self-adhesive thermocouple, 2 m (80"), stripped ends
 SA1XL-(*)-120(**) 5-pack, self-adhesive thermocouple, 3 m (120"), stripped ends
 SA1XL-(*)-SRTC(**) 5-pack, self-adhesive thermocouple, 1 m (40"), molded SMP male
 SA1XL-(*)-72-SRTC15(**) 5-pack, self-adhesive thermocouple, 2 m (80"), molded SMP male
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Quarter Bridge Station Calibration 
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