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RIGIDITY RESULTS FOR SOME
BOUNDARY QUASILINEAR PHASE TRANSITIONS
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Abstract. We consider a quasilinear equation given in the half-space, i.e. a so called
boundary reaction problem. Our concerns are a geometric Poincar e inequality and, as
a byproduct of this inequality, a result on the symmetry of low-dimensional bounded
stable solutions, under some suitable assumptions on the nonlinearities. More precisely,
we analyze the following boundary problem

 div(a(x;jruj)ru) + g(x;u) = 0 on Rn  (0;+1)
 a(x;jruj)ux = f(u) on Rn  f0g
under some natural assumptions on the diusion coecient a(x;jruj) and the nonlineari-
ties f and g.
Here, u = u(y;x), with y 2 Rn and x 2 (0;+1). This type of PDE can be seen as a
nonlocal problem on the boundary @R
n+1
+ . The assumptions on a(x;jruj) allow to treat
in a unied way the p laplacian and the minimal surface operators.
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1. Introduction
The purpose of this paper is to give some geometric results on the following problem:
(1.1)

 div(a(x;jruj)ru) + g(x;u) = 0 on Rn  (0;+1)
 a(x;jruj)ux = f(u) on Rn  f0g.
Here, u = u(y;x), with y 2 Rn and x 2 (0;+1). Equation (1.1) is a boundary problem.
This type of system is a model for nonlocal operators. For instance, when g = 0 and
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a(x;jruj) = x with  2 ( 1;1), it has been proved by [CS07] that the Dirichlet-to-
Neumann operator
  : uj@R
n+1
+ 7!  x
uxj@R
n+1
+
is the fractional laplacian ( )
1 
2 . In [SV08], a symmetry result for bounded stable
solutions of semilinear equations involving this operator was given.
Unfortunately, a theory describing the boundary operator for problem (1.1) is not yet
available. However, in virtue of the results by [CS07], one could interpret the operator on
the boundary as a nonlocal quasilinear operator.
In this paper, we develop a geometric analysis of the level sets of stable solutions of (1.1)
and we prove a symmetry result inspired by a conjecture of De Giorgi [DG79].
We want to give a geometric insight of the phase transitions for equation (1.1). Our goal is
to give a geometric proof of the one-dimensional symmetry result for boundary reactions in
dimension n = 2, inspired by De Giorgi conjecture and in the spirit of the proof of Bernstein
Theorem given in [Giu84] and applied in the case of boundary reactions in [SV08].
We focus on problem (1.1) under the following structural assumptions (denoted (S)):
 The function a maps (0;+1)  (0;+1) into (0;+1) and
lim
t!0+ ta(:;t) = 0:
 The map t 7! a(:;t) is C1(0;+1) and
(1.2) tjat(x;t)j  Ca(x;t)
for any x, t > 0, for some constant C > 0.
 The map x 7! a(x;:) is in L1((0;r)), for any r > 0 and bounded over all open sets
compactly contained in R
n+1
+ , i.e. for all K b R
n+1
+ , there exists 1, 2 > 0, possibly
depending on K, such that 1  a(x;t)  2, for any x 2 K and for 0 < t  M.
Also, the function x 7! a(x;:) is an A2-Muckenhoupt weight, that is, there exists
 > 0 such that
(1.3)
Z d
c
a(x;t)dx
Z d
c
1
a(x;t)
dx  (d   c)
2
for any d  c  0 and for all 0 < t  M.
 The map (0;+1) 3 x 7! g(x;0) belongs to L1((0;r)) for any r > 0. Also, for any
x > 0, the map R 3 u 7! g(x;u) is locally Lipschitz, and given any R, M > 0 there
exists C > 0, possibly depending on R and M in such a way that
(1.4) sup
0<x<R
juj<M
jgu(x;u)j  C:
 The function f is locally Lipschitz in R.
Equation (1.1) may be understood in the weak sense, namely supposing that u 2 L1
loc(R
n+1
+ ),
with
(1.5) a(x;jruj)jruj
2 2 L
1(B
+
R)QUASILINEAR PHASE TRANSITIONS 3
for any R > 0, and that1
(1.6)
Z
R
n+1
+
a(x;jruj)ru  r +
Z
R
n+1
+
g(x;u) =
Z
@R
n+1
+
f(u)
for any  : B
+
R ! R which is bounded, locally Lipschitz in the interior of R
n+1
+ , which
vanishes on R
n+1
+ n BR and such that
(1.7) a(x;jruj)jrj
2 2 L
1(B
+
R):
As usual, we are using here the notation B
+
R := BR \ R
n+1
+ .
Consider now the map B : R+  Rn+1nf0g ! Mat((n + 1)  (n + 1)) dened by
(1.8) B(x;)ij := a(x;jj)ij +
at(x;jj)
jj
ij
for any 1  i;j  n + 1, where at stands for the derivative of a(x;t) with respect to its
second variable.
A direct computation gives
(1.9)
d
d"
a(x;jru + "r'j)(ru + "r')  r'j"=0 =< B(x;ru)r';r' >
for any smooth test function ', any function u with nonvanishing gradient and where <;>
stands for the canonical inner product in Rn+1.
Inspired by (1.9), it is tempting to say that u is stable if
(1.10)
R
B
+
R < B(x;ru)r;r > +
R
B
+
R gu(x;u)2  
R
@B
+
R f0(u)2  0
for any  as above. The above notion of stability (sometimes also called semistability
because of the large inequality) condition in (1.10) appears naturally in the calculus of
variations setting and it is usually related to minimization and monotonicity properties. In
particular, (1.9) and (1.10) state that the (formal) second variation of the energy functional
associated to the equation has a sign (see, e.g., [MP78, FCS80, AAC01] and Section 7
of [FSV07] for further details).
In our case, however, it is convenient to relax this denition of stability. Namely, we say
that u is stable if (1.10) holds for any  of the form  := jryuj, where  : Rn+1 ! R is
Lipschitz and vanishes on R
n+1
+ n BR.
This relaxation of the stability denition is convenient for our setting, since it makes possible
to write (1.10) when f is only locally Lipschitz and not necessarily dierentiable.
Indeed, since the map y 7! u(y;x) will be taken to be locally Lipschitz (see (1.12) below),
then so is the map y 7! f(u(y;x)) and therefore
f
0(u)
2 = ry
 
f(u)

is well-dened almost everywhere, making sense of the last term in (1.10).
The regularity assumption we take on u (see, in particular, (1.5) and (1.17)) also make
sense of the rst term in (1.10).
The main results we prove are a geometric formula, of Poincar e-type, given in Theorem 1.1,
and a symmetry result, given in Theorem 1.2.
1Condition (1.5) is assumed here to make sense of (1.6). We will see in the forthcoming Lemma 2.2
that it is always uniformly fullled when u is bounded and for a weight a satisfying natural structural
assumptions.
The structural assumptions on g may be easily checked when g(x;u) has the product-like form of
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For our geometric result, we need to recall the following notation. Fixed x > 0 and c 2 R,
we look at the level set
S := fy 2 R
n s.t. u(y;x) = cg:
We will consider the regular points of S, that is, we dene
L := fy 2 S s.t. ryu(y;x) 6= 0g:
Note that L depends on the x 2 (0;+1) that we xed at the beginning, though we do not
keep explicit track of this in the notation.
For any point y 2 L, we let rL to be the tangential gradient along L, that is, for any yo 2 L
and any G : Rn ! R smooth in the vicinity of yo, we set
(1.11) rLG(yo) := ryG(yo)  

ryG(yo) 
ryu(yo;x)
jryu(yo;x)j

ryu(yo;x)
jryu(yo;x)j
:
Since L is a smooth manifold, in virtue of the Implicit Function Theorem (and of the
standard elliptic regularity of u apart from the boundary of R
n+1
+ ), we can dene the
principal curvatures on it, denoted by
1(y;x);:::;n 1(y;x);
for any y 2 L. We will then dene the total curvature
K(y;x) :=
v u
u
t
n 1 X
j=1
 
j(y;x)
2:
We also dene
R
n+1
+ := f(y;x) 2 R
n  (0;+1) s.t. ryu(y;x) 6= 0g:
With this notation, we can state our geometric formula:
Theorem 1.1. Assume that u is a bounded and stable weak solution of (1.1) under as-
sumptions (S).
Assume furthermore that
 For all r > 0,
(1.12) jryuj 2 L
1(B+
r ):
 For every (y;x) 2 B
+
R
T
fru 6= 0g, we have
(1.13) a(x;jruj) +
at(x;jruj)
jruj
u
2
x  0
and
(1.14) a(x;jruj) +
at(x;jruj)
jruj
jryuj
2  (y;x)  0
for some (y;x).
Assume also the following regularity assumptions:
for almost any x > 0, the map Rn 3 y 7! ru(y;x)
is in W
1;1
loc (Rn;Rn) ,
(1.15)
the map R
n+1
+ 3 (y;x) 7! a(x;jruj)
Pn
j=1
 
jruyjj2 + juyjj2
is in L1(B+
r ), for any r > 0
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and
the map R
n+1
+ 3 (y;x) 7! a(x;jruj)
 
jrjryujj2 + jryuj2
is in L1(B+
r ), for any r > 0.
(1.17)
Then, for any R > 0 and any  : Rn+1 ! R which is Lipschitz and vanishes on R
n+1
+ nBR,
we have that
Z
Rn+1
+

2

a(x;jruj)K
2jryuj
2 + (y;x)

rLjryuj

2

Z
R
n+1
+
jryuj
2 < B(x;ru)r;r > :
(1.18)
Assumption (1.12) is natural and it holds in particular in the case g := 0, a(x;t) = x where
 2 ( 1;1), as discussed in [SV08] (in many cases of interest, interior elliptic regularity
then ensures for free that u is C1 inside R
n+1
+ and C2 as soon as the gradient does not
vanish). It is important to notice that assumptions (1.13) and (1.14) hold in the important
case of the p laplace operator (i.e. a(x;t) = tp 2, for p > 1), and in the case of the mean
curvature operator (i.e. a(x;t) = 1 p
1+t2).
The regularity assumptions in (1.15), (1.16) and (1.17) are satised in many cases of interest
(see, for instance Lemma 5.2 below).
The result in Theorem 1.1 has been deeply inspired by the work of [SZ98a, SZ98b], where
related geometric inequalities have been rst introduced for the Allen-Cahn equation. Fur-
ther progress has been done in [Far02, FSV07] for reactions in the interior and in [SV08]
for reactions on the boundary.
The advantage of formula (1.18) is that one bounds tangential gradients and curvatures of
level sets of stable solutions in terms of the gradient of the solution itself. That is, suitable
geometric quantities of interest are controlled by an appropriate energy term.
On the other hand, since the geometric formula bounds a weighted L2-norm of any test
function  by a weighted L2-norm of its gradient, we may consider Theorem 1.1 as a
weighted Poincar e inequality. Again, the advantage of such a formula is that the weights
have a neat geometric interpretation. See also [FV08] for further investigation of Poincar e-
type formulas.
The second result we present is a symmetry result in low dimension.
Theorem 1.2. Assume that n = 2 and that the assumptions in Theorem 1.1 hold. Suppose
also that (y;x) in (1.14) is strictly positive almost everywhere. Suppose also that one of
the following conditions (1.19) or (1.20) hold, namely assume that either for any M > 0
(1.19) the map (0;+1) 3 x 7! sup
jujM
jg(x;u)j is in L1((0;+1))
or that
(1.20) inf
x2Rn
u2R
g(x;u)u  0:
Assume that the diusion coecient a(:;:) has a product structure given by
a(x;t) = (x)A(t);
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 the function  is positive and such that
(1.21) (x)  x

for  2 ( 1;1).
 One of the following two conditions is met: either
(1.22) A 2 L
1(R
+;R
+)
or
(1.23) A(t)  t
p 2
with p  1 + .
Then, there exist ! : (0;+1) ! S1 and uo : R  [0;+1) ! R such that
u(y;x) = uo(!(x)  y;x)
for any (y;x) 2 R3
+.
The paper [CSM05] gave the rst contribution to symmetry result for boundary reaction
PDEs. In particular, [CSM05] gave a result analogous to Theorem 1.2 when  := 1, g := 0
and f 2 C1;. In [SV08], a result analogous to Theorem 1.2 was given when a(x;t) = a(x),
that is when a is independent on the gradient term. In this sense, Theorem 1.2 extends the
results of [CSM05, SV08] to quasilinear, possibly degenerate or singular, equations (in fact,
when a(x;t) := x and g := 0, then ! in Theorem 1.2 is constant, see [SV08]).
We now discuss the assumptions of Theorem 1.2. First, the assumptions on A are realized
for mean curvature operators, for which A(t) = 1 p
1+t2, which satises (1.22) and for p-
laplace operators, for which A(t) = tp 2, when p  1 + , which fullls (1.23).
The structural assumption on (x) is natural in the light of the representation formula ob-
tained in [CS07] which relates boundary reactions to fractional operator (see also [SV08]): in
this sense, the operator studied here may be seen as a quasilinear analogue of the fractional
laplacian.
Theorem 1.2 asserts that, for any x > 0, the function R2 3 y 7! u(y;x) depends only on one
variable. Thus, Theorem 1.2 may be seen as the analogue of De Giorgi conjecture of [DG79]
in dimension n = 2 for equation (1.1).
Condition (1.19) is fullled by g := 0, or, more generally, by g := g(1)(x)g(2)(u), with g(1)
summable over R+ and g(2) locally Lipschitz. Also, condition (1.20) is fullled by g := u2`+1,
with ` 2 N.
When u is not bounded, the claim of Theorem 1.2 does not, in general, hold (a counterex-
ample being a := 1, f := 0, g := 0 and u(y1;y2;x) := y2
1   y2
2).
Theorem 4.2 below will also provide a result, slightly more general than Theorem 1.2, which
will be valid for n  2 and without conditions (1.19) or (1.20), under an additional energy
assumption.
The rest of the paper is devoted to the proofs of Theorems 1.1 and 1.2. For this, some
preliminary energy estimate will also be needed.
2. Some energy bounds
This section is devoted to some preliminary energy estimate, which are needed for the proof
of Theorem 1.2.
Thus, throughout this section, the structural assumptions of Theorem 1.2 are in force.QUASILINEAR PHASE TRANSITIONS 7
We recall that
(2.1) a(x;jruj)u
2
x 2 L
1(B
+
R)
for any R > 0, due to (1.5).
We start with an elementary observation:
Lemma 2.1. There exists C > 0 in such a way that
(2.2)
Z
B+
2RnB+
R
(x)  CR
n+1+
for any R  1 and  2 ( 1;1).
Proof. We have that
Z
B+
2RnB+
R
(x) 
Z 2R
0
Z
B2R
(x)dydx
 C1R
n
Z 2R
0
(x)dx
 C2R
n+1+;
for suitable C1, C2 > 0, due to (1.21).
Though not explicitly needed here, we would like to point out that the natural integrability
condition in (1.5) holds uniformly for bounded solutions. A byproduct of this gives an
energy estimate, which we will use in the proof of Theorem 1.2.
Lemma 2.2. For any R > 0 there exists C, possibly depending on R, in such a way that
(2.3) k(x)A(jruj)jruj
2kL1(B+
R)  C:
Moreover, if
 n = 2, and
 either (1.19) or (1.20) holds,
then there exists Co > 0 such that
(2.4)
Z
B
+
R

a(x;jruj) + jat(x;jruj)jjruj

jruj
2  Co R
2
for any R  1.
Proof. We focus on the proof of (2.4), since (2.3) is a simple byproduct of the arguments
we are going to perform.
The proof of Lemma 2.2 consists in testing the weak formulation in (1.6) with  := u `
where  is a cuto function such that 0   2 C1
0 (B2R), with  = 1 in BR and jrj  8=R,
with R  1. The parameter ` > 1 will be suitably chosen below.
Note that such a  is admissible, since (1.7) follows from (1.5).
One then gets from (1.6) that
Z
Rn+1
+
a(x;jruj)
 
jruj
2
` + `
` 1uru  r

+
Z
Rn+1
+
g(x;u)u
`
=
Z
Rn
f(u)u
`: (2.5)
We now distinguish the case in which (1.22) holds from the case in which (1.23) holds.8 Y. SIRE AND E. VALDINOCI
If (1.22) holds, we take ` = 2. Thus, by Cauchy-Schwarz inequality, we deduce from (2.5)
that Z
R
n+1
+
(x)A(jruj)jruj
2
2 
1
2
Z
R
n+1
+
(x)A(jruj)jruj
2
2
+C
Z
R
n+1
+
(x)A(jruj)jrj
2 +
Z
Rn
jf(u)jjuj
2

 
Z
R
n+1
+
g(x;u)u
2;
for a suitable constant C > 0.
This, recalling (1.2), (1.19), (1.20), (1.22) and (2.2), plainly gives (2.4).
If, on the other hand, (1.23) holds, we take ` = p. Therefore,we have
Z
R
n+1
+
(x)A(jruj)jruj
2
p 
Z
R
n+1
+
(x)jruj
p
p:
Recalling (2.5) and using (1.19), (1.20), (2.2), one has
Z
Rn+1
+
(x)jruj
p
p  C
nZ
Rn+1
+
(x)jruj
p 1jrj
p 1 + R
n
o
:
Thus, by Young inequality, we conclude that
Z
R
n+1
+
(x)jruj
p
p  C
n
"
Z
R
n+1
+
n
(x)
1=qjruj
p 1
p 1
oq
+
C"
Z
R
n+1
+
(x)jrj
p + R
n
o
for some " > 0 and q =
p
p 1.
Making use of (2.2), this leads to
Z
R
n+1
+
(x)jruj
p
p  C
nZ
B2R
(x)
Rp + R
n
o
 C(R
n+1+ p + R
n):
This gives the desired result as soon as p  1 + :
3. The Poincar e-type formula: proof of Theorem 1.1
This section is devoted to the proof of the geometric formula in Theorem 1.1. As we will
see throughout the proof, the assumptions in Theorem 1.1 are natural and quite general.
Besides few technicalities, the proof of Theorem 1.1 consists in plugging the right test
function in stability condition (1.10) and in using the linearization of (1.1) to get rid of the
unpleasant terms. Following are the rigorous details of the proof.
By (1.8), we have that
Z
R
n+1
+
a(x;jruj)ru  	yj =
 
Z
R
n+1
+
a(x;jruj)ruyj  r	 + at(x;jruj)
ru  ruyj
jruj
ru  	 =
=  
Z
R
n+1
+
< B(x;ru)ruyj;	 > :
(3.1)
for any j = 1;:::;n and any 	 2 C1(R
n+1
+ ;Rn) supported in BR.QUASILINEAR PHASE TRANSITIONS 9
Making use of (1.6) and (3.1) with 	 := r , we conclude that
Z
R
n+1
+
gu(x;u)uyj   
Z
Rn
f
0(u)uyj  =
Z
Rn+1
+
(g(x;u))yj   
Z
Rn
(f(u))yj  =
 
Z
R
n+1
+
g(x;u) yj +
Z
Rn
f(u) yj =
 
Z
R
n+1
+
< B(x;ru)ruyj;r  >
(3.2)
for any j = 1;:::;n and any   2 C1(R
n+1
+ ) supported in BR.
A density argument (see, e.g., Lemma 3.4, Theorem 2.4 and (2.9) in [CPSC94]) via (1.2)
and (1.16), implies that (3.2) holds for   := uyj2, where  is as in the statement of
Theorem 1.1, therefore
0 =
Z
B
+
R
< B(x;ru)ruyj;ruyj > 
2+ < B(x;ru)ruyj;r
2 > uyj+
Z
B
+
R
gu(x;u)u
2
yj
2  
Z
@B
+
R
f
0(u)u
2
yj
2:
(3.3)
Let now r,  > 0 and P 2 R
n+1
+ be such that Br+(P)  R
n+1
+ . We consider  to be
either jryuj or uyj. In force of (1.16) and (1.17), we see that  is in W 1;2(Br(P)), and so
in W
1;1
loc (Br(P)).
Thus, by Stampacchia Theorem (see, e.g., Theorem 6.19 in [LL97]), r = 0 for almost
any (y;x) 2 Br(P) such that (y) = 0.
Hence, since P, r and  can be chosen arbitrarily, we have that
(3.4) rjryuj = 0 = ruyj for almost every (y;x) such that ryu(y;x) = 0.
By (3.3) and (3.4), we obtain
0 =
Z
B+
R
< B(x;ru)ruyj;ruyj > 
2+ < B(x;ru)ruyj;r
2 > uyj+
Z
B+
R
gu(x;u)u
2
yj
2  
Z
@B+
R
f
0(u)u
2
yj
2:
where B
+
R = B
+
R
T
R
n+1
+ : We now sum over j = 1;:::;n to get (dropping, for short, the
dependences of B) and we obtain
 
Z
B+
R
n X
j=1
< Bruyj;ruyj > 
2  
1
2
< Brjryuj
2;r
2 >=
Z
B
+
R
gu(x;u)jryuj
2
2  
Z
@B
+
R
f
0(u)jryuj
2
2:
(3.5)
Now, we make use of (1.10) by taking  := jryuj (this choice was also performed in [SZ98a,
SZ98b, Far02, FSV07, SV08]; note that (1.12) and (1.17) imply (1.7) and so they make it10 Y. SIRE AND E. VALDINOCI
possible to use here such a test function). We thus obtain
0 
Z
B
+
R
< Brjryuj;rjryuj > 
2+ < Br;r > jryuj
2+
2 < Brjryuj;r > jryuj + gu(x;u)jryuj
2
2  
Z
@B
+
R
f
0(u)jryuj
2;
where (3.4) has been used once more.
This and (3.5) imply that
0 
Z
B
+
R
< Brjryuj;rjryuj > 
2+ < Br;r > jryuj
2
 
n X
j=1
< Bruyj;ruyj > 
2:
(3.6)
By using (1.8) and (3.6), we are lead to the following inequality
0 
Z
B+
R
a(x;jruj)
2
h
jrjryujj
2  
n X
j=1
jruyjj
2
i
+
< Br;r > jryuj
2+
at(x;jruj)2
jruj
h
(ru  rjryuj)
2  
n X
j=1
(ru  ruyj)
2
i
:
(3.7)
We denote
H :=  (@xjryuj)
2 +
n X
j=1
u
2
xyj;
H1 := jrjryujj
2  
n X
j=1
jruyjj
2
and H2 =: (ru  rjryuj)
2  
n X
j=1
(ru  ruyj)
2:
We have that
H2 = (ux@xjryuj)
2  
n X
j=1
(uxuxyj)
2 + (ryu  ryjryuj)
2  
n X
j=1
(ryu  ryuyj)
2
=  u
2
xH + (ryu  ryjryuj)
2  
n X
j=1
(ryu  ryuyj)
2;
(3.8)
where we have just separated the x and y variables.
Also, from (1.11),
(3.9) jrLGj
2 = jryGj
2  

ryG 
ryu
jryuj
2
;
for any smooth function G : Rn ! R.QUASILINEAR PHASE TRANSITIONS 11
Hence, making use of (3.9) with G := jryuj, we obtain that, on R
n+1
+ ,
(ryu  ryjryuj)
2  
n X
j=1
(ryu  ryuyj)
2 =
jryuj
2
h ryu
jryuj
 ryjryuj
2
 
n X
j=1
 ryu
jryuj
 ryuyj
2i
=
jryuj
2
h
jryjryujj
2   jrLjryujj
2  
n X
j=1
 ryu
jryuj
 ryuyj
2i
=
  jryuj
2jrLjryujj
2:
(3.10)
By a dierential geometry formula obtained in [SZ98a, SZ98b] (see also equation (2.10)
in [FSV07]), we have, on R
n+1
+ ,
(3.11) H1 =  H   (K
2jryuj
2 + jrLjryujj
2):
As a consequence of (3.8), (3.10) and (3.11), we obtain that (3.7) may be written in the
following form:
0 
Z
Rn+1
+
a(x;jruj)
2

  H   (K
2jryuj
2 + jrLjryujj
2)

+
at(x;jruj)2
jruj

  u
2
xH   jryuj
2jrLjryujj
2

+ (3.12)
< Br;r > jryuj
2:
We now note that, on R
n+1
+ , by Cauchy-Schwarz inequality, we have H  0:
This, (3.12) and assumptions (1.13)-(1.14) complete the proof of Theorem 1.1.
4. The symmetry result: proof of Theorem 1.2
As in [FSV07, SV08], the strategy for proving Theorem 1.2 is to test the geometric formula
of Theorem 1.1 against an appropriate capacity-type function to make the left hand side
vanish. This would give that the curvature of the level sets for xed x > 0 vanishes and so
that these level sets are at, as desired (for this, the vanishing of the tangential gradient
term is also useful to take care of the possible plateaus of u, where the level sets are not
smooth manifold).
As described in the assumptions of Theorem 1.2, we will take some structure for the weight
a(x;jruj) (in fact, such assumptions might be further weakened, paying the price of addi-
tional technicalities in the proofs).
Some preparation is needed for the proof of Theorem 1.2. Indeed, Theorem 1.2 will follow
from the subsequent Theorem 4.2, which is valid for any dimension n and without the
restriction in either (1.19) or (1.20).
We will use the notation X := (y;x) for points in R
n+1
+ .
Given 1  2, we also dene
A1;2 := fX 2 R
n+1
+ s.t. jXj 2 [1;2]g:
Lemma 4.1. Let R > 0 and h : B
+
R ! R be a nonnegative measurable function.
For any  2 (0;R), let
() :=
Z
B+

h:12 Y. SIRE AND E. VALDINOCI
Then, Z
Ap
R;R
h(X)
jXj2 dX  2
Z R
p
R
t
 3(t)dt +
(R)
R2 :
For the proof of Lemma 4.1, see Lemma 10 in [SV08].
Theorem 4.2. Let u be as requested in Theorem 1.1. Assume furthermore that there
exists Co  1 in such a way that
(4.1)
Z
B
+
R

a(x;jruj) + jat(x;jruj)jjruj

jruj
2  Co R
2
for any R  Co.
Then there exist ! : (0;+1) ! S1 and uo : R  [0;+1) ! R such that
u(y;x) = uo(!(x)  y;x)
for any (y;x) 2 R
n+1
+ .
Proof. From Lemma 4.1 applied here with
h(X) :=

a(x;jru(X)j) + jat(x;jru(X)j)jjru(X)j

jru(X)j
2
and (4.1), we obtain
Z
Ap
R;R

a(x;jru(X)j) + jat(x;jru(X)j)jjru(X)j

jru(X)j2
jXj2
 C1 logR
(4.2)
for a suitable C1, as long as R is large enough.
Now we dene
R(X) :=
8
> <
> :
logR if jXj 
p
R,
2log
 
R=jXj

if
p
R < jXj < R,
0 if jXj  R
and we observe that
(4.3) jrRj 
C2 Ap
R;R
jXj
;
for a suitable C2 > 0.
From (1.8) and Cauchy-Schwarz inequality, we have that, for any w 2 Rn+1,
(4.4) j < B(x;ru)w;w > j 
n
a(x;jruj) + jat(x;jruj)jjruj
o
jwj
2:
Thus, plugging R inside the geometric inequality of Theorem 1.1, we obtain
(logR)
2
Z
B
+ p
R
T
R
n+1
+

a(x;jruj)K
2jryuj
2 + (y;x)
 rLjryuj
 2
 C3
Z
Ap
R;R

a(x;jruj) + jat(x;jruj)jjruj

jryuj2
jXj2
for large R, thanks to (4.3) and (4.4).
By dividing by (logR)2, employing (4.2) and taking R arbitrarily large, we conclude that K
and

rLjryuj

 vanish identically on R
n+1
+ .QUASILINEAR PHASE TRANSITIONS 13
Then, the desired result follows by Lemma 2.11 of [FSV07] (applied to the function y 7!
u(y;x), for any xed x > 0).
We now complete the proof of Theorem 1.2. We observe that, under the assumptions
of Theorem 1.2, estimate (4.1) holds, thanks to (2.4). Consequently, the hypotheses of
Theorem 1.2 imply the ones of Theorem 4.2, from which the claim in Theorem 1.2 follows.
5. Further comments on assumptions (1.15), (1.16) and (1.17)
Having completed the proof of the main results, in this section we would like to remark
that assumptions (1.15), (1.16) and (1.17) are quite natural in many cases of interest.
For instance, we assume in this section that the structural hypotheses on a(x;t) in Theo-
rem 1.2 and the bound in (1.12) hold true.
For simplicity, we also suppose that u is C2
loc(R
n+1
+ ) (this is the case, for instance, of mean
curvature type operators or of p laplace operators if ru does not vanish). The purpose
of this section is then to show that conditions (1.15), (1.16) and (1.17) are satised in this
case.
Lemma 5.1. We have
(x)A(jruj)jruyjj
2 2 L
1(B
+
R)
for every R > 0.
Proof. Given jj < 1,  6= 0, we consider the incremental quotient
u(y;x) :=
u(y1;:::;yj + ;:::;yn;x)   u(y1;:::;yj;:::;yn;x)

:
Since f is locally Lipschitz,
(5.1) [f(u)]  C;
for some C > 0, due to (1.12).
Analogously, from (1.4) and (1.12), for any R > 0 there exists CR > 0 such that
(5.2) [g(x;u)]  CR
for any x 2 (0;R).
Let now  be as requested in (1.6). Then, (1.6) gives that
Z
R
n+1
+

(x)A(jruj)ru  r +
 
g(x;u)

 

 
Z
@R
n+1
+

f(u)


=  
Z
R
n+1
+

(x)A(jruj)ru  r  + g(x;u) 

+
Z
@R
n+1
+
f(u)  (5.3)
= 0:
We concentrate on the case when (1.22) holds (the case in which (1.23) holds is then an
easy modication, analogous to the one performed in the proof of Lemma 2.2).14 Y. SIRE AND E. VALDINOCI
We consider a smooth cuto function  such that 0   2 C1
0 (BR+1), with  = 1 in BR
and jrj  2. Taking  := u2 in (5.3), one gets
2
Z
Rn+1
+
(x)A(jruj)uru  r
+
Z
R
n+1
+
(x)A(jruj)
2jruj
2 +
Z
R
n+1
+
 
g(x;u)

u 
2
=
Z
@R
n+1
+
 
f(u)

 u
2:
(5.4)
We remark that the above choice of  is admissible, since (1.7) follows from (1.12) and (2.1).
Now, by Cauchy-Schwarz inequality, we have
Z
R
n+1
+
(x)A(ruj)uru  r   
"
2
Z
R
n+1
+
(x)A(jruj)
2jruj
2
 
1
2"
Z
Rn+1
+
(x)A(jruj)u
2
jrj
2
for any " > 0.
Therefore, by choosing " suitably small, (5.4) reads
Z
R
n+1
+
(x)A(jruj)
2jruj
2
 C
hZ
B
+
R+1
(x)A(jruj)u
2
 +
Z
B
+
R+1

 
g(x;u)

u


+
Z
fjyjRgfx=0g

 
f(u)

u


i
:
for some C > 0.
From (1.12), (1.22), (5.1) and (5.2), we thus control
Z
B+
R
(x)A(jruj)
2jruj
2
uniformly in .
By sending  ! 0 and using Fatou Lemma, we obtain the desired claim.
Following is the regularity needed for some subsequent computations.
Lemma 5.2. Conditions (1.15), (1.16) and (1.17) are satised.
The proof is omitted, since it is analogous to the one of Lemma 7 in [SV08].
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