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ОЦЕНКА ИНФОРМАТИВНОСТИ                                                 
И ОТБОР ПРИЗНАКОВ ПРИ ИДЕНТИФИКАЦИИ 
ОБЪЕКТОВ НА ЦИФРОВЫХ ИЗОБРАЖЕНИЯХ 
МИКРОСКОПИЧЕСКИХ ПРЕПАРАТОВ, 
ОКРАШЕННЫХ ПО МЕТОДУ ЦИЛЯ-НИЛЬСЕНА
Наркевич А.Н., Виноградов К.А., Корецкая Н.М.,                                        
Катаева А.В., Журбенко Е.О.
Цель. Оценка информативности и осуществление отбора признаков 
для классификации объектов, на цифровых изображениях микроскопи-
ческих препаратов, окрашенных по методу Циля-Нильсена с помощью 
методов Шеннона и Кульбака, а также сравнение результатов их при-
менения.
Материалы и методы. Использовались данные о 343 687 объектах, 
выделенных на цифровых изображениях микроскопических препаратов: 
6 708 объектов – кислотоустойчивые микобактерии, 336 979 – иные объ-
екты. Анализ объектов производился по 240 цветовым и морфометриче-
ским признакам, оценка информативности которых осуществлялась с 
помощью методов Шеннона и Кульбака. Оценка качества отбора при-
знаков осуществлялась с применением наивного Байесовского классифи-
катора.
Результаты. Наибольшую информативность по методу Шеннона 
имели цветовые признаки объектов и соотношения их размеров, а наи-
большая доля верно классифицированных объектов (84,6%) была достиг-
нута при включении в классификационную модель 6 признаков с наиболь-
шей информативностью по методу Шеннона. Наибольшую информа-
тивность по методу Кульбака имели радиальные размеры объектов и их 
соотношения, а наибольшая доля верно классифицированных объектов 
(78,0%) была достигнута при включении в классификационную модель 14 
признаков с наибольшей информативностью по методу Кульбака.
Заключение. Методы Шеннона и Кульбака могут применяться для 
снижения признакового пространства при классификации объектов. 
Метод Шеннона позволяет в большей мере сократить количество при-
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знаков, обеспечивая при этом наибольшую долю верной классификации 
объектов.
Ключевые слова: снижение признакового пространства; информа-
тивность признаков; кислотоустойчивые микобактерии; бактериоскопи-
ческая диагностика.
ESTIMATING OF INFORMATIVITY                                           
AND SELECTION OF FEATURES IN IDENTIFICATION 
OF OBJECTS IN DIGITAL IMAGES OF MICROSCOPIC 
PREPARATIONS, STAINED BY THE METHOD             
OF ZIEHL-NIELSEN
Narkevich A.N., Vinogradov K.A., Koretskaya N.M.,                                       
Kataeva A.V., Zhurbenko E.O.
Background. Selecting features for classifying objects in digital images of 
microscopic preparations, stained by the method of Ziehl-Nielsen with the use 
of methods for evaluating the informativeness of the Shannon and Kullback, 
and a comparison of the results of their application.
Materials and methods. Used data on 343 687 the selected objects on dig-
ital images of microscopic preparations: 6 708 objects acid-fast bacilli, 336 
979 – other objects. The analysis of items was carried out for 240 color and 
morphometric characteristics, evaluating the information content of which 
was carried out using the methods of Shannon and Kullback. Quality evalu-
ation of selection traits were carried out using the naive Bayesian classifier.
Result. The most informative method Shannon had the color charac-
teristics of objects and the ratio of their sizes, and the highest proportion 
of correctly classified objects (84,6%) were achieved by inclusion in the 
classification model 6 characteristics with the highest informativeness ac-
cording to the method of Shannon. The most informative method of the 
Kullback had radial sizes of objects and their relationships, and the high-
est proportion of correctly classified objects (78,0%) was achieved when 
included in a classification model of the 14 signs from the most informative 
method of Kullback.
Conclusion. Methods of estimating the information content of the Shan-
non and Kullback, can be used in the reduced feature space for classification 
problems use the method of Shannon allows to a greater extent to reduce the 
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number of signs and thus provides the greatest proportion of correct object 
classification.
Keywords: dimension reduction; information content of features; acid-fast 
bacilli; smear diagnosis.
Задача отбора признаков или снижения признакового пространства 
часто возникает при построении и исследовании различных медицин-
ских прогностических моделей [1, 2, 3, 4]. Уменьшение числа исследуе-
мых признаков направлено на исключение их мультиколлинеарности [5, 
6], снижение необходимых вычислительных мощностей [7, 8, 9], эконо-
мию затрат, требуемых на медицинские исследования для получения до-
полнительных сведений о пациенте или объекте [10]. С задачей отбора 
признаков приходится также сталкиваться при создании логистических 
регрессионных уравнений [5, 6], линейных классификаторов [11] и дру-
гих математических моделей различных предметных областей [7, 12, 13].
Одной из медицинских проблем, для которой весьма актуален отбор 
наиболее значимых признаков, – классификация объектов на цифровых 
изображениях мокроты, окрашенной по методу Циля-Нильсена. Метод 
Циля-Нильсена относится к специализированным методам окраски био-
логического материала для поиска кислотоустойчивых микобактерий 
(КУМ) при бактериоскопической диагностике туберкулеза.
Целью работы является применение и сравнительный анализ методов 
Шеннона и Кульбака для отбора признаков при классификации объектов 
на цифровых изображениях микроскопических препаратов, окрашенных 
по методу Циля-Нильсена. 
Материалы и методы исследования
Материалом исследования явились 343 687 объектов, выделенных с 
использованием одного из разработанных нами алгоритмов, на цифро-
вых изображениях микроскопических препаратов мокроты, окрашенной 
по методу Циля-Нильсена [14], полученных с помощью тринокулярного 
микроскопа Микромед 1 вар. 3–20 при увеличении 10×60 с установлен-
ной цифровой камерой ToupCam UCMOS01300KPA с разрешением 0,3 
MP. Каждое изображение имело разрешение 572 х 422 пикселей. Среди 
выделенных объектов 6 708 объектов являются КУМ, а 336 979 объек-
тов – иные объекты (артефакты, скопления мокроты, части клеток и т.д.).
Анализ данных объектов производился по 240 цветовым и морфоме-
трическим признакам. Данные признаки разделены на 3 группы, кото-
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рые подразделяется на подгруппы. Для анализа использована следующая 
классификация признаков:
1. Основные морфометрические признаки объектов:
а) попиксельная площадь объектов (в пикселях);
б) размер объектов по оси X (в пикселях);
в) размер объектов по оси Y (в пикселях).
2. Радиальные размеры объектов и их соотношения:
а) размеры от центра объекта до его края (всего 72 параметра);
б) соотношения противолежащих размеров от центра объекта до 
его края (всего 36 параметров);
в) соотношения перпендикулярных размеров от центра объекта 
до его края (всего 72 параметра);
г) соотношения перпендикулярных размеров от одного края объ-
екта до его противоположного края (всего 36 параметров).
3. Цветовые признаки объектов:
а) характеристики цвета объектов в цветовой схеме RGB (всего 9 
параметров);
б) характеристики цвета объектов в цветовой схеме HSV (всего 9 
параметров);
в) характеристики цвета объектов в оттенках серого (всего 3 пара-
метра).
Основные морфометрические признаки объектов, радиальные раз-
меры объектов и их соотношения измеряются в пикселях. Измерение 
цветовых признаков осуществлялось в безразмерных единицах, однако 
интервал возможных значений отличался в зависимости от цветовой схе-
мы. Так, цвета объектов в цветовой схеме RGB и в оттенках серого изме-
рялись в интервале от 0 до 255, параметры, отражающие H в цветовой 
схеме HSV, измерялись в интервале от 0 до 359, а параметры, характери-
зующие S и V, измерялись в интервале от 0 до 100.
Оценка информативности признаков изучаемых объектов осуществля-
лась с помощью методов Шеннона [15, 16] и Кульбака [17, 18, 19, 20, 21].
Информативность по методу Шеннона определялась с помощью сле-
дующей формулы:
                       (1)
где I(xi) – информативность признака xi, G – количество интервалов при-
знака, Pi – вероятность i интервала признака, K – количество классов при-
знака (равно 2 – класс КУМ и класс иных объектов), P
i,k
 – вероятность 
появления i интервала признака в k классе.
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Вероятность i интервала признака (Pi), рассчитывалась по формуле:
                                                (2)
где m
i,k
 – частота появления i интервала в k классе, K – количество клас-
сов признака, N – общее число объектов.
Вероятность появления i интервала признака в k классе (P
i,k
) рассчи-
тывалась по формуле:
                                               (3)
где m
i,k
 – частота появления i интервала в k классе, K – количество клас-
сов признака.
Информативность по методу Кульбака определялась с помощью сле-
дующей формулы:
                              (4)
где I(xi) – информативность признака xi, G – количество интервалов при-
знака, Pi1 – вероятность появления i интервала признака в первом классе 
(в классе объектов КУМ), P
i2
 – вероятность появления i интервала при-
знака во втором классе (классе объектов не КУМ).
Вероятность появления i интервала признака в первом классе (Pi1) рас-
считывалась по формуле:
                                                 (5)
где mi1 – частота появления i интервала в первом классе (классе объектов 
КУМ).
Вероятность появления i интервала признака во втором классе (P
i2
) 
рассчитывалась по формуле:
                                                 (6)
где m
i2
 – частота появления i интервала во втором классе (классе объек-
тов не КУМ).
Количество интервалов признаков рассчитывалось с использованием 
формулы Стерджеса [22]:
n = 1 + [log
2
N]                                                (7)
где n – количество интервалов признака, N – общее число объектов.
После определения информативности всех признаков формировался 
упорядоченный список, в котором на первом месте находился признак с 
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наибольшей информативностью, а на последнем месте – признак с наи-
меньшей информативностью. Для оценки качества отбора признаков все 
объекты (343 687) были разделены на обучающее (309 318 объектов) и 
тестовое множество (34 369 объектов). 
Оценка качества отбора признаков производилась с использова-
нием наивного Байесовского классификатора в несколько итераций. 
На первой итерации для построения модели классификации объек-
тов (КУМ и иные объекты) на обучающем множестве использовался 
один признак с наибольшей информативностью. На каждой следую-
щей итерации к признакам, на основе которых ранее осуществляется 
классификация объектов, добавлялся еще один признак, следующий по 
уменьшению значения информативности. Также на каждой итерации 
с использованием тестового множества вычислялась доля правильно 
классифицированных объектов. Обучение моделей наивного Байесов-
ского классификатора выполнялось с использованием KNIME Analytics 
Platform v.3.1.2.
Результаты исследования и их обсуждение
По результатам наивного байесовского классификатора были получе-
ны списки признаков, упорядоченные по убыванию их информативности. 
На рисунке 1 представлен список из 15 признаков, имеющих наиболь-
шую информативность по методу Шеннона. Приведенные на рисунке 1 
данные свидетельствуют о том, что наибольшую информативность по 
методу Шеннона имеют цветовые признаки классифицируемых объектов 
и соотношения размеров данных объектов.
Несмотря на то, что признак «Минимальное значение H» имеет 
большую информативность по сравнению с другими признаками, как 
видно из данных приведенных на рисунке 2, наибольшая доля верно 
классифицированных объектов была достигнута на 6 итерации, когда 
в модель наивного байесовского классификатора были включены сле-
дующие 6 признаков: «Минимальное значение H» (информативность 
по методу Шеннона – 0,9634), «Среднее значение B» (0,7114), «Макси-
мальное значение B» (0,6856), «Соотношение 25 и 43» (0,6833) и «Со-
отношение 26 и 44» (0,6752) радиальных размеров объектов и «Среднее 
значение S» (0,6715).
Приведенные выше результаты связаны с тем, что высокое значение 
информативности того или иного признака не всегда позволяет одно-
значно классифицировать объекты, а добавление в классификационную 
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модель признаков, имеющих небольшую информативность приводит к 
лучшим результатам классификации. Например, включение в класси-
фикационную модель только «Минимального значения H», имеющего 
максимальную информативность по методу Шеннона (0,9634), позволя-
ет классифицировать объекты с 50,4% долей верной классификации, а 
добавление такого признака как «Среднее значение B» со сравнительно 
меньшей информативностью по методу Шеннона (0,7114), позволяет уве-
личить долю верной классификации до 85,8%.
Рис. 1. Признаки, имеющие наибольшую информативность по методу Шеннона
На рисунке 3 представлен список из 15 признаков, имеющих наиболь-
шую информативность по методу Кульбака. Данные, приведенные на ри-
сунке 3, указывают на то, что наибольшую информативность по методу 
Кульбака имеют радиальные размеры объектов и их соотношения. Это 
существенно отличается от списка признаков, имеющих наибольшую ин-
формативность по методу Шеннона. Данный факт объясняется тем, что 
методы Шеннона и Кульбака по-разному определяют информативность. 
Так, метод Шеннона оперирует средневзвешенным количеством инфор-
мации, приходящимся на различные интервалы признаков, а метод Куль-
бака оценивает расхождение между двумя классами.
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Рис. 2. Информативность признаков по методу Шеннона, добавляемых                       
на каждой итерации, и изменение доли верно классифицированных объектов
Рис. 3. Признаки, имеющие наибольшую информативность по методу Кульбака
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Анализ признаков, имеющих наибольшую информативность по ме-
тоду Кульбака, показывает, что среди них отсутствуют признаки с су-
щественно большей информативностью по сравнению с остальными. 
При этом включение в классификационную модель признака, имеюще-
го наибольшую информативность, позволило получить долю верной 
классификации – 74,2%. Однако дальнейшее включение признаков на 
последующих итерациях не дало существенного увеличения доли вер-
но классифицированных объектов (до 75,6% на 13-ой итерации). Лишь 
добавление 14 признаков, имеющих наибольшую информативность по 
методу Кульбака, позволило добиться максимальной доли верно класси-
фицированных объектов – 78,0%. 
Рис. 4. Информативность признаков по методу Кульбака, добавляемых                          
на каждой итерации, и изменение доли верно классифицированных объектов
Несмотря на достижение максимальной доли верной классификации 
объектов (78,0%) на 14-ой итерации обучения наивного Байесовского 
классификатора с включением признаков, имеющих наибольшую инфор-
мативность по методу Кульбака, данный показатель был меньше, чем мак-
симальная доля верной классификации (86,4%) на 6-ой итерации обучения 
классификационной модели с включением признаков, имеющих наиболь-
шую информативность по методу Шеннона.
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Заключение
Таким образом, вычислительные эксперименты показали, что методы 
оценки информативности Шеннона и Кульбака могут применяться для 
снижения признакового пространства при построении и исследовании 
медицинских прогностических моделей и в частности при классифика-
ции объектов, выделенных на цифровых изображениях микроскопиче-
ских препаратов мокроты, окрашенной по методу Циля-Нильсена. При 
этом, использование метода Шеннона позволяет в большей мере сокра-
тить количество признаков, обеспечивая при этом значительную долю 
верной классификации объектов.
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