Actions, Charges and Off-Shell Fields in the Unfolded Dynamics Approach by Vasiliev, M. A.
ar
X
iv
:h
ep
-th
/0
50
40
90
v3
  1
 Ju
n 
20
05
hep-th/0504090
FIAN/TD/07–05
Actions, Charges and Off-Shell Fields in the
Unfolded Dynamics Approach
M.A. Vasiliev
I.E.Tamm Department of Theoretical Physics, Lebedev Physical Institute,
Leninsky prospect 53, 119991, Moscow, Russia
Abstract
Within unfolded dynamics approach, we represent actions and con-
served charges as elements of cohomology of the L∞ algebra underlying
the unfolded formulation of a given dynamical system. The unfolded
off-shell constraints for symmetric fields of all spins in Minkowski space
are shown to have the form of zero curvature and covariant constancy
conditions for 1-forms and 0-forms taking values in an appropriate star
product algebra. Unfolded formulation of Yang-Mills and Einstein equa-
tions is presented in a closed form.
1 Introduction
Nonlinear dynamics of massless higher spin (HS) gauge fields was formulated
[1, 2] within the unfolded formulation [3] in which the dynamical equations
have a form of certain covariant constancy and zero-curvature conditions with
respect to space-time coordinates. This form of the equations is useful in var-
ious respects because its formal consistency controls gauge symmetries and
diffeomorphisms. The unfolded formalism works beautifully and efficiently for
the infinite sets of fields of all spins through the concise formalism of certain
generating functions [1, 2]. Although the unfolded formulation exists, in prin-
ciple, for any dynamical system, it may not necessarily be clear how to develop
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it in a closed form for one or another specific model. In particular, the un-
folded formulation of the nonlinear Einstein and Yang-Mills equations was not
known so far, although some first order corrections have been explicitly found
in [4] for pure Einstein gravity. One of the motivations of this paper was to
fill in this gap by constructing unfolded formulation for these nonlinear lower
spin systems.
One has to distinguish between off-shell unfolded formulation that only
takes into account the Bianchi identities and on-shell formulation that takes
into account field equations. The formulation of the HS dynamics in AdSd
developed in [2] gives both the off-shell formulation (as was emphasized in
[5]) and on-shell formulation. The latter results from factorization of the ideal
associated with the off-shell degrees of freedom that are trivial on-mass-shell [2]
(for more details see [6]). As shown originally in [7], consistent HS interactions
with gravity require AdS background with non-zero cosmological constant as
the most symmetric vacuum. This is why the formalism of [2] was designed to
incorporate AdS background and AdS symmetries in a most natural way.
The relevance of the AdS background concerns the action principle and,
therefore, HS field equations. There is no reason, however, to expect that AdS
description may play any significant role in the off-shell formulation. Indeed,
Bianchi identities in any system are merely identities: no obstruction can result
from rewriting them in the unfolded form in any background. Therefore, the
unfolded off-shell formulation of [2] should be expected to admit a flat limit
in one or another way. A new result presented in this paper is the unfolded
form of off-shell nonlinear constraints for symmetric fields of all spins in flat
background.
So far the unfolded formulation was applied [3] (see also [8, 9, 6] for reviews)
to the analysis of the field equations and/or constraints. In this paper we
extend this approach to the action level. The explanation of the general idea
and main ingredients of the unfolded formulation is the content of section 2.
Let us note that a closely related structure is L∞ algebra [10].
The unfolded form of the off-shell constraints for symmetric fields turns out
to be so simple and inspiring that we start in section 3 with giving the final
results leaving detailed proofs and explanations for the rest of the paper which
is organized as follows. After recalling unfolded formulation of free symmetric
fields in section 4 and a few relevant algebraic properties in section 5 we show
in section 6 that linearization of the nonlinear equations of section 3 correctly
reproduces the linearized unfolded constraints for massless fields. Nonlinear
unfolded constraints are analysed in section 7. In particular, in subsection
7.1 the unfolded formulation of the off-shell constraints for Yang-Mills and
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Einstein theories is obtained in the closed form. The on-shell unfolded for-
mulation for Yang-Mills and Einstein equations is discussed in section 8. It is
shown here that the key constraints still have the form of Yang-Mills and Ein-
stein equations although in terms of different variables. Alternative versions
of unfolded constraints are discussed in section 9. In Appendix A we extend
the construction of unfolded dynamics to the general case with explicit de-
pendence on space-time coordinates. Theorems on σ− cohomology, which play
central role in the dynamical analysis of an unfolded system, are reproduced
in Appendix B to make this paper as self contained as possible.
2 Unfolded Dynamics
2.1 Unfolded equations
Let Md be a d-dimensional space-time manifold with coordinates xn (n =
0, 1, . . . d − 1). By unfolded formulation of a linear or nonlinear system of
differential equations and/or constraints in Md we mean its equivalent refor-
mulation in the first-order form
dW α(x) = Gα(W (x)) , (2.1)
where d = dxn ∂
∂xn
is the de Rham differential inMd,W α(x) is a set of degree pα
differential forms and Gα(W ) is some degree pα+1 function of the differential
forms W α
Gα(W ) =
∞∑
n=1
fαβ1...βnW
β1 ∧ . . . ∧W βn , (2.2)
where the coefficients fαβ1...βn satisfy the (anti)symmetry condition
fαβ1...βk...βl...βn = (−1)
pβkpβlfαβ1...βl...βk...βn (2.3)
(an extension to the supersymmetric case with addition boson-fermion grading
is straightforward) and Gα satisfies the condition
Gβ(W ) ∧
∂Gα(W )
∂W β
= 0 (2.4)
equivalent to the following generalized Jacobi identity on the structure coeffi-
cients
m∑
n=0
(n+ 1)f γ [β1...βm−nf
α
γβm−n+1...βm} = 0 , (2.5)
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where the brackets [ } denote an appropriate (anti)symmetrization of all indices
βi. Strictly speaking, the generalized Jacobi identities (2.5) have to be satisfied
only at pα < d for the case of a d-dimensional manifold M
d where any d+ 1-
form is zero. Given solution of (2.5) it defines a free differential algebra. We
call a free differential algebra universal if the generalized Jacobi identity is true
for all values of indices, i.e., independently of a particular value of space-time
dimension. The HS free differential algebras discussed in this paper belong
to the universal class. Note that every universal free differential algebra is
associated with some L∞ algebra
1 [10].
The condition (2.4), which can equivalently be rewritten as
Q2 = 0 , Q = Gα(W )
∂
∂W α
, (2.6)
guarantees the formal consistency of the unfolded system (2.1) with d2 = 0
for all W α. This form of the compatibility condition manifests close rela-
tion of our construction with Q-manifolds [14] and, more generally, with the
Batalin-Vilkovisky approach [15] (see [16] for a recent discussion of the latter
relationship). The unfolded equations (2.1) now imply
dF (W (x)) = Q(F (W (x)) (2.7)
for any function F (W ) that does not contain explicit dependence on the coor-
dinates xn, i.e., depends only on W α. This form of the unfolded equations is
analogous to the Hamiltonian equations in the standard 1d Hamiltonian dy-
namics. (For completeness, let us mention that, as explained in more detail in
Appendix A, the unfolded formulation admits a natural extension to the case
where the function Gα = Gα(W,x) depends explicitly on the coordinates xn.)
The equation (2.1) is invariant under the gauge transformation
δW α = dεα + εβ
∂Gα(W )
∂W β
, (2.8)
1The difference is that a form degree pα of W
α is fixed in a universal free differential
algebra while Wα in L∞ are treated as local coordinates of a graded manifold. A universal
free differential algebra can be obtained from a L∞ algebra by an appropriate projection to
specific form degrees. (For more detail on this relationship we refer the reader to [11]. I am
grateful to Maxim Grigoriev for illuminating discussion of this relationship.) The language
of free differential algebras used in the earlier papers [3, 9] (however, with the important
extension to the case with 0-forms included), where the unfolding approach was originally
suggested and applied to the analysis of HS models, was introduced into field-theoretical
literature in [12]. In the absence of 0-forms, the structure of these algebras was classified by
Sullivan [13].
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where the derivative ∂
∂W β
is left and the gauge parameter εα(x) is a (pα − 1)-
form. (0-forms W α do not give rise to gauge parameters.)
An example of a free differential algebra can be constructed as follows. Let
h be a Lie algebra, a basis of which is the set {Tα}. Let ω = ω
αTα be a 1-form
taking values in h. If one chooses G(ω) = −ω ∧ ω ≡ −1
2
ωα ∧ ωβ[Tα, Tβ], then
the equation (2.1) with W = ω is the zero-curvature equation
dω + ω ∧ ω = 0 . (2.9)
The relation (2.4) amounts to the usual Jacobi identity for the Lie algebra h.
(2.8) is then the usual gauge transformation of the connection ω.
If the set W α also contains some p-forms denoted by Ci (e.g. 0-forms) and
if the functions Gi are linear in ω and C
Gi = −ωα(Tα)
i
j ∧ C
j , (2.10)
then the relation (2.4) implies that the matrices (Tα)
i
j form some representa-
tion T of h, acting in a space V where the Ci take their values. The corre-
sponding equation (2.1) is a covariant constancy condition
DωC = 0 (2.11)
with Dω ≡ d+ ω being a covariant derivative in the h-module V .
The zero-curvature equations (2.9) usually describe background geometry
in a coordinate independent way. For example, let h be the Poincare algebra
with the gauge fields
ω(x) = en(x)Pn + ω
nm(x)Lnm , (2.12)
where Pn and Lnm are generators of translations and Lorentz transformations
with the respective gauge fields en(x) and ωnm(x) to be identified with the
frame 1-form and Lorentz connection, respectively (fiber Lorentz vector in-
dices m,n . . . run from 0 to d − 1 and are raised and lowered by the flat
Minkowski metric). It is well-known that the zero-curvature condition (2.9)
for the Poincare` algebra amounts to the zero-torsion condition
Rn = den − ωnm ∧ e
m = 0 , (2.13)
which expresses ωnm in terms of derivatives of the frame field, and the Riemann
tensor vanishing condition
Rmn = dωmn − ωmk ∧ ω
kn = 0 , (2.14)
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which implies flat Minkowski space-time geometry.
As a result, at the condition that e0n
n(x) is a nondegenerate matrix, the
zero-curvature condition (2.9) for the Poincare` algebra describes Minkowski
space-time in a coordinate independent way. By choosing a different Lie alge-
bra h one can describe a different background like, e.g., (anti-) de Sitter. The
covariant constancy equation (2.11) can describe linear equations in a chosen
background.
2.2 Dynamical content
Any consistent system of partial differential equations and/or constraints can,
in principle, be re-written in the unfolded form by adding enough auxiliary
variables [17]. The unfolded formulation is a multidimensional covariant (i.e.
coordinate independent) generalization of the first–order formulation
dt
∂
∂t
qα = Gα(q) , Gα = eF α (2.15)
available for any system of ordinary differential equations by adding auxiliary
variables to be identified with higher derivatives of the dynamical variables
of the original system of differential equations. Here e is a einbein 1-form
that can be identified with dt because a one-dimensional space-time is always
flat. In this d = 1 example, the condition (2.4) trivializes because e ∧ e = 0,
i.e. any function F α(q) is allowed. Note that this condition is true for an
arbitrary number of coordinates of the ambient space (i.e., dxm), provided
that e = dxmem does not carry fiber indices. This means that the system
is universal. Although, for the case of d > 1 with en having d components,
nontrivial consistency conditions have to be taken into account, the simplest
d = 1 example illustrates the general mechanism.
The structure of first-order ordinary differential equations is as follows
∂
∂t
qα˜i = a
α˜
i q
α˜
i+1 + . . . , i = 0, 1, 2, . . . , (2.16)
where aα˜i are some coefficients and dots denote higher order nonlinear correc-
tions. If all coefficients aα˜i are different from zero, the equations (2.16), treated
perturbatively, describe a set of constraints that express all qα˜i+1 via derivatives
of qα˜0 . If some coefficient a
α˜
j vanishes, this means that there is some nontrivial
differential equation on qα˜0 , which is of order j at the linearized level. In the
first order formulation (in particular, in the Hamiltonian formalism) the initial
data problem is fixed in terms of values of all variables qα at a given point of
“space-time” t = t0.
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In the general case of d > 1 these properties have clear analogues. Nontriv-
ial dynamical fields (i.e., those that are different from auxiliary fields expressed
via derivatives of the dynamical fields), gauge symmetries and true differen-
tial field equations, are classified in terms of the so-called σ− cohomology [18]
that roughly speaking controls zeros among the coefficients analogous to aα˜i of
the linearized equations. The σ− cohomology is a perturbative concept that
emerges in the linearized analysis with
W α(x) = W α0 (x) +W
α
1 (x) , (2.17)
where W α0 (x) is a particular solution of (2.1) and W
α
1 (x) is treated as a per-
turbation. W α0 (x) is nonzero in a field-theoretical system because it should de-
scribe a background gravitational field. Typically, W α0 (x) = (e
n
0 (x) , ω
nm
0 (x)),
where en0 (x) and ω
nm
0 (x) are frame and Lorentz connection 1-forms of the back-
ground space-time (e.g., Minkowski, (A)dS, etc.) Linearized equations (2.1)
dW α1 (x) =W
β
1 (x)
δGα
δW β
∣∣∣
W=W0
(2.18)
can be rewritten in the form (2.11)
D0W
α
1 (x) = 0 , (2.19)
where D0 is some differential which squares to zero as a consequence of the
consistency condition (2.4),
D20 = 0 . (2.20)
Usually a set of fields W1 admits a grading G with the spectrum bounded
from below. The grading G typically counts a rank of a tensor (equivalently,
a power of an appropriate generating polynomial). Suppose that
D0 = D˜0 + σ− + σ+ , (2.21)
where
[G , σ−] = −σ− , [G , D˜0] = 0 (2.22)
and σ+ is a sum of operators of positive grade. From (2.20) it follows that
σ2− = 0 . (2.23)
Provided that σ− acts vertically (i.e. does not differentiate x
n), the dynamical
content of the dynamical system under investigation is determined by coho-
mology of σ−. Namely, as shown in [18], for a pα-form W
α that takes values
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in a vector space V , Hp+1(σ−, V ), H
p(σ−, V ) and H
p−1(σ−, V ) describe, re-
spectively, differential equations, dynamical fields and differential gauge sym-
metries encoded by the equation (2.19). (For more detail see Appendix B and
[6].) The case with Hp+1(σ−, V ) = 0 is analogous to that of (2.16) with all
coefficients aα˜i different from zero where no differential equations on the dy-
namical variables are imposed. In this case, the equations (2.1) just express
the Bianchi identities for the constraints on auxiliary fields. Equations of this
type will be referred to as off-shell. (Let us stress that this definition is true
both for linear and for non-linear cases: nonlinear equations are off-shell if
their linearization is off-shell.)
The degrees of freedom, that is variables that fix a (local) solution of the
equations (2.1) modulo gauge ambiguity, are values of all 0-forms Cφ(x) among
W α(x), taken at any given point xn = x
n
0 [9] analogous to t0 of the d = 1 case.
For a field-theoretical system with infinite number of degrees of freedom to
be described this way an infinite set of 0-forms has to be introduced. For
a topological system with a finite number of degrees of freedom, unfolded
equations with a finite number of 0-forms may be available.
Whether a system is on-shell or off-shell depends not only on Gα(W ) but,
in first place, on a space-time Md and a chosen vacuum solution W α0 (x). In
particular, dynamical interpretation may be different for different dimensions
of the space-time. On the other hand, from the unfolded equations (2.1) it
follows that the dependence on the coordinates xn is reconstructed in terms
of values of the fields W α(x) at any given point x
n
0 . This means, in turn,
that the role of coordinates xn is somewhat auxiliary as was first noted in the
context of HS dynamics in [19]. As emphasized in [20] the role of coordinates is
that they help to visualize physical local events via a specific physical process.
Moreover, a result of such a visualization to large extent depends not on a
chosen manifoldMd, where one or another equation (2.1) is written, but mostly
on the specific form of the function Gα. This property was used for practical
purposes of equivalent reformulation of field equations in different space-times
with additional commuting [21, 20] and anticommuting [22] coordinates.
2.3 Actions and conserved charges
Independently of the dynamical interpretation of a given unfolded system, its
invariants like actions and conserved charges turn out to be associated with
the cohomology of the differential Q (2.6).
First suppose that the system (2.1) is off-shell. Let us extend the set of
forms W α with a d − 1-form E and a d-form L extending the equations (2.1)
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with the equations
dE = L−L(W ) , (2.24)
dL = 0 , (2.25)
where L(W ) is some Lagrangian function of the variablesW α which is Q-closed
QL = 0 : Gα(W )
∂
∂W α
L(W ) = 0 . (2.26)
The latter condition guarantees that the extended system remains consistent,
i.e. Q′ = Q+ (L− L) ∂
∂E
satisfies (Q′)2 = 0.
We define action S as the integral of L over a d-cycle Md
S =
∫
Md
L , (2.27)
which, in turn, can be embedded into a larger space. By (2.25), the result
is independent of local variations of this embedding. The action S (2.27) is
gauge invariant. Actually, the gauge transformation (2.8) gives for E and L
δE = dǫE + ǫL − ǫ
α∂L(W )
∂W α
, (2.28)
δL = dǫL . (2.29)
Assuming that Md has no boundary (or that the field variables fall down fast
enough at infinity) the action (2.27) remains invariant under the transforma-
tion (2.29). Therefore, the action (2.27) is invariant under the full set of the
gauge transformations (2.8).
One can use the gauge parameter ǫL to gauge fix E to zero. In this gauge,
the action (2.27) takes the form
S =
∫
Md
L(W ) . (2.30)
Taking into account (2.26) it is easy to see directly that this action is invariant
under the gauge transformations (2.8).
If L is Q-exact, i.e. L = Gα(W ) ∂
∂Wα
E , by a field redefinition
E → E ′ − E(W ) , (2.31)
this case is equivalent to that with L = 0, i.e. Q-exact Lagrangians L(W ) do
not generate nontrivial actions (as is also obvious from (2.7)). Thus, nontrivial
invariant actions are in the one-to-one correspondence with the Q cohomology
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of the original off-shell system. A Lagrangian function L is a representative of
a Q cohomology class.
If the system is on-shell and a representative L of the Q cohomology is a
p-form, the same formula (2.30) describes a conserved charge as an integral
over a p–cycle Σ
q =
∫
Σ
L . (2.32)
Taking into account that whether a dynamical system is on-shell or off-
shell depends on the choice of space-time manifold Md rather than on Gα(W ),
we conclude that there is no big difference in the unfolded dynamics approach
between actions and conserved charges associated with the same Q-cohomology
in seemingly different dynamical systems described by the same operator Q. It
is interesting to study physical consequences of this surprising identification.
Another point we would like to stress is that the Q–cohomology describes
full invariant actions and charges of the unfolded system at hand rather than
perturbative deformations of interactions, as one would normally expect of a
cohomology.
2.4 Scalar field example
To describe an off-shell scalar field C(x) in the unfolded form, we introduce
following [18] the infinite set of 0-forms Cm1...mn(x) (n = 0, 1, 2, . . .), which are
completely symmetric tensors
Cm1...mn = C{m1...mn} . (2.33)
The off-shell “unfolded” equations are
dCm1...mn = e
k
0Cm1...mnk , (n = 0, 1, . . .) , (2.34)
where we use Cartesian coordinates with vanishing Lorentz connection that
allows us to replace the Lorentz covariant derivative DL0 by the exterior differ-
ential d. This system is formally consistent because applying d on both sides of
(2.34) does not lead to any new condition as ek0 ∧ e
l
0 = −e
l
0∧ e
k
0 . This property
implies that the space V of 0-forms Cm1...mn spans some representation of the
Poincare´ algebra iso(d − 1, 1). In other words, V is an infinite-dimensional
iso(d− 1, 1)-module2.
2Strictly speaking, to apply the general argument of subsection 2.1 one has to check that
the equation remains consistent for any flat connection in iso(d− 1, 1). It is not hard to see
that this is true indeed.
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Let us identify the scalar field C(x) with Cm1...mn(x) at n = 0. Then the
first two equations of the system (2.34) read
∂nC = Cn , ∂nCm = Cmn , (2.35)
where we have identified the world and tangent indices via (e0)
m
m = δ
m
m. The
first of these equations just tells us that Cn is the first derivative of C. The
second one tells us that Cnm is the second derivative of C. All other equations
in (2.34) express highest tensors in terms of the higher-order derivatives
Cm
1
...mn
= ∂m
1
. . . ∂mnC (2.36)
and impose no conditions on C. From this formula it is clear that the meaning
of the 0-forms Cn
1
...nn
is that they form a basis in the space of all derivatives
of the dynamical field C(x), including the derivative of order zero which is the
field C(x) itself. Thus, the system (2.34) is off-shell: it forms an infinite set
of constraints which express all highest tensors in terms of derivatives of C
according to (2.36).
The above consideration is simplified by means of introducing the auxiliary
coordinate yn and the generating function
C(y|x) =
∞∑
n=0
1
n !
Cm1...mn(x)y
m1 . . . ymn
with the convention that C(0|x) = C(x). The equations (2.34) then acquire
the simple form
∂
∂xm
C(y|x) = δmm
∂
∂ym
C(y|x) . (2.37)
From this realization one concludes that the translation generators in the
infinite-dimensional module V of the Poincare´ algebra are realized as transla-
tions in the y–space, i.e. Pn = −
∂
∂yn
. The equation (2.37) reads as a covariant
constancy condition
dC(y|x) + en0PnC(y|x) = 0 . (2.38)
Comparing this formula with (2.21) and (2.22) we see that the operator
−σ− is the de Rham differential in the y space
σ− = −dx
n ∂
∂yn
. (2.39)
The grading operator
G = yn
∂
∂yn
, [G , σ−] = −σ− (2.40)
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counts a degree of the variables yn, that is a rank n of a tensor Cm1...mn . By the
Poincare` lemma we see that H0(σ−, V ) is one-dimensional that corresponds to
a single dynamical field C(x), and H1(σ−, V ) = 0 that corresponds to the
absence of dynamical equations on C(x).
To put the system on-shell by imposing massless or massive Klein-Gordon
equation in flat Minkowski space
( x +m
2)C(x) = 0 , x =
∂2
∂xm∂xm
(2.41)
is equivalent to imposing the on-shell condition in the fiber variables
( y +m
2)C(y|x) = 0 , y ≡
∂2
∂ym∂ym
.
In terms of component tensors Cm1...mn(x) the latter conditions are equivalent
to certain tracelessness conditions which express first traces of the fields in
terms of the same set of fields. In the massless case m = 0, the condition is
[17] that the Cm1...mn(x) is traceless
3. Indeed from (2.35) it follows that the
tracelessness of Cnm implies the Klein-Gordon equation. We refer the reader
to [6] to see how the Klein-Gordon equation results from the σ− cohomology
H1(σ−, Vˆ ) in the space Vˆ of traceless tensors.
Note that in the 1d case, where indices take only one value, the set of
traceless tensors Cm1...mn contains only two nonzero components: those with
n = 0 and n = 1. These are the coordinate and momentum of the standard
first-order (e.g., Hamiltonian) formalism.
Now we discuss invariant functionals in the scalar field case. Let us start
with the off-shell case. Consider
L = en1 ∧ . . . ∧ endǫn1...ndℓ(C,C
n, Cnm, . . .) , (2.42)
where ǫn1...nd is completely antisymmetric tensor and ℓ(C,C
n, Cnm, . . .) is an
arbitrary Lorentz invariant function (i.e., all vector indices are contracted by
the Minkowski metric). The differential Q acts as follows
QC(y|x) =
(
ωnmy
n ∂
∂ym
+ em
∂
∂ym
)
C(y|x) , (2.43)
Qen = ωnm ∧ em , Qω
nm = ωnk ∧ ωk
m , (2.44)
3Note that, as shown in [23] for the 3d example and then in [18] for the general case,
even in the massive case, one can still work with traceless tensors Cm1...mn(x) by modifying
appropriately the form of the operator Pn in (2.38).
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where the 1-forms ωnm and e
m describe Lorentz connection and frame field in
any coordinates. We see that QL = 0 because (i) ℓ(C,Cn, Cnm, . . .) is Lorentz
invariant (which means that all terms with ωnm cancel out) and (ii)
en1 ∧ . . . ∧ end ∧ em ≡ 0 (2.45)
because antisymmetrization over d + 1 indices n, which take d values, gives
zero.
The formula (2.42) gives a most general Lorentz invariant Lagrangian of a
scalar field. (Q-cohomology describes actions because Q-exact Lagrangians are
total derivatives by the unfolded equation (2.7).) Let us note that we arrived
at Poincare` invariant Lagrangians because the 1-forms in the model are the
gauge fields of the Poincare` algebra. Actually, from the general consideration
of subsection 2.3 it follows that the constructed action is invariant under local-
ized Poincare gauge transformations. As explained in more detail e.g. in [6],
assuming that the gravitational fields ωnm and en are some fixed background
fields this local symmetry reduces to the global Poincare symmetry (in any
chosen coordinate system).
Let us now discuss conserved charges for the on-shell scalar field. We set
L = ǫn1...nde
n1 ∧ . . . ∧ end−1Jnd(C,Cn, Cnm, . . .) , (2.46)
where Jk(C) is a Lorentz vector. Using that
ǫn1...nd−1ke
n1 ∧ . . . ∧ end−1 ∧ em = d−1ǫn1...ndδ
m
k e
n1 ∧ . . . ∧ end (2.47)
we obtain
QL = (−1)dd−1en1 ∧ . . . ∧ endǫn1...nd
∞∑
k=1
Cm1...mk
δJmk
δCm1...mk−1
. (2.48)
For example, taking into account that Cn
n = 0, the condition QL = 0 is
satisfied by the standard spin one current
Jαβn = C
α
nC
β − CβnC
α , (2.49)
where α and β are color indices. One can analogously construct all other
conserved currents with higher spins4 [24, 25, 8, 26]. The Q cohomology factors
4Note that, in flat space, the currents with manifest dependence on the coordinates can
also be analysed by virtue of introducing coordinates as new 0-form variables xn satisfying
the unfolded equations d(xn)− ωnmxm = e
n.
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out so-called improvements thus characterizing conserved charges rather than
currents.
The example of unfolded scalar field is so simple that one might think the
procedure is a sort of a trivial substitution of the original x coordinates with
the fiber y coordinates. This is true to some extent at the free field level
(especially in Minkowski background space-time with no x-dependence of the
coefficients of the equations), but is not the case in less trivial situations like
those with interactions. The advantage of the formalism is that in the sector of
fiber variables it is always a sort of flat: in particular, indices are contracted by
the flat Minkowski metric tensor. The situation here is analogous to that in the
Fedosov quantization prescription [27] which reduces the nontrivial problem of
quantization in a curved background to the standard problem of quantization
of the flat phase space, that, of course, becomes an identity when the ambient
space is flat itself. It is worth to mention that this parallelism is not accidental
because, as one can easily see, the Fedosov quantization prescription provides a
particular case of the general unfolding approach [3] in the dynamically empty
(i.e. off-shell) situation. Note that parallelism between unfolded dynamics
and Fedosov quantization was also discussed recently in [16].
3 Off-Shell Unfolded Fields in Minkowski Space
Both off-shell and on-shell unfolded formulation of free massless fields of all
spins is by now well-known (see, e.g. [6] for a review and references). Before
recalling details of the unfolded free field theory in section 4, we formulate in
this section the final results for the full nonlinear system of off-shell unfolded
constraints for symmetric fields of all spins in flat background and its lower
spin reductions to the Yang-Mills and Einstein theories.
To this end we introduce a 1-form A(p, y|x) = dxnAn(p, y|x) and 0-form
F (p, y|x) which depend on the usual commuting space-time coordinates xn and
a pair of fiber Lorentz vectors pn and y
n (recall that both base indices m,n . . .
and fiber Lorentz indices m,n . . . run from 0 to d − 1). The variables pn and
yn form a canonical pair with nonzero commutation relations
[pm , y
n]∗ = h¯δ
n
m , (3.1)
where [a , b]∗ = a ∗ b− b ∗ a, the deformation “Planck constant” parameter h¯ is
introduced for the future convenience and the Weyl star product is defined in
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the standard way
(f ∗ g)(p, y) = f(p, y) exp
h¯
2
( ←−∂
∂pn
∂
∂yn
−
←−
∂
∂yn
∂
∂pn
)
g(p, y) . (3.2)
Let D be the covariant derivative
D = h¯ d+ A = dxn
(
h¯
∂
∂xn
+ An(p, y|x)
)
. (3.3)
The nonlinear unfolded off-shell HS formulation in flat space takes extremely
simple form of the zero-curvature and covariant constancy conditions
D2 = 0 , D(F ) = 0 (3.4)
that is
dA+ h¯−1A ∗A = 0 , dF + h¯−1[A, F ]∗ = 0 . (3.5)
In addition there is a “boundary condition” that
A = A0 + A1 , F = F0 + F1 , (3.6)
where
A0 = dx
nen
npn + ωn
nmpnym , (3.7)
and
F0 =
1
2
pnp
n (3.8)
are zero-order parts while A1 and F1 are fluctuations. Here en
n and ωn
nm =
−ωn
mn describe frame 1-form and Lorentz connection of the background Minkowski
space-time, i.e. en
n(x) is a nondegenerate matrix and the vacuum equation
dA0 + h¯
−1A0 ∗ A0 = 0 (3.9)
is satisfied, which in turn is equivalent to the zero-torsion condition (2.13) (the
part proportional to pn) and vanishing Riemann tensor condition (2.14) (the
part proportional to p[nym]). A solution that describes Minkowski space-time
in Cartesian coordinates is en
m = δmn and ωn
mn = 0.
The fields A(p, y|x) and F (p, y|x) are power series in the fiber variables pn
and ym. It is convenient to expand them in powers of the fiber momenta pn
A(p, y|x) =
∞∑
s=1
dxnAn
n1...ns−1(y|x)pn1 . . . pns−1 , (3.10)
15
F (p, y|x) =
∞∑
s=0
F n1...ns(y|x)pn1 . . . pns . (3.11)
A massless spin s field is described by the 1-forms A(p, y|x) and 0-forms
F (p, y|x) which are, respectively, of order s− 1 and s in p.
The equations (3.4) are invariant under the gauge transformations
δA = Dǫ = dǫ+ h¯−1[A, ǫ]∗ , δF = h¯
−1[F, ǫ]∗ , (3.12)
where ǫ(p, y|x) is an arbitrary function of its arguments. As will be shown in
section 6, some of these gauge parameters are responsible for gauging away
redundant degrees of freedom while the rest become the usual lower spin and
higher spin gauge symmetry parameters (like, e.g., standard Yang-Mills sym-
metry).
A global HS symmetry of the vacuum solution (3.7) and (3.8) has parame-
ters ǫ(p, y) that commute to 1
2
p2. As shown in section 6, this means that they
are described by the polynomials
ǫ(p, y) = ǫn1...ns−1 ,m1...mtpn1 . . . pns−1ym1 . . . ymt ,
where the parameters ǫn1...ns−1 ,m1...mt have the symmetry properties of Young
tableaux
s− 1
t
with s−1 cells in the upper row and t cells in the second
one. This set of symmetries precisely matches that of the HS algebra of [2].
The two HS algebras are not isomorphic, however. The algebra considered in
this paper is a contraction of the (off-shell) AdS HS algebra of [2] pretty much
like Poincare` algebra is a contraction of the AdS algebra.
The system (3.4) is obviously consistent and nonlinear. Despite it has the
trivial form of zero-curvature and covariant constancy conditions5, it describes
nontrivial models including gravity and Yang-Mills. This is possible because
the 0-form F has a nonzero vacuum expectation value F0 (3.8) so that the
gauge symmetries are spontaneously broken and the flat 1-form connection
A(p, y|x) cannot be completely gauged away by the leftover unbroken gauge
symmetries. To prove that the system (3.4) describes appropriately off-shell
relativistic fields it is enough to check that it is doing so at the linearized level.
This will be shown in section 6.
The off-shell HS system (3.4) admits simple truncations to the lower spin
sectors of spins zero, one and two. This may sound surprising because it is
5Let us note that the form of the system (3.4) is analogous to that of the basis system
of the Fedosov quantization prescription [27]. The difference is that we use its restriction to
the Lagrangian base subsurface Md of the corresponding noncommutative 2d-dimensional
phase space. Analogous system was also considered in [28] in a different context.
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usually claimed that lower-spin fields are sources to the HS fields (see e.g. [8]).
Analogously to the argument on the (ir)relevance of the AdS background, al-
though this is indeed true on-shell, it may not be so off-shell where no equations
of motion are imposed on the dynamical fields and, therefore, no obstruction
results from a nontrivial σ− cohomology associated with the equations of mo-
tion to impose restrictions on spin spectra and/or geometry of the background
space-time. In other words, as long as there are no nontrivial dynamical equa-
tions on dynamical fields, there is also no question on how their right hand
sides (currents) are built of other fields. In the absence of dynamical field equa-
tions, i.e. when all relations are some constraints, whatever is added to the
right hand sides of the constraints it can always be absorbed into a redefinition
of auxiliary fields.
In the case of gravity, the connection 1-form A(p, y|x) is linear in pn
A(p, y|x) = An(y|x)pn . (3.13)
Because every commutator takes away at least one power of pn, the left hand
side of the zero curvature equation in (3.4) is also linear in pn. With the help
of the star product (3.2) one obtains
dAn(y|x) + Am(y|x) ∧
∂
∂ym
An(y|x) = 0 . (3.14)
This is the zero curvature equation for the Lie algebra of vector fields in the
variables yn.
The spin two 0-form F (p, y|x) is bilinear in pn. Let us also introduce a spin
zero (i.e., pn-independent) “dilaton” field by setting
F (p, y|x) = Fmn(y|x)pmpn + F (y|x) . (3.15)
The covariant constancy condition on F in (3.4) amounts to
dFmn(y|x) + Al(y|x)
∂
∂yl
Fmn(y|x)
−
∂
∂yl
Am(y|x)F ln(y|x)−
∂
∂yl
An(y|x)F lm(y|x) = 0 (3.16)
and
dF (y|x) + Al(y|x)
∂
∂yl
F (y|x) +
h¯2
4
∂2
∂yl∂yn
Am(y|x)
∂
∂ym
F ln(y|x) = 0 . (3.17)
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The equation (3.16) is the covariant constancy condition for the second rank
symmetric tensor Fmn(y|x). The equation (3.17) contains two types of terms.
The h¯–independent terms represent the vector field covariant constancy con-
dition in the scalar representation. The h¯–dependent term describes a source
term built of the gravitational fields. Since the system remains consistent for
any value of h¯, one can consistently set h¯ equal to zero. This limit corresponds
to the Poisson bracket realization of the algebra of vector fields, where the
equation (3.17) just describes a scalar field in the external gravitational field.
That the last term in the equation (3.17) can be added is very interesting,
however. It describes a nontrivial co-cycle of the algebra of vector fields with
polynomial coefficients. Having three derivatives, it is somewhat reminiscent
of the central extension of the Witt algebra to Virasoro.
The system is invariant under the y−vector field transformations (“diffeo-
morphisms” with the coefficients polynomial in y) gauged in x space-time
δAn(y|x) = dǫn(y|x) + Am(y|x)
∂
∂ym
ǫn(y|x) − ǫm(y|x)
∂
∂ym
An(y|x) , (3.18)
δFmn(y|x) =
∂
∂yl
ǫm(y|x)F ln(y|x)+
∂
∂yl
ǫn(y|x)F lm(y|x)− ǫl(y|x)
∂
∂yl
Fmn(y|x) ,
(3.19)
δF (y|x) = −ǫl(y|x)
∂
∂yl
F (y|x)−
h¯2
4
∂2
∂yl∂yn
ǫm(y|x)
∂
∂ym
F ln(y|x) = 0 , (3.20)
where ǫl(y|x) is an arbitrary function of xn and yn that expands in power series
of yn.
Let us note that if A(p, y|x) and F (p, y|x) were matrices (i.e. took values
in some noncommutative associative algebra), the property that every com-
mutator takes away at least one power of pn would not be true any more6.
This means that if colored spin two particles appear, this is only possible in
the presence of HS fields, which conclusion is in agreement with the results of
[29].
As explained in sections 6 and 7, the equations (3.14) and (3.16) provide
unfolded formulation of off-shell nonlinear gravity. The equation (3.17) with
h¯ 6= 0 extends it in a non-trivial way to a system with dilaton. It can be
further extended to a system of fields with spins s ≤ 1.
6Indeed, a wedge product of matrix valued connection 1-form Aij(p) linear in p will
generically contain terms bilinear in pn because [a⊗ x , b⊗ y] = 12 ([a, b]⊗ {x , y}+ {a , b} ⊗
[x, y]) , for a, b ∈ A1 and x, y ∈ A2 where A1,2 are two associative algebras, i.e. when the
matrix commutator is not zero, the star product anticommutator of the functions of y and
p appears.
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A spin one massless field is described by the 1-form
A = h¯−1dxnAn(y|x) (3.21)
along with the 0-form pnF
n(y|x), both taking values in a matrix algebra of
a non-Abelian Yang-Mills theory. Spin zero matter fields are described by a
0-form F (y|x) in some representation of the Yang-Mills algebra. The corre-
sponding equations read as
dA(y|x) + Am(y|x) ∧
∂
∂ym
A(y|x) +A(y|x) ∧ A(y|x) = 0 , (3.22)
dFm(y|x)−
∂
∂ym
A(y|x) + Al(y|x)
∂
∂yl
Fm(y|x)−
∂
∂yn
Am(y|x)F n(y|x)
+ [A(y|x) , Fm(y|x)] = 0 (3.23)
and
dF (y|x) + Al(y|x)
∂
∂yl
F (y|x) +A(y|x)(F (y|x)) = 0 , (3.24)
where Al(y|x) describes the background gravitational field, [, ] is the usual com-
mutator in the matrix algebra where the Yang-Mills fields A(y|x) and F n(y|x)
take their values while A(y|x)(F (y|x)) is a result of the action of the Yang-
Mills field A(y|x) on the scalar field F (y|x) according to the representation of
the Yang-Mills algebra carried by F (y|x).
The corresponding gauge transformation law is
δA(y|x) = dǫ(y|x) + Am
∂
∂ym
ǫ(y|x)− ǫm(y|x)
∂
∂ym
A(y|x) + [A(y|x) , ǫ(y|x)] ,
(3.25)
δFm(y|x) =
∂
∂ym
ǫ(y|x) − ǫl(y|x)
∂
∂yl
Fm(y|x) +
∂
∂yn
ǫm(y|x)F n(y|x)
+ [Fm(y|x) , ǫ(y|x)] = 0 , (3.26)
and
δF (y|x) = −ǫl(y|x)
∂
∂yl
F (y|x)− ǫ(y|x)(F (y|x)) = 0 . (3.27)
It forms a semidirect product of the Yang-Mills algebra with y–dependent
parameters ǫ(y|x) (forming an ideal) and the algebra of y–space vector fields
ǫm(y|x) polynomial in y.
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Let us note that the unfolded formulation of Yang-Mills theory and gravity
presented here is deeply related to earlier important work on a reformulation
of these fundamental theories. In particular, relevance of the y-dependent
symmetries to the description of Yang-Mills theory was originally found in the
sigma-model approach of Ivanov and Ogievetsky [30]. The idea that twistor
transform of the full nonlinear Yang-Mills equations can be achieved via dou-
bling of space-time coordinates in the Yang-Mills connection was put forward
by Witten [31] (see also [32]). Ivanov observed [33] that Cartan forms built of
the goldstonion fields of the sigma-model approach to Yang-Mills theory sat-
isfy the zero-curvature equation (3.22). Analogous construction for the case
of gravity was developed by Pashnev in [34], where it was shown that the
relevant infinite-dimensional algebra is the algebra of y-space diffeomorphisms
while the Cartan 1-forms, built of the goldstonion fields of the sigma-model ap-
proach to gravity, satisfy the zero-curvature equation (3.14). Note that, from
the perspective of our approach, the goldstonion fields of [30, 33, 34] appear
in the exponential parametrization of the gauge function g(y|x) of the pure
gauge representation A = g−1dg for solutions of the zero curvature equations
(3.22) or (3.14).
As will be explained elsewhere, it is also possible to include spin 1/2 matter
fields into our lower-spin model. On the other hand, if any (boson or fermion)
HS field with s > 2 is added, the system (3.4) requires an infinite set of HS fields
to be included. This is so because the commutator of the connection A(p, y|x)
of order s1 − 1 in p with the 0-form F (p, y|x) of order s2 in p contributes to
the part of order s1 + s2− 2 in p in the equation (3.4) for F . This means that
spin s1 and spin s2 fields produce a source for spin s = s1+ s2−2. As a result,
any spin greater than two gives rise to an infinite tower of higher and higher
spins. In other words if a HS field is present in the system under consideration,
no truncation to a subsystem with a finite number of spins is available. It is
possible, however, to truncate the system to only even spins where every even
spin appears just once.
The property that HS fields form infinite towers is a consequence of the
structure of the star product algebra. On the other hand, since unfolding of
only Bianchi identities with no dynamical equations imposed is always possible,
it should be possible to formulate an off-shell HS system for any given spin in
the background gravitational and/or Yang-Mills fields. As discussed in more
detail in section 9, this is achieved by replacing the star product algebra with
the commutative algebra of functions of commuting variables yn and pn in
the spin s 6= 2 sector and with the Poisson algebra in the spin two sector of
connections linear in p.
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4 Free Fields Unfolded
To explain how the equations (3.4) describe a nonlinear HS system we recall in
this section the unfolded formulation of free totally symmetric massless fields
of any spin elaborated in [35] for the d = 4 case and then extended to any
dimension in [36, 37]. We first consider important examples of spin one in
subsection 4.1 and spin two in subsection 4.2, coming to the general case in
subsection 4.3.
4.1 Free spin one
A spin one gauge field is described by a vector potential an(x). One writes
da = en0 ∧ e
m
0 Cn,m , (4.1)
where en0 = dx
n is the frame 1-form of the background Minkowski space and
the antisymmetric tensor Cn,m = −Cm,n parametrizes components of the field
strength. It is depicted by the Young tableau . The first derivative of the
field strength
dCn,m = e
p
0Cn,m;p (4.2)
has the structure
⊗ = ⊕ . (4.3)
The Bianchi identities for (4.1) imply however that the part that contains
antisymmetrization over three indices in (4.2) must be zero: =0. This
means that
dCn,m = e
p
0(Cnp,m − Cmp,n) , (4.4)
where Cnp,m has symmetry properties of the hook Young tableau being other-
wise arbitrary, i.e. Cmn,p = Cnm,p and symmetrization over three indices gives
zero: Cnm,p + Cnp,m + Cmp,n = 0. The equation (4.4) is the first step of the
unfolding of spin one dynamics in the 0-form sector. The next step is to anal-
yse Bianchi identities for (4.4) that impose restrictions on the first derivative
of Cnp,m. The process continues indefinitely leading to the following chain of
differential relations
dCm1...ml,n = e
p
0 ((l + 1)Cm1...mlp,n + Cm1...mln,p) (4.5)
with the 0-forms Cm1...ml,n described by the Young tableau
l
, i.e.,
Cm1...ml,n is symmetric in the indices m and such that symmetrization over all
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l + 1 indices gives zero
C{m1...ml,ml+1} = 0 . (4.6)
The system (4.1) and (4.5) gives off-shell unfolded formulation of spin one
field because in its derivation we did not make use of the Maxwell equations.
The latter require the first derivative of the Maxwell tensor to be traceless. In
other words, Maxwell equations require the tensor Cmn,k on the right hand side
of (4.4) to be traceless. From (4.5) it follows then that all tensors Cm1...ml,n
are also traceless
Cm1...ml,nη
m1m2 = 0 , Cm1...ml,nη
m1n = 0 . (4.7)
Therefore, the system (4.1) and (4.5) along with the conditions (4.6), (4.7)
gives unfolded formulation of the Maxwell equations, i.e., the on-shell unfolded
formulation of a spin one free massless particle.
The traceful (traceless) 0-forms Cm1...ml,n form a basis of the space of all
gauge invariant derivatives in the off-shell (on-shell) Maxwell theory. They can
be described by a generating function
C(p, y|x) =
∞∑
l=1
Cm1...ml,ny
m1 . . . yml pn (4.8)
satisfying the Young condition
yn
∂
∂pn
C(p, y|x) = 0 (4.9)
equivalent to (4.6). To put the free spin one system on-shell is equivalent to
imposing the tracelessness conditions
∂2
∂ym∂ym
C(p, y|x) = 0 ,
∂2
∂ym∂pm
C(p, y|x) = 0 . (4.10)
Suppose now that we want to reformulate analogously a non-Abelian Yang-
Mills theory. To this end one replaces the left hand side of (4.1) by the non-
Abelian Yang-Mills field strength
da+
1
2
[a , a] = en0 ∧ e
m
0 Cn,m , (4.11)
where both a and Cn,m take values in a Yang-Mills Lie algebra. The Bianchi
identities then give a relation analogous to (4.4)
DCn,m = e
p
0(Cnp,m − Cmp,n) , (4.12)
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where D is the Yang-Mills covariant derivative in the adjoint representation.
The analysis of the Bianchi identity for this equation is more complicated
because D2 is itself proportional to Cn,m by virtue of (4.11). As a result, the
equations (4.5) with higher l must acquire nonlinear corrections. To the best
of our knowledge a full nonlinear form of the unfolded spin one system was
not known so far both in the off-shell and in the on-shell cases. One of the
results of this paper consists of the observation that the equations (3.4) solve
the off-shell Yang-Mills problem when restricted to the spin one case. We will
also show in section 8 how the nonlinear Yang-Mills equations look like in these
terms.
4.2 Linearized gravity
The set of fields in Einstein-Cartan’s formulation of gravity consists of the
frame field em
m and the Lorentz connection ωm
nm. One supposes that the
torsion constraint (2.13) is satisfied in order to express the Lorentz connection
in terms of the frame field. The Lorentz curvature can be expressed as Rmn =
ek ∧ elR
mn ; kl, where Rmn ; kl is a rank four tensor antisymmetric in the pair
of indices mn and kl, having the symmetries of the tensor product ⊗ .
The algebraic Bianchi identity en ∧ R
mn = 0, which follows from the zero
torsion constraint, implies that the tensor Rmn ; kl possesses the symmetries of
the Riemann tensor, i.e. R[mn ; k]l = 0. This means that it carries an irreducible
representation of GL(d) characterized by the Young tableau .
For our purpose, it is more convenient to use the symmetric basis. In
this convention, one supplements the zero torsion condition (2.13) with the
equation
Rmn = ek ∧ el C
mk, nl , (4.13)
where the 0-form Cmk,nl is symmetric in the pairs mk and nl and satisfies the
algebraic relation C{mk, n}l = 0 , which implies the window Young symmetry
in the symmetric basis. To start the unfolding of linearized gravity around
the Minkowski background one linearizes the equation of (4.13) to
Rmn1 = e0 k ∧ e0 l C
mk, nl . (4.14)
To unfold this equation one has to add the equations containing the differential
of the Riemann 0-form Cmk,nl. Since we do not want to impose any additional
dynamical restrictions on the system, the only restrictions on the derivatives
of the Riemann 0-form Cmk,nl result from the Bianchi identities applied to
(4.14).
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A priori, the first Lorentz covariant derivative of the Riemann tensor is a
rank five tensor in the following representation
⊗ = ⊕ (4.15)
of gl(d). The Bianchi identity applied to (4.14) implies that the part of the
derivative of the Riemann tensor antisymmetrized in three indices must vanish.
As a result, in the decomposition (4.15) of the Lorentz covariant derivative of
the Riemann tensor, the first term vanishes and the second term is arbitrary.
This is equivalent to say that
dCmk,nl = e0f (2C
mkf, nl + Cmkn, lf + Cmkl, nf ) , (4.16)
where the right hand side is fixed by the Young symmetry properties of the left
hand side modulo an overall normalization coefficient. This equation is the first
step of the unfolding procedure in the sector of 0-forms. Cmkf, nl is irreducible
under gl(d). The analysis of the Bianchi identities goes on indefinitely resulting
in the infinite set of equations
dCm1...mk+2, n1n2 = e0 l
(
(k+2)Cm1...mk+2l, n1n2 +Cm1...mk+2n1, n2l+Cm1...mk+2n2, n1l
)
(4.17)
(0 ≤ k < ∞), where the fields Cm1...mk+2, n1n2 are described by the two-row
Young tableau i.e.
C{m1...mk+2, n1}n2 = 0 . (4.18)
As expected, the system (4.17) is consistent with d2Cm1...mk+2, n1n2 = 0.
Analogously to the spin zero and spin one cases, the meaning of the 0-forms
Cm1...mk+2, n1n2 is that they form a basis in the space of all gauge invariant
combinations of the derivatives of the spin two gauge field. The set of 0-forms
Cm1...mk+2, n1n2 can be conveniently described by a generating function
C(p, y|x) =
∞∑
l=2
Cm1...ml,n1n2y
m1 . . . yml pn1pn2 , (4.19)
satisfying the Young condition that has the same form (4.9) as in the spin one
case.
The vacuum Einstein equations which put the system on-shell state that
Cmn,kl is traceless. In other words, the Riemann tensor is equal on-shell to the
Weyl tensor. By virtue of Bianchi identities, at the linearized level, all deriva-
tives of the Weyl tensor are also traceless on-shell. (For more detail see, e.g.,
24
[6]). In other words, unfolded formulation of the linearized spin two equations
is given by the equations (4.14) and (4.17) at the condition that the fields
Cm1...mk+2, n1n2 satisfy (4.18) and are all traceless, ηm1m2C
m1m2...mk+2, n1n2 = 0 ,
which condition has the same form (4.10) as in the spin one case. The traceless
0-forms Cm1...mk+2, n1n2 form a basis in the space of all on-mass-shell nontrivial
gauge invariant combinations of the derivatives of the spin two gauge field.
To extend the free field unfolded formulation of the massless spin two field
to the nonlinear level one has to replace d and en0 with the Lorentz covariant
derivative DL and the dynamical frame field en, respectively. Since DLDL is
the Riemann tensor, Bianchi identities for the covariantized equations (4.17)
will require nonlinear corrections to these equations analogous to those in
the Yang-Mills theory. The nonlinear corrections to the covariantized field
equations (4.17) quadratic in the 0-forms C were found in [4] for the d=4 case.
In this paper we find both off-shell and on-shell nonlinear formulation for spin
two in any dimension.
4.3 Free symmetric massless fields of any spin
Free unfolded HS field equations can be formulated [35, 36, 37] in terms
of the 1-form gauge fields which generalize those of the Cartan formulation
of gravity. Namely, for a massless spin s, one introduces a set of 1-forms
dxmω n1...ns−1,m1...mtm which have the symmetry of the two-row Young tableaux
s− 1
t
with s− 1 cells in the first row and any 0 ≤ t ≤ s− 1 cells in the
second row with respect to the fiber indices n and m.
In the on-shell system considered in [35, 36, 37], the connections
dxmω n1...ns−1,m1...mtm are traceless in the fiber indices n and m. As shown in
[5, 6], the off-shell version is obtained by relaxing the tracelessness condition.
We first discuss the off-shell case with traceful connections.
The frame-like HS field is that with t = 0
dxmen1...ns−1m = dx
mωn1...ns−1m . (4.20)
The Lorentz connection-like auxiliary field has t = 1, i.e. ω n1...ns−1,mm . The
fields with t > 1 are called extra fields. They appear for higher spins with
s > 2. The set of gauge fields ω n1...ns−1,m1...mtm generalizes the sets of spin one
and spin two gauge fields to any spin, containing them as particular cases. The
flat space linearized HS curvatures have the form
R
n1...ns−1, m1...mt
1 = D
L
0 ω
n1...ns−1, m1...mt + e0 k ω
n1...ns−1,m1...mtk , (4.21)
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where DL0 and e
n
0 are, respectively, the Lorentz covariant differential and the
frame 1-form of the background Minkowski space (DL = d and en0 = dx
n in
Cartesian coordinates). These linearized curvatures generalize to any spin the
spin one Maxwell field strength and spin two linearized torsion (t = 0) and
Riemann tensor (t = 1).
The linearized HS gauge transformations have the form
δωn1...ns−1, m1...mt = DL0 ǫ
n1...ns−1,m1...mt + e0 k ǫ
n1...ns−1,m1...mtk , (4.22)
where the 0-form ǫn1...ns−1,m1...mt(x) is an arbitrary gauge parameter with the
symmetry properties of the two-row Young tableau with s− 1 cells in the first
row and t cells in the second row.
The HS analogue of the equation (4.1) for spin one and the equation (4.14)
for spin two is
R
n1...ns−1,m1...mt
1 = δt, s−1 e0 k ∧ e0 l C
n1...ns−1k,m1...ms−1l (0 ≤ t ≤ s− 1) .
(4.23)
The 0-form Cn1...ns,m1...ms is the spin-s Riemann-like tensor. It is characterized
by a rectangular two-row Young tableau
s
. The key property of
this system is [6] that it imposes no restrictions on the frame-like connection
(4.20). All connections ω n1...ns−1,m1...mtm with t > 0 are expressed via its order-
t derivatives modulo Lorentz-like Stueckelberg gauge symmetries (4.22) with
ǫ n1...ns−1, m1...mt with t > 0. The Riemann tensor Cn1...ns, m1...ms represents
order-s gauge invariant combinations of the derivatives of the spin s frame-like
field and coincides with the analogous tensor found in the metric-like formalism
by de Wit and Freedman [38].
The analysis of the Bianchi identities of (4.23) works for any spin s ≥ 2 in
a way analogous to gravity. The final result is the following equation which
has a form of a covariant constancy condition
0 = D˜0C
n1...ns+k,m1...ms ≡ DL0C
n1...ns+k,m1...ms
− e0 k
(
(2 + k)Cn1...ns+kk,m1...ms + sCn1...ns+k{m1,m2...ms}k
)
(4.24)
0 ≤ k <∞, where Cn1...ns+k,m1...ms are gl(d) tensors characterized by the Young
tableaux
s+ k
s
. They describe off-shell nontrivial k-th derivatives of the
spin-s Riemann-like tensor, thus forming a basis in the space of gauge invariant
combinations of derivatives of a spin s HS gauge field. The system (4.24) is an
extension of the spin zero, spin one and spin two off-shell systems considered
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above to any spin. Let us stress that, for s ≥ 1, the infinite system of equa-
tions (4.24) describes constraints that expresses higher tensors Cn1...ns+k,m1...ms
in terms of derivatives of the Riemann-like tensors Cn1...ns,m1...ms along with
consequences of (4.23) by the Bianchi identities. Note that (4.23) makes no
sense for s = 0 because there is no spin 0 gauge potential while (4.24) with
s = 0 reproduces the unfolded spin zero off-shell equation (2.34). The fact
that the system (4.23) and (4.24) imposes no differential conditions on the
frame-like connection (4.20) and the spin zero 0-form C [6] will be referred to
as Central off-mass-shell theorem.
The set of HS connection 1-forms ωn1...ns−1,m1...mt and Riemann 0-forms
Cn1...ns+k,m1...ms can be described by the generating functions
ω(p, y|x) =
∑
l,k
ωm1...ml,n1...nkp
m1 . . . pml yn1 . . . ynk (4.25)
and
C(p, y|x) =
∑
l,k
Cm1...ml,n1...nky
m1 . . . yml pn1 . . . pnk , (4.26)
which satisfy the conditions
τ+ω(p, y|x) = 0 , (4.27)
τ−C(p, y|x) = 0 , (4.28)
where the operators
τ+ = p
n ∂
∂yn
, τ− = y
n ∂
∂pn
, τ0 = [τ−, τ+] = y
n ∂
∂yn
− pn
∂
∂pn
(4.29)
form a sp(2) algebra. The conditions (4.27) and (4.28) imply that symmetriza-
tion over any l + 1 indices of the coefficients ωm1...ml,n1...nk and Cm1...ml,n1...nk
gives zero. This is equivalent to the fact that they are described by the two-row
Young tableaux with l cells in the first row and k cells in the second row.
For a fixed spin s one has
pn
∂
∂pn
ω(p, y|x) = (s− 1)ω(p, y|x) , (4.30)
pn
∂
∂pn
C(p, y|x) = sC(p, y|x) . (4.31)
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Following [35, 36, 37], to put the system on-shell one requires both the HS
connections ω(p, y|x) and 0-forms C(p, y|x) to be traceless, that is harmonic
in the fiber variables y and p
∂2
∂ym∂ym
ω(p, y|x) = 0 ,
∂2
∂ym∂pm
ω(p, y|x) = 0 ,
∂2
∂pm∂pm
ω(p, y|x) = 0 .
(4.32)
∂2
∂ym∂ym
C(p, y|x) = 0 ,
∂2
∂ym∂pm
C(p, y|x) = 0 ,
∂2
∂pm∂pm
C(p, y|x) = 0 .
(4.33)
The resulting field equations (4.23) generalize (4.14) of linearized gravity. That
they indeed describe free equations of motion for any spin equivalent to the
equations, which follow from the action principle of Fronsdal [39], is the content
of the so called Central on-mass-shell theorem proved originally in [35, 3] for
the 4d case and then in [36, 37] for any dimension (see also [6] for more detail).
Note that the metric-like field of the Fronsdal formalism arises as the com-
pletely symmetric part of the frame field ϕm
1
...ms
= e{m1,m2...ms} , where all
fiber indices have been lowered using the frame field e0
m
m. From the fiber index
tracelessness of the on-shell HS frame field it follows automatically that the
field ϕm
1
...ms
is double traceless as required in the original Fronsdal formulation
[39] (see [40] for pedagogical reviews of the Fronsdal formulation).
5 sp(2) generators
It is well known that the star product (3.2) describes the associative product
of the Weyl ordered (i.e., totally symmetrized) polynomials of oscillators. The
following formulae are simple consequences of the star product law (3.2)
[pn, f(p, y)]∗ = h¯
∂
∂yn
f(p, y) , (5.1)
{pn, f(p, y)}∗ = 2pnf(p, y) . (5.2)
Using these relations along with the identity [a2 , b]∗ ≡ {a, [a, b]∗}∗ one
observes that
[p2, f ]∗ = 2h¯p
n ∂
∂yn
f = 2h¯τ+(f) . (5.3)
More generally, the sp(2) generators (4.29) admit the following realization in
terms of the star product algebra
τ±(f) =
1
h¯
[t± , f ]∗ , τ0(f) =
1
h¯
[t0 , f ]∗ (5.4)
28
with
t− = −
1
2
yny
n , t+ =
1
2
pnp
n , t0 = ynp
n . (5.5)
From the associativity of the star product it follows in particular that, given
two lowest vectors f and g satisfying [t− , f ]∗ = [t− , g]∗ = 0, their star product
is also a lowest vector: [t− , f ∗ g]∗ = [t− , f ]∗ ∗ g + f ∗ [t− , g]∗ = 0.
In the subsequent analysis we will use the following simple lemmas:
Lemma 1
Any polynomial X(p, y) can be uniquely decomposed as
X(p, y) = X(p, y)
∣∣∣
V
−
+ τ+
(
X(p, y)
∣∣∣
−
)
, τ−
(
X(p, y)
∣∣∣
V
−
)
= 0 . (5.6)
Proof: Since the sp(2) generators τ± do not change a degree of a polynomial of
p and y, the space of functions X(p, y) decomposes into an infinite direct sum
of finite-dimensional sp(2) submodules spanned by homogeneous polynomials
of different degrees. Elements of these submodules can be generated by τ+ from
lowest weight vectors annihilated by τ−, i.e., any X(p, y) can be represented
as
X(p, y) =
∑
q≥0
(τ+)
qXq(p, y) , τ−Xq(p, y) = 0 . (5.7)
Then X(p, y)
∣∣∣
V
−
= X0(p, y) and X(p, y)
∣∣∣
−
=
∑
q≥1(τ+)
q−1Xq(p, y).
Note that although τ+
(
X(p, y)
∣∣∣
−
)
in (5.6) is defined uniquely, X(p, y)
∣∣∣
−
is
defined modulo elements in Ker τ+. In what follows we will also use notation
X
∣∣∣
V+
and X
∣∣∣
+
for the decomposition analogous to (5.6) with the roles of τ−
and τ+ exchanged.
Lemma 2
Let
τ+(X(p, y)) = 0 , τ0(X(p, y)) = αX(p, y) , (5.8)
where α is a number. Then
X(p, y)
∣∣∣
V
−
= X , if α = 0 , (5.9)
X(p, y)
∣∣∣
V
−
= 0 , if α 6= 0 . (5.10)
This lemma follows from the fact that, for finite-dimensional sp(2) modules, a
lowest vector can the same time be a highest vector only for a trivial module.
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Lemma 3
Let
τ0X
+(p, y) = Y +(p, y) , (5.11)
with t−1 Y +(t−1p, ty) being a polynomial of t or
τ0X
−(p, y) = Y −(p, y) , (5.12)
with t−1 Y −(tp, t−1y) being a polynomial of t. Then
X+(p, y) =
∫ 1
0
dtt−1Y +(t−1p, ty) (5.13)
and
X−(p, y) = −
∫ 1
0
dtt−1Y −(tp, t−1y) (5.14)
are particular solutions of the equations (5.11) and (5.12), respectively. We
skip the proof as it is elementary.
6 Linearization
In this section we show that the nonlinear HS equations (3.4) reproduce cor-
rectly the off-shell HS system at the linearized level.
Let us analyze the equations (3.4) and the gauge transformations (3.12)
perturbatively. Taking into account (3.7) and (3.8) and choosing Cartesian
coordinates with DL = d and en = dxn one obtains to the first order
(d+ dxn
∂
∂yn
)A1(p, y|x) = 0 , (6.1)
τ+A1(p, y|x) = (d+ dx
n ∂
∂yn
)F1(p, y|x) , (6.2)
where we made use of (5.3).
The linearized gauge transformations are
δ0A1(p, y|x) = (d+ dx
n ∂
∂yn
)ǫ(p, y|x) , (6.3)
δ0F1(p, y|x) = τ+ǫ(p, y|x) . (6.4)
Let us now show that the equations (6.1) and (6.2) along with the gauge
transformations (6.3) and (6.4) reproduce Central off-mass-shell theorem of
subsection 4.3. To illustrate the idea we start with the lower spin examples of
spin zero and spin one.
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6.1 Spin zero and spin one
For spin zero there is no gauge field A and gauge symmetry parameter ǫ. The
spin zero part of the form F is pn–independent. The only nontrivial equation
is therefore (6.2) at pn = 0, i.e. (d + dxn ∂
∂yn
)F1(0, y|x) = 0, which is just the
unfolded equation (2.38) of subsection 2.4.
In the spin one case we have p-independent gauge potential dxnAn(y|x)
and 0-form F1 linear in p
n, i.e
F1 =
∞∑
k=0
pnym1 . . . ymkF1 m1...mk ;n . (6.5)
The gauge transformation (6.4) with a p–independent gauge parameter has
the form
δF1 m1...mk ;n = ǫm1...mkn , (6.6)
where ǫm1...ml(x) is an arbitrary totally symmetric tensor. This means that the
totally symmetric part in F1 m1...mk ;n is pure gauge. Gauge fixing the totally
symmetric part of F1 m1...mk ;n to zero is equivalent to say that
F1 m1...mk ;n = Cm1...ml,n , (6.7)
where the field Cm1...ml,n has the symmetry properties of the Young tableau
l
. These fields form the set of 0-forms which describe all off-shell gauge
invariant derivatives of the spin one field as discussed in subsection 4.1. Thus,
in this gauge
F1(p, y|x) = C(p, y|x) , τ−(C) = 0 , (6.8)
where C(p, y|x) is the spin one 0-form (4.8) satisfying the condition (4.9).
The leftover gauge symmetry is described by the y-independent gauge pa-
rameter ǫ(x) which does not contribute to the variation of the spin one 0-form
F1. ǫ(x) is the usual spin one gauge parameter.
Let us now apply the operator τ− to the both sides of (6.2), taking into
account (6.8) and that A(p, y|x) = A(y|x) is p–independent for spin 1. This
gives
yn
∂
∂yn
A1(y|x) = −dx
n ∂
∂pn
C(p, y|x) , (6.9)
which means by Lemma 3 that
A1(y|x) = a(x)− dx
n ∂
∂pn
∫ 1
0
dtt−1C(p, ty|x) , (6.10)
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where a(x) is an independent 1-form to be identified with the electromagnetic
potential. Note that there is no pole in t on the right hand side of the equation
(6.10) because a field C(p, y|x) satisfying (4.28) is at least linear in yn (since a
Young tableau with one cell in the second row associated with pm must contain
at least one cell in the first row associated with yn). Plugging this back into
the equation (6.2) one obtains
(d+ dxn
∂
∂yn
)C(p, y|x) + dxnpm
∂2
∂pn∂ym
∫ 1
0
dtt−1C(p, ty|x) = 0 . (6.11)
By an appropriate rescaling of the coefficients of the expansion of C(p, y|x) in
powers of y and p this reproduces the equation (4.5) for s = 1.
Finally, it remains to plug (6.10) into (6.1). One observes that, applying
the operator τ+ to the both sides of (6.1) gives identity once the equation (6.2)
is true. Therefore, a nontrivial part of (3.22) is contained in its yn independent
sector. Setting y = 0 in (6.1) one obtains
da(x) = dxm ∧ dxn
∂2
∂pn∂ym
C(p, y)
∣∣∣
p=y=0
, (6.12)
which is equivalent to the equation (4.1). The equations (6.11) and (6.12) form
the free off-shell spin one unfolded system.
6.2 Any spin
Let us now consider the general case. Taking into account that
δ0F1(p, y|x) = τ+ǫ(p, y|x) (6.13)
and using Lemma 1 we see that it is possible to gauge away all components of
F1(p, y) except for those of the form
F1(p, y|x) = C(p, y|x) , τ−C(p, y|x) = 0 , (6.14)
i.e., C(p, y|x) = F1(p, y|x)
∣∣∣
V
−
. The field C(p, y|x) is just the generating func-
tion for the HS 0-forms satisfying the Young (anti)symmetry condition (4.28).
From (6.13) it also follows that the remaining gauge symmetry parameters
satisfy the highest weight condition
τ+ǫ(p, y|x) = 0 , (6.15)
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i.e., the coefficients of the expansion
ǫ(p, y) =
∑
p≥q
ǫn1...np ,m1...mqp
n1 . . . pnpym1 . . . ymq (6.16)
are described by two-row Young tableaux for which p is associated with the
first row and y is associated with the second row. These are the gauge param-
eters of the frame-like formulation for symmetric HS fields [36] summarized in
subsection 4.3.
Let us now consider equation (6.2). It reconstructs A1(p, y|x) in terms of
C(p, y|x) modulo solutions of the homogeneous equation, that is
A1(p, y|x) = ω(p, y|x) + A˜(p, y|x) , (6.17)
where ω(p, y|x) is an arbitrary sp(2) highest weight polynomial satisfying (4.27)
to be identified with the HS gauge potentials, while A˜ is a particular solution
of the equation (6.2). It is convenient to look for A˜ among the lowest weight
vectors
τ−A˜(p, y|x) = 0 . (6.18)
Applying the operator τ− to the both sides of the equation (6.2) one obtains
τ0(A˜) = −dx
n ∂
∂pn
C(p, y|x) . (6.19)
To solve this equation we apply Lemma 3 (5.11), (5.13), taking into account
that, for C(p, y|x) satisfying (6.14), a power of p cannot be higher than that
of y. This reconstructs A˜ in the form compatible with (6.18)
A(p, y|x) = ω(p, y|x)− dxn
∫ 1
0
dt
∂
∂pn
C(t−1p, ty|x) . (6.20)
Plugging this expression back into (6.2) one obtains
(d+ dxn
∂
∂yn
)C(p, y|x) + dxnpm
∂
∂ym
∫ 1
0
dt
∂
∂pn
C(t−1p, ty|x) = 0 . (6.21)
By an appropriate rescaling of the coefficients of the expansion of C(p, y|x) in
powers of y and p this reproduces the equation (4.24) for the chains of 0-forms
of any spin.
Finally, it remains to plug (6.20) into (6.1). Like in the spin one case, the
application of the operator τ+ to the both sides of (6.1) gives identity once (6.2)
is true. This means that a nontrivial part of (6.1) is contained in the kernel of
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τ+. As a result, it is easy to see that the nontrivial part of the equation (6.1)
is
dω(p, y|x) + dxn
∂
∂yn
ω(p, y|x) = dxm ∧ dxn
∂2
∂pn∂ym
C l(p, y|x) , (6.22)
where C l(p, y|x) is the lowest tensor part of C(p, y|x) that is annihilated both
by τ− and by τ+ thus being a sp(2) singlet
τ−C
l(p, y|x) = 0 , τ+C
l(p, y|x) = 0 , τ0C
l(p, y|x) = 0 , (6.23)
which means that it is described by a rectangular Young tableau, i.e. C l(p, y|x)
is the Maxwell tensor for s = 1, Riemann tensor for s = 2 and their HS ana-
logues for higher spins. (Note that C l(t−1p, ty|x) = C l(p, y|x).) The equation
(6.22) reproduces the chain of constraints (4.23). Thus, the equations (6.22),
(6.21) form the unfolded off-shell system for a free spin s massless field pro-
vided that ω(p, y|x) and C(p, y|x) are, respectively, of degrees s − 1 and s in
pn.
Let us note that the analysis of this section is algebraically analogous to the
analysis of free HS fields performed in [16] within the BRST approach, where
sp(2) generators (constraints) also play the key role. In particular, the fact
that the on-shell version of the equations (6.1) and (6.2) describes properly
linearized HS dynamics was shown by the authors of [16]. The important dif-
ference is that the analysis of [16] uses the standard BRST language of “states”
where the BRST operator acts, that requires a doubled number of oscillators
compared to our approach where “states” are replaced by the associative star
product algebra. Among other things, the advantages of our formalism are
that all formulae remain valid in any coordinate system in Minkowski space
by replacing de Rham differential d with the Lorentz covariant derivative DL
and dxn by the frame 1-form en and, most important, that it admits a natural
generalization to the interacting case.
7 Nonlinear off-shell analysis
To reproduce unfolded HS constraints it is important in our approach that
A(p, y|x) and F (p, y|x) contain the zero-order parts (3.7) and (3.8). In the
nonlinear analysis we will not single out the vacuum part of the gravitational
field, setting
A(p, y|x) = dxn
(
en
n(x)pn + ωn
nm(x)pnym + An 1(p, y|x)
)
, (7.1)
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F (p, y|x) = t+ + F1(p, y|x) . (7.2)
Here en
n(x)pn, ωn
nm(x)pnym and of course the flat Minkowski metric η
mn in t+
are not supposed to be small7. The fields An 1(p, y|x) and F1(p, y|x) are treated
as fluctuations. An 1(p, y|x) does not include the gravitational part associated
with the fields en and ωmn in (7.1), i.e we require
An 1(p, y|x)
∣∣∣
V+
= 0 if
(
pn
∂
∂pn
− 1
)
An 1(p, y|x) = 0 . (7.3)
The gauge transformation law is
δA(p, y|x) = DLǫ(p, y|x) + en
∂
∂yn
ǫ(p, y|x) + [A1(p, y|x) , ǫ(p, y|x)]∗ , (7.4)
δF1(p, y|x) = τ+(ǫ(p, y|x)) + [F1(p, y|x) , ǫ(p, y|x)]∗ , (7.5)
where DL is the Lorentz covariant derivative
DL = d+ ωmn(yn
∂
∂ym
+ pn
∂
∂pm
) . (7.6)
Since the gauge transformation law (7.5) has the form (6.13) in the leading
order, it is still possible to impose the gauge condition (6.14), which we write
in the form
F1(p, y|x) = C(p, y|x) , [t− , C]∗ = 0 . (7.7)
The field equations (3.4) now read as
Rmnpmyn+R
mpm+D
LA1(p, y|x) + e
n ∂
∂yn
A1(p, y|x)+ (A1 ∗∧A1)(p, y|x) = 0 ,
(7.8)
DLC(p, y|x) + en
∂
∂yn
C(p, y|x)− τ+(A1(p, y|x)) + [A1(p, y|x) , C(p, y|x)]∗ = 0 ,
(7.9)
where Rm and Rmn are, respectively, the torsion tensor (2.13) and the Riemann
tensor (2.14).
Since the equation (7.8) is the compatibility condition for (7.9), a significant
part of the information contained in (7.8) is a consequence of that contained
7Of course, this requirement is needed when discussing a phase with a nondegenerate
metric tensor as in the space we used to live in. One can in principle think of different
phases where what we call gravitational metric field is degenerate. This interesting option
is in fact very much in spirit of the unfolded dynamics and may be related to models with
invisible extra dimensions as discussed in [20].
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in (7.9). Let us show that a part of the equation (7.8) independent of (7.9)
belongs to Ker τ+. The proof is by induction.
Actually, suppose that the content of the equation (7.8) has been checked
up to an order q in powers of F1 = C, while that of the equation (7.9) has been
checked up to the order q + 1. (One can choose q = −1 as the starting point
in which case the equation (7.9) implies that A1(p, y|x) belongs to Ker τ+.)
Consider the order q + 1 part of the equation
[F , (d+ A) ∧ (d+ A)]∗ = 0 . (7.10)
Since this is a consequence of the equation
dF + [A, F ]∗ = 0 (7.11)
which by assumption is true up to an order q + 1 in C, it follows that the
equation (7.10) is also satisfied up to the same order. Taking into account (7.1),
where F1(p, y|x) is of order one, and that the equation (d + A) ∧ (d+ A) = 0
was by assumption analysed up to order q it follows from (7.10) that
τ+((d+ A) ∧ ∗(d+ A)) = 0 (7.12)
is true up to order q + 1 as a consequence of the other equations.
Thus, the only nontrivial part of the equation (7.8) that remains to be
analysed is that in Ker τ+. It can be written in the form
Rmnpmyn+R
mpm+
(
DLA1(p, y|x)+e
n ∂
∂yn
A1(p, y|x)+(A1∗∧A1)(p, y|x)
)∣∣∣
V+
= 0 .
(7.13)
So, the equations (7.9) and (7.13) are equivalent to the equations (3.4) with
the gauge condition (7.7). Let us note that the general analysis remains true
if all fields take values in a matrix algebra (i.e., carry matrix indices) provided
that the gravitational field lies in its center (i.e., is proportional to the unit
element of this matrix algebra).
Before considering the general case, let us discuss the important lower spin
examples of gravity, Yang-Mills theory and a scalar field.
7.1 s ≤ 2
What simplifies the analysis of the lower spins s ≤ 2 is that the property
(6.18) of the linearized analysis remains true in all orders. Indeed, taking into
account (7.7), the algebraic part of the equation (7.9), that does not contain
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DC(p, y|x), results from the application of τ− to the both sides of (7.9). This
gives
τ0(A1(p, y|x)) = −e
n ∂
∂pn
C(p, y|x)− τ+(τ−(A1(p, y|x)))
+ [τ−(A1(p, y|x)) , C(p, y|x)]∗ = 0 . (7.14)
One can now iterate this equation to reconstruct A1(p, y|x) in terms of C(p, y|x).
According to the original equation (7.9), it should reconstruct A1(p, y|x) in
terms of C(p, y|x) up to zero modes of τ+ identified with the dynamical gauge
fields ω(p, y|x). The appearance of the latter fields in the last term on the right
hand side of (7.14) does not allow us to find a solution with A1(p, y|x) being
a lowest weight element for the general spin. For spin two, however, the zero
mode has been already separated into en and ωnm so that, by the condition
(7.3), it is not contained in A1(p, y|x). For spin one, the zero mode a(x) is
independent of pn and yn, i.e. it itself satisfies the lowest weight condition in
a trivial way.
As a result, for spins s ≤ 2 we solve (7.14) the same way as in the linear
problem to obtain
A1(p, y|x) = a(x)− e
n
∫ 1
0
dt
∂
∂pn
C(t−1p, ty|x) , (7.15)
where a(x) is the Yang-Mills gauge field. The last two terms in (7.14) drop
out because
τ−(A1(p, y|x)) = 0 . (7.16)
Let us stress that the analysis of this section works for the non-Abelian
case where a(x) and all spin one 0-forms (i.e., those linear in pn) take values
in a Yang-Mills algebra g, while the spin zero 0-forms independent of p are in
some representation of g.
To analyse the content of the equation (7.13) we observe that a sp(2) singlet
part a(x) of the solution (7.15) is the Yang-Mills field. The C–dependent part
in (7.15) belongs to Ker τ− but contains no singlets because its degree in y is
strictly higher than that of p as a result of differentiation over p in (7.15), that
means that it contains only eigenvectors of τ0 with strictly positive eigenvalues.
Taking into account Lemma 2 along with the properties that (i) star product
of two elements a1,2 satisfying the lowest weight conditions [t− , a1,2]∗ = 0, is
also lowest weight and (ii) [t0 , a1 ∗ a2]∗ = (α1 + α2)a1 ∗ a2 if [t0 , ai]∗ = αiai
(i=1,2), we observe that all C–dependent terms in A1 do not contribute to
(7.13) except for the term en ∂
∂yn
A1(p, y|x) that decreases the y degree by one
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unit. The terms with the Yang-Mills connection a(x) form the Yang-Mills field
strength
R(x) = da(x) + a(x) ∧ a(x) . (7.17)
As a result, the equation (7.13) simplifies to
Rmn(x)pmyn +R
m(x)pm +R(x) = e
n ∧ em
∂2
∂yn∂pm
C l(p, y|x) , (7.18)
where C l(p, y|x) is the sp(2) singlet part of the 0-form C(p, y|x) described by
rectangular Young tableaux, so that for the spins two, one and zero
C l(p, y|x) = Ckl,nm(x)ykylpnpm + C
n,m(x)ynpm + C(x) . (7.19)
The spin two and spin one parts contribute to the equation (7.18). The mean-
ing of this equation is now obvious. It implies that torsion tensor is zero,
thereby expressing the Lorentz connection via the frame field en, and identifies
Cnm,kl(x) and Cn,m(x) with the components of the Riemann and Yang-Mills
curvatures imposing no conditions on the latter.
Now we plug the expression (7.15) into the equation (7.9). The terms with
the Yang-Mills connection form the full Lorentz-Yang-Mills derivative
DLYM = DL + [a, . . .] . (7.20)
The equation (7.9) now takes the form
DLYMC(p, y|x) + en
∫ 1
0
dt
( ∂
∂yn
C(p, y|x) + τ+
( ∂
∂pn
C(t−1p, ty|x)
)
− [
∂
∂pn
C(t−1p, ty|x)) , C(p, y|x)]∗
)
= 0 . (7.21)
This equation provides a fully consistent nonlinear deformation of the lin-
earized equation (4.24). Together with (7.18) it gives the unfolded form of
nonlinear off-shell constraints for the fields of spins two, one and zero.
Let us mention a subtle point. In the formulation with the star product we
use, there is a contribution of the terms built of the spin two Riemann tensor
and its derivatives to the sector of spin zero 0-forms in the equation (7.21),
which is
h¯2en
∂4
∂pn∂pm∂yk∂yl
C(p, y|x)
∂3
∂ym∂pk∂pl
C(p, y|x)
∣∣∣
p=0
. (7.22)
Although this term disappears in the “semiclassical” limit h¯ → 0 and can
therefore be consistently neglected off-shell, its appearance indicates that HS
fields form sources for lower spin fields which effect looks to be inevitable in
the on-shell theory in AdSd where it is not possible to take a semiclassical limit
of the star product algebra.
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7.2 Any spin
Using the decomposition (5.6) we obtain from (7.9) two equations. One is the
differential equation on C(p, y|x)
DLC(p, y|x)+en
( ∂
∂yn
C(p, y|x)
)∣∣∣
V
−
+([A1(p, y|x) , C(p, y|x)]∗)
∣∣∣
V
−
= 0 . (7.23)
Another one
τ+(A1(p, y|x)) = τ+
((
en
∂
∂yn
C(p, y|x) + [A1(p, y|x) , C(p, y|x)]∗
)∣∣∣
−
)
(7.24)
is the algebraic equation that reconstructs the gauge connection A1(p, y|x) in
terms of C(p, y|x) and HS gauge connections ω(p, y|x) satisfying (4.27).
Since τ−(C) = 0, the following identity is true
τ−
(
en
∂
∂yn
C(p, y|x) + τ+
(
(τ0)
−1en
∂
∂pn
C(p, y|x)
))
= 0 , (7.25)
which means that
(en
∂
∂yn
C(p, y|x))
∣∣∣
V
−
= en
∂
∂yn
C(p, y|x)) + τ+((τ0)
−1en
∂
∂pn
C(p, y|x)) , (7.26)
τ+(e
n ∂
∂yn
C(p, y|x))
∣∣∣
−
= −τ+
(
(τ0)
−1en
∂
∂pn
C(p, y|x)
)
. (7.27)
By virtue of these identities and using Lemma 3 one obtains
DLC(p, y|x) + en
∂
∂yn
C(p, y|x)) + τ+
(
en
∫ 1
0
dt[
∂
∂pn
C(t−1p, ty|x)
)
+ ([A1(p, y|x) , C(p, y|x)]∗)
∣∣∣
V
−
= 0 , (7.28)
A1(p, y|x) = ω(p, y|x)−e
n
∫ 1
0
dt
∂
∂pn
C(t−1p, ty|x) +
(
[A1(p, y|x) , C(p, y|x)]∗
)∣∣∣
−
,
(7.29)
where ω(p, y|x) is the generating function for HS gauge fields, i.e. an arbitrary
1-form such that τ+(ω(p, y|x)) = 0. The equation (7.29) determines A1(p, y|x)
perturbatively as an expansion in powers of the HS gauge field ω(p, y|x) and
the Weyl 0-forms C(p, y|x). The equation (7.28) is the unfolded equation on
C(p, y|x).
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Inserting (7.29) into (7.13) one obtains a nonlinear differential equation on
ω(p, y|x) of the form
Rmnpmyn +R
mpm + D
Lω(p, y|x) + ω(p, y|x) ∗ ∧ω(p, y|x)
= en ∧ em
∂2
∂pm∂yn
C l(p, y|x) +O(ω,C) , (7.30)
where O(ω,C) contains at least one power of C and is at least bilinear in ω
and/or C. These terms are nonlinear because both C and ω (which does not
contain the gravitational gauge fields) are treated as small perturbations.
The equations (7.30) and (7.28) provide nonlinear unfolded off-shell con-
straints for all HS fields in flat space. All nonlinear corrections can be recon-
structed order by order by iterations of the equation (7.29). The consistency
is guaranteed by construction.
8 Nonlinear unfolded equations for lower spins
Now let us discuss a possibility of putting off-shell systems on-shell by imposing
nontrivial field equations. At the linearized level it is well-known [36, 37] (see
also [6]) that to put a system on-shell it is enough to require the gauge fields
and field strengths to be traceless in the fiber indices. It is also well-known [41]
that it is not possible to extend the on-shell formulation for massless spins s > 2
to the nonlinear level unless a nonzero cosmological constant is introduced [7],
for which case the problem was solved in [1, 2] (and references therein). On
the other hand, since the full off-shell system admits consistent lower spin
reductions and the latter admit consistent nonlinear field equations like Yang-
Mills and Einstein equations, it is interesting to see how these equations look
like in terms of the unfolded formulation suggested in this paper. As we show
in this section the lower spin equations keep the standard form in the unfolded
formulation although formulated in terms of 0-forms F in place the original
1-form gauge fields A.
8.1 Yang-Mills theory
Yang-Mills theory is described in terms of the gauge 1-form A and Weyl zero
form F having the form (3.6) with the background gravitational fields A0 (3.7)
and F0 (3.8) and dynamical spin 1 fields A1 = A1(y|x) and F1 = pnF
n
1 (y) of
zero and first order in pn, respectively. Here the fields A1 = A1(y|x) and F1 =
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pnF
n
1 (y) take values in a Yang-Mills Lie algebra as well as the p-independent
gauge parameter ǫ(y|x).
The key observation is that, because of the vacuum part F0 (3.8), the spin
one 0-form Fn transforms as Yang-Mills connection in the y-space
δFn(y|x) = D
y
nǫ(y|x) , (8.1)
where
Dymǫ(y|x) =
∂
∂ym
ǫ(y|x) + [Fm(y|x) , ǫ(y|x)] . (8.2)
As a result,
Fmn(y|x) =
∂
∂ym
F n(y|x)−
∂
∂yn
Fm(y|x) + [Fm(y|x) , F n(y|x)] (8.3)
behaves as y-space field strength and transforms covariantly
δFnm(y|x) = [Fnm(y|x) , ǫ(y|x)] . (8.4)
The x-space Yang-Mills equations result from those in the y space
DynF
nm(y|x) = 0 . (8.5)
Although this conclusion may look like a miracle, it is just a consequence of
the identical form of the Yang-Mills symmetries in the x-space and y-space.
Analogously to the case of scalar field it is not difficult to write a general
Q closed Lagrangian for spin one
L = ǫn1...nde
n1 ∧ . . . ∧ endℓ(Fnm, D
y
kFnm, . . .)
∣∣∣
y=0
, (8.6)
where ℓ(Fnm, D
y
kFnm, . . .) is a Lagrangian function of the y–field strength F
mn
and its y-covariant derivatives taken at y = 0, which is invariant under the
y–dependent Yang-Mills symmetry transformations. In particular, the La-
grangian of the standard Yang-Mills theory has the form
L = ǫn1...nde
n1 ∧ . . . ∧ endtr(F nm(0|x)Fnm(0|x)) , (8.7)
where tr is trace in a chosen matrix representation of the Yang-Mills algebra.
This Lagrangian is manifestly gauge invariant under the gauge transformations
with the parameters ǫ(y|x) and therefore is Q closed. That it is equivalent to
the standard Yang-Mills Lagrangian follows from the fact that, taking into
account that the nonlinear term in (8.3) is at least linear in y,
F nm(0|x) =
( ∂
∂ym
F n(y|x)−
∂
∂yn
Fm(y|x)
)∣∣∣
y=0
= 2Cn,m(x) , (8.8)
where Cn,m(x) is Maxwell 0-form equal to the x–space Yang-Mills field strength
by virtue of the p–independent part of (7.18).
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8.2 Gravity
To describe gravity one observes that the 0-form F nm(y|x) transforms like the
metric tensor under the y–diffeomorphisms (3.19). Since it starts with the flat
part
F nm(y|x) =
1
2
ηnm + F nm1 (y|x) (8.9)
the matrix F nm(y|x) is (perturbatively) invertible. The invariant conditions
on F nm(y|x) have a form of standard Einstein equations in the y space
Rnm(F (y|x)) = 0 , Rnm = Rnk,mlF
kl , (8.10)
where Rnm,kl(F ) is the Riemann tensor constructed from F
nm(y|x) treated
as the metric tensor in the y–space. Containing second derivatives, the y–
space Einstein equations (8.10) impose conditions on the components of the
y–space Riemann tensor F nmpqy
pyq and higher order polynomials in y. The
zero curvature equations of the unfolding approach map these conditions to
the true Einstein equations on the frame en where F nmpq is identified with the
x–space Riemann tensor by (7.18).
Note that the expansion in powers of yn is a version of the normal coor-
dinate expansion. Also let us note that such a mechanism does not work for
second-order HS equations of massless fields because the nontrivial compo-
nents of the spin s 0-forms start from order–s derivatives of the HS potentials
ω(p, y|x). This is in agreement with the expectation that HS massless fields
do not admit nontrivial interactions in flat Minkowski background [41]. On
the other hand, one can speculate that the problem can be avoided even in
flat space within the nonlocal approach developed in [42].
A general Lagrangian for the case of gravity can be written in the form
L = ǫn1...nde
n1 ∧ . . . ∧ end
√
(−1)d+1ǫm1...mdǫk1...kdFk1m1Fk2m2 . . . Fkdmd
ℓ(F nm,Rnm,kl, D
y
pRnm,kl, . . .)
∣∣∣
y=0
. (8.11)
This Lagrangian is invariant under the y-diffeomorphisms and (therefore) is Q
closed provided that all indices in ℓ(F nm,Rnm,kl, DpRnm,kl, . . .) are contracted
covariantly. Indeed, because all quantities in the Lagrangian (8.11) transform
covariantly under y–diffeomorphisms and because the Lagrangian is taken at
y = 0, only the global GL(d) part of y–space diffeomorphisms acts nontrivially
in (8.11). This GL(d) part rotates the fiber indices, leaving the Lagrangian
invariant provided that all indices are contracted covariantly. The only sub-
tlety is that, although the epsilon symbol ǫm1...md is only SL(d) covariant, the
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combination of the epsilon symbols with upper and lower indices in (8.11) is
GL(d) covariant.
The Einstein action results from
ℓ = F nmRnm (8.12)
as is elementary to see in the gauge (6.14) in which the spin two fluctua-
tional part F nm1 (y|x) carries at least two powers of y. In this gauge, the
y–independent part of F nm(y|x) is just the constant term in (8.9). As a result,
the square root in (8.11) becomes a constant. Analogously to the Yang-Mills
case, the y–space Riemann tensor at y = 0 is given by the expression linear
in the Riemann 0-form F nmpq identified with the x–space Riemann tensor by
(7.18).
9 Contractions
The property that HS fields form infinite towers follows from the structure
of the star product algebra. However, because no obstruction for unfolding
Bianchi identities with no dynamical equations imposed can be expected, it
should be possible to unfold any off-shell HS system in the background gravi-
tational and/or Yang-Mills fields. In practice, this is achieved by replacing the
star product algebra with the commutative algebra of functions of commuting
variables yn and pn in the spin s 6= 2 sector, keeping the Poisson algebra in the
spin two sector of connections linear in p. In other words, one considers the
semidirect product of the commutative associative algebra H spanned by the
polynomials P (p, y) of all powers in pn except for linear polynomials (clearly
polynomials linear in p never appear in a product of any two such functions).
Then one considers a Lie algebra t of linear in p polynomials formed by their
Weyl commutators or, that is equivalent for the linear functions in p (i.e.,
vector fields), by the Poisson brackets
{pm, y
n} = δnm (9.1)
resulting from the “classical limit” of (3.1). This gives rise to the spin two
gauge fields. Then one defines the action of t on H as a Poisson bracket
a(f) = {a, f} ∀a ∈ t , f ∈ H . (9.2)
Note that from this definition it follows that a(f) has the same power in pm
as f(p, y), i.e. in this algebraic setup different spins do not mix. The unfolded
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equations keep the same form (3.4) but with the commutator replaced with the
Poisson bracket with the spin two connection A(p, y|x) linear in p. In addition,
one can introduce the non-Abelian Yang-Mills structure by allowing the spin
one (i.e., p-independent) 1-form gauge potentials to be matrices that allows
for a Yang-Mills covariantization by extending the algebra to the semidirect
sum of the HS commutative algebra with the spin two – one non-Abelian
algebra. In this construction, off-shell HS fields are independent and may
carry any representations of the Yang-Mills algebra. Moreover, in this setup
it is possible to consider any number of HS fields of any spin. For example:
an off-shell system of gravity, Yang-Mills theory with the Yang-Mills algebra
h and a spin three field in any given representation of h is possible. (That, of
course, in no way means that this system can be put on shell.)
There is also an intermediate truncation of the system (3.4) with the star
product replaced with the Poisson brackets (9.1). All these off-shell formula-
tions are formally consistent. Moreover, we admit that they even should be
equivalent by an appropriate pseudolocal field redefinition analogous to the
Seiberg-Witten map [43] (more precisely, an off-shell system is expected to be
equivalent to its further contraction with the same spectrum of fields).
To impose dynamical equations in these terms means to restrict somehow
the 1-form connection A(p, y|x) and the 0-form F (p, y|x). Because the system
(3.4) is overdetermined it is not trivial to do it in a consistent way. Here is
where the role of AdS background and star product structure becomes really
important. The original star product version of the system seems to be fun-
damental because it is inherited from the fundamental system in AdSd of [2]
that admits nontrivial field equations.
10 Conclusion
In this paper the general unfolded dynamics approach is extended to the action
level for off-shell unfolded systems. Analogous construction for the on-shell un-
folded systems gives conserved charges. Both types of objects are represented
by cohomology of the derivation Q of the L∞ algebra associated with the
unfolded system at hand.
Also we present a very simple unfolded form for off-shell symmetric bosonic
HS fields of all spins in Minkowski space. The constraints have a form of co-
variant constancy and zero curvature conditions for 1-forms and 0-forms taking
values in an appropriate star product algebra. The form of these equations is
very suggestive. Their extension to fermionic systems seems to be straightfor-
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ward along the lines of [44] and will be given elsewhere.
The off-shell HS system in Minkowski space, considered in this paper, re-
sults from the flat limit of the AdS HS system of [2]. Details of this corre-
spondence will be given in a future publication. Let us just mention that the
0-form F of this paper is one of the covariantly constant sp(2) generators that
underly the construction of [2].
An interesting problem for the future is to apply the general scheme pro-
posed in this paper to the construction of the action principle in the AdS HS
gauge theory. Also it is interesting to extend the obtained results to super-
string. It is tempting to speculate that the generators of sp(2), which play
the key role both in the AdS analysis of [2] and in the Minkowski analysis of
this paper, should extend to the Virasoro algebra via extension of a pair of
oscillators pn, yn to the infinite set p
n
i , y
n
i with i = 0, 1, 2 . . . a la the Moyal
formulation of superstring [45].
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Appendix A.
Unfolded equations with manifest x–dependence
The unfolded equations also make sense when the differential Q and/or dy-
namical variables on which it acts contain the manifest dependence on the
coordinates xn on the top of that due to W α(x). In this case we set
Q = ∂ +Gα(W,x)
∂
∂W α
, (A.1)
where the partial exterior differential ∂ = dxn ∂
∂xn
takes into account only on
the manifest dependence on x, i.e.
∂ (F (W (x), x)) =
(
dxn
∂
∂xn
F (W,x)
)∣∣∣
W=W (x)
. (A.2)
The condition Q2 = 0 takes the form
∂Gα(W,x) +Gβ(W,x) ∧
∂Gα(W,x)
∂W β
= 0 . (A.3)
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The equation (2.7) extends to
dF (W (x), x) = Q(F (W (x), x)). (A.4)
One can see that it remains invariant under the gauge transformations (2.8).
Note also that for W–independent functions F = F (x) the equation (A.4)
reduces to the identity dF (x) = ∂F (x).
Appendix B.
Dynamical content via σ− cohomology
In this Appendix, we perform following [18, 21, 9, 6] a very general analysis of
equations of motion of the form
D̂0C = 0 , (B.1)
via a cohomological reformulation of the problem. Here C is a differential
form of degree p taking values in a vector space V , that is an element of the
complex V ⊗ Ωp(Md). We require V to admit a grading operator G and D̂0
to decompose as the sum
D̂0 = σ− +D0 + σ+ , (B.2)
such that the following properties are true:
(i) The grading operator G is diagonalizable in the vector space V and it
possesses a spectrum bounded from below.
(ii)
[G,DL0 ] = 0 , [G, σ−] = −σ− .
The operator σ+ is a sum of operators of strictly positive grade.
(iii) The operator σ− acts vertically in the fibre V , i.e. it does not act on
space-time coordinates. (In HS models, only the operator D0 acts non-
trivially on the space-time coordinates (differentiates).)
(iv) The operator D̂0 (B.2) is nilpotent
(D̂0)
2 = 0 . (B.3)
and increases a form degree by one.
The graded decomposition of the nilpotency equation gives the following
identities
(σ−)
2 = 0 , D0σ−+σ−D0 = 0 , (D0)
2+σ+σ−+σ−σ++D0σ++σ+D0+(σ+)
2 = 0 .
(B.4)
If σ+ has definite grade +1, the last relation is equivalent to the three con-
ditions (σ+)
2 = 0 , D0σ+ + σ+D0 = 0 , (D0)
2 + σ+σ− + σ−σ+ = 0 . An
important property is the nilpotency of σ−. The key fact is that the analysis
of Bianchi identities is equivalent to the analysis of the cohomology of σ−, that
is
H(σ−, V ) ≡
Ker(σ−)
Im(σ−)
.
The field equation (B.1) is invariant under the gauge transformations
δC = D̂0ε , (B.5)
since D̂0 is nilpotent by the hypothesis (iv). The gauge parameter ε is a (p−1)-
form. These gauge transformations contain both differential gauge transfor-
mations (like linearized diffeomorphisms) and Stueckelberg gauge symmetries
(like linearized local Lorentz transformations8).
The following terminology will be used. By dynamical field, we mean a
field that is not expressed as derivatives of something else by field equations
(e.g. the frame field in gravity or a frame-like HS 1-form field e n1...ns−1m ).
The fields that are expressed by virtue of the field equations as derivatives
of the dynamical fields modulo Stueckelberg gauge symmetries are referred to
as auxiliary fields (e.g. the Lorentz connection in gravity or its HS analogues
ω n1...ns−1, m1...mtm with t > 0). A field that is neither auxiliary nor pure gauge
by Stueckelberg gauge symmetries is said to be a nontrivial dynamical field
(e.g., the metric tensor or the metric-like gauge fields of Fronsdal’s approach).
Let C(x) be a section of the fiber bundle with space-time (coordinate x) as
the base manifold and V ⊗ Ωp(Md) as the fibers, that satisfies the equation
(B.1). Under the hypotheses (i)-(iv) the following propositions are true [18, 21]:
A. Nontrivial dynamical fields C are nonvanishing elements of Hp(σ−).
B. Differential gauge symmetry parameters ε are classified by Hp−1(σ−).
8Recall that, at the linearized level, the metric tensor corresponds to the symmetric part
e{m m} of the frame field. The antisymmetric part of the frame field e[m m] can be gauged
away by fixing locally the Lorentz symmetry, because it contains as many independent
components as the Lorentz gauge parameter εnm.
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C. Inequivalent differential field equations on the nontrivial dynamical fields,
contained in D̂0C = 0, are in one-to-one correspondence with elements
of Hp+1(σ−).
Proof of A: The first claim is almost obvious. Indeed, let us decompose the
field C according to the grade G:
C =
∑
n=0
Cn , GCn = n Cn , (n = 0, 1, 2, . . .) .
The field equation (B.1) thus decomposes as
D̂0C|n−1 = σ−Cn +D0Cn−1 +
(
σ+
∑
m≤n−2
Cm
)∣∣∣
n−1
= 0 . (B.6)
By a straightforward induction on n = 1, 2, . . ., one can convince oneself that
all fields Cn that contribute to the first term of the right hand side of the
equation (B.6) are thereby expressed in terms of derivatives of lower grade
(i.e. < n) fields, hence they are auxiliary9. As a result only fields annihilated
by σ− are not auxiliary. Taking into account the gauge transformation (B.5)
δCn = D̂0ε|n = σ−εn+1 +D0εn +
(
σ+
∑
m≤n−1
εm
)∣∣∣
n
(B.7)
one observes that, due to the first term in this transformation law, all com-
ponents Cn which are σ− exact, i.e. which belong to the image of σ−, are
Stueckelberg and they can be gauged away. Therefore, a nontrivial dynamical
p-form field in C should belong to the quotient Ker(σ−)/Im(σ−).
For Einstein-Cartan’s gravity, the Stueckelberg gauge symmetry is the local
Lorentz symmetry and indeed what distinguishes the frame field from the
metric tensor is that the latter belongs to the cohomology H1(σ−) while the
former contains a σ− exact part.
Proof of B: The proof follows the same lines as the proof of A. The first step
has already been performed in the sense that (B.7) already told us that the
parameters such that σ−ε 6= 0 are Stueckelberg and can be used to completely
gauge away trivial parts of the field C. Thus differential parameters must be
σ− closed. The only subtlety is that one should make use of the fact that
9Here we use the fact that the operator σ− acts vertically (that is, it does not differentiate
space-time coordinates) thus giving rise to algebraic conditions which express auxiliary fields
via derivatives of the other fields.
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the gauge transformation δεC = D̂0ε are reducible. More precisely, gauge
parameters obeying the reducibility identity
ε = D̂0ζ (B.8)
are trivial in the sense that they do not perform any gauge transformation,
δ
ε=D̂0ζ
C = 0. The second step of the proof is a mere decomposition of the
reducibility identity (B.8) in order to see that σ− exact parameters correspond
to reducible gauge transformations10.
Proof of C: Given a nonnegative integer number n0, let us suppose that one
has already obtained and analyzed (B.1) in grades ranging from n = 0 up
to n = n0 − 1. Let us analyze (B.1) in grade G equal to n0 by looking at
the constraints imposed by the Bianchi identities. Applying the operator D̂0
on the covariant derivative D̂0C gives identically zero, which is the Bianchi
identity (D̂0)
2C = 0. Decomposing the latter Bianchi identity gives, in grade
equal to n0 − 1,
(D̂0)
2C|n0−1 = σ−
(
D̂0C|n0
)
+D0
(
D̂0C|n0−1
)
+
(
σ+
∑
m≤n0−2
D̂0C|m
)∣∣∣
n0−1
= 0 .
(B.9)
By the induction hypothesis, the equations D̂0C|m = 0 with m ≤ n0 − 1 have
already been imposed and analyzed. Therefore (B.9) leads to
σ−
(
D̂0C|n0
)
= 0 .
In other words, D̂0C|n0 belongs to Ker(σ−). Thus it can contain a σ− exact
part and a nontrivial cohomology part:
D̂0C|n0 = σ−(En0+1) + Fn0 , Fn0 ∈ H
p+1(σ−) .
The exact part can be compensated by a field redefinition of the component
Cn0+1 which was not treated before (by the induction hypothesis). More pre-
cisely, if one performs
Cn0+1 → C
′
n0+1
:= Cn0+1 −En0+1 ,
then one is left with D̂0C
′|n0 = Fn0 . The field equation (B.1) in grade n0
is D̂0C
′|n0 = 0. This not only expresses the auxiliary p-forms C
′
n0+1
(that
10Note that factoring out the σ− exact parameters accounts for algebraic reducibility of
gauge symmetries. The gauge parameters inHp−1(σ−) may still have differential reducibility
analogous to differential gauge symmetries for nontrivial dynamical fields.
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are not annihilated by σ−) in terms of derivatives of lower grade p-forms Ck
(k ≤ n0), but also sets Fn0 to zero. If the cohomology is non-zero, this imposes
some Cn0+1-independent conditions on the derivatives of the fields Ck with
k ≤ n0, thus leading to differential restrictions on the nontrivial dynamical
fields. Therefore, to each representative of Hp+1(σ−) corresponds a differential
field equation.
Note that if Hp+1(σ−) = 0, the equation (B.1) contains only constraints
which express auxiliary fields via derivatives of the dynamical fields, imposing
no restrictions on the latter. If D0 is a first order differential operator and if σ+
is at most a second order differential operator (which is true in HS applications)
then, if Hp+1(σ−) is nonzero in the grade k sector, the associated differential
equations on a grade ℓ dynamical field are of order k + 1− ℓ.
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