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General moments of the inverse real Wishart
distribution and orthogonal Weingarten functions
Sho Matsumoto
Abstract
We study a random positive definite symmetric matrix distributed according to a real
Wishart distribution. We compute general moments of the random matrix and of its inverse
explicitly. To do so, we employ the orthogonal Weingarten function, which was recently
introduced in the study for Haar-distributed orthogonal matrices. As applications, we give
formulas for moments of traces of a Wishart matrix and its inverse. 1
1 Introduction
1.1 Wishart distributions
Let d be a positive integer. Let Sym(d) be the R-linear space of d× d real symmetric matrices,
and Ω = Sym+(d) the open convex cone of all positive definite matrices in Sym(d). Let σ =
(σij)1≤i,j≤d ∈ Ω, and let
β ∈
{
1
2
,
2
2
, . . . ,
d− 1
2
}
⊔
(
d− 1
2
,+∞
)
.
Then there exists a probability measure Wd,β,σ on Ω such that its moment generating function
(or its Laplace transform) is given by∫
Ω
etr (θw)Wd,β,σ(dw) = det(Id − θσ)
−β,
where θ is any d× d symmetric matrix such that σ−1 − θ ∈ Ω. We call Wd,β,σ the real Wishart
distribution on Ω with parameters (β, σ) .
We call a random matrix W ∈ Ω a real Wishart matrix associated with parameters (β, σ)
and write W ∼ Wd(β, σ;R) if its distribution is Wd,β,σ. Thus the moment generating function
for W is given by
E[etr (θW )] = det(Id − θσ)
−β,
with θ being as above. Here E stands for the average.
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If 2β is a positive integer, p = 2β say, then a Wishart matrix W is expressed as follows. Let
X1, . . . ,Xp be d-dimensional random column vectors distributed independently according to the
Gaussian distribution Nd(0,
1
2σ). Then
W = X1X
t
1 + · · ·+XpX
t
p,
where Xti is the transpose of Xi, i.e., a row vector.
If β > d−12 (not necessarily an integer), the distribution Wd,β,σ has the expression
Wd,β,σ(dw) = f(w; d, β, σ)L(dw),
where f(w; d, β, σ) is the density function given by
(1.1) f(w; d, β, σ) = Γd(β)
−1(det σ)−β(detw)β−
d+1
2 e−tr (σ
−1w) (w ∈ Ω)
with the multivariate gamma function
Γd(β) = π
d(d−1)/4
d∏
j=1
Γ
(
β −
1
2
(j − 1)
)
.
Here L is the Lebesgue measure on Sym(d) defined by
L(dw) =
∏
1≤i≤j≤d
dwij with w = (wij)1≤i,j≤d.
Likewise, a complex Wishart distribution is defined on the set of all d × d positive definite
hermitian complex matrices. Given a Wishart matrix W , the distribution of the inverse matrix
W−1 is called the inverse (or inverted) Wishart distribution. We denote by Wij and W
ij the
(i, j)-entry of W and W−1, respectively.
The Wishart distributions are fundamental distributions in multivariate statistical analysis.
We refer to [Mu]. The structure of Wishart distributions has been studied for a long time,
nevertheless, a lot of results are obtained only recently. We are interested in moments of the
forms E[P (W )] and E[P (W−1)], where P (A) is a polynomial in entries Aij of a matrix A. In
particular, we would like to compute general moments
E[Wi1j1Wi2j2 · · ·Wikjk ] and E[W
i1j1W i2j2 · · ·W ikjk ]
for W and W−1, respectively.
Von Rosen [Vo] computed the general moments of low orders for W−1. Lu and Richards
[LR] gave formulas for W by applying MacMahon’s master theorem. Graczyk et al. [GLM1]
gave formulas for W±1 in the complex case by using representation theory of symmetric groups,
while they [GLM2] gave results for only W (not W−1) in the real case by using representation
theory of hyperoctahedral groups. Letac and Massam [LM1] computed the moments E[P (W )]
and E[P (W−1)] in both real and complex cases, where the P is a polynomial depending only on
the eigenvalues of a matrix. Furthermore, a noncentral Wishart distribution was also studied,
see [LM2] and [KN1].
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1.2 Results
Our main purpose in the present paper is to compute the general moment
E[W i1j1W i2j2 · · ·W ikjk ]
for an inverse real Wishart matrix W−1 = (W ij). As we described, in the complex case Graczyk
et al. [GLM1] obtained formulas for such a moment by the represention-theoretic approach.
Our main results are precisely their counterparts for the real case, which had been unsolved.
To describe our main result, we recall perfect matchings. Let n be a positive integer and put
[n] = {1, 2, . . . , n}. A perfect matching m on the 2n-set [2n] is an unordered pairing of letters
1, 2, . . . , 2n. Denote byM(2n) the set of all such perfect matchings. For example,M(4) consists
of three elements: {{1, 2}, {3, 4}}, {{1, 3}, {2, 4}}, and {{1, 4}, {2, 3}}.
Given a perfect matching m ∈ M(2n), we attach a (undirected) graph G = G(m) defined as
follows. The vertex set of G is [2n]. The edge set of G is{
{2k − 1, 2k} | k ∈ [n]
}
⊔
{
{p, q} | {p, q} ∈ m
}
.
Then each vertex has just two edges, and each connected component of G has even vertices.
We denote by κ(m) the number of connected components in G(m). For example, given m =
{{1, 3}, {2, 7}, {4, 8}, {5, 6}} ∈ M(8), the graph G(m) has two connected components (where
one component has vertices 1, 2, 3, 4, 7, 8 and the other has 5, 6), and therefore κ(m) = 2.
Now we give a formula of the general moments forW . It would be reader-friendly to describe
the results of both the real Wishart law itself (Theorem 1) and its inverse (Theorem 2) on display.
Theorem 1. LetW = (Wij)1≤i,j≤d ∼Wd(β, σ;R). Given indices k1, k2, . . . , k2n from {1, . . . , d},
we have
(1.2) E[Wk1k2Wk3k4 · · ·Wk2n−1k2n ] = 2
−n
∑
m∈M(2n)
(2β)κ(m)
∏
{p,q}∈m
σkpkq .
For example, since κ({{1, 2}, {3, 4}}) = 2 and κ({{1, 3}, {2, 4}}) = κ({{1, 4}, {2, 3}}) = 1 we
have
(1.3) E[Wk1k2Wk3k4 ] = β
2σk1k2σk3k4 +
β
2
σk1k3σk2k4 +
β
2
σk1k4σk2k3 .
Theorem 1 is not new. Indeed, it is equivalent to Theorem 10 in [GLM2]. Moreover, Kuriki
and Numata [KN1] extended it to noncentral Wishart distributions very recently. We revisit it
in the framework of alpha-hafnians. We develop a theory of the alpha-hafnians in Section 2, and
apply it to the proof of Theorem 1 in Section 3.
The following is our main result. Let σij be the (i, j)-entry of the inverse matrix σ−1.
Theorem 2. Let W ∼ Wd(β, σ;R). Put γ = β −
d+1
2 and suppose γ > n − 1. Given indices
k1, k2, . . . , k2n from {1, . . . , d}, we have
(1.4) E[W k1k2W k3k4 · · ·W k2n−1k2n ] =
∑
m∈M(2n)
W˜g(m; γ)
∏
{p,q}∈m
σkpkq .
Here W˜g(m; γ) is defined in Section 5 below.
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For example, for γ > 1 we will see
W˜g({{1, 2}, {3, 4}}; γ) =
2γ − 1
γ(γ − 1)(2γ + 1)
,
W˜g({{1, 3}, {2, 4}}; γ) = W˜g({{1, 4}, {2, 3}}; γ) =
1
γ(γ − 1)(2γ + 1)
,
and therefore we have
E[W k1k2W k3k4 ] =
1
γ(γ − 1)(2γ + 1)
((2γ − 1)σk1k2σk3k4 + σk1k3σk2k4 + σk1k4σk2k3).
The quantity W˜g(m; γ) is a slight deformation of the orthogonal Weingarten function. The
function was introduced by Collins and his coauthors [CM, CS], in order to compute the general
moments for a Haar-distributed orthogonal matrix. In general, W˜g(m; γ) (m ∈ M(2n)) is
given by a sum over partitions of n, and derived from the harmonic analysis of the Gelfand pair
(S2n,Hn), where S2n is the symmetric group and Hn is the hyperoctahedral group. Amazingly,
the same function thus appears in two different random matrix systems. In Section 4, we review
the theory of the Weingarten function developed in [CM, Mat2], and, in Section 5, we prove
Theorem 2.
In Section 6, we give applications of Theorem 1 and Theorem 2. In particular, we obtain
results of Letac and Massam [LM1] as corollaries of Theorem 1 and Theorem 2.
2 Alpha-hafnians
2.1 An expansion formula for alpha-hafnians
Let A be a 2n× 2n symmetric matrix A = (Apq)p,q∈[2n]. Let α be a complex number. We define
an α-hafnian of A (see [KN2]) by
hfα(A) =
∑
m∈M(2n)
ακ(m)
∏
{p,q}∈m
Apq.
The ordinary hafnian of A is nothing but hf1(A). For example, if n = 2,
hfα(A) = α
2A12A34 + αA13A24 + αA14A23.
We remark that hfα(A) does not depend on diagonal entries A11, A22, . . . , A2n,2n. Note that the
right hand side in (1.2) is equal to 2−nhf2β(σkpkq)p,q∈[2n].
Proposition 1. Let A = (Apq)p,q∈[2n] be a symmetric matrix. Let D = (Apq)p,q∈[2n−2]. For each
j = 1, 2, . . . , 2n − 2, let B(j) be the symmetric matrix obtained by replacing the jth row/column
of D by the (2n− 1)th row/column of A. In formulas, B(j) = (B
(j)
pq )p,q∈[2n−2] is given by
B(j)pq =

A2n−1,2n−1 if p = j and q = j,
A2n−1,q if p = j and q 6= j,
Ap,2n−1 if p 6= j and q = j,
Ap,q if p 6= j and q 6= j.
Inverse Real Wishart distribution 5
Then we have
(2.1) hfα(A) =
2n−2∑
j=1
Aj,2nhfα(B
(j)) + αA2n−1,2nhfα(D).
We call (2.1) an expansion formula for an α-hafnian with respect to the (2n)th row/column.
Proof. For each j = 1, 2, . . . , 2n − 1, we set
Mj(2n) = {m ∈ M(2n) | {j, 2n} ∈ m}.
ThenM(2n) =
⊔2n−1
j=1 Mj(2n). We define a one-to-one map m 7→ n fromMj(2n) toM(2n− 2)
as follows.
First, suppose j = 2n − 1. Given m ∈ M2n−1(2n), we let n ∈ M(2n − 2) to be the perfect
matching obtained from m by removing the block {2n − 1, 2n}. It is clear that the mapping
M2n−1(2n) ∋ m 7→ n ∈ M(2n− 2) is bijective and that κ(m) = κ(n) + 1.
Next, suppose j ∈ [2n − 2]. Given m ∈ Mj(2n), we let n ∈ M(2n − 2) to be obtained by
removing the block {j, 2n} and a block {i, 2n− 1} (with some i ∈ [2n− 2]) and by adding {i, j}.
It is easy to see that this mappingMj(2n) ∋ m 7→ n ∈ M(2n− 2) is bijective, κ(m) = κ(n), and∏
{p,q}∈mApq = Aj,2n
∏
{p,q}∈nB
(j)
pq .
For example, consider m = {{1, 4}, {2, 5}, {3, 6}}. Then m ∈ M3(6), and we obtain n =
{{1, 4}, {2, 3}} ∈ M(4). Therefore, we have κ(m) = 1 = κ(n) and
∏
{p,q}∈mApq = A14A25A36 =
A36B
(3)
14 B
(3)
23 = A36
∏
{p,q}∈nB
(3)
pq .
Using the correspondenceMj(2n) ∋ m↔ n ∈ M(2n− 2) with j = 1, 2, . . . , 2n− 1, it follows
that
hfα(A) =
2n−1∑
j=1
Aj,2n
∑
m∈Mj(2n)
ακ(m)
∏
{p,q}∈m
{p,q}6={j,2n}
Apq
=A2n−1,2n
∑
n∈M(2n−2)
ακ(n)+1
∏
{p,q}∈n
Apq
+
2n−2∑
j=1
Aj,2n
∑
n∈M(2n−2)
ακ(n)
∏
{p,q}∈n
B(j)pq ,
which is equal to A2n−1,2nα · hfα(D) +
∑2n−2
j=1 Aj,2nhfα(B
(j)).
2.2 Another expression for α-hafnians
Let Sn be the symmetric group on [n]. Each permutation π is uniquely decomposed into a
product of cycles. For example, π = ( 1 2 3 4 5 65 6 1 4 3 2 ) ∈ S6 is expressed as π = (1→ 5→ 3→ 1)(2→
6→ 2)(4→ 4). Denote by C(π) the set of all cycles of π, and let ν(π) be the number of cycles
of π: ν(π) = |C(π)|.
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Let A = (Apq)p,q∈[2n] be a symmetric matrix. For each k, l ∈ [n], we denote by A[k, l] the
2× 2 matrix
A[k, l] =
(
A2k−1,2l−1 A2k−1,2l
A2k,2l−1 A2k,2l
)
.
For a cycle c = (cr → c1 → c2 → · · · → cr) on {1, . . . , n}, we put
Pc(A) = tr (A[c1, c2]JA[c2, c3]J · · ·A[cr, c1]J), with J =
(
0 1
1 0
)
.
In particular, P(c1→c1)(A) = tr (A[c1, c1]J) = 2A2c1−1,2c1 for a 1-cycle (c1 → c1). It is easy to
see that Pc(A) can be written
(2.2) Pc(A) =
∑
j1,j2,...,j2r
Aj2r ,j1Aj2,j3 · · ·Aj2r−2,j2r−1
summed over (j2k−1, j2k) ∈ {(2ck − 1, 2ck), (2ck , 2ck − 1)} (k = 1, 2, . . . , r). For a permutation
π ∈ Sn, we define
Pπ(A) =
∏
c∈C(π)
Pc(A).
Similarly, given an r-cycle c = (cr → c1 → c2 → · · · → cr), we let cr to be the largest number
among {c1, c2, . . . , cr}. We define Qc(A) as follows: If r = 1 then Qc(A) = A2c1−1,2c1 ; if r ≥ 2
then
Qc(A) =
∑
(j1,j2)
· · ·
∑
(j2r−3,j2r−2)
A2cr−1,j1Aj2j3Aj4j5 · · ·Aj2r−2,2cr ,
summed over (j2k−1, j2k) ∈ {(2ck − 1, 2ck), (2ck, 2ck − 1)} (k = 1, 2, . . . , r − 1). As Pπ(A), we
define
Qπ(A) =
∏
c∈C(π)
Qc(A).
For example, for a cycle (3→ 2→ 1→ 3), we have
Qc(A) =
∑
(j1,j2)∈{(3,4),(4,3)}
∑
(j3,j4)∈{(1,2),(2,1)}
A5j1Aj2j3Aj46
=A53A41A26 +A54A31A26 +A53A42A16 +A54A32A16.
Lemma 2. Let c = (cr → c1 → c2 → · · · → cr) be a cycle. Then
Pc(A) = Qc(A) +Qc−1(A),
where c−1 = (cr → · · · → c2 → c1 → cr).
Proof. Suppose cr is the largest number in {c1, . . . , cr}. We can express
Pc(A) =
∑
j1,j2,...,j2r−2
A2cr−1,j1Aj2,j3 · · ·Aj2r−2,2cr +
∑
j1,j2,...,j2r−2
A2cr ,j1Aj2,j3 · · ·Aj2r−2,2cr−1,
summed over (j2k−1, j2k) ∈ {(2ck − 1, 2ck), (2ck , 2ck − 1)} (k = 1, 2, . . . , r − 1). Here the first
sum coincides with Qc(A), while the second one does with Qc−1(A).
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Proposition 3. Let A = (Apq)p,q∈[2n] be a symmetric matrix. Then
hfα(A) =
∑
π∈Sn
(α
2
)ν(π)
Pπ(A) =
∑
π∈Sn
αν(π)Qπ(A).
This is a key lemma in our proofs of Theorem 1 and Theorem 2. We show this proposition
in the next subsection.
Remark 1. Let A = (Aij)1≤i,j≤n be a complex matrix and α a complex number. An α-
permanent of A is defined by
perα(A) =
∑
π∈Sn
αν(π)
n∏
i=1
Aiπ(i).
It intertwines the permanent and determinant:
per1(A) = per(A) =
∑
π∈Sn
n∏
i=1
Aiπ(i) and per−1(A) = (−1)
n det(A).
It is also called an α-determinant. See [Ve] and also [Sh]. Alpha-hafnians are generalizations of
the alpha-permanents in the following sense. Given a matrix A = (Aij)1≤i,j≤n, we define the
2n× 2n symmetric matrix B = (Bpq)1≤p,q≤2n by
B2i−1,2j−1 = B2i,2j = 0 and B2i−1,2j = B2j,2i−1 = Aij for all i, j = 1, 2, . . . , n.
Then, since Qc(B) = Acr,c1Ac1,c2 . . . Acr−1,cr for c = (cr → c1 → c2 → · · · → cr), it follows from
Proposition 3 that hfα(B) = perα(A). Thus any α-permanent can be given by an α-hafnian.
Remark 2. Let B = (Bpq)p,q∈[2n] be a skew-symmetric matrix and let α be a complex number.
In [Mat1], an α-pfaffian of B was defined. In a similar way to the proof of Proposition 3, we can
see that the definition in [Mat1] is equivalent to the expression
pfα(B) =
∑
m∈M(2n)
(−α)κ(m)sgn(m)
∏
{p,q}∈M(2n)
Bpq.
Here, for m = {{m(1),m(2)}, . . . , {m(2n − 1),m(2n)}} we define
sgn(m)
∏
{p,q}∈M(2n)
Bpq = sgn
(
1 2 · · · 2n
m(1) m(2) · · · m(2n)
)
·Bm(1)m(2) · · ·Bm(2n−1)m(2n).
When α = −1, the α-pfaffian is exactly the ordinary pfaffian. Moreover, as α-hafnians are so,
the α-pfaffians are generalizations of α-permanents.
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2.3 Proof of Proposition 3
Put
h˜fα(A) =
∑
π∈Sn
(α
2
)ν(π)
Pπ(A) =
∑
π∈Sn
αν(π)Qπ(A)
for any n ≥ 1 and any symmetric matrix A of size 2n. Here the second equality follows from
Lemma 2.
Let B(1), B(2), . . . , B(2n−2),D be as in Proposition 1. In order to obtain Proposition 3, it is
enough to show the recurrence formula
(2.3) h˜fα(A) =
2n−2∑
j=1
Aj,2nh˜fα(B
(j)) + αA2n−1,2nh˜fα(D).
To see (2.3), we will show a recurrence formula involving Qc(A) and Pc(A). For each k ∈ [n],
we denote by S
(k)
n the subset of permutations in Sn such that π(k) = n. Note Sn =
⊔n
k=1 S
(k)
n .
Let k ∈ [n− 1] and let π ∈ S
(k)
n . Let un(π) ∈ C(π) be the cycle including the letter n, which
is of the form
un(π) = (n→ c1 → c2 → · · · → cr → k → n),
with (possibly empty) distinct c1, . . . , cr ∈ [n] \ {k, n}. Then, define
u˜n(π) = (n→ cr → · · · → c2 → c1 → k → n),
and let π˜ be the permutation obtained by replacing un(π) in π by u˜n(π). Note that un(π˜) =
u˜n(π), and that π˜ = π if and only if un(π) is a 2 or 3-cycle. The map π 7→ π˜ is an involution
on S
(k)
n . For example, given π = (7 → 3 → 1 → 2 → 7)(6 → 4 → 6)(5 → 5) ∈ S7, we have
π˜ = (7→ 1→ 3→ 2→ 7)(6→ 4→ 6)(5→ 5).
In general, for the cycle un(π) = (n → c1 → c2 → · · · → cr → k → n) with k 6= n, we see
that
Qun(π)(A) =
∑
(j1,j2)
· · ·
∑
(j2r−1,j2r)
(A2n−1,j1Aj2,j3 · · ·Aj2r ,2k−1A2k,2n +A2n−1,j1Aj2,j3 · · ·Aj2r ,2kA2k−1,2n)
=
∑
(j1,j2)
· · ·
∑
(j2r−1,j2r)
(B
(2k)
2k,j1
B
(2k)
j2,j3
· · ·B
(2k)
j2r,2k−1
A2k,2n +B
(2k−1)
2k−1,j1
B
(2k−1)
j2,j3
· · ·B
(2k−1)
j2r,2k
A2k−1,2n)
summed over
(j2p−1, j2p) ∈ {(2cp − 1, 2cp), (2cp, 2cp − 1)} (p = 1, 2, . . . , r).
Similarly,
Qu˜n(π)(A) =
∑
(j1,j2)
· · ·
∑
(j2r−1,j2r)
(A2n−1,j2r · · ·Aj3,j2Aj1,2k−1A2k,2n +A2n−1,j2r · · ·Aj3,j2Aj1,2kA2k−1,2n)
=
∑
(j1,j2)
· · ·
∑
(j2r−1,j2r)
(B
(2k)
2k,j2r
· · ·B
(2k)
j3,j2
B
(2k)
j1,2k−1
A2k,2n +B
(2k−1)
2k−1,j2r
· · ·B
(2k−1)
j3,j2
B
(2k−1)
j1,2k
A2k−1,2n).
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Therefore, we have
(2.4) Qun(π)(A) +Qun(π˜)(A) = A2k,2nPu′n(π)(B
(2k)) +A2k−1,2nPu′n(π)(B
(2k−1)).
Here u′n(π) is the cycle obtained from un(π) by removing the letter n: u
′
n(π) = (k → c1 → c2 →
· · · → cr → k). We note that the mapping π 7→ π
′ := u′n(π)
∏
c∈C(π)\{un(π)}
c is the bijective
map from S
(k)
n to Sn−1, and that ν(π) = ν(π
′).
Now we go back to the proof of (2.3). We rewrite
h˜fα(A) =
∑
π∈S
(n)
n
αν(π)Qπ(A) +
n−1∑
k=1
∑
π∈S
(k)
n
αν(π)Qun(π)(A)2
−(ν(π)−1)
∏
c∈C(π)\{un(π)}
Pc(A).
The first sum is equal to∑
π′∈Sn
αν(π
′)+1Qπ′(A)Q(n)(A) = αA2n−1,2nhfα(D)
by a natural bijective map S
(n)
n → Sn−1, while, since the map π 7→ π˜ is bijective on each S
(k)
2n ,
the terms corresponding to k ∈ [n− 1] in the second sum are equal to∑
π∈S
(k)
n
(α
2
)ν(π)
(Qun(π)(A) +Qun(π˜)(A))
∏
c∈C(π)\{un(π)}
Pc(A)
=
∑
π∈S
(k)
n
(α
2
)ν(π)
(A2k,2nPu′n(π)(B
(2k)) +A2k−1,2nPu′n(π)(B
(2k−1)))
∏
c∈C(π)\{un(π)}
Pc(A)
=
∑
π′∈Sn−1
(α
2
)ν(π′)
(A2k,2nPπ′(B
(2k)) +A2k−1,2nPπ′(B
(2k−1)))
=A2k,2nh˜fα(B
(2k)) +A2k−1,2nh˜fα(B
(2k−1)).
Here the first equality follows by (2.4), and the second equality follows from the bijection
S
(k)
n ∋ π 7→ π′ = u′n(π)
∏
c∈C(π)\{un(π)}
c ∈ Sn−1. Hence (2.3) follows, and we end the proof
of Proposition 3.
3 Proof of Theorem 1
Let m1, . . . ,mn and x be d × d matrices. Given a cycle c = (cr → c1 → c2 → · · · → cr) on [n],
we define
Rc(x;m1, . . . ,mn) = tr (xmc1xmc2 · · · xmcr) .
More generally, for a permutation π ∈ Sn, we define
Rπ(x;m1, . . . ,mn) =
∏
c∈C(π)
Rc(x;m1, . . . ,mn).
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For example, if n = 6 and π = (1→ 5→ 3→ 1)(2→ 6→ 2)(4→ 4), then
Rπ(x;m1,m2,m3,m4,m5,m6) = tr (xm1xm5xm3)tr (xm2xm6)tr (xm4).
The following proposition, given in [GLM2], is our starting point for the proof of Theorem1.
Let d, β, σ be as in Introduction.
Proposition 4. Let W ∼Wd(β, σ;R) and let s1, . . . , sn ∈ Sym(d). Then
E[tr (Ws1)tr (Ws2) · · · tr (Wsn)] =
∑
π∈Sn
βν(π)Rπ(σ; s1, . . . , sn).
Proof. See Proposition 1 in [GLM2]. See also Theorem 1 in [LM1].
Theorem 1 is a consequence of Proposition 4 and Proposition 3. For 1 ≤ a, b ≤ d, denote
by Eab = E
(d)
ab the matrix unit of size d, whose (i, j)-entry is (Eab)ij = δaiδbj . We apply
Proposition 4 with sj = (Ek2j−1k2j + Ek2jk2j−1)/2 (1 ≤ j ≤ n). Since W is symmetric, we have
tr (Wsj) = (Wk2j−1k2j +Wk2jk2j−1)/2 = Wk2j−1k2j , and therefore it follows from Proposition 4
that
E[Wk1k2Wk3k4 · · ·Wk2n−1k2n ]
=2−n
∑
π∈Sn
βν(π)Rπ(σ;Ek1k2 + Ek2k1 , . . . , Ek2n−1k2n +Ek2nk2n−1).
From Proposition 3, in order to prove Theorem 1, it is sufficient to show
(3.1) Rπ(σ;Ek1k2 + Ek2k1 , . . . , Ek2n−1k2n + Ek2nk2n−1) = Pπ
(
(σkpkq)p,q∈[2n]
)
for any permutation π ∈ Sn.
To show (3.1), let A = (Apq)p,q∈[2n] be a symmetric matrix and let c = (cr → c1 → c2 →
· · · → cr) be a cycle. Equation (3.1) follows from
(3.2) tr (A(E2c1−1,2c1 + E2c1,2c1−1) · · ·A(E2cr−1,2cr + E2cr−1,2cr)) = Pc(A),
with A = (σkpkq)p,q∈[2n]. Here the Eab = E
(2n)
ab are 2n× 2n matrix units. However we may show
(3.2) as follows:
tr (A(E2c1−1,2c1 + E2c1,2c1−1) · · ·A(E2cr−1,2cr + E2cr−1,2cr))
=
2n∑
j1,j2,...,j2r=1
Aj2rj1(E2c1−1,2c1 + E2c1,2c1−1)j1j2Aj2j3 · · ·Aj2r−2j2r−1(E2cr−1,2cr + E2cr,2cr−1)j2r−1j2r
=
∑
j1,...,j2r
Aj2rj1Aj2j3 · · ·Aj2r−2j2r−1 .
Here the last sum is over (j2k−1, j2k) ∈ {(2ck − 1, 2ck), (2ck, 2ck − 1)} (k = 1, 2, . . . , r). Hence
we obtain (3.2) and therefore (3.1). It ends the proof of Theorem 1.
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4 Orthogonal Weingarten functions
We review the theory of the Weingarten function for orthogonal groups; see [CM, Mat2] for
details. Claims in Subsections 4.1–4.4 are also seen in [Mac, VII-2].
4.1 Hyperoctahedral groups and perfect matchings
Let Hn be the subgroup in S2n generated by transpositions (2k− 1→ 2k → 2k− 1) (1 ≤ k ≤ n)
and by double transpositions (2i− 1→ 2j − 1→ 2i− 1) · (2i→ 2j → 2i) (1 ≤ i < j ≤ n). The
group Hn is called the hyperoctahedral group. Note that |Hn| = 2
nn!.
We embed the set M(2n) into S2n via the mapping
M(2n) ∋ m 7→
(
1 2 3 4 · · · 2n
m(1) m(2) m(3) m(4) · · · m(2n)
)
∈ S2n
where (m(1), . . . ,m(2n)) is the unique sequence satisfying
m = {{m(1),m(2)}, . . . , {m(2n − 1),m(2n)}} ,
m(2k − 1) < m(2k) (1 ≤ k ≤ n), and 1 = m(1) < m(3) < · · · < m(2n− 1).
The m ∈ M(2n) are representatives of the cosets gHn of Hn in S2n:
(4.1) S2n =
⊔
m∈M(2n)
mHn.
4.2 Coset-types
A partition λ = (λ1, λ2, . . . ) is a weakly decreasing sequence of nonnegative integers such that
|λ| :=
∑
i≥1 λi is finite. If |λ| = n, we call λ a partition of n and write λ ⊢ n. Define the length
ℓ(λ) of λ by the number of nonzero λi.
Given g ∈ S2n, we attach a graph G(g) with vertices 1, 2, . . . , 2n and with the edge set{
{2k − 1, 2k} | k ∈ [n]
}
⊔
{
{g(2k − 1), g(2k)} | k ∈ [n]
}
.
Each connected component ofG(g) has even vertices. Let 2λ1, 2λ2, . . . , 2λl be numbers of vertices
of components. We may suppose λ1 ≥ λ2 ≥ · · · ≥ λl. Then the sequence λ = (λ1, λ2, . . . , λl) is
a partition of n. We call the λ the coset-type of g ∈ S2n.
For example, the coset-type of ( 1 2 3 4 5 6 7 87 1 6 3 2 8 4 5 ) in S8 is (2, 2).
In general, given g, g′ ∈ S2n, their coset-types coincide if and only if HngHn = Hng
′Hn.
Hence we have the double coset decomposition of Hn in S2n:
(4.2) S2n =
⊔
ρ⊢n
Hρ, where Hρ = {g ∈ S2n | the coset-type of g is ρ}.
Note H(1n) = Hn and |Hρ| = (2
nn!)2/(2ℓ(ρ)zρ). Here
(4.3) zρ =
∏
r≥1
rmr(ρ)mr(ρ)!
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with multiplicities mr(ρ) = |{i ≥ 1 | ρi = r}| of r in ρ.
For g ∈ S2n, denote by κ(g) the number of connected components of G(g). Equivalently,
κ(g) is the length of the coset-type of g. Under the embedding M(2n) ⊂ S2n, we may define
G(m) and κ(m) for each m ∈ M(2n). They are compatible with their definitions in Subsection
1.2.
4.3 Zonal spherical functions
For two functions f1, f2 on S2n, their convolution f1 ∗ f2 is defined by
(f1 ∗ f2)(g) =
∑
g′∈S2n
f1(g(g
′)−1)f2(g
′) (g ∈ S2n).
Let Hn be the set of all complex-valued Hn-biinvariant functions on S2n:
Hn = {f : S2n → C | f(ζg) = f(gζ) = f(g) (g ∈ S2n, ζ ∈ Hn)}.
It is known that this is a commutative algebra under convolution, with unit 1Hn given by
(4.4) 1Hn(g) =
{
(2nn!)−1 if g ∈ Hn,
0 otherwise.
Therefore (S2n,Hn) is a Gelfand pair in the sense of [Mac, VII.1]. The algebra Hn is called the
Hecke algebra associated with the Gelfand pair (S2n,Hn).
For each λ ⊢ n we define the zonal spherical function ωλ by
ωλ(g) =
1
2nn!
∑
ζ∈Hn
χ2λ(gζ) (g ∈ S2n).
Here χ2λ is the irreducible character of S2n associated with 2λ = (2λ1, 2λ2, . . . ). The ω
λ (λ ⊢ n)
form a basis of Hn and have the property
(4.5) ωλ ∗ ωµ = δλµ
(2n)!
f2λ
ωλ for all λ, µ ⊢ n.
Here f2λ is the value of χ2λ at the identity of S2n, or equivalently the dimension of the irreducible
representation of character χ2λ. We denote by ωλρ the value of ω
λ at the double coset Hρ. Note
ωλ(1n) = 1 for all λ ⊢ n.
4.4 Zonal polynomials
We now need the theory of symmetric functions. Let Λ be the algebra of symmetric functions
in infinitely-many variables x1, x2, . . . and with coefficients in Q. Let λ = (λ1, λ2, . . . ) be a
partition of n. We denote by pλ the power-sum symmetric function:
pλ =
ℓ(λ)∏
i=1
pλi and pk(x1, x2, . . . ) = x
k
1 + x
k
2 + · · · .
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Let Zλ be the zonal polynomial (or zonal symmetric function):
(4.6) Zλ = 2
nn!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ ω
λ
ρpρ.
Here zρ is the quantity defined in (4.3). Alternatively, for ρ ⊢ n,
(4.7) pρ =
2nn!
(2n)!
∑
λ⊢n
f2λωλρZλ.
Recall that Λ is the algebra generated by {pr | r ≥ 1} and that the pr are algebraically
independent. Let z be a complex number and let φz : Λ → C be the algebra homomorphism
defined by φz(pr) = z for all r ≥ 1. Then we have the specializations
(4.8) φz(pρ) = z
ℓ(ρ) and φz(Zλ) = Cλ(z) :=
∏
(i,j)∈λ
(z + 2j − i− 1)
where the product
∏
(i,j)∈λ stands for
∏ℓ(λ)
i=1
∏λi
j=1, which is over all boxes of the Young diagram
of λ. It follows by (4.6) and (4.7) that
(4.9) Cλ(z) = 2
nn!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ ω
λ
ρz
ℓ(ρ) and zℓ(ρ) =
2nn!
(2n)!
∑
λ⊢n
f2λωλρCλ(z).
4.5 Weingarten functions
Let z be a complex number such that Cλ(z) 6= 0 for all λ ⊢ n. We define a function Wg
O(·; z)
in Hn by
(4.10) WgO(g; z) =
1
(2n − 1)!!
∑
λ⊢n
f2λ
Cλ(z)
ωλ(g) (g ∈ S2n).
We call it the orthogonal Weingarten function (or Weingarten function for orthogonal groups).
The function g 7→WgO(g; z) is constant at each double coset Hρ (ρ ⊢ n). We denote by (the
same symbol) WgO(ρ; z) its value at Hρ.
Example 1.
WgO((1); z) =
1
z
.
WgO((2); z) =
−1
z(z + 2)(z − 1)
. WgO((12); z) =
z + 1
z(z + 2)(z − 1)
.
The list of WgO(ρ; z) for |ρ| ≤ 6 is seen in [CM].
Define the function GO(·; z) in Hn by
GO(g; z) = zκ(g) (g ∈ S2n).
The following lemma is a key in our proof of Theorem 2.
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Lemma 5 ([CM]).
GO(·; z) ∗WgO(·; z) = (2nn!)21Hn .
Here 1Hn is defined in (4.4).
Proof. Recall that if ρ is the coset-type of g, then κ(g) = ℓ(ρ). From the second formula in
(4.9), we have
(4.11) GO(·; z) =
2nn!
(2n)!
∑
λ⊢n
f2λCλ(z)ω
λ,
so that
GO(·; z) ∗WgO(·; z) =
(2nn!)2
(2n)!
∑
λ⊢n
f2λωλ
by (4.10) and (4.5).
On the other hand, since limt∈R, t→+∞ t
−nCλ(t) = 1, using the second formula in (4.9) again,
we may see that
2nn!
(2n)!
∑
λ⊢n
f2λωλ(g) = lim
t→+∞
t−n
2nn!
(2n)!
∑
λ⊢n
f2λCλ(t)ω
λ(g) = lim
t→+∞
t−(n−κ(g)),
which is equal to 1 if g ∈ Hn, or to zero otherwise. Hence we have
1Hn =
1
(2n)!
∑
λ⊢n
f2λωλ.
This finishes the proof.
4.6 Weingarten calculus for orthogonal groups
The content in this subsection will not be used in the latter sections. We here review how the
Weingarten function WgO appears in the theory of random orthogonal matrices.
Let O(N) be the compact Lie group of N × N real orthogonal matrices. The group O(N)
is equipped with the Haar probability measure dO such that d(U1OU2) = dO for fixed U1, U2 ∈
O(N) and that
∫
O(N) dO = 1.
Let O = (Oij)i,j∈[N ] be a Haar-distributed orthogonal matrix. Consider a general moment
E[Oi1j1Oi2j2 · · ·Oikjk ] (i1, i2, . . . , ik, j1, j2, . . . , jk ∈ [N ]).
From the biinvariant property for the Haar measure, we can see immediately that E[Oi1j1Oi2j2 · · ·Oikjk ] =
0 if k is odd.
Proposition 6 ([CM, CS]). Let i1, . . . , i2n, j1, . . . , j2n be indices in [N ]. Assume that N ≥ n
and let O = (Oij)i,j∈[N ] be a Haar-distributed orthogonal matrix. Then we have
E[Oi1j1Oi2j2 · · ·Oi2nj2n ] =
∑
m,n∈M(2n)
WgO(m−1n;N)
 ∏
{p,q}∈m
δip,iq
 ∏
{p,q}∈n
δjp,jq
 .
Here each m ∈ M(2n) is regarded as a permutation in S2n.
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In particular, using Example 1, we have
E[O1,j1O1,j2O2,j3O2,j4 ] =
1
N(N + 2)(N − 1)
((N + 1)δj1j2δj3j4 − δj1j3δj2j4 − δj1j4δj2j3)
for N ≥ 2 and j1, j2, j3, j4 ∈ [N ].
Remark 3. Proposition 6 was first proved in [CS] with a function WgO, which was implicitly
defined via the equation of Lemma 5. The explicit expression (4.10) was first given in [CM].
Zinn–Justin [Z] (see also [Mat2]) gave another expression, involving Jucys–Murphy elements.
Remark 4. If ℓ(λ) > N then Cλ(N) = 0, and therefore the definition (4.10) does not make
sense unless unless N ≥ n. For z = N ∈ {1, 2, . . . , n − 1} we extend the definition of the
Weingarten function by
WgO(g;N) =
1
(2n − 1)!!
∑
λ⊢n
ℓ(λ)≤N
f2λ
Cλ(N)
ωλ(g) (g ∈ S2n).
Then WgO(g;N) does make sense for all g ∈ S2n, and Proposition 6 holds true without any
condition for N ; see [CM] for details.
5 Proof of Theorem 2
Let d, β, σ be as in Introduction. We also use symbols defined in Section 4. Our starting point
for the proof of Theorem 2 is the following lemma.
Lemma 7. Let W ∼ Wd(β, σ;R) and let s1, . . . , sn ∈ Sym(d). Put γ = β −
d+1
2 and suppose
γ > 0. Then
tr (σ−1s1)tr (σ
−1s2) · · · tr (σ
−1sn) = (−1)
n
∑
π∈Sn
(−γ)ν(π)E[Rπ(W
−1; s1, . . . , sn)],
where Rπ(·; · · · ) is defined in Section 3.
Proof. We can obtain the proof in the same way to [GLM1, Theorem 3]. Therefore we omit it
here. (The assumption γ = β − d+12 > 0 implies that the real Wishart distribution Wd,β,σ has
the density f(w; d, β, σ) given by (1.1), and that f(w; d, β, σ) vanishes on the boundary of Ω.
Therefore, we can apply Stokes’ formula for f ; see pages 298–299 in [GLM1].)
Lemma 8. Let W and γ be as in Lemma 7. Given indices k1, k2, . . . , k2n from {1, . . . , d}, we
have
(5.1) σk1k2σk3k4 · · · σk2n−1k2n = (−1)n2−n
∑
m∈M(2n)
(−2γ)κ(m)E
 ∏
{p,q}∈m
W kpkq
 .
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Proof. By using Lemma 7, one can prove it in the same way to the proof of Theorem 1. Indeed,
applying Lemma 7 with sj = (Ek2j−1,k2j + Ek2j ,k2j−1)/2 (1 ≤ j ≤ n), and using (3.1) and
Proposition 3, we see that
σk1k2σk3k4 · · · σk2n−1k2n
=(−1)n2−n
∑
π∈Sn
(−γ)ν(π)E[Rπ(W
−1;Ek1k2 + Ek2k1 , . . . , Ek2n−1k2n + Ek2nk2n−1)]
=(−1)n2−n
∑
π∈Sn
(−γ)ν(π)E
[
Pπ
(
(W kpkq)p,q∈[2n]
)]
=(−1)n2−nE
[
hf−2γ(W
kpkq)p,q∈[2n]
]
.
Suppose γ > n− 1. Then WgO(g;−2γ) (g ∈ S2n) can be defined (see Subsection 4.5). Set
(5.2) W˜g(g; γ) = (−1)n2nWgO(g;−2γ) =
2nn!
(2n)!
(−1)n2n
∑
λ⊢n
f2λ
Cλ(−2γ)
ωλ(g) (g ∈ S2n).
We finally prove Theorem 2. Recall that the functions g 7→ κ(g) and g 7→ Wg(g; z) are
Hn-biinvariant. We can rewrite (5.1) in the form
σk1k2σk3k4 · · · σk2n−1k2n = (−1)n2−n(2nn!)−1
∑
g∈S2n
(−2γ)κ(g)E
[
W kg(1)kg(2) · · ·W kg(2n−1)kg(2n)
]
by the coset decomposition (4.1). Therefore, the right hand side of (1.4) is equal to
(−1)n2n(2nn!)−1
∑
g′∈S2n
WgO(g′;−2γ)σkg′(1)kg′(2) · · · σkg′(2n−1)kg′(2n)
=(2nn!)−2
∑
g,g′∈S2n
(−2γ)κ(g)WgO(g′;−2γ)E
[
W kg′g(1)kg′g(2) · · ·W kg′g(2n−1)kg′g(2n)
]
=(2nn!)−2
∑
g,g′′∈S2n
(−2γ)κ(g)WgO(g′′g−1;−2γ)E
[
W kg′′(1)kg′′(2) · · ·W kg′′(2n−1)kg′′(2n)
]
by letting g′′ = g′g. Since Lemma 5 implies
∑
g∈S2n
zκ(g)WgO(g′′g−1; z) =
{
2nn! if g′′ ∈ Hn,
0 otherwise,
the last equation equals
(2nn!)−1
∑
g′′∈Hn
E
[
W kg′′(1)kg′′(2) · · ·W kg′′(2n−1)kg′′(2n)
]
= E[W k1k2W k3k4 · · ·W k2n−1k2n ].
Hence we have proved Theorem 2.
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Remark 5. Theorem 2 holds true for any positive real number γ such that Cλ(−2γ) 6= 0 for
all λ ⊢ n.
Remark 6. The complex-Wishart version of Theorem 2 is obtained by Graczyk et al. [GLM1].
They employ a class function on Sn defined by
WgU (π;−q) =
1
n!
∑
λ⊢n
fλ∏
(i,j)∈λ(−q + j − i)
χλ(π) (π ∈ Sn),
where q > n − 1 is a parameter in [GLM1], corresponding to our γ. The function WgU (π;N)
coincides with the Weingarten fucntion for the unitary group U(N), studied in [C] (see also
[MN]).
6 Applications
In this section, we give applications of Theorem 1 and Theorem 2.
6.1 Mixed moments of traces
Recall the symbol Rπ(x;m1, . . . ,mn) defined in Section 3, where x is a d× d symmetric matrix,
m1, . . . ,mn are d× d complex matrices, and π ∈ Sn. For example,
R(1→3→2→4→1)(x;m1,m2,m3,m4) =tr (xm1xm3xm2xm4),
R(1→4→5→1)(2→7→2)(6→6)(x;m1,m2, . . . ,m7) =tr (xm1xm4xm5)tr (xm2xm7)tr (xm6).
Thus Rπ(x;m1, . . . ,mn) is a product of traces of the form tr (xmi1xmi2 · · · xmik). Our purpose
in this section is to compute moments of the forms
E[Rπ(W ;m1, . . . ,mn)] and E[Rπ(W
−1;m1, . . . ,mn)]
where W ∼Wd(β, σ;R) as usual.
First we observe a simple example.
Example 2. We compute E[tr (Wm1Wm2)]. Expanding the trace, we have
E[tr (Wm1Wm2)] =
∑
k1,k2,k3,k4
(m1)k2k3(m2)k4k1E[Wk1k2Wk3k4 ].
From Theorem 1 or (1.3), it is equal to
∑
k1,k2,k3,k4
(m1)k2k3(m2)k4k1
(
β2σk1k2σk3k4 +
β
2
σk1k3σk2k4 +
β
2
σk1k4σk2k3
)
=β2tr (σm1σm2) +
β
2
tr (σmt1σm2) +
β
2
tr (σm1)tr (σm2),
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where mt is the transpose of m. In other words,
E[R(1→2→1)(W ;m1,m2)] = β
2R(1→2→1)(σ;m1,m2)+
β
2
R(1→2→1)(σ;m
t
1,m2)+
β
2
R(1→1)(2→2)(σ;m1,m2).
This example indicates that we should deal with not only m1, . . . ,mn but also with their trans-
poses mt1, . . . ,m
t
n.
Given a matrix m = (mij) and a signature ǫ ∈ {−1,+1}, we put
mǫ =
{
m if ǫ = +1,
mt if ǫ = −1.
Let m1, . . . ,mn be d × d complex matrices and let x = (xi,j) be a d × d real symmetric
matrix. Given a permutation g ∈ S2n, we define Tg(x;m1, . . . ,mn) by
Tg(x;m1, . . . ,mn) =
d∑
j1,...,j2n=1
(m1)j1,j2(m2)j3,j4 · · · (mn)j2n−1,j2nxjg(1),jg(2)xjg(3),jg(4) · · · xjg(2n−1),jg(2n) .
In our situation, the symbol Tg is more useful than Rπ.
Given π ∈ Sn, we denote by π˜ the permutation in S2n given by π˜(2j − 1) = 2π(j) − 1 and
π˜(2j) = 2j for j = 1, 2, . . . , n. Denote by ζi the transposition (2i − 1→ 2i→ 2i− 1).
Lemma 9. For π ∈ Sn and ǫ1, . . . , ǫn ∈ {±1} we have
Rπ(x;m
ǫ1
1 , . . . ,m
ǫn
n ) = Tg(x;m1, . . . ,mn) with g =
( ∏
i:ǫi=−1
ζi
)
· π˜.
Proof. First we will show
(6.1) Rπ(x;m1, . . . ,mn) = Tπ˜(x;m1, . . . ,mn).
Take a cycle c = (c1 → c2 → · · · → cr → c1) in π. Then we see that∑
j2c1−1,j2c1 ,...,j2cr−1,j2cr
r∏
k=1
(mck)j2ck−1,j2ckxjp˜i(2ck−1),jp˜i(2ck)
=
∑
j2c1−1,j2c1 ,...,j2cr−1,j2cr
r∏
k=1
(mck)j2ck−1,j2ckxj2pi(ck)−1,j2ck
=
∑
j2c1−1,j2c1 ,...,j2cr−1,j2cr
(mc1)j2c1−1,j2c1xj2c1 ,j2c2−1(mc2)j2c2−1,j2c2xj2c2 ,j2c3−1 · · · (mcr)j2cr−1,j2crxj2cr ,j2c1−1
=tr (mc1xmc2x · · ·mcrx) = Rc(x;m1, . . . ,mn).
We obtain (6.1) by taking the product over all cycles in π.
Next we will show
(6.2) Rπ(x;m1, . . . ,m
t
i, . . . ,mn) = Tζiπ˜(x;m1, . . . ,mn).
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We have
Tζiπ˜(x;m1, . . . ,mn) =
∑
j1,...,j2n
n∏
k=1
(mk)j2k−1,j2kxjζip˜i(2k−1),jζip˜i(2n) .
Letting j′k = jζi(k) for all k = 1, 2, . . . , 2n, it is equal to
∑
j′1,...,j
′
2n
n∏
k=1
(mk)j′
ζi(2k−1)
,j′
ζi(2k)
xj′
p˜i(2k−1)
,j′
p˜i(2k)
=
∑
j′1,...,j
′
2n
(mti)j′2i−1,j′2ixj′p˜i(2i−1) ,j
′
p˜i(2i)
∏
k 6=i
(mk)j′2k−1,j
′
2k
xj′
p˜i(2k−1)
,j′
p˜i(2k)
=Tπ˜(x;m1, . . . ,m
t
i, . . . ,mn).
Therefore, (6.2) follows by (6.1). Now the result can be obtained from (6.1) and (6.2).
Example 3. Consider
tr (xm1xm
t
4xm
t
5xm2)tr (xm3xm
t
7)tr (xm6),
which is equal to Rπ(x;m
ǫ1
1 , . . . ,m
ǫ7
7 ) with
π =(1→ 4→ 5→ 2→ 1)(3→ 7→ 3)(6→ 6) ∈ S7,
(ǫ1, . . . , ǫ7) =(+1,+1,+1,−1,−1,+1,−1).
It coincides with Tg(x;m1, . . . ,m7), where g = ζ4ζ5ζ7π˜, i.e.,
g = (7→ 8→ 7)(9→ 10→ 9)(13 → 14→ 13)(1→ 7→ 9→ 3→ 1)(5→ 13→ 5)(11→ 11).
Lemma 10. The function S2n ∋ g 7→ Tg(x;m1, . . . ,mn) is right Hn-invariant:
Tgζ(x;m1, . . . ,mn) = Tg(x;m1, . . . ,mn) for all ζ ∈ Hn and g ∈ S2n.
Proof. It is enough to check for ζ = (2i− 1→ 2i→ 2i− 1) and (2i− 1→ 2j− 1→ 2i− 1)(2i →
2j → 2i) because Hn is generated by them. However, it is clear.
The moment of the form E[Rπ(W
±1;mǫ11 , . . . ,m
ǫn
n )] may be given by E[Tg(W
±1;m1, . . . ,mn)]
with some g ∈ S2n. Hence we now compute the moments E[Tg(W
±1;m1, . . . ,mn)]. First of all,
we note that the formulas in Theorem 1 and Theorem 2 can be expressed in the forms
E[Wk1k2 · · ·Wk2n−1,k2n ] =2
−n(2nn!)−1
∑
g∈S2n
(2β)κ(g)σkg(1),kg(2) · · · σkg(2n−1),kg(2n) ,(6.3)
E[W k1k2 · · ·W k2n−1,k2n ] =(2nn!)−1
∑
g∈S2n
W˜g(g; γ)σkg(1) ,kg(2) · · · σkg(2n−1),kg(2n) .(6.4)
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Theorem 3. Let W ∼ Wd(β, σ;R) and let γ be as in Theorem 2. Let m1, . . . ,mn be d × d
matrices and let g ∈ S2n. Then
E[Tg(W ;m1, . . . ,mn)] =2
−n
∑
n∈M(2n)
(2β)κ(g
−1n)Tn(σ;m1, . . . ,mn),
E[Tg(W
−1;m1, . . . ,mn)] =
∑
n∈M(2n)
W˜g(g−1n; γ)Tn(σ
−1;m1, . . . ,mn).
Proof. Using (6.3) (or Theorem 1),
E[Tg(W ;m1, . . . ,mn)]
=
∑
j1,...,j2n
(
n∏
k=1
(mk)j2k−1,j2k
)
E[Wjg(1),jg(2) · · ·Wjg(2n−1),jg(2n) ]
=
∑
j1,...,j2n
(
n∏
k=1
(mk)j2k−1,j2k
)
2−n(2nn!)−1
∑
g′∈S2n
(2β)κ(g
′)σjgg′(1),jgg′(2) · · · σjgg′(2n−1),jgg′(2n)
and, letting h = gg′,
=2−n(2nn!)−1
∑
h∈S2n
(2β)κ(g
−1h)
∑
j1,...,j2n
n∏
k=1
(mk)j2k−1,j2kσjh(2k−1),jh(2k)
=2−n(2nn!)−1
∑
h∈S2n
(2β)κ(g
−1h)Th(σ;m1, . . . ,mn)
=2−n
∑
n∈M(2n)
(2β)κ(g
−1n)Tn(σ;m1, . . . ,mn).
Here the last equality follows from Lemma 10 and (4.1). Thus the first formula has been proved.
The same applies to the second formula.
It follows from Lemma 9 and Theorem 3 that, for π ∈ Sn and (ǫ1, . . . , ǫn) ∈ {−1,+1}
n,
E[Rπ(W ;m
ǫ1
1 , . . . ,m
ǫn
n )] =2
−n
∑
n∈M(2n)
(2β)κ(g
−1n)Tn(σ;m1, . . . ,mn),(6.5)
E[Rπ(W ;m
ǫ1
1 , . . . ,m
ǫn
n )] =
∑
n∈M(2n)
W˜g(g−1n; γ)Tn(σ
−1;m1, . . . ,mn),(6.6)
where g is as in Lemma 9. We remark that (6.5) is equivalent to [GLM2, Corollary 14].
6.2 Averages of invariant polynomials
Given a partition λ of n, we define two functions Zλ and pλ on Ω = Sym
+(d) by
Zλ(x) = Zλ(a1, a2, . . . , ad, 0, 0, . . . ) and pλ(x) = pλ(a1, a2, . . . , ad, 0, 0, . . . ),
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where a1, . . . , ad are eigenvalues of x ∈ Ω, and Zλ, pλ are symmetric functions defined in Sub-
section 4.4. In particular, we have
pλ(x) =
ℓ(λ)∏
i=1
tr (xλi) =
∏
r≥1
(tr (xr))mr(λ) ,
where mr(λ) is the multiplicity of r in λ. From (4.6) and (4.7), we have
(6.7) Zλ = 2
nn!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ ω
λ
ρpρ and pρ =
2nn!
(2n)!
∑
λ⊢n
f2λωλρZλ.
Recall Cλ(z) =
∏
(i,j)∈λ(z+2j− i− 1). The following theorem, derived from Theorem 1 and
Theorem 2, is exactly the real case of Proposition 5 and 6 in [LM1].
Theorem 4. Let W ∼Wd(β, σ;R) and let γ be as in Theorem 2. For a partition λ of n,
E[Zλ(W )] =2
−nCλ(2β)Zλ(σ).
E[Zλ(W
−1)] =(−1)n2nCλ(−2γ)
−1Zλ(σ
−1).
Proof. First of all, we note that
pρ(x) = Tg(x; Id, . . . , Id︸ ︷︷ ︸
n
)
for a permutation g in S2n of coset-type ρ and for a matrix x in Ω. Indeed, since the function
S2n ∋ g 7→ Tg(x; Id, . . . , Id) is Hn-biinvariant, the image depends only on the coset-type. If π is
a permutation in Sn of cycle-type ρ, then π˜ is of coset-type ρ, and therefore Tg(x; Id, . . . , Id) =
Tπ˜(x; Id, . . . , Id) = Rπ(x; Id, . . . , Id) = pρ(x) by Lemma 9.
From the first formula in (6.7) and the double decomposition (4.2), we have
E[Zλ(W )] =2
nn!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ ω
λ
ρE[pρ(W )]
=2nn!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ
1
|Hρ|
∑
g∈Hρ
ωλ(g)E[Tg(W ; Id, . . . , Id)]
=(2nn!)−1
∑
g∈S2n
ωλ(g)E[Tg(W ; Id, . . . , Id)].
It follows from Theorem 3 that
E[Zλ(W )] =(2
nn!)−2
∑
g∈S2n
ωλ(g)2−n
∑
g′∈S2n
(2β)κ(g
−1g′)Tg′(σ; Id, . . . , Id)
=(2nn!)−22−n
∑
g′∈S2n
(
(ωλ ∗GO(·; 2β))(g′)
)
Tg′(σ; Id, . . . , Id).
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Since ωλ ∗GO(·; z) = 2nn!Cλ(z)ω
λ by (4.11) and (4.5), we have
E[Zλ(W )] = (2
nn!)−12−nCλ(2β)
∑
g′∈S2n
ωλ(g′)Tg′(σ; Id, . . . , Id).
Since ∑
g′∈S2n
ωλ(g′)Tg′(σ; Id, . . . , Id) =
∑
ρ⊢n
|Hρ|ω
λ
ρpρ(σ) =
∑
ρ⊢n
(2nn!)2
2ℓ(ρ)zρ
ωλρpρ(σ) = 2
nn!Zλ(σ)
by the first formula in (6.7), our first result follows. The proof of our second result is similar.
The following is equivalent to the real case of [LM1, Theorem 2].
Corollary 5. Let W ∼Wd(β, σ;R) and let γ be as in Theorem 2. For a partition µ of n,
E[pµ(W )] =
(2nn!)2
(2n)!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ
(
2−n
∑
λ⊢n
Cλ(2β)f
2λωλµω
λ
ρ
)
pρ(σ),
E[pµ(W
−1)] =
(2nn!)2
(2n)!
∑
ρ⊢n
2−ℓ(ρ)z−1ρ
(
(−1)n2n
∑
λ⊢n
Cλ(−2γ)
−1f2λωλµω
λ
ρ
)
pρ(σ
−1).
Proof. They follow from Theorem 4 and (6.7).
Corollary 6. Let W ∼Wd(β, σ;R) and let γ be as in Theorem 2. Then
E[(trW )n] =
∑
ρ⊢n
n!
zρ
βℓ(ρ)pρ(σ),
E[(trW−1)n] =
∑
ρ⊢n
2n−ℓ(ρ)
n!
zρ
W˜g(ρ; γ)pρ(σ
−1).
Proof. The first result follows by letting µ = (1n) in Corollary 5 and by using the second formula
in (4.9). The second one also follows by (4.10).
6.3 Examples for low degrees
If we apply our theorems (Theorem 1 – Corollary 6), we can compute various Wishart moments
for low degrees n = 1, 2, 3, 4 easily; see Appendix.
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A Appendix: Examples for low degrees
We give explicit examples of our theorems obtained in the present papers. Let W ∼Wd(β, σ;R)
and set γ = β − d+12 as usual. Let m1,m2, . . . be d× d matrices.
Degree 1
Suppose γ > 0. It follows from Theorem 1 and Theorem 2 that
(A.1) E[Wij ] = βσij and E[W
ij] =
1
γ
σij
for 1 ≤ i, j ≤ d. It is immediate to see that
E[W ] =βσ, E[W−1] =γ−1σ−1,(A.2)
E[tr (Wm1)] =βtr (σm1), E[tr (W
−1m1)] =γ
−1tr (σ−1m1).(A.3)
Degree 2
Suppose γ > 0 but γ 6= 1 (see Remark 5). From (5.2) and Example 1,
W˜g({{1, 2}, {3, 4}}; γ) =
2γ − 1
γ(γ − 1)(2γ + 1)
,
W˜g({{1, 3}, {2, 4}}; γ) = W˜g({{1, 4}, {2, 3}}; γ) =
1
γ(γ − 1)(2γ + 1)
.
It follows from Theorem 1 and Theorem 2 that
E[Wk1k2Wk3k4 ] =β
2σk1k2σk3k4 +
β
2
(σk1k3σk2k4 + σk1k4σk2k3),(A.4)
E[W k1k2W k3k4 ] =
1
γ(γ − 1)(2γ + 1)
[
(2γ − 1)σk1k2σk3k4 + σk1k3σk2k4 + σk1k4σk2k3
]
,(A.5)
for (k1, k2, k3, k4) ∈ [d]
4.
The average for the (i, j)-entry of W 2 is
E
[
d∑
k=1
WikWkj
]
=β2
d∑
k=1
σikσkj +
β
2
d∑
k=1
(σikσkj + σijσkk)
=
(
β2 +
β
2
)
(σ2)ij +
β
2
(trσ)σij ,
and the average for the (i, j)-entry of W−2 is
E
[
d∑
k=1
W ikW kj
]
=
1
γ(γ − 1)(2γ + 1)
[
(2γ − 1)
d∑
k=1
σikσkj +
d∑
k=1
(σikσkj + σijσkk)
]
=
1
γ(γ − 1)(2γ + 1)
(
2γ(σ−2)ij + tr (σ
−1)σij
)
.
26 MATSUMOTO
Therefore
E[W 2] =
(
β2 +
β
2
)
σ2 +
β
2
(tr σ)σ,(A.6)
E[W−2] =
1
γ(γ − 1)(2γ + 1)
(
2γσ−2 + tr (σ−1)σ
)
.(A.7)
As we saw in Example 2,
(A.8) E[tr (Wm1Wm2)] = β
2tr (σm1σm2) +
β
2
tr (σmt1σm2) +
β
2
tr (σm1)tr (σm2),
and in a similar way we have
E[tr (W−1m1W
−1m2)] =
1
γ(γ − 1)(2γ + 1)
[
(2γ − 1)tr (σ−1m1σ
−1m2)(A.9)
+ tr (σ−1mt1σ
−1m2) + tr (σ
−1m1)tr (σ
−1m2)
]
.
Moreover
E[tr (Wm1)tr (Wm2)] =β
2tr (σm1)tr (σm2) +
β
2
tr (σm1σm2) +
β
2
tr (σmt1σm2),(A.10)
E[tr (W−1m1)tr (W
−1m2)] =
1
γ(γ − 1)(2γ + 1)
[
(2γ − 1)tr (σ−1m1)tr (σ
−1m2)(A.11)
+ tr (σ−1m1σ
−1m2) + tr (σ
−1mt1σ
−1m2)
]
.
Degree 3
Suppose γ > 0 but γ 6= 1, 2. From (5.2) and a list in [CM] (see also [CS]), the W˜g(ρ; γ) (ρ ⊢ 3)
are given by
W˜g((3); γ) =
1
u3(γ)
, W˜g((2, 1); γ) =
γ − 1
u3(γ)
, W˜g((13); γ) =
2γ2 − 3γ − 1
u3(γ)
,
where
u3(γ) = γ(γ − 1)(γ − 2)(γ + 1)(2γ + 1).
It follows from Theorem 1 and Theorem 2 that
E[Wk1k2Wk3k4Wk5k6 ](A.12)
=β3σk1k2σk3k4σk5k6 +
β2
2
(σk1k3σk2k4σk5k6 + σk1k4σk2k3σk5k6 + σk1k5σk2k6σk3k4
+ σk1k6σk2k5σk3k4 + σk1k2σk3k5σk4k6 + σk1k2σk3k6σk4k5)
+
β
4
(σk1k4σk2k5σk3k6 + σk1k3σk2k5σk4k6 + σk1k4σk2k6σk3k5 + σk1k3σk2k6σk4k5
+ σk1k6σk2k3σk4k5 + σk1k5σk2k3σk4k6 + σk1k6σk2k4σk3k5 + σk1k5σk2k4σk3k6)
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and
E[W k1k2W k3k4W k5k6 ](A.13)
=u3(γ)
−1
[
(2γ2 − 3γ − 1)σk1k2σk3k4σk5k6
+ (γ − 1)(σk1k3σk2k4σk5k6 + σk1k4σk2k3σk5k6 + σk1k5σk2k6σk3k4
+ σk1k6σk2k5σk3k4 + σk1k2σk3k5σk4k6 + σk1k2σk3k6σk4k5)
+ (σk1k4σk2k5σk3k6 + σk1k3σk2k5σk4k6 + σk1k4σk2k6σk3k5 + σk1k3σk2k6σk4k5
+ σk1k6σk2k3σk4k5 + σk1k5σk2k3σk4k6 + σk1k6σk2k4σk3k5 + σk1k5σk2k4σk3k6)
]
.
From Corollary 5 we have
E[pµ(W )] =
16
5
(
1
6
A(µ, (3))p(3)(σ) +
1
8
A(µ, (2, 1))p(2,1)(σ) +
1
48
A(µ, (13))p(13)(σ)
)
,
(A.14)
E[pµ(W
−1)] =
16
5
(
1
6
B(µ, (3))p(3)(σ
−1) +
1
8
B(µ, (2, 1))p(2,1)(σ
−1) +
1
48
B(µ, (13))p(13)(σ
−1)
)
,
(A.15)
for each µ ⊢ 3, where
A(µ, ρ) =
1
8
∑
λ⊢3
Cλ(2β)f
2λωλµω
λ
ρ and B(µ, ρ) = −8
∑
λ⊢3
Cλ(−2γ)
−1f2λωλµω
λ
ρ .
We compute the matrices A = (A(µ, ρ))µ,ρ⊢3 and B = (B(µ, ρ))µ,ρ⊢3. Here indices of rows and
columns of the matrices are labeled by (3), (2, 1), (13) in order. By using results in [Mac, VII.2],
we have
Z := (ωλµ)λ,µ⊢3 =
 1 1 1−14 16 1
1
4 −
1
2 1
 .
Since f2λ coincides with the number of standard Young tableaux of shape 2λ (see, e.g., [Sa]2 ),
we may have
f2(3) = f (6) = 1, f2(2,1) = f (4,2) = 9, and f2(1
3) = f (2
3) = 5.
From the definition of Cλ(z), it is immediate to see
C(3)(z) = z(z+2)(z+4), C(2,1)(z) = z(z+2)(z−1), and C(13)(z) = z(z−1)(z−2).
Now, letting F := diag(f2(3), f2(2,1), f2(1
3)) and C(z) := diag(C(3)(z), C(2,1)(z), C(13)(z)), we can
calculate
A =
1
8
Zt · F · C(2β) · Z =
1516β(2β2 + 3β + 2) 158 β(2β + 1) 154 β15
8 β(2β + 1)
5
4β(2β
2 + β + 2) 152 β
2
15
4 β
15
2 β
2 15β3
 ,
2[Sa] B. E. Sagan, The symmetric group. Representations, combinatorial algorithms, and symmetric functions,
second ed., Graduate Texts in Mathematics, 203. Springer-Verlag, New York, 2001.
28 MATSUMOTO
and
B = −8Zt · F · C(−2γ)−1 · Z =
1
u3(γ)
154 γ2 152 γ 1515
2 γ 5(γ
2 − γ + 1) 15(γ − 1)
15 15(γ − 1) 15(2γ2 − 3γ − 1)
 .
Hence
E[p(3)(W )] =
1
2
β(2β2 + 3β + 2)p(3)(σ) +
3
4
β(2β + 1)p(2,1)(σ) +
1
4
βp(13)(σ),(A.16)
E[p(2,1)(W )] =β(2β + 1)p(3)(σ) +
1
2
β(2β2 + β + 2)p(2,1)(σ) +
1
2
β2p(13)(σ),(A.17)
E[p(13)(W )] =2βp(3)(σ) + 3β
2p(2,1)(σ) + β
3p(13)(σ),(A.18)
and
E[p(3)(W
−1)] =
2γ2p(3)(σ
−1) + 3γp(2,1)(σ
−1) + p(13)(σ
−1)
γ(γ − 1)(γ − 2)(γ + 1)(2γ + 1)
,(A.19)
E[p(2,1)(W
−1)] =
4γp(3)(σ
−1) + 2(γ2 − γ + 1)p(2,1)(σ
−1) + (γ − 1)p(13)(σ
−1)
γ(γ − 1)(γ − 2)(γ + 1)(2γ + 1)
,(A.20)
E[p(13)(W
−1)] =
8p(3)(σ
−1) + 6(γ − 1)p(2,1)(σ
−1) + (2γ2 − 3γ − 1)p(13)(σ
−1)
γ(γ − 1)(γ − 2)(γ + 1)(2γ + 1)
.(A.21)
We remark that those formulas for E[pµ(W )] (µ ⊢ 3) are seen in [LM1, equation (37)].
Degree 4 and higher degrees
First we note that, when n = 4, the sums in Theorem 1, 2 and 3 are over |M(8)| = 7·5·3·1 = 105
terms.
Consider Corollary 5 for any degree n. As we did in the degree 3 case, we can apply it
to any degree n. The f2λ may be computed by the well-known hook formula, see e.g. [Sa,
Theorem 3.10.2], and the Cλ(z) may be done easily by the definition (4.8). The ω
λ are the most
complicated among quantities appearing in Corollary 5 but we can know their explicit values
from the table of zonal polynomials in [PJ]3.
In closing, we give the explicit expressions of Corollary 6 for n = 4. Its first formula is given
(A.22) E[(trW )4] = 6βp(4)(σ) + 8β
2p(3,1)(σ) + 3β
2p(22)(σ) + 6β
3p(2,12)(σ) + β
4p(14)(σ).
Suppose γ > 0 but γ 6= 12 , 1, 2, 3. Put
u4(γ) = γ(γ − 1)(γ − 2)(γ − 3)(2γ − 1)(γ + 1)(2γ + 1)(2γ + 3),
3 [PJ] A. M. Parkhurst and A. T. James, Zonal polynomials of order 1 through 12, Selected Tables in Mathe-
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which is non-zero. From (5.2) and a list in [CM] (see also [CS]), we have the explicit values
W˜g((4); γ) =
5γ − 3
u4(γ)
, W˜g((3, 1); γ) =
4γ(γ − 2)
u4(γ)
,
W˜g((22); γ) =
2γ2 − 5γ + 9
u4(γ)
, W˜g((2, 12); γ) =
4γ3 − 12γ2 + 3γ + 3
u4(γ)
,
W˜g((14); γ) =
(γ + 1)(2γ − 3)(4γ2 − 12γ + 1)
u4(γ)
.
Hence the second formula of Corollary 6 at n = 4 is given
u4(γ) · E[(trW
−1)4] =48(5γ − 3)p(4)(σ
−1) + 128γ(γ − 2)p(3,1)(σ
−1)(A.23)
+ 12(2γ2 − 5γ + 9)p(22)(σ
−1)
+ 12(4γ3 − 12γ2 + 3γ + 3)p(2,12)(σ
−1)
+ (γ + 1)(2γ − 3)(4γ2 − 12γ + 1)p(14)(σ
−1).
