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Abstract: The need for intervention in underwater environments has increased in recent years but
there is still a long way to go before AUVs (Autonomous Underwater Vehicles) will be able to cope
with really challenging missions. Nowadays, the solution adopted is mainly based on remote operated
vehicle (ROV) technology. These ROVs are controlled from support vessels by using unnecessarily
complex human–robot interfaces (HRI). Therefore, it is necessary to reduce the complexity of these
systems to make them easier to use and to reduce the stress on the operator. In this paper, and as
part of the TWIN roBOTs for the cooperative underwater intervention missions (TWINBOT) project,
we present an HRI (Human-Robot Interface) module which includes virtual reality (VR) technology.
In fact, this contribution is an improvement on a preliminary study in this field also carried out, by our
laboratory. Hence, having made a concerted effort to improve usability, the HRI system designed for
robot control tasks presented in this paper is substantially easier to use. In summary, reliability and
feasibility of this HRI module have been demonstrated thanks to the usability tests, which include a
very complete pilot study, and guarantee much more friendly and intuitive properties in the final
HRI-developed module presented here.
Keywords: HRI; virtual reality; marine robotics; underwater intervention
1. Introduction
Nowadays, underwater tasks, like the maintenance of underwater equipment or the deployment
and recovery of benthic stations, are addressed using manned submersibles or work-class remote
operated vehicles (ROVs) equipped with teleoperated arms. The state-of-the-art in the field includes
virtual reality (VR) in the form of a simple control and survey [1] and it is already on the market.
Some companies offer inspecting and monitoring ROVs, like Qysea (https://www.qysea.com/products/
fifish-v6/) or Deep Trekker (https://www.deeptrekker.com) while others include arm capability, like ROV
innovations (https://www.rovinnovations.com/).
While commercially available autonomous underwater vehicles are regularly used in survey
missions, there is a new set of tasks that demand intervention capabilities, because of the increased level
of complexity involved [2]. Potential applications include the maintenance of permanent underwater
observatories, submerged oil wells, cabled sensor networks, pipes, and the deployment and recovery
of benthic stations. Current intervention-AUV (I-AUV) prototypes are big and complex systems that
provide only a limited set of functionalities. These functionalities include docking and fixed-based
manipulation on a subsea panel, as well as search and recovery of simple objects.
There has been a lot of work devoted to these problems, such as the SAUVIM (semiautonomous
underwater vehicle for intervention missions) project [3], which demonstrated the possibility of
autonomous underwater floating manipulation and opened the way for a technology that has since
become commercialized. Projects like TRIDENT have made further advances [4], and state-of-the-art
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projects like Ocean One use a humanoid robot as an avatar of the human controller, with complex
manipulators and sensors and even haptic feedback [5], in a semi-autonomous system.
However, we consider that more sophisticated applications, like transporting and manipulating
bulky objects, or assembling complex structures underwater would require several I-AUVs working
cooperatively. This is the main interest of the TWINBOT (TWIN roBOTs for the cooperative underwater
intervention missions) project.
The TWINBOT project aims to be a step forward in state-of-the-art underwater intervention.
A set of two I-AUVs will be able to perform strategic missions devoted to cooperative survey
and manipulation (transport and assembly) in a complex scenario. A multimodal communication
(RF/VLC/acoustics) architecture will be used to allow both vehicles to communicate with each other.
A laser scanner will provide 3D point clouds of the objects of interest, which will be used by an object
recognition architecture to identify and locate them for manipulation and semantic SLAM purposes.
TWINBOT will push the knowledge frontiers by targeting cooperative load transport and cooperative
mobile assembly tasks never demonstrated before and in an autonomous way (in Figure 1, we can see
a simulation with UWSim [6] of a cooperative task).
Figure 1. Cooperative Survey.
The objectives of the TWINBOT project require a new interface to reduce the complexity for the
human operator, given that it is necessary to control two different robots at the same time. Duplicating
the interfaces used nowadays (joystick, keyboards, mouse, screens) is not a realistic solution, as this
would be prohibitively complex for the average human operator [7]. In this paper, we explain the first
steps taken to create a simple-to-use human-robot interface (HRI) for underwater robotics based on
virtual reality (VR). The paper is divided into several parts. First, in Section 2, we talk about HRI and
VR and previous work done in this field. Next, in Section 3, we explain the experimental setup and in
Section 4 the first results obtained with the system. Finally, in Section 5 we discuss the results obtained
and the future work that we plan to do as part of the creation of a complete HRI for two I-AUVs.
Finally, it is worth noting that partial results, dealing with the first VR interface, were presented
previously by the authors [8].
2. HRI
2.1. Teleoperation
The idea of teleoperation can be said to have originated in the late XIX century, as part of the
industrialization process, and has been developed since then. When work has to be done in dangerous
conditions, the solution is having the human operator at a distance, safe from the dangers, but in
control of the process. One of the methods used nowadays is a robot with sensors and manipulators;
the robot provides information to the human being and obeys his/her instructions [9–11], although this
creates problems of its own [12].
There are three typical human errors when we talk about teleoperation: issuing a wrong command,
being late to issue a command and making no command when this is necessary. Their causes are
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generally two: the operator does not have the training to act or the operator is not able to interpret the
information provided by the robot (sometimes due to fatigue). Multiple studies, like [12], show that
human factors like stress, situational awareness and workload can cause human operators to make
errors when taking decisions.
Although there are systems which try to use AI solutions, in which the robot is partially autonomous
from the human operator’s instructions which can reduce the impact of his/her decisions [13], or systems
in which there is anticipation of the user actions [14], we consider that most problems can be solved
using better interfaces (as other authors, like [15]).
2.2. Virtual Reality
By definition, VR is the most immersive of the “reality” technologies, and usually involves wearing
a headset that creates a 360-degree simulation, virtually placing the user into a digital environment or
immersive visual experience designed to make it feel like he or she is actually “there”.
Nearly fifty years have passed since Sutherland presented his vision of the Ultimate Display [16]
mimicking the real world in all available senses but there is still a long way to go (in part this is
because visual environments seem to be easier to create than others, like olfactory ones, for example).
In 1989 Jaron Lanier coined the term Virtual Reality [17] trying to aggregate the different concepts
and technologies. During the following years, the scientific community developed technology and
algorithms to fulfil his vision and VR has evolved to an extremely useful technology [1,18–23],
not limited to teleoperation.
In 2012, the Kickstarter project called Oculus Rift, with the purpose of providing an affordable
high-quality head-mounted display (HMD), was the initial spark starting the so-called second wave of
VR, the development we are currently facing. Oculus was oriented to gaming but it has allowed the
creation of multiple applications (like [24,25] or [26]). A vast amount of products trying to implement
aspects of the vision of the Ultimate Display are appearing at affordable prices, such as Oculus Rift S.
Further, the efforts of companies like nVidia and AMD have resulted in improved features in their
graphic boards, supporting current and upcoming HMDs.
From entertainment to clinical purposes, VR has become a tremendously promising technology,
with research efforts moving at a record pace over the past years. VR has been used to test new designs,
like underwater robots [15]. VR permits the creation of very large and complex training environments,
which enables the training in scenarios near impossible in real life [1].
The clinical domain has seen a large variety of applications, like [27] and it is considered ready
for general application [28]. Other domains are not so advanced, but the possible applications are
promising. Papers like [29] present complex state of the art VR systems, which can be useful in the
marine industrials as a teaching tool. In the emergency response domain VR has received significant
attention [30,31]. It has also been used in robotic control [24,25] and cultural applications [32,33].
The next step from VR is augmented reality (AR) [34], in which we combine the virtual world with
the real one. In robotics, while VR can be used for training, mission planning and giving instructions
to the robot, AR allows to improve the real time control of the robot, as the feedback is immediate.
2.3. VR in HRI for Underwater Intervention Systems
Teleoperation is a challenging task because the operator is remotely located and has to operate the
robots through video images (usually), which tend to have a restricted field of vision, provide limited
depth information, and can be further degraded by bandwidth limitations (to the extreme that
the communication can be broken). As a result, the operator’s situation awareness of the remote
environment can be compromised and the mission effectiveness can sometimes be jeopardized.
In theory, the use of VR creates a complete field of vision and 3D images, providing depth information,
and several studies have tried to demonstrate this [19]. Underwater teleoperation is also challenging in
terms of the operator’s workload because he/she often has to switch between different camera views,
take into account time limitations for each task and/or maneuver the robots with a time delay due to
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communication limitations. Further, in underwater operations, it is likely that the operator will have
to control the robots from a moving ship, which will make the tasks even more difficult.
Different interfaces have been created as the technology available has evolved. In Table 1, we can
see the interface characteristics developed in different representative projects from older and more
basic (top) to modern and complex (bottom).
Table 1. Interface main characteristics in different ROV and AUV projects.
Project New Characteristics
SAUVIM [3] Multiple displays, keyboards, joysticks, severalexpert users for robot.
TRIDENT [4] GUI, one human controller, contextual GUIs
MERBOTS [24] VR cockpit with track and estimation of human poses,one human controller (not expert).
Venus [25] 3D models from sensors data, AR interface
OCEAN [5,35] Bimanual haptic devices, stereoscopic vision, GUI, aworld display, constrains: overrides human actions.
DexROV [36]
Real time simulation environment, haptic devices
(arm and hand exoskeletons), cognitive engine to
translate user instructions.
From a general perspective, in order to implement the TWINBOT’s work plan, there is a specific
need to develop the HRI needed to assist the user during each phase of the mission. Note that,
even though the whole system will work autonomously, the user will monitor the intervention,
launching and ending the tasks when necessary. It will also be crucial to provide the capability of
supervised control, making the teleoperation mode available when needed. There exists an interface
developed by IRS Lab in previous projects that has provided useful indications of how the new
challenges may be met. [25]. The survey specification will start by loading a raw geo-referenced map
of the work area (available a priori) and indicating a set of waypoints. Each robot will follow its
assigned waypoints, surveying the area, and refining the map geometry with the online 3D mapping
module. These precise maps will be later on fused into a single and consistent one, which will be sent
to the user immersive VR device whenever the communication bandwidth makes it possible (this
is bringing the vehicles to the surface after the survey to achieve Wi-Fi). Using the I-AUV position
broadcasted through the acoustics, the HRI will provide the user with a 3D representation of the twin
I-AUVs during the mission stages, and thus the user can specify and monitor both the survey and
the intervention.
The main objective of this part of the TWINBOT project is the integration of the different guidance
controls that exist for intervention robots into a single VR interface, including immersion capabilities.
This new interface should be intuitive and friendly, able to simplify the pilot’s work and reduce time
and the inherent complexity of these kinds of systems.
It is also intended to observe, through the simulation tests, which of the different virtual reality
equipment sets available on the market are the most adequate in terms of accuracy and response times.
Both factors are needed in underwater intervention missions.
The system also includes a simulation of the TWINBOT project scenario (see Figure 1) on the
server side, in preparation for the next integration tests for sea trials. The server is designed to provide
the user interface with images close to reality, so that vision algorithms can be tested, as well as the
effect of the contact of the robots’ claws on the object to be manipulated. The server provides access to
sensors and controls of robots in a multimodal manner, through different communication protocols
(i.e., TCP, JSON, HTTP), easily adaptable to the control system of real robots.
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2.4. Usability
The term “usability” has not been defined homogeneously, neither by researchers nor by
standardization bodies [37]. It refers to a set of multiple concepts, such as execution time, performance,
user satisfaction and ease of learning (“learnability”). Table 2 illustrates how the term has been defined
in three distinct standards. Standards related to usability can be classified in the following categories:
1. Product effect (output, effectiveness and satisfaction at the time of use).
2. Product attributes (interface and interaction).
3. Processes used to develop the product.
4. Organizational capability.
Table 2. Usability definitions in different Standards.
Usability Definitions Standards
The capability of the software product to be
understood, learned, used and attractive to the user,
when used under specified conditions.
ISO/IEC 9126-1, 2000
The extent to which a product can be used by
specified users to achieve specified goals with
effectiveness, efficiency and satisfaction in a specified
context of use.
ISO 9241-11, 1998
The ease with which a user can learn to operate,
prepare inputs for, and interpret outputs of a system
or component.
IEEE Std. 610.12-1990
ISO has developed different standards on usability, and two major categories can be distinguished:
1. Product-oriented standards (ISO 9126, 2001; ISO 14598, 2001).
2. Process-oriented standards (ISO 9241, 1992/2001; ISO 13407, 1999).
Given the differences there have been several initiatives to create a unified usability model,
like Seffah et al. [38], but their impact has been reduced to specific fields. Thus, we decided to use the
ISO 9241 standards.
Standard ISO 9241 defines usability; the software is usable when it allows the user to execute
his task effectively, efficiently and with satisfaction in the specified context of use. According to this
standard, the measurement of system usability consists of three usability attributes:
1. Effectiveness: How well do the users achieve their goals using the system?
2. Efficiency: What resources are consumed in order to achieve their goals?
3. Satisfaction: How do the users feel about their experience of the system?
This standard presents usability guidelines and is used for evaluating usability according
to the context of use of the software. ISO 9241-11 recommends a process-oriented approach for
usability, by which the usable interactive system is achieved through a human-centered design process.
Usable products can be designed by incorporating characteristics and attributes in particular contexts
of use. This process alone is not sufficient to ensure efficiency, effectiveness and satisfaction when
using the product. To verify whether or not the required level of usability is achieved, it is necessary to
measure the performance and the satisfaction of users working with the product. The measurement of
usability is a complex interaction between users and context of use; this might produce different levels
of usability performance for the same product when it is used in different contexts.
Another possibility could be using the system usability scale (SUS), a simple, ten-item attitude
Likert scale giving a global view of subjective assessments of usability. It was developed by John
Brooke in 1996 [39].
Of course, other authors have explored how to evaluate the usability of VR systems, like Marsh [40].
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3. Experimental Setup and VR Developments
3.1. HTC Vive vs. Oculus Rift
The current experimental setup can be observed in Figure 2, where the HTC Vive (https://www.
htc.com/es/virtual-reality/) system creates a realistic 3D immersion in a friendly manner. Its main
specifications are: 110 degrees field of view, 90 frames per second, 2160 × 1200 resolution, 32 sensors in
the glasses for spatial localization, and 24 in each controller. It is recommended to use a graphics card
higher than the 1060 range of NVidia. In our case, we used an NVidia 960GTX, with 8 GB of DDR3
RAM, and an Intel Core i7-4790 3.60 GHz.
Figure 2. 3D immersion with HTC Vive system.
A question arises here: why are we using the HTC Vive system in place of the previous one [25]
that included Oculus Rift and Leap Motion (LM, see Figure 3)? The main reason of discarding an LM
device is the precision of the movements, which would be less than that of a joystick, for example.
The second reason is that these devices are designed for the detection of hand movements and gestures,
which could make learning to control the robot a bit difficult, due to the number of possible actions.
These actions would have to be differentiated in a clear way to avoid serious errors. For a similar reason
we have left aside the joystick, only one would be insufficient while two would require a long period of
training Regarding the glasses, we decided to use the HTC because it includes its own controls (instead
of joysticks). In fact, they have been demonstrated to be very useful during the experimentation task,
taking into account the wide range of buttons and pads available. In addition, the communication
between the controls and the computer is safe and not difficult to implement.
Figure 3. 3D immersion with Oculus Rift and LM.
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3.2. Unity (Game Engine) vs. UWSim
IRS-Lab has previous experience with VR environments. Using UWSim [6] Hardware in The Loop
(HIL) simulator, we developed an HRI system, adapting hardware and software to the intended mission
scenario. UWSIM has been shown to be a very useful tool in the simulation of ROS-based robotic
systems, enabling the integration of simulation tools for networked robots (e.g., NS3). UWSIM offers a
great open-source system that is very active and also has great applications in educational robotics. It is
noticeable that UWSim has been shown to be a great tool for education, simplifying the interaction with
the real G500 ROS-based robot control, as well as incorporating the possibility of configuring currents
and water turbidity into the scene itself. Further, it includes a benchmarking module, which enables
the results from different robot control algorithms to be registered and compared, in a web-based
manner. At this point of time, we have not included any type of uncertainty from environment or
sensors in the system.
But now the new challenge is to improve the immersive capacity (VR) 3D of the simulator.
To implement the VR system from scratch in UWSim would take a long time, which would delay
the usability tests and the project. An alternative is to use the Unity gaming engine, by Unity
Technologies, [41]. Unity has integrated (as a plug-in) several drivers for different VR equipment.
Further, Unity provides a more immersive experience, as well as facilities for the integration of
VR devices.
An important point is that, eventually, we are going to use the interface presented here with
real robots (further details in the Future Work section), which using UWSim will not allow without
important modifications in the simulator.
Another critical point under consideration is the multibody interaction problem. In fact, the UWSim
physics for modelling the simulation of multibody interaction, such as in the case of TWINBOT project,
is not perfectly solved yet. Some solutions have been designed in UWSim for this (e.g., ObjectPicker),
which are very interesting for fast prototyping, while the Unity 3D physics model (https://docs.unity3d.
com/Manual/PhysicsSection.html) gives a more realistic response to this problem. Let’s not forget
that UWSim presents a better integration with ROS than Unity, which is very interesting for current
research and potential applications, such as education and so on.
Unity and UWSim represent two different tools for two distinct purposes. Moreover, the Unity
platform enables, as will be seen in the following sections, the design of simulation servers that provide
more realistic sensor inputs, especially in the case of water scenarios. Hence, our suggestion would be
to select the best tool for each specific need.
4. Results
4.1. Suitability of HTC Glasses for Immersive VR 3D
We created a functional simulation from which performance and accuracy data of the VR interface
could be extracted, and we did some tests to identify the performance of the graphics cards used.
Let us keep in mind that the response time of these cards will be key to properly process the orders sent
through the controls of the glasses used (HTC Vive). It is noticeable that the possibility of applying VR
environments to the control of underwater robots is dependent of a suitable graphic card performance,
among other factors. Thus, some specific tests were implemented to discover how they perform (i.e.,
response time) when the user gives orders through the controls of the HTC glasses (see Figure 4).
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Figure 4. Graphics cards performance (response time in milliseconds).
The results obtained using three different computers, using three distinct computational overload
tests are shown in Figure 4. The test covers the following modes: (1) Stand by, which is representing
the robot and the scenario rendering process without any robot movement, (2) Average overload,
which moves the robot in an intermittent manner, and (3) High overload, which performs robot
movements constantly (i.e., picking and dropping objects). All the computers had an Intel® Core™
i5-7300HQ 2.5 GHz and 8 Gb of DDR3 RAM memory except the one with a Geforce 820M that had
12 Gb of RAM memory. The worst results correspond to those of the GeForce 820M that is considered
a graphic card for laptops. The best results have been obtained with the GeForce GTX 960 graphics
card, where the performance was a 4-millisecond response time when working in Stand by mode
5 milliseconds in Average overload, and 10 milliseconds in High overload.
4.2. VR Functionalities
With the aim of improving the assistance to the user during the teleoperation process within an
intervention mission, new VR functionalities have been implemented. In order to test this concept,
a realistic scenario has been implemented dealing with recovering an aircraft’s black box from the
bottom of the sea. Thus, a couple of images are displayed in Figures 5 and 6, where the target
(i.e., black box) intervention area is shown before and after being approached by the robotic gripper in
charge of the recovery procedures.
Figure 5. Black box before being approached by the robotic gripper.
Robotics 2020, 9, 81 9 of 24
Figure 6. Black box after being approached by the robotic gripper.
Figure 5 shows the initial state of the intervention target, with the black box model included
inside the simulation as a graspable object. All the simulated objects that can be manipulated by the
robots have been tagged as Takeable within the Unity editor. In fact, this functionality is supported by
a communication process between several classes, which activates and deactivates the highlighters
of the objects, giving a special color to the targets when they can be picked up by the gripper (see
Figure 6). Images of a real sequence can be seen in Figure 7. The complete grasping sequence of actions
(i.e., approach, grasp and recovery of a black box) can be observed in this video in the Supplementary
Materials section.
Figure 7. Black box before being approached by the robotic gripper (A), black box after being approached
by the robotic gripper (B), and black box after being grasped and recovered by the robotic gripper (C).
This new VR functionality is helping the user to teleoperate a target, as it is a visual confirmation
of the correct grasping position of the arm and the robot.
The submarine robot simulated is a Girona500 (https://cirs.udg.edu/auvs-technology/auvs/girona-
500-auv/), the one used in the TWINBOT project, and the arm, an arm5e [42]. They can be seen in
detail in Figure 8 (A, the robot and B, the arm).
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4.3. VR Interface
The VR interface can be divided in two parts: control of the robots and visual information feedback.
In the first public version of the VR interface (after some internal testing and modifications),
the controls have been divided into two groups; those in charge of managing the vehicle and those in
charge of managing the arm.
In the first version there are two independent modes which the user can select with the side button
of the controller (Figure 9), this will also change the camera view from the vehicle to the arm.
Figure 9. Mode switch.
In the second version of the VR interface, there is a third mode, which allows the user to see
through the vehicle camera in order to control the arm. This work method is helped by the change of
location of the vehicle camera, which is now not in the middle of the vehicle, but at its bottom.
When selected, the right hand controller manag the forward and backward movement and the
rotation of the vehicle, while the left one controls the up, down and lateral movements (Figure 10A).
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Figure 10. Vehicle controls (A) and arm controls (B).
In the arm mode, the right hand controller will manage the upper part of the arm (shoulder and
slew) and the left one will control the lower part (elbow and jaw). Both of them have a trigger that will
control opening and closing the griper (Figure 10B).
On the screen, using floating view-field windows (or display-fixed in [43]) the active camera
image is shown (robot and arm), as well as some extra information for the operator. In the First version
(Figure 11A) the solid view-field windows were placed near the limits of the user’s field of vision.
In order to make them easier to see and interpret by the user, we moved them to the center of the screen
and made them transparent, so that the active camera image is better appreciated (Figures 11–14, B).
Figure 11. First test of the usability test ((A) First version and (B) Second version).
Figure 12. Second test of the usability test ((A) First version and (B) Second version).
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Figure 13. Third test of the usability test ((A) First version and (B) Second version).
Figure 14. Fourth test of the usability test: (A) first version and (B) second one (obstacle is the
Vertical Wall).
The view-field windows are divided into two sections (up and down in the screen):
1. The camera name section, which shows the name of the actual active camera and mode and it’s
replaced by icons and colors in the Second Version (Figures 11–14, A), to reduce the space used.
In the Second Version the depth of the vehicle was also added.
2. The movement section, which shows information about the vehicle movement speed and rotation
in the first version.
Initially, there was a third section, the FPS and Input Lag, in which the information of images per
second and delay between time of sending and processing of the signal was shown. In later versions,
this information is not shown to the user, but is shown on the computer monitor.
The visual information feedback also includes a change in color in the black box when the
submarine robot is near enough to grasp it (Figures 4 and 5).
In Table 3, we can see the differences between the first and second versions of the VR interface.
Table 3. Differences between the first and second VR interface.
First VR Interface Second VR Interface
Information about the vehicle movement
speed and rotation.
Information about the vehicle movement speed and
rotation and also depth of the vehicle.
Solid letters panel. Transparent letters panel.
No sound. Water, Motor and Impact sound.
No added help.
To make easier to understand the hardware: an
interface manual and several VR videos (all of them
linked in the Supplementary Materials section).
Two cameras. Vehicle camera in different position.
Two work modes: vehicle and arm. Three work modes: vehicle, arm and vehicle camerawith arm control.
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4.4. Usability Tests
The usability of the VR interface developed was tested on four different environments with
different difficulty levels. From lesser to greater difficulty they were:
1. In the first test the camera is in third person and the user needs to take the black box and bring it
to the white container (in Figure 11). The user only knew about the camera change button and
that the elements moved with the touchpad.
2. In the second test the problem to solve is the same but the camera is on the arm of the robot (in
Figure 12).
3. In the third test, the camera is placed on the body of the robot (in Figure 13).
4. In the last test, there is an obstacle between the black box and the robot (Figure 14). This obstacle
can be a Cylinder, a Horizontal Wall or a Vertical Wall, adding a random factor.
As one of our aims was testing how easy and natural it was to learn how to use the interface,
the users had minimal (verbal) information about the robot and the arm. The first test, with their
cameras (points of view) positioned outside and independent of the robot, was considered sufficient to
allow them to create a mental model of the vehicle.
The first VR interface was tested with a user group of 25 members, which were a heterogeneous
group of students, researchers and teachers of computer science and video games. Before their trials
with the interface, they were asked about their experience with VR and video games to generate a
value (0–1) which indicated his affinity towards the test.
The characteristics of the users, the number of attempts and the time they took in each of the tests
for the First version of the VR interface is shown in Table 4.
Table 4. First VR interface users: Age of the user, time for each test (T1, T2, T3 and T4), number of trials
(Tr) until successful completion, affinity (Af) and pleasantness (Pl). In gray background we can see the
expert results.
Age Sex T1 Tr T2 Tr T3 Tr T4 Tr Af Pl
23 Male 352 1 199 1 1182 7 183 1 0.5 7
43 Male 265 1 385 1 395 2 296 2 0.2 8
27 Male 430 1 650 3 201 1 318 1 0.7 9
22 Male 543 3 138 1 156 1 236 1 1 9
28 Male 463 1 286 1 274 1 421 1 0.4 8.5
45 Male 647 3 360 1 558 2 352 1 0.1 7.5
28 Male 250 2 89 1 432 3 367 2 0.5 8
30 Female 965 3 337 1 451 2 724 3 0 8
24 Male 125 1 122 1 139 1 393 4 0.5 9
29 Male 381 4 491 2 676 2 919 4 0.1 8
38 Male 115 1 103 1 325 2 193 1 1 8.5
24 Male 313 2 97 1 256 1 453 4 1 9
54 Female 343 3 167 1 780 3 344 1 0.2 7.5
46 Male 352 1 196 1 744 4 240 1 0.4 8.25
22 Male 192 2 75 1 163 1 141 2 1 9.5
44 Male 430 2 198 1 711 3 811 3 0.2 9
46 Male 197 3 115 1 250 1 167 1 0.4 7
22 Male 144 1 155 1 167 1 153 1 1 9
22 Male 197 3 80 1 167 1 249 2 1 7.75
23 Male 163 1 135 1 150 1 176 1 1 8
24 Male 158 1 161 1 190 1 135 1 0.8 8
44 Female 238 1 174 1 745 5 311 1 0.2 7.75
33 Female 207 1 298 2 300 1 335 1 0.4 7
31 Male 207 3 80 2 324 3 159 2 1 7
48 Male 186 1 238 1 462 1 711 4 0.4 8.5
22 Male 51 1 46 1 46 1 55 1 - -
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The average time for each task can be seen in Figure 15 and as expected shows a clear relationship
between number of trials and time taken to complete the tasks: more time is associated with more
trials needed to complete successfully a task.
Figure 15. Average time (minutes), typical deviation, trials for each test and time of the expert user
(green line) for the First version.
At the end of the tests the users did a small questionnaire inspired by SUS:
• Are the controls easy to learn?
• Is the environment realistic?
• Do you think that the interface is really useful?
• Would you add something to the interface?
The answers provided us with information about their feelings in relation to the simulation.
Their opinions were diverse but all considered that a tutorial would simplify the learning. In Figure 16,
we can see a summary of their expressed satisfaction with the system.
Figure 16. Likert result of the usability tests with the first VR interface.
Figure 16 shows how easily the users think that they were able to learn all the controls in the
simulation and make good use of them, how realistic the environment was for them and if the
simulation can, in their opinion, be useful in a real intervention.
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For the learning time a score of 6.9 out of 10 was obtained. Taking into account that the basis of
the test was that the users had no information and that they had to discover the function of the controls
as they used them, resulted in a higher mark than expected in the first instance.
As for the environment, the mark was a 7.86 out of 10. The most significant comment is that we
could try to simulate water streams with enough force to hinder the handling of the robot, which would
be interesting in a future extension of the project, but in general the evaluation given was excellent and
again beyond our expectations.
Finally, the user was asked about the real usefulness that they believed the interface would have
in a real intervention and they gave a score of 7.72 out of 10, giving comments such as, “if used as
a training tool, it might be a good idea to try to adjust the 1Hz refresh rate to simulate a wireless
intervention, and some more information such as depth could be added to the information shown in
the glasses ”. This will be taken into consideration in the new versions of the system.
Some of the users said it was difficult for them to imagine the robot, specifically the robot arm,
which made it more difficult to control. They declared that watching the robot from the exterior in the
two first tests was not enough to get a good mental model of the robot and the arm. This is supported
by the type of collisions, as the Cylinder, a supposedly easier obstacle (smaller), caused more collisions
than the bigger and more visible ones, the walls (rates in Figure 17). Aiming to solve this problem,
we created a simple explanatory document about the robot, the arm and the controls, in the form of a
short manual (the link can be found in the Supplementary Materials section) for the second version
of the system, to complement the oral explanations that were given in the first version. A series
of VR videos moving cameras around the robot to clarify its form were also created (The links are
https://youtu.be/sLfUisdYlzM, https://youtu.be/LwgQM54GhM0, https://youtu.be/Fzp7_ud9NXA and
https://youtu.be/heeDfSPIOzg).
Figure 17. Rates of collisions in Test 4 with the different obstacles (Cylinder, Vertical Wall and
Horizontal Wall).
The Second version of the VR interface was also tested with a heterogeneous group of users (their
characteristics can be seen in Table 5, some of them participated in the previous tests).
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Table 5. Second VR interface users: Age of the user, time for each test (T1, T2, T3 and T4), number of
trials (Tr) until successful completion, affinity (Af), pleasantness (Pl) and if he/she had been member of
the first test group (R). In gray background we can see the expert results.
Age Sex T1 Tr T2 Tr T3 Tr T4 Tr Af Pl R
22 Female 207 2 190 1 266 1 180 2 0.1 8.5 No
23 Female 126 1 197 1 446 3 336 1 0.1 8 No
27 Male 135 1 98 1 149 1 263 2 0.7 9.5 Yes
21 Male 75 1 73 1 98 1 226 3 0.8 7 No
25 Male 138 2 68 1 98 1 113 1 0.8 8.85 No
20 Male 82 1 198 2 103 1 336 3 1 7.5 No
28 Male 71 1 83 1 112 1 101 1 0.5 9 Yes
25 Female 133 1 162 1 100 1 173 1 1 6.75 No
22 Male 75 1 101 1 102 1 109 1 0.8 7 No
24 Male 83 1 86 1 89 1 134 1 0.8 9 Yes
46 Male 285 2 241 1 275 1 257 1 0.4 9 Yes
38 Male 165 2 226 1 201 1 278 1 1 9.5 Yes
45 Male 250 1 193 1 233 1 260 1 0.1 8.5 Yes
43 Male 91 1 169 1 290 1 275 1 0.2 9 Yes
24 Male 111 1 76 1 112 1 152 1 0.8 9 Yes
48 Male 186 1 238 1 462 1 711 4 0 8.5 No
30 Female 159 1 145 1 149 1 292 1 0.1 9 Yes
22 Male 25 1 31 1 43 1 47 1
The average time for each task can be seen in Figure 18 and again they show a clear relationship
between number of trials and time taken to complete the tasks: more time is associated with more
trials to successfully complete a task.
Figure 18. Average time (minutes), typical deviation, trials for each test and time of the expert user
(green line) for the Second version.
If we compare Figure 15 (First version) and Figure 18 (Second version), we can see a clear
improvement. When we compare the repeated users results (as can be seen in Figure 19), we can
clearly see that both time and trials decreased from one version to the other.
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Figure 19. Improvement rates in time and trials between the First and the Second VR interface.
There was a clear improvement between versions when we compare the repeated users results (as
can be seen in Figure 20), as time and trials decreased.
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The same questionnaire was filled in by the users and the results can be seen in Figure 21 with
better results: Learnability 8.12, Environment 8.78 and Real Usage 8.45. Some comments were different:
although they found the sounds useful, some of them did not like the increase in frequency of the
one that indicated a collision. One user suggested that we could create a virtual avatar of the user,
putting him/her in a virtual cabin that would be attached to the vehicle.
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Figure 21. Likert result of the usability tests with the Second VR interface.
The collision problems have changed, as can be seen in Figure 22 which shows the type of collisions
in rates, as the Horizontal Wall has disappeared while the Cylinder continues to cause more collisions
than the bigger and more evident ones. The biggest improvement was due to the collision warning
sound, as expressed by the users.
Figure 22. Collision rates in the Second VR interface.
4.5. Efficiency
According to ISO-9241 (https://www.iso.org/standard/77520.html) Ergonomics of human-system
interaction, product Efficiency can be defined as “resources expended by the user in order to ensure
accurate and complete achievement of the goals”.
With regards to software products and information systems, the key measured resource normally
is time spent by the user in order to achieve the goals.
Thus, Efficiency can be calculated as user Effectiveness divided by the time spent by the user.
Let N—be the total number of scenarios/goals (4 in our case)
R—is the number of respondents/users (25 in the First version, 17 in the Second one in our case)
nij—is the result of coming through scenario i by user j; nij = 1 if the task has been completed
successfully and user goal has been achieved, and nij = 0, if the task is unfinished and user failed to
achieve the goal (all our users completed the task eventually).
tij—is the time spent by respondent j to come through scenario i. In case of unsuccessful scenario
completion, measured till the moment the scenario is left by the respondent as a result of giving up
trying to reach the goal or logging off the system.
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Then, overall time-based user Efficiency of a product Pt will be calculated according to the
following Formula (1) in which a perfect Efficiency (all tests finished successfully in one second,










The Efficiency of the First VR system is thus 0.004131 and 0.007697 in the Second VR one.
If we use the time spent by some of the users in their first (and unsuccessful) try of the different
tasks, the time-based user Efficiency was different: 0.003642 for the First version and 0.006470 for the
Second one, clearly worse.










In the First version we obtained a 69.74% (taking into account the last try of each user we will
have obtained a 100%, which does not provide us with useful information) and 91.82% for the Second.
The person who was the main creator of the simulation and interface, acted as our expert to
calculate Expert Efficiency. He was able to come through tasks with the maximum possible user speed
and an a-priory successful completion.
Let t0i—be the ideal time an expert needs to complete scenario i.








The physical meaning of the time-based expert Efficiency is the highest theoretically possible speed
of work with the product. The value obtained was 0.0203 in version one and 0.0292 in version two.
These results clearly prove that the Second VR interface is better than the First one.
4.6. Comparison with Previous Work
It was fortunate that some (three) of the users had been also part of the usability study presented
in [25], we interviewed them in depth, with interesting results:
Subject 1 clearly prefers HTC Vive, as he/she felt dizzy when using the Oculus technology.
He/she had to restart the test several times before completing because he/she felt sick, a common
problem when using VR (more details on cybersickness can be found in [44] and [45] among others).
This sickness did not appear in the Second version of the VR interface.
Subject 2 considers that while the HTC Vive system is nicer, the Oculus one is easier to use because
it provided more information. He/she did prefer the joystick and he/she didn’t see the need to have
two different control instruments (they couldn’t be used at the same time and learning to use them was
challenging). Changing the point of view was a problem for this user. After testing the Second version
he/she still would have preferred a joystick but he was happier with the controls.
Subject 3 preferred the Oculus system as he/she considered the quality of the simulator (UWSim)
to be better. He/she did not have problems using the joystick to control the robot and felt that using
two hands was unnecessary. He considered that maybe it could be useful in more complex tasks.
He agreed with other users that the Second VR interface was an improvement compared to the First,
but he still preferred the UWSim as a simulator.
Some users participated in the tests of the First and Second VR interface. All of them expressed a
clear preference for the Second version.
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4.7. The Training and Integration Server
Finally, as can be observed in Figure 23, a training and integration server is under development.
It will integrate all the hardware and software for the complete TWINBOT scenario. This complex VR
3D scenario includes two I-AUVs (Girona-500), with the arms, cameras and all kinds of sensors within
a harbor context or similar. Implementation details are out of the scope of this paper because they are
linked with the global TWINBOT project, but in Figure 24 can be observed a task sequence.
Figure 23. Unity development for the TWINBOT concept.
Figure 24. TWINBOT Simulation Server: (A) Approaching Robots to the pipe; (B) Approaching the
grasping points; (C) Closing simultaneously the grippers and (D) Transporting the pipe in a cooperative
manner (underwater).
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The simulation server accepts network commands in several formats, such as TCP/IP and HTTP,
providing the sensor information (e.g., robot positions and camera images) in http/JPEG and JSON
packets respectively, while a ROS interface is under development.
Examples of the TWINBOT Simulation Server (TSS) state during an interaction with the GUI are
shown in Figure 17.
5. Discussion and Future Work
We have seen how an immersive VR interface to a simulated underwater vehicle has been created
and tested, as part of the TWINBOT project. As expected, it has shown that users prefer this type of
interface to others which are harder to learn and use. Finally, some videos are linked, in the paper,
in order to make it easier to understand the system in action.
Thanks to the usability tests, some ideas have been taken into consideration, such as the inclusion
of some extra data in the information that is shown to the user in the glasses, information like the
actual vehicle depth, the pressure and the forces applied to the ROV. The development of the interface
has not ended.
The users also suggested making the simulation more realistic, not simply with better graphics,
but changing the refresh rate of the simulation to 1 Hz in order to represent the problems of a real
wireless connection with the robot. Let us not forget that nowadays we are not able to send full high
definition pictures at a rate of 60 Hz.
Another point to take into account is that, as previously noted, the system does not include any
type of uncertainty from environment and model. A realistic simulation requires some degree of
uncertainty and we would include it in the future.
It should be noted that the subjectivity problem is unavoidable when working with human beings
but in our case it is reduced by the number of users of the study. At the same time, the time and trials
employed in the different tests are a good indication of the real usability of the interface.
In the future, there are several important developments we have to complete in order to finish
the HRI:
• Integrate another robot into the simulation (later to be a real robot), with the aim that they cooperate
in solving problems with the user controlling only one of them at a given time. Although a priori
it would be interesting to have an interface able to allow two or more users guiding their own
robots, previous experiences have shown how the umbilical cables knot themselves in this case.
In the latest version of the simulator we have already included two robots but we have yet to
incorporate a mechanism integrated into the interface that will allow the operator to switch control
from one to the other. As the simulation becomes more complex, it can become necessary to create
a master-slave model to define the relationship between the robots and the human user.
• Connect the interface to a server simulator (discussed in Section 4.7) as a first step towards making
a connection with a real robot. We plan to develop a connection layer [3] between the real robot
and the simulator. In order to do so, it will be necessary to transform the signals for the buttons
(which are detected in C#) to movement signals for the robot which has an ROS system.
• Transform our VR interface into an AR one, with information provided by the robot sensors
(simulated or real).
• To further develop the learning process we plan to improve the interface manual and the VR
videos to make it easier to understand the hardware. A more complex sequence of problems
is being developed, and there are plans to use it in a master degree in underwater robotics
(http://www.master-mir.eu/?trk=public-post_share-update_update-text).
• As use of a VR system can cause fatigue problems when used for long time periods [46], we would
like to explore techniques and design concepts that help to reduce fatigue.
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Of course they are not the only possibilities for future developments. It would be interesting
to increase the dimension of the project by adding artificial intelligence to reduce the need for user
intervention, as some “hybrid” systems already do [12].
Another interesting possibility is integrating different tools to interact with the simulation,
which could help the users to control the robot [25]. For example, using the microphone incorporated
in the HTC Vive, which could allow the user to change the point of view by voice commands and this
could increase the usability of the interface and reduce the learning curve.
Supplementary Materials: In this video we can see the simulation with the underwater robot controlled
by a human user using the VR interface, it is available online at http://www.mdpi.com/2218-6581/9/4/81/s1.
The following are available online at https://drive.google.com/file/d/1HEWAS3iRfuBrlSckTAr6heunLGHObPLq/
view?usp=sharing, Video S1: complete grasping sequence of actions. At https://drive.google.com/open?id=
1upnAiUqe72CikbOLRm4tuISfQWTsXazs, an interface manual. And at https://youtu.be/sLfUisdYlzM, https:
//youtu.be/LwgQM54GhM0, https://youtu.be/Fzp7_ud9NXA and https://youtu.be/heeDfSPIOzg, several VR videos
to make easier to understand the hardware.
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