Introduction:
Using the time-windowed EEG generated while the user is gazing at the first character, we compute the average response X a over N repetitions. Since the system has not been calibrated, the first character cannot be displayed. For the second character, we again compute the average response, and shift it by l·s time samples where s is the time lag between two consecutive characters. This produces L shifted averages X l , l = {0 , … , L-1}, where L is the number of characters on the keyboard. Using the lag l = argmax l {corr(X a ,X l )} which produces the maximum correlation to the initial average response, we compute the relative position of this character with respect to the first. Finally, we generate all valid pairs of characters separated by l, and only retain those corresponding to the beginning of valid words within a dictionary. These word beginnings are displayed on the screen as feedback. We repeat this procedure for the following characters, until we are left with a single word (Fig.1) . At that moment, we will have recovered the original letter, and the absolute position of X a can be thereafter used during the computation of the time lag. We conducted offline experiments using the database presented in [3] , composed of 9 subjects, 2 sessions per subject, and 640 trials per session. The signals were preprocessed using a Butterworth filter between 1 and 15 Hz. Each experiment consisted of spelling a 3-letter word and was parameterized by the number of repetitions. We repeated the experiment 100 times by simulating the spelling of 3-letter words that we randomly selected among 1014 3-letter English words. We compared our results to a calibrated experiment (Fig.1b and 1c) , where we used N repetitions of three characters to compute an average absolute response X a , and performed the same pre-processing as in [3] .
Discussion:
Our zero-calibration method achieves good accuracy, even with only 8 repetitions. In comparison, the experiments preceded by calibration reach a good accuracy after 12 repetitions of the m-code flashes. On Fig. 1b we distinguish two groups of subjects: in green, those that perform well, reaching on average an accuracy that exceeds 75% after 12 repetitions; in red, those whose performance does not produce a accuracy higher than 50%. This trend is also seen in the results of [3] . We keep the same color coding on Fig. 1c . While some subjects reach accuracy values equal to 100% after the calibration, others perform poorly, even compared to the zero-calibration method.
Significance:
Zero-calibration BCIs are widely research as their use is more natural. We have shown that a word prediction-based zero-calibration method in c-VEP BCIs can be efficient. Since this method relies on the correct detection of relative time lags, online experiments will be conducted to further determine the efficiency of our method.
