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Abstract
Recently, some iterative algorithms have been provided for identifying H-matrices, but most of these methods need to take an
arbitrary parameter ε into account, and it seems hard and complicated to decide the optimum value of ε. In this paper, we propose
an improved non-parameter algorithm, which is always convergent in finite iterative steps for H-matrices and needs fewer number
of iterations than earlier ones, the new method is also suited for reducible case. Several numerical examples for the effectiveness
of the proposed algorithm are presented.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Let A = (ai j ) be an n × n complex matrix, N = {1, 2, . . . , n}, and N1(A) = {i | |ai i | >∑ j 6=i |ai j |, i ∈ N } 6= φ.
When N1 = N , A is called a strictly diagonally dominant matrix, and if there exists a positive diagonal matrix D such
that AD is strictly diagonally dominant, then A is called a generalized diagonally dominant matrix (GDDM). Here,
we denote the set of all such positive matrices D by DA.
Next, we define the comparison matrix of A, µ(A) = (αi j ), by
αi j =
{|ai j |, if i = j,
−|ai j |, if i 6= j.
If the eigenvalues of µ(A) have positive real parts, we call µ(A) an M-matrix. We say that A is an H-matrix if and
only if µ(A) is an M-matrix. As we can see, every H-matrix defined above is non-singular, and A is an H-matrix if
and only if A is a generalized diagonally dominant matrix.
It is well-known that H-matrix plays an important role in many fields such as analyzing the convergence of iterative
methods, or the stability of control systems etc. Recently, some iterative algorithms in [1–7] have been provided for
distinguishing H-matrices, but most of these methods need to introduce a parameter ε, the presence of ε may increase
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the number of iterations, it also seems complicated to decide the optimum value of ε. In this paper, we propose a
new convergent algorithm for H-matrices, which can eliminate the arbitrary parameter ε and needs fewer number of
iterations than earlier ones, our new method is also suitable for reducible matrices.
We will use the notations as follows:
Let n be a natural number. Then we denote
N the set {1, 2, . . . , n},
Cn×n the set of complex n × n matrices,
Rn×n the set of real n × n matrices.
Let A ∈ Cn×n . Then we denote
A[γ ] the principal submatrix of A, whose rows and columns are indexed by γ ⊂ N ,
Ri (A) the modular sum of non-diagonal entries of i th row, i.e.
∑
j 6=i |ai j |,
N0(A) the set {i | |ai i | = Ri (A), i ∈ N },
N1(A) the set {i | |ai i | > Ri (A), i ∈ N },
N2(A) the set {i | 0 < |ai i | ≤ Ri (A), i ∈ N },
αi =∑ j∈N1,6=i |ai j |, and if N1(A) = {i} or N1(A) = φ, we set αi = 0,
βi =∑ j∈N2,6=i |ai j |, and if N2(A) = {i} or N2(A) = φ, we set βi = 0,
and when all the diagonal entries of A are non-zero, then we have Ri (A) = αi + βi . It is obvious that, A is not an
H-matrix when ai i = 0 for some i ∈ N . Therefore, we always set ai i 6= 0 for all i ∈ N in the following.
2. The algorithm
Ojiro et al. in [1] proposed the following iterative algorithm, where the i th column vector of matrix A was denoted
by ai , ti = Ri (A)|ai i | , for any i ∈ N .
Algorithm A.
Input: a given matrix A = (ai j ) ∈ Cn×n .
1. if N1(A) = φ or ai i = 0 for some i ∈ N , ‘A is not an H-matrix’, stop; otherwise,
2. if ti = 0 for all i , ‘A is an H-matrix’, stop; otherwise,
3. set tl = min1≤i≤n ti for ti 6= 0,
4. compute a′l = tlal ,
5. set A′ = (a1 a2 . . . al−1 a′l al+1 . . . an),
6. normalize lth row of A′ by a′ll ,
7. compute t ′i , i ∈ N ,
8. if t ′i ≤ 1 for all i and at least one i is strict, ‘A is an H-matrix’, stop;
if t ′i ≥ 1 for all i , ‘A is not an H-matrix’, stop; otherwise,
9. set A = A′, go to step 3.
The drawback of Algorithm A is that when A is a reducible matrix, it may give a false answer (see Example 4.1
in [2]), Li et al. in [2] proposed the following improved algorithms to conquer this drawback.
Algorithm B.
For a given complex matrix A = (ai j ), ai i 6= 0, i ∈ N .
1. for i ∈ N , compute Ri (A) =∑ j 6=i |ai j | and ti = Ri (A)|ai i | ,
2. if ti = 0 for all i ∈ N , ‘A is a GDDM’, stop; otherwise,
3. if ti = 0 for some i ∈ N , remove the i th row and i th column vectors from matrix A, i.e., A = A[N\{i}], otherwise,
4. if ti ≤ 1 for all i ∈ N , go to Algorithm B′; if ti ≥ 1 for all i ∈ N , ‘A is not a GDDM’,
stop; otherwise,
5. let mini∈N ti = ti1 ≤ ti2 ≤ · · · ≤ tin = maxi∈N ti , and k = 1,
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6. for k, compute
tik =
Rik (A)+ ε
|aik ik | + ε
, a j ik = tika j ik , Rik+1(A) =
∑
l 6=ik+1
|aik+1,l |, j ∈ N ,
where ε is a positive parameter,
7. if k < n, k = k + 1, go to step 6, otherwise, go to step 1.
Algorithm B′.
For a given complex matrix A = (ai j ), ai i 6= 0, and ti ≤ 1 for all i ∈ N .
1. If N0(A) = φ, ‘A is an H-matrix’, stop; otherwise,
2. for some i ∈ N0(A), j ∈ N\N0(A), if ai j 6= 0, set N0(A) = N0(A)\{i}, otherwise,
3. for any i ∈ N0(A), j ∈ N\N0(A), if ai j = 0, ‘A is not an H-matrix’, stop; otherwise,
4. go to step 1.
Here is a small problem. If ti = 1 for all i ∈ N , for example,
A =
 1 0.3 0.70.5 1 0.5
0.2 0.8 1
 ,
then t1 = t2 = t3 = 1, but as all the cases in Algorithm B′ cannot be satisfied, Algorithm B will not stop. In fact,
replace step 4 of Algorithm B with “if ti ≥ 1 for all i ∈ N , ‘A is not a GDDM’, stop; if ti ≤ 1 for all i ∈ N , go to
Algorithm B′, otherwise”, may be better.
Another problem is that the presence of ε may increase the number of iterations or lead to a possible failure of the
algorithm, and it also seems complicated to decide the optimum value of ε. Actually, we can eliminate the arbitrary
parameter ε in Algorithm B, and easily prove that the improved algorithm is still correct.
Next, to overcome the above drawback, we provide a new non-parameter algorithm for H-matrices, which can
reduce the number of iterations of Algorithms A and B.
Algorithm C.
Input: a given matrix A = (ai j ) ∈ Cn×n .
Output: D = D(1)D(2) · · · D(m) ∈ DA if A is an H-matrix.
1. if N1(A) = φ, ‘A is not an H-matrix’, stop; if N2(A)\N0(A) = φ, go to step 8, otherwise,
2. compute αi , βi , i ∈ N ,
3. if αi + βi = 0 for some i ∈ N , set A = A[N\{i}], go to step 1; if αi = 0 for all
i ∈ N2(A), ‘A is not an H-matrix’, stop; otherwise,
4. set r = maxi∈N1(A) αi+βi|ai i |
5. set d = (di ) and D = diag(d), where
di =

rαi + βi
|ai i | , if i ∈ N1(A)
1, if i ∈ N2(A).
6. compute A′ = AD,
7. set A = A′, go to step 1,
8. if N0(A) = φ, ‘A is an H-matrix’, stop; otherwise,
9. for some i ∈ N0(A), j ∈ N\N0(A), if ai j 6= 0, set N0(A) = N0(A)\{i}, go to step 8,
otherwise, ‘A is not an H-matrix’, stop.
Remark. As r = maxi∈N1(A) αi+βi|ai i | = maxi∈N1(A) ti < 1 and Ri (A) = αi + βi , then
rαi + βi
|ai i | ≤
αi + βi
|ai i | = ti <
Ri (A)+ ε
|ai i | + ε < 1, ∀ i ∈ N1(A),
1 <
αi + βi
|ai i | = ti <
Ri (A)+ ε
|ai i | + ε , ∀ i ∈ N2(A),
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so this algorithm can have fewer number of iterations than Algorithms A and B, though some simple computations
may be added.
Here, we first give the following lemma and corollaries to explain the correctness of Algorithm C.
Lemma 2.1. If A = (ai j ) ∈ Cn×n can be transformed into the form
A = PT
(
A11 0
A21 A22
)
P, A11 ∈ Cr×r (1 ≤ r < n), (*)
where P is a permutation matrix, then A is an H-matrix if and only if A11, A22 are all H-matrices.
Proof. As A can be transformed into the form
A = PT
(
A11 0
A21 A22
)
P,
then
µ(A) = PT
(
µ(A11) 0
B µ(A22)
)
P,
where µ(A) is the comparison matrix of A, and let A21 = (a′i j ), B = (bi j ), then bi j = −|a′i j |.
Because the permutation matrix P satisfies P−1 = PT, we have
µ−1(A) = PT
(
µ−1(A11) 0
−µ−1(A22)Bµ−1(A11) µ−1(A22)
)
P,
thus µ−1(A) ≥ 0 if and only if µ−1(A11) ≥ 0 andµ−1(A22) ≥ 0, that means, µ(A) is an M-matrix if and only if
µ(A11), µ(A22) are all M-matrices, then from the definition of H-matrix, we complete the proof of this lemma. 
From Lemma 2.1, we directly obtain the following corollaries.
Corollary 2.2. If A = (ai j ) ∈ Cn×n can be transformed into the form (*), then A is not an H-matrix if and only if
A11 or A22 is not an H-matrix.
Corollary 2.3. Let A = (ai j ) ∈ Cn×n , N˜0(A) = {i | αi + βi = 0, i ∈ N } 6= φ. Then A is an H-matrix if and only if
A[N\N˜0(A)] is an H-matrix.
Corollary 2.4. Let A = (ai j ) ∈ Cn×n . If N2(A)\N0(A) = φ and ai j = 0 for any i ∈ N0(A), j ∈ N\N0(A), then A
is not an H-matrix.
Corollary 2.5. Let A = (ai j ) ∈ Cn×n . If αi = 0 for all i ∈ N2(A), then A is not an H-matrix.
Then, in the following we explain that Algorithm C is correct, if Algorithm C terminates after a finite number of
iterations, from the algorithm we know that there are four cases. In the first case, N1(A) = φ, we can easily obtain
that A is not an H-matrix by the definition; in the second case, N1(A) 6= φ and N2(A)\N0(A) = N2(A) = φ, it is
obvious that A is an H-matrix by the definition; in the third case, ai j = 0 for any i ∈ N0(A), j ∈ N\N0(A), from
Corollary 2.4, we know that A is not an H-matrix; in the forth case, αi = 0 for all i ∈ N2(A), from Corollary 2.5, we
can directly get that A is not an H-matrix.
Next, we give the theoretical analysis of Algorithm C as a criterion for H-matrices by the following theorem.
Theorem 2.6. Matrix A = (ai j ) ∈ Cn×n is an H-matrix if and only if Algorithm C stops after a finite number of
iterations by producing a strictly diagonally dominant matrix.
Proof. In order to legibly explain the iterative process, we replace A and A′ with A(m−1) and A(m), where m is a step
number.
Sufficiency: Suppose that Algorithm C terminates after m iterations by producing a strictly diagonally dominant
matrix, which is the second case we discussed above, then we obtain a strictly diagonally dominant matrix A(m) =
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A(0)D(1)D(2) · · · D(m−1) = AD, where D = D(0)D(1) · · · D(m−1) is a positive diagonal matrix. Thus, A is an
H-matrix.
Necessity: Let A be an H-matrix. For notational convenience, we assume that A is a non-negative matrix. By way
of contradiction, suppose that Algorithm C does not terminate after a finite number of iterations. From Algorithm C,
we have A(m) = A(0)D(1)D(2) · · · D(m−1) = AD and D = D(1)D(2) · · · D(m−1) is a positive diagonal matrix, as the
diagonal elements of all D(k)(k = 1, 2, . . . ,m − 1, . . .) are no more than 1, it is obvious that
A = A(0) = A(1) ≥ · · · ≥ A(m) ≥ · · · ≥ 0,
that means, the infinite matrix sequence {A(m)} is bounded and monotone decreasing, then we have
lim
m→∞ A
(m) = B ≥ 0,
where B = AE , E = D(1)D(2) · · · D(m−1) · · · is a positive diagonal matrix.
Next, we want to prove
lim
m→∞ N1(A
(m)) = N1(B) = φ.
By using the way of contradiction again, we assume that limm→∞ N1(A(m)) 6= φ, then r < 1 and there exist some i
and ε0 such that
a(m)i i − rα(m)i − β(m)i ≥ a(m)i i − α(m)i − β(m)i > ε0, m = 1, 2, . . . .
From Algorithm C, we have
0 < a(m+1)i i = a(m)i i di = a(m)i i − (a(m)i i − rα(m)i − β(m)i )
≤ a(m)i i − (a(m)i i − α(m)i − β(m)i )
< a(m)i i − ε0.
Note that ε0 is positive and therefore
a(0)i i = a(1)i i > a(2)i i + ε0 > · · · > a(m)i i + (m − 1)ε0.
Let m →∞. Then a(0)i i →∞. We obtain a contradiction, thus,
lim
m→∞ N1(A
(m)) = N1(B) = φ,
that means, B is not an H-matrix. On the other hand there exists a positive diagonal matrix F such that AF =
B(E−1F) is strictly diagonally dominant. We know that E−1F is still a positive diagonal matrix, so B is an H-matrix.
Then we obtain another contradiction, completing the proof of this theorem. 
3. Examples
We give the following examples to show the effectiveness of the proposed algorithm:
Example 1. Let
A =
 1 0.1 0.70.2 1 0.4
0.4 1.2 1
 .
As A is an irreducible matrix, we have that Algorithm C needs only one iteration to identify whether A is an H-matrix,
while Algorithm A requires 3 iterations and Algorithm B requires 12 iterations with ε = 0 (optimization).
Example 2. Let
A =

1 0.3 0 0
0.5 1 0 0
0 0 1 1.2
0 0 1.4 1
 .
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As A is a reducible matrix, we have that Algorithm C needs only one iteration to identify whether A is not an H-matrix,
while Algorithms A and B cannot stop.
References
[1] K. Ojiro, H. Niki, M. Usui, A new criteria for the H-matrix property, J. Comput. Appl. Math. 150 (2003) 293–302.
[2] H. Li, T. Huang, On a new criterion for the H-matrix property, Appl. Math. Lett. 19 (2006) 1134–1142.
[3] L. Li, H. Niki, M. Sasanabc, A nonparameter criterion for generalized diagonally dominant matrices, Int. J. Comput. Math. 71 (1999) 267–275.
[4] B. Li, L. Li, M. Harada, H. Niki, M.J. Tsatsomeros, An iterative criterion for H-matrices, Linear Algebra Appl. 271 (1998) 179–190.
[5] M. Harada, M. Usui, H. Niki, An extension of the criteria for generalized diagonally dominant matrices, Int. J. Comput. Math. 60 (1996)
115–119.
[6] T. Kohno, H. Niki, H. Sawami, Y. Gao, An iterative test for H-matrix, J. Comput. Appl. Math. 115 (2000) 349–355.
[7] L. Li, On the iterative criterion for generalized diagonally dominant matrices, SIAM J. Matrix Anal. Appl. 24 (2002) 17–21.
