Background and Purpose-The timely diagnosis of stroke at the initial examination is extremely important given the disease morbidity and narrow time window for intervention. The goal of this study was to develop a supervised learning method to recognize acute cerebral ischemia (ACI) and differentiate that from stroke mimics in an emergency setting. Methods-Consecutive patients presenting to the emergency department with stroke-like symptoms, within 4.5 hours of symptoms onset, in 2 tertiary care stroke centers were randomized for inclusion in the model. We developed an artificial neural network (ANN) model. The learning algorithm was based on backpropagation. To validate the model, we used a 10-fold cross-validation method. Results-A total of 260 patients (equal number of stroke mimics and ACIs) were enrolled for the development and validation of our ANN model. Our analysis indicated that the average sensitivity and specificity of ANN for the diagnosis of ACI based on the 10-fold cross-validation analysis was 80.0% (95% confidence interval, 71.8-86.3) and 86.2% (95% confidence interval, 78.7-91.4), respectively. The median precision of ANN for the diagnosis of ACI was 92% (95% confidence interval, 88.7-95.3). Conclusions-Our results show that ANN can be an effective tool for the recognition of ACI and differentiation of ACI from stroke mimics at the initial examination.
T he timely diagnosis of stroke at the initial examination is extremely important given the disease morbidity and narrow time window for intervention. A recent population-based study across 9 states indicated that the incident rate of missed stroke diagnoses in the Emergency Department (ED) is ≈13%. 1 At the same time, several studies have demonstrated that the prevalence of stroke mimics among patients presenting to the ED with acute stroke symptoms can be as high as 30%. 2 There are currently several validated stroke and stroke mimic recognition tools for prehospital and hospital settings. Face Arm Speech Time, Los Angeles Prehospital Stroke Screen, 3 Recognition of Stroke in the Emergency Room, 4 and FABS scoring system (facial droop, atrial fibrillation, age, blood pressure, history of seizures, and sensory) 5 are some of the examples. However, none of these tools can rapidly and concurrently consider various stroke-related parameters (eg, medical history, family history, or laboratory studies) in a user-independent fashion.
Supervised machine-learning methods from artificial intelligence can learn complex structures using a training data set and use that knowledge to predict the outcome of an unobserved situation. Artificial neural network (ANN) is one example of supervised machine-learning methods inspired by biological neural systems. That includes a computational approach that is based on a large collection of neural units modeling the way the brain solves problems. Each neural unit is connected with many others, and links can be enforcing or inhibitory in their effect on the activation state of connected neural units. Neural networks typically consist of multiple designs, and the signal path traverses from front to back ( Figure I in the online-only Data Supplement). 6 ANN-based models are effective at capturing nonlinear relationships that make them ideal candidates for complex and multifactorial disease classification.
The goal of this pilot study was to develop a supervised learning method to recognize acute cerebral ischemia (ACI; stroke and transient ischemic attack) and differentiate that from stroke mimics (SM) in an emergency setting.
Methods
We used the database of patients who we previously developed for validation of the FABS scoring system-a tool to differentiate ACI from SM in the ED setting; inclusion/exclusion criteria and details of data collection have previously been published. 5 The database included consecutive patients presented with stroke-like symptoms within 4.5 hours of symptoms onset in 2 tertiary care stroke centers (University of Tennessee Health Science Center, Memphis, Tennessee; and Attikon University Hospital, Athens, Greece) during a 3-year period (2012) (2013) (2014) . The final diagnosis of ACI versus SM was made based on the patient's presentation, medical history, hospital course, resolution of symptoms, discharge diagnosis, head computed tomography, electroencephalography (if available), in addition to post-thrombolysis diffusion-weighted images, apparent diffusion coefficient, and fluid-attenuated inversion recovery. We also examined head magnetic resonance angiography or head computed tomographic angiography for any acute artery thrombosis. For this study, we excluded patients who had one or more missing value because the imputation was not implemented in this pilot project. The final data set included consecutive patients presenting to the ED with strokelike symptoms, within 4.5 hours of symptoms onset admitted to 2 tertiary care stroke centers. The study was part of the University of Tennessee Health Science Center Acute Stroke Registry previously approved by the university institutional review board.
Data Process
Figure II in the online-only Data Supplement includes our data parameters. The data were used to create randomized and balanced training and testing sets. The number of ACI and SM were matched to ensure a balanced data set and to make certain that the larger group (ACI) was not over-represented in the data set. On the basis of a systematic study on sample size prediction for classification, an initially annotated data set of 100 to 200 subjects is recommended.
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ANN Model
We performed 10 rounds of model learning (step 1) and testing (step 2) phases and used the results of the 10 model validations to calculate the average error, which represents an estimate of the accuracy of the model. Figure II in the online-only Data Supplement includes one of the neural network models.
Step 1 (Model Development)
We developed the ANN model using a package in R software named Neuralnet. 8 The learning algorithm was based on backpropagation, 8 inspired from neural backpropagation, a technique commonly used for training ANNs. In backpropagation, the forward stimulation is used to reset weights on the front neural units. This technic is sometimes done in combination with training where the correct result is known. We built 10 neural networks based on 10 training sets ( Figure 1 ). Each training set had an equal number of ACI and SMs (13 patients each) to ensure equal representation of subjects. The model was also optimized with a different number of hidden neurons, including 1, 4, 6, 8, and 12.
Step 2 (Model Validation)
We performed 10-fold cross-validation to assess the generalizability of our analysis to an independent data set. The 10 constructed neural network models were assessed using 10 testing sets. Testing sets were designed to be nonoverlapping with the training sets ( Figure 1 ). Each testing set consisted of 13 randomly selected SMs and 13 randomly selected ACI. Patients were selected randomly after assigning randomized identification number from a uniform distribution to each patient and selecting the patients from the lowest identification number to create the full balanced data set. Furthermore, we identified the neural network with 6 hidden neurons to perform best for this data set.
Other Statistical Analysis
Continuous variables are presented as the mean±SD (normal distribution) and as median±SD (skewed distribution). Statistical comparisons were performed between ACI and SMs using the χ 2 test, Fisher exact test, unpaired t test, and Mann-Whitney U test as indicated for dichotomous or continuous variables. The Statistical Package for Social Science (SPSS, Inc; version 22 for Windows) was used for statistical analyses of study data. We also assessed the logistic model using the same data sets.
Results
Out of 784 patients who were initially included in the database, a total of 428 patients (239 ACI and 189 SMs) were excluded because they had one or more missing value. After randomization of this sample, 130 ACI cases and 130 SMs were selected for the training and testing of our ANN model. Figure 2 summarizes the patient selection process.
The mean age of the sample was 57±15 years, and 48% were men. Median National Institutes of Health Stroke Scale score at presentation was 5 points (interquartile range, 1-11). The Table includes demographic characteristics of the study population. There were no significant differences between the patients in each group (ACI or SM) and the cohort of patients initially included in the database in terms of age, sex, race, median National Institutes of Health Stroke Scale score, and history of stroke, atrial fibrillation, hypertension, diabetes mellitus, and facial droop on presentation.
Our analysis indicated that the average sensitivity and specificity of ANN for the diagnosis of ACI based on the 10-fold cross-validation analysis was 80.0% (95% confidence interval 
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Our results show that ANN can be an effective tool for the recognition of ACI and differentiation of ACI from SM cases in the ED with good accuracy. We can compare our results to (HoPSTO 
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[Houston Paramedic and Emergency Stroke Treatment and Outcomes Study]) study in Houston, Texas, where the accuracy of trained paramedic prehospital diagnosis of stroke was 82%. 9 Our results show that in 6 out of the 10 data sets, the precision of ANN for the diagnosis of ACI was >90%.
To our knowledge, this is the first study that used ANN for stroke diagnosis. However, there are previous studies examining the potential usefulness of ANN in the diagnosis of myocardial infarction and 10 prostate cancer 11 or, more recently, in the classification of benign and malignant endometrial lesions 12 or in the prediction of metabolic syndrome, 13 among other works. In fact, because of advances in computational capabilities, methodologies such as ANN have been widely optimized and used in medical informatics in recent years. We think that these types of automatic diagnostic tools when they are integrated with an electronic medical record can suggest additional differential diagnoses.
We have previously reported that ANN could outperform Random Forest, Support Vector Machines, and Linear Regression in terms of accuracy and computational time. 14 In a comparative analysis, where 28 studies were reviewed, ANN outperformed logistic regression or performed at the same level in 24 of the cases. 15 Therefore, we anticipated ANN to outperform linear models such as logistic regression and showed that this was, in fact, the case for our patient population. The same 10 train and test data sets were used to evaluate the logistic model of ACI and SM. However, the logistic regression dropped independent variables in 2 of 10 models.
Neural networks have many advantages, including requiring less input from the user and less formal statistical training, ability to implicitly detect complex nonlinear relationships between dependent and independent variables, and ability to detect all possible interactions between predictor variables. However, there are some practical challenges in using ANN or other supervised machine-learning methods. There is a need for a training period before the modeling process, but with growing computational power and cloud computing capabilities, it is possible to overcome the processing and memory constraints and allow computations on large data sets. ANN is prone to overlearning when the size of hidden neurons is too large and underlearning when the number of hidden neurons is too small. ANN can be prone to overfitting when the training set is unbalanced and under-/over-represents certain features of the data, which implies that the model cannot be generalized, or can potentially mislead or over-/under-represent certain population. Machine-learning methods such as ANN should be designed on large and balanced data sets to capture linear and nonlinear dependencies among various parameters. Although these screening tools assist with diagnosis, they cannot be used as the only method for diagnosis and prognostication. In the case of stroke, we think that ANN can help physicians and other providers to suspect stroke and subject the patient to further imaging and urgent neurology consult.
Our study has limitations. We did not separate patients with posterior circulation from anterior circulation stroke in our analysis. We also did not calculate our precision based on stroke type or possible stroke pathogenesis, simply because that information was unavailable. Our tool may be further optimized using a larger cohort of patients from multiple sites and by including more parameters from electronic medical records. However, if the tool is to be effective in an ED or potentially in a prehospital care setting, the number of available parameters will need to mirror those practical and accessible in these environments given time constraints placed on the initial examination. Collectively, these methods will enhance the model's generalizability. We can also expand our tool to include additional machine-learning methods, including Random Forest and Support Vector Machines, and various linear methods and design a robust strategy to predict missing values and include patients with a missing parameter. Ultimately, integration of the model into electronic medical records may enable early discrimination of ACI from SM. ACI indicates acute cerebral ischemia; NIHSS, National Institutes of Health Stroke Scale; and SM, stroke mimic.
Conclusions
ANN can be an effective tool for the recognition of ACI and differentiate ACI from SM cases in an emergency setting with a high degree of accuracy. Further directed studies with larger cohorts are needed to further evaluate the use and limitations of this and similar approaches.
