Abstract. In artificial intelligence, a relaxation of a problem is an overapproximation whose solution in every state of an explicit search provides a heuristic solution distance estimate. The heuristic guides the exploration, potentially shortening the search by exponentially many search states. The big question is how a good relaxation for the problem at hand should be derived. In model checking, overapproximations are called abstractions, and abstraction refinement is a powerful method developed to derive approximations that are sufficiently precise for verifying the system at hand. In our work, we bring these two paradigms together. We pioneer the application of (predicate) abstraction refinement for the generation of heuristic functions that are intelligently adapted to the problem at hand. We investigate how an abstraction refinement process for generating heuristic functions should differ from the process used in the verification context. We do so in the context of DMC of timed automata. We obtain a variety of interesting insights about this approach.
Introduction
In artificial intelligence (AI), a relaxation of a problem is an overapproximation of the problem. During an explicit search in the state space of the problem, in each state s the relaxed problem is solved starting from s, and the length of the relaxed solution is used as a heuristic distance estimate, i.e., an estimate of the distance from s to the nearest solution state. States with lower estimated distance are explored first. It is well known that this strategy can exponentially decrease the explored part of the state space (e.g. [22] ). Recently, the same idea has been applied for falsification, namely in directed model checking (DMC ) [11] , which is the search for errors using a heuristic function.
Both in AI and in DMC, the main question to be addressed is how to define the approximation that underlies the heuristic function. Different definitions yield different heuristics, and this makes all the difference between being and not being able to find an error. Intuitively, the heuristic function should capture sufficient information for predicting whether a state is likely to lead to an error. Doing so requires knowledge about the reasons for the error in the particular system considered. The "hot trail" we follow is to use methods coming from the field of model checking to learn this kind of knowledge.
In model checking, overapproximations are called abstractions, and have been used for verification. Applying the formalism of abstract interpretation [7] , an abstraction of a system is designed so that if some undesirable state is unreachable in the abstraction, then it is surely unreachable in the original system. A highly successful method in this context is abstraction refinement [2, 6, 23] : starting from some trivial abstraction, the abstract state space is computed. If there is no path to the undesirable state (error path), the system is safe and one can stop. Otherwise, one determines if the path is spurious, i.e., if it does not correspond to a path in the original system. If it is spurious, one examines the path and tries to refine the abstraction in order to exclude this spurious error path in the next iteration. If the path is not spurious, an error has been found. The process of repeated refinement iterations is called refinement loop.
Given these facts, the obvious question that springs to mind is: can, and how can, we use abstraction refinement to devise heuristic functions that are intelligently adapted to the system at hand? This question may be of relevance in many different contexts, ranging from DMC in various model checking formalisms to the various search problems traditionally considered in AI. Here, we investigate this question in the context of DMC of timed automata.
In our own previous work [16] , we have shown how one can use predicate abstraction [14] to generate heuristic functions for DMC of timed automata using Uppaal [4] . Following the pattern database approach [8] , the abstract state space is built before the actual search for an error starts; during the search, the abstract state space is used as a look-up table for retrieving the heuristic values. The abstraction predicates in that work were mostly generated by reading the predicates directly off transition guards in the system. We also made an initial experiment with abstraction refinement, realised via the abstraction refinement model checker (ARMC ) [23] . The conclusion from the latter experiment was that off-the-shelf abstraction refinement is not a good method for deriving heuristic functions. An intuitive explanation is that in off-the-shelf abstraction refinement, the abstraction is tailored to capture a lot of information about one particular error path; other regions of the state space unrelated to that path are abstracted coarsely. When used as a heuristic function, such an abstraction yields precise estimates for states near the error path, but imprecise -overly optimisticestimates otherwise. This can have the unwanted effect that states unrelated to the error path obtain lower heuristic estimates, and are preferred in the search. In addition, using off-the-shelf abstraction refinement, we have insufficient control to be able to tune the balance between heuristic quality and heuristic cost.
In this paper, while being inspired by ARMC, we do not use ARMC offthe-shelf, because we want to experiment with different methods of doing abstraction refinement in the context of heuristic generation, to find a method is more suitable for defining useful heuristic functions. Let us briefly explain the strategies we tried. The error state in our benchmarks is given by a formula (loc(p 1 ) = 1 ) ∧ (loc(p 2 ) = 2 ), stating that process p 1 is in location 1 and p 2 is 2 . The simplest method we tried is to use an initial abstraction consisting of the predicates loc(p 1 ) = 1 , loc(p 2 ) = 2 , so that the abstraction could always distinguish an error state from a non-error state. Alternatively, we generated two abstractions based on initial predicates loc(p 1 ) = 1 and loc(p 2 ) = 2 kept separate. Somewhat surprisingly, the latter turned out to be better, and can compete with other heuristics we use for comparison. To overcome the focus of the abstraction refinement on one particular path, we then tried to base each refinement step on several paths, rather than just a single path. The most surprising result for us was that this had no positive impact. We learnt that the way predicates are added based on an abstract path sometimes implies that the refinement loop terminates with an extremely coarse abstraction, and yet there is no "incentive" to refine this abstraction. Moreover, we learnt that this is not a question of choosing the right paths. To tackle this problem, we used initial abstractions based on "random" predicates as additional "seed" for the abstraction refinement. The results are generally unstable; sometimes they are extremely good.
Our overall experiments suggest that abstraction refinement is useful for selecting predicates from a certain repertoire so that the set obtained is informative enough yet small enough not to pose a prohibitive computational overhead; in this respect the present approach is an advance over [16] . We had also hoped that abstraction refinement can, compared to other ways of generating predicates, significantly enhance the repertoire itself; but, at least in our benchmarks, this does not seem to be the case. It remains to be seen if and how the situation changes in the context of DMC in other formalisms (or even just other benchmarks), and in the context of AI search problems. As such, our work provides only a first exploration of a much larger research topic. This paper is organised as follows. In the next section, we introduce timed automata. In Sec. 3, we explain predicate abstraction for heuristic generation. In Sec. 4, we explain how predicates are generated by refinement based on an error path in ARMC, and how this approach is adapted for generating heuristic functions. In Sec. 5 we report on experiments, in Sec. 6 we discuss related work, and in Sec. 7 we conclude.
Timed Automata in Uppaal
We introduce timed automata [1] here following the terminology of Uppaal [4] , which is an integrated tool environment for modelling, simulation and verification of real-time systems. We restrict to the features that we actually consider in our benchmarks and implementation.
A timed automaton is a finite (ω-)automaton enhanced with real-valued variables called clocks and integer variables. Instead of the usual word state we speak of a location of a timed automaton, since a state in our parlance consists of a location together with a value for each variable of the automaton. One location is marked as initial. Locations can be connected by directed edges. An edge can be labelled with a clock (resp. integer) guard, which is a conjunction of conditions of the form x c or x − y c (resp. c 0), where x, y are clocks and c is an expression using natural constants and integer variables, and ∈ {<, ≤, =, ≥, >}. An edge can also be labelled with one or several effects, which are assignments to an integer variable or resets of a clock variable to 0. A location can be labelled with an invariant, which is of the same form as a guard and states a condition that must hold while the automaton remains in this location. One usually requires that clock invariants are downwards closed, i.e., ∈ {<, ≤}.
An automaton as described so far is called a process; several processes can be composed to a network of automata, called system, as follows: a state is characterised by a location for each of its processes and a value for each of its variables. An edge may be labelled by a synchronisation label ch? or ch! where ch is a symbol called channel. If one process has an edge labelled ch? and another process has an edge labelled ch!, then the two must be taken simultaneously to obtain a transition. An edge of a process that has no synchronisation label can be taken alone; this is called a τ -transition. Figure 1 shows an example. The process on the left-hand side models a lamp switch and the process on the right-hand side models the lamp user. We are dealing here with a widespread design of lamps where pressing the button twice "quickly" causes the light to be bright, whereas pressing it once causes the light to be dimmed if it was off before, and switches the light off otherwise. We illustrate some of the above concepts: x and y are clocks, off is a location (marked as initial by the double circle), x > 10 is a guard, x := 0 is an effect, y < 5 is an invariant of location t, and 'press' is a channel.
A run or path is defined in an intuitive way (see [1, 4, 5] for a formal definition): the system starts in its initial state, some time passes (during which all clocks increase at the same speed, and all relevant location invariants must hold), then a transition allowed by the guards is made (which takes no time) and its effects are applied, reaching a new state, and so forth. Here is a run for the lamp example (L and U stand for the "lamp" and "user" process, respectively):
The state space S is the directed graph where the nodes are all states, and the edges are the transitions. The set of error or target states which are undesirable are given by a formula φ, specifying a condition on the locations and variables.
Predicate Abstraction for Heuristic Generation
In this section we recall our previous work [16] ; we explain technically how heuristics for Uppaal are computed based on predicate abstraction.
A predicate is a logic formula that "talks" about the system. We consider three kinds of predicates: location predicates loc(proc) = stating that process proc is in location ; and integer, resp. clock predicates, defined like guards, see Sec. 2.
A vector P = (p 1 , . . . , p m ) of predicates defines a predicate abstraction; e.g. P = (loc(1) = 3, x > 2, y = 0). We sometimes regard P as a set. When |P| = m, we call a vector in {T, U, F} m an abstract state or TUF-vector for P. Here, T, U, F stand for true, unknown, and false. We usually assume that P is clear from the context. Viewing a state s as a valuation of the system variables, we use the notation s |= ψ to say that the formula ψ is true under s, and φ |= ψ means that ψ is true under every valuation under which φ is true.
Given a concrete state s, i.e., a vector consisting of a location for each process and a value for each variable, the abstraction of s is a vector
and P is as above, then the abstraction of s is FTF.
For an abstract state b, we denote by
, which is the case iff b is obtained from b by replacing zero or more occurrences of T or F by U. The abstract state space for P, denoted [S] P , is the directed graph where the nodes are all TUF-vectors for P, and there is an edge from b 1 to b 2 iff there exist s 1 ∈ [b 1 ] and s 2 ∈ [b 2 ] so that there is an edge from s 1 to s 2 in S (see Sec. 2). Note that [S] P is an over -approximation of S, i.e., every concrete path corresponds to an abstract path but not necessarily vice versa. 
P although s 3 might not be reachable from s 1 is S.
Given an error condition φ as in Sec. 2, the abstract error state is defined as the TUF-vector b = (b 1 , . . . , b m ) where b i = T if φ |= p i , and b i = F if φ |= ¬p i , and b i = U otherwise. Note that φ might not uniquely determine the value of each predicate p i . In addition, we obtain a precision loss due to the fact that we consider the predicates in isolation. E.g., it might be the case that
, so that we should have two abstract error states TTT and TFF, but instead, we just take the abstract error state TUU. This merging is referred to as Cartesian abstraction [3] .
The abstract state space is computed starting from the abstract error state and computing its abstract predecessors to obtain the first layer ; then all predecessors of those states give the second layer, and so forth. Whenever a state is computed that is subsumed by a state computed earlier, then the new state will be ignored. This computation is called regression.
Computing the predecessor of an abstract state b is a logical deduction task. To compute the predecessor of b obtained by applying (backward) some edge (pair) t, we construct a formula using the variables occurring in P and in the guards, effects, and invariants of (the sources and targets of) t, where we prime ( ) the variables to denote their value in the target location; the unprimed variants correspond to the source location. First, b translates into ψ b = bi=T p i ∧ bi=F ¬p i , where p i denotes the result of priming each variable in p i . Secondly, t translates into a formula ψ t that expresses the effect of applying t, by relating the values of the variables in the sources and targets. E.g. if t has an effect i := i + 1 then one of the conjuncts of ψ t will be i = i + 1.
The exact method of determining all the abstract predecessor states of b would be as follows: we enumerate all abstract states a ∈ {T, F} m , build a formula ψ a = ai=T p i ∧ ai=F ¬p i in analogy to ψ b but with unprimed variables, and check if ψ b ∧ ψ t ∧ ψ a is satisfiable. If yes, then there is an assignment to the variables, corresponding to concrete states in [a] and [b] , respectively, with a transition between these concrete states, and hence a is an abstract predecessor state of b.
However, the method described in the previous paragraph would be too inefficient because we would have to enumerate 2 m abstract states. Instead, we again apply Cartesian abstraction: we compute just one abstract predecessor state a of b w.r.t. t by taking each predicate
For checking the implications we use the solver ICS [13] .
Since we compute the abstract state space [S] P backwards starting from the error state, we obtain the distance of each abstract state from the abstract error state for free. This information is stored in a so-called pattern database, which is implemented as a certain tree data structure [15] supporting efficient subsumption tests. The pattern database is the basis for defining the heuristic value of a concrete Uppaal search state s. Essentially, the lookup of a heuristic
Fig. 2. Predicate Generation in ARMC
value for a concrete Uppaal search state s works as follows: the abstraction of s is computed; call it b; now consider all c in the pattern database that subsume b; among those, take the one whose (precomputed) distance to the abstract error state is minimal; this distance is the heuristic value of s (see [16] for more details).
We (and others before us [12, 17] ) have experienced that combining several simple abstractions is often better than having one complicated abstraction. Thus we usually have several sets of abstraction predicates and thus abstract spaces and "raw" heuristic functions. The latter can be combined by taking, for each concrete search state, the maximum or the sum. 3 We refer to this as MAX option, SUM option, resp.
Abstraction Refinement
When predicate abstraction refinement is used for verification, one successively refines an abstraction by adding predicates in order to exclude spurious error paths. But which predicates? We explain here how the abstraction refinement model checker (ARMC ) [23] answers this question, since we generate predicates in the same way. We immediately jump to a timed automata setting. So the aim is to verify a timed automaton, i.e. to show that a certain error location err is unreachable.
A predicate is of the form e 1 e 2 where e 1 , e 2 are expressions involving integer variables and ∈ {=, ≤, <, ≥, >}. Each location is associated with a set of predicates P , and an abstract state is a pair ( , a) where a ∈ {T, U} |P | . Note that in the verification context [23] , one only distinguishes true and unknown.
The abstraction refinement loop starts with an initial abstraction where P = ∅ for all . We now explain how one iteration of the loop works. Assume that we have a current abstraction, i.e., a P for each . We compute an abstract error path 0 → . . . → n = err , i.e. a path from the initial location to err . By treating 0 → . . . → n backward, we generate new predicate sets P 0 , . . . , P n as follows: P n := P n ; if P i+1 is already computed, and i → i+1 has guard g 1 ∧ . . . ∧ g r and assignments
denotes the replacement of x by e).
In Fig. 2 we illustrate a fragment of an error path. Here, i == j is a guard. Starting with P i = ∅ for i ∈ [0..3] we obtain P 3 = ∅, P 2 = {i = j}, P 1 = {i = j + 1} and P 0 = {i = j + 3}. Each P corresponds to the weakest precondition of i = j w.r.t. the subsequent updates, i.e. it expresses exactly the condition under which 2 → 3 can be taken. If 0 is the initial location of the automaton and we assume that variables are initialised to 0, then P
are sufficient to exclude this spurious error path (fragment), i.e., this error path will not be computed again.
We adopt the method of generating predicates just described. Yet there are some differences between ARMC and our setting. Unlike ARMC, our abstract states represent location information only to the extent that there are location predicates. Therefore, our abstract paths can be spurious for location reasons, i.e., we could have a transition 0 → 1 followed by a transition 1 → 2 where 1 = 1 , because the abstraction cannot distinguish 1 from 1 . One could of course change this, but our experiments suggest that abstractions preserving all location information lead to abstract state spaces that are much too expensive to compute. Therefore, we do not have a different predicate set per location, but an abstraction is given by one global predicate set.
More importantly, as explained in the introduction, our aim is not to exclude all spurious error paths (verification), but to characterise a sufficiently large environment of the error state with sufficient precision to provide a good heuristic. 4 Therefore, instead of basing one refinement step on one path from the initial to the error state, we can base one refinement step on arbitrarily many paths starting from an arbitrary state and leading to the error state.
We present the core of our abstraction refinement algorithm: the generation of new predicates based on a single abstract path. Given a set of predicates P and an abstract path t 1 , . . . , t n leading to the abstract error state, we refine P as shown in Fig. 3 . To simplify the presentation, we only show the case of a synchronised transition. We denote by edge!(t), edge?(t) the two edges of t, and by targ(d), src(d) the target and source locations, and by proc(d) the process of an edge d.
The algorithm processes the edge( pair)s of the abstract path backward. The most relevant difference to ARMC is that the abstract path may be spurious for location reasons. We maintain information about the current location of each process in curloc. Whenever targ(edge!(t i )) is different from curloc(proc(edge!(t i ))) (or analogously for edge?), we have detected that t 1 , . . . , t n is spurious for location reasons. We then add a location predicate that will exclude the abstract path in the next iteration, and stop the processing of the edge( pair)s (see lines marked "[").
The algorithm must be embedded in one or several refinement loops, to generate one or several abstractions (see end of Sec. 3). Now there are three questions:
-What should the initial abstraction(s) be? -How many and which abstract paths should be chosen for the refinement? -When should the refinement loop stop?
We have tried many possible approaches to answering these questions, of which we present some in Sections 5.2 to 5.4, after explaining the setup for our experiments.
procedure refine path(Predicates P, Path (t1, . . . , tn)) foreach process p do curloc(p)
if curloc(proc(edge!(ti ))) = unknown ∧ targ(edge!(ti )) = curloc(proc(edge!(ti ))) P := P ∪ {loc(proc(edge!(ti ))) = curloc(proc(edge!(ti )))} break fi curloc(proc(edge!(ti ))) := src(edge!(ti )) 2 4 if curloc(proc(edge?(ti ))) = unknown ∧ targ(edge?(ti )) = curloc(proc(edge?(ti ))) P := P ∪ {loc(proc(edge?(ti ))) = curloc(proc(edge?(ti )))} break fi curloc(proc(edge?(ti ))) := src(edge?(ti )) foreach invariant g of targ(edge!(ti )), targ(edge?(ti )) do P := P ∪ {g} od foreach assignment i := e of edge!(ti ), edge?(ti ) in reverse order do P := P[i → e] ∪ P od foreach guard g of edge!(ti ), edge?(ti ) and foreach invariant g of src(edge!(ti )), src(edge?(ti )) do P := P ∪ {g} od od return P Fig. 3 . Refining an abstraction based on a path t1, . . . , tn
Experiments
Our benchmarks come from two industrial case studies [9, 18] . Since we are dealing with error detection, i.e., falsification, our examples had an error injected.
Examples "Mi" and "Ni", i = 1, . . . , 4, come from a study called "Mutual Exclusion". This study models a real-time protocol to ensure mutual exclusion of states in a distributed system via asynchronous communication [9] . An error was injected by increasing an upper time bound. Examples "Ci", i = 2, . . . , 9, are a case study called "Single-tracked Line Segment" coming from an industrial project partner of the UniForM-project [18] . The problem is to design a distributed real-time controller for a segment of tracks where trams share a piece of track. The controller was modelled in terms of PLC-automata (PLC stands for programmable logic controllers) [9, 18] and translated into timed automata. We injected an error by manipulating a delay such that the asynchronous communication between some automata is faulty. The given set of PLC-automata had eight input variables and we constructed eight models with decreasing size by abstracting more and more of these inputs. The numbering of the benchmarks is ad hoc, but the benchmarks become bigger with increasing i.
Concerning "Ci", we observed that the model checking could be dramatically simplified by a slight modification of the benchmarks, namely to reduce the number of times a certain loop edge can be taken. This issue is completely orthogonal to the topic of this paper, but we mention the fact that we used the modified benchmarks for the sake of comparison with other works [10, 16, 19, 20] .
We performed DMC using Uppaal. We used greedy best-first search [20] , i.e., the search queue is a priority queue over the value of the heuristic function. The Table 1 interface to Uppaal is the one introduced in [19] . 5 For the experiments, we used a machine with two Intel Xeon processors running at 3.02 GHz with 6 GB RAM.
We present results for six kinds of heuristics here. First, we have heuristics h L and h U , which are based on a heuristic method from AI planning [20] . Second, we have heuristic "syn" based on extracting abstraction predicates from the guards of a system [16] . Third, we have a heuristic based on refinement of a single error path with initial predicate set {loc(p 1 ) = 1 , loc(p 2 ) = 2 } ("1abs"), and fourth, a heuristic based on two abstractions obtained by having two initial predicate sets {loc(p 1 ) = 1 }, {loc(p 2 ) = 2 } ("2abs"). Fifth, we have a method where refinement is based on several abstract paths (Table 3) , and finally, a method where we use initial predicate sets that contain "random" predicates as additional "seed" for the abstraction refinement.
The entries in Tables 1 and 2 are of the form a|b|c. Here, a is the size of the search space explored by Uppaal, i.e., the number of explored states (not to be confused with the size of the abstract state space!). The second figure b is the total time in seconds taken for precomputing the heuristic, and c is the total user time for the Uppaal model checking as measured by the Linux command time, including the precomputation time b. Note that in some cases b is equal to c because the time for the actual Uppaal model checking is negligible. We have highlighted the best and the worst figures. For each example, those figures within factor 2 of the best figure are in boldface, and those within factor 2 of the worst are in italics.
Other Heuristics Used for Comparison
On the one hand, we used two heuristics introduced in [20] , which are among the best heuristics for these benchmarks [19] . There, a heuristic method from AI planning is adapted, based on a notion of "monotonicity" where it is assumed that a state variable accumulates, rather than changes, its values. In Tables  1 and 2 and in [20] , there are two heuristics referred to as h L (which states in which layer of the relaxed transition graph a state can be found, and is a strongly underestimating heuristic) and h U (which gives an actual path in the abstract system, and may be overestimating). Since h L and h U are computed on-the-fly, there is no heuristic precomputation.
Concerning the runtime, h
L and h U are very often among the best by far. Concerning the size of the explored state space, they are more often among the worst than among the best. The heuristics are relatively expensive to compute per state which shows for N3, C5, C9, but the fact that the runtime is so small whenever the size of the explored search space is small exhibits the advantage of on-the-fly computation: in contrast, for heuristics based on predicate abstraction and pattern databases, it could happen that a heuristic is very good but expensive to compute because the abstract state space is big.
On the other hand, we compared with a kind of abstraction we developed previously [16] , where the repertoire of predicates consists of all guards and invariants that textually occur in the system definition, together with all possible location predicates. Since taking one abstraction based on all these predicates is much too inefficient to compute, we only take the predicates of one single process, generate an abstract state space, and see if the number of states or the number of layers exceeds certain thresholds. If yes, we take the current predicate set for defining one pattern database and start generating another one based on another process. Otherwise, we continue to add the predicates coming from another process to the current abstraction. Typically we end up with two or three abstractions this way. The results are referred to as "syn" for "syntax-based".
A notation such as "5000/10/SUM", used not only for "syn" but also for other heuristics, means that the threshold on the number of states (resp., layers) is 5000 (resp., 10) , and that we use the SUM option (see Sec. 3). The figures for "syn 20000/20/MAX" and "syn 20000/20/SUM" are identical in Table 1 because only one (or only one non-trivial) abstraction was generated, which is why we write "SM".
For M and N, the results are never among the best and often among the worst. For C, the explored state space size is sometimes among the best (note in particular C9), but often among the worst as far as the runtimes are concerned, as computing the heuristic is so expensive. The problem with "syn" is that composing predicate sets along process boundaries as described above is a very coarse approach: it can happen that we have a predicate set that is very small and yields a heuristic that is fast to compute but not very good, and then adding the predicates from another process immediately results in an abstraction that might be good but is extremely expensive to compute. 6 In contrast, with our abstraction refinement the differences between subsequent abstractions will typically be much smaller so that the balance between heuristic quality and heuristic computation time can be better tuned.
Using the (Joint or Separate) Target Locations as Initial Predicates
In our benchmarks the error condition is given by a formula of the form (loc(p 1 ) = 1 ) ∧ (loc(p 2 ) = 2 ), i.e., the error state consists of process p 1 being in 1 and p 2 being in 2 simultaneously. The simplest setup we tried is the following: the initial abstraction consists of the two location predicates for the two target locations. 7 The abstraction can thus definitely distinguish a target state from a non-target state, which in our intuition is a good basis for a heuristic function. In each step, the refinement is based on a single abstract path of maximal length in the current abstract space. The results for this strategy are marked in Tables 1 and 2 with "1abs".
As a termination criterion for the refinement, we used thresholds on the size of the abstract state space and on the number of layers as in Sec. 5.1. Whenever one of them is exceeded, then the current abstraction will be the last one generated in this refinement loop. The thresholds were chosen to pose a sensible limit on the computational resources spent in building the abstractions.
Although it seems intuitively reasonable to have an initial abstraction that contains location predicates for both target locations, on the other hand one may also argue that it is good to combine several abstractions, and a simple way of doing this is to have two abstractions, each based on the initial predicate set {loc(p i ) = i } for i = 1, 2. Everything else is as before. The results are marked in the tables with "2abs".
Concerning the size of the explored state space, "2abs" is better than "1abs" on most examples. This suggests that, ceteris paribus, the argument that having several different heuristics is better than having just one outweighs the argument that a good heuristic should at least capture the difference between a target state and a non-target state. Therefore, in the investigation of other aspects of the design space presented in the sequel, we decided to base the initial abstractions on the two targets kept separate.
Concerning the total runtime, "1abs" is sometimes negligibly better than "2abs" because we only have to compute one abstract space instead of two. Now compare "2abs" to the other heuristics. The results are never extraordinarily bad: in the few cases where the results are among the worst, they are "in good company". The results are often among the best, but in none of these cases are they dramatically better than the corresponding result for "seed", see Sec. 5.4. Compared to "syn", the balance between heuristic quality and heuristic computation time can be better tuned because the differences between subsequent abstractions are typically small.
Abstractions Based on Several Paths
In this setup, each iteration of the refinement loop is based on refining several paths, each as shown in Fig. 3 . We generated two abstractions, each based on the initial predicate set {loc(p i ) = i } for i = 1, 2.
For each target, the refinement loop works as follows: given the current abstract space, we select several paths for doing refinement -selecting all paths would be too expensive, selecting just one path might result in too few predicates being added in the refinement step. Moreover, the longer the abstract path the more predicates will be added due to this path. Therefore our intuition was that the number and quality of the predicates added are strongly correlated to the length of the abstract paths one chooses, and so we decided that all abstract paths should all have the same length l, which is thus a parameter of the method. Technically, in an ad hoc random way one selects up to q states in the abstract state space such that there is an abstract path of length l from such a state to the error state. Then one refines the current abstraction based on these paths.
In Table 3 , we show the explored state space size depending on q and l. Here w is the number of layers of the current abstract state space, e.g., l = w 2 means that the refinement is based on abstract paths whose length is half the maximal length of any path in the current abstract state space. We set l to a minimum of 3 to avoid some extremely short paths. Note that the results for l = w 1 , q = 1 are necessarily identical to those of "2abs 5000/10/SUM".
The parameter q has little influence on the number of explored states. I.e., it does not seem to matter which or how many of the paths are chosen for the refinement. This is a bit surprising, and contrary to our intuition [16] that offthe-shelf abstraction refinement is too much focused on a single path, which should be bad because it leads to abstractions that are fine in some regions and coarse in others. In contrast, the parameter l is important. If l is too small, then the refinement will not "take off", i.e., it will converge very quickly generating very few predicates (with M3 and N3 as exceptions).
We analysed some of the predicate sets generated for our benchmarks more closely. Our observations suggest the following thesis: it is not the case that the above strategy could lead to many very different predicate sets, depending on how the parameters are chosen. Rather, for reasonably chosen parameters, an abstraction refinement based on one of the target locations will converge to a certain predicate set. This convergence can happen very early and the predicate set can be very small. This motivates the method described next, adding additional "seeds" for the abstraction. We go back to taking q = 1 and l maximal, as in Sec. 5.2.
Generating Several Abstractions Based on "Random Seeds"
Using the setups above, we observed that our refinement sometimes reaches a fixpoint extremely early, way before any "artificial" termination criterion (see Sec. 5.1) applies. If the final transition of the abstract path is → and the initial abstraction is just the predicate loc = , then the abstract space will have two states T and F, and the refinement will not add any predicates. Generally, if the abstract path consists of location-wise consistent edges and either there are no integer guards/invariants or they have already been added, then the refinement stops, and this can happen very early, so that the abstraction is extremely coarse.
Our idea to overcome this phenomenon is to insert a "random" location predicate as an additional "seed" for the abstraction refinement, i.e., to use a slightly finer initial abstraction. As a first naïve realisation of this, we generated abstractions by refinement based on each pair (loc = 0 , loc = ) where 0 is a target location and any other location, for any process. This will give dozens of abstract spaces for our examples, so we had to find ways of generating fewer abstractions yet sufficiently many interesting ones. After observing that many generated spaces are extremely similar, we pruned spaces that are likely to be similar to previously generated spaces, as follows: firstly, if for a refinement based on some seed predicate, the generated abstract space in the first refinement iteration consists of abstract states where the seed predicate is always U, then we deem the seed predicate to be useless and abort the refinement based on it. Secondly, we take at most one location predicate per system process as seed, that is to say, we consider the location predicates of each process in turn, but once we have successfully generated an abstraction for the current location predicate, we disregard all remaining location predicates of the current process. With this approach, we typically obtained between four and six abstractions.
The results are marked in Tables 1 and 2 with the word "seed". The results are very unstable, sometimes extremely good, sometimes extremely bad. An improvement of the approach could be to allow for random restarts, that is to say, whenever the error search is taking too long, one might abort the search and compute a new heuristic function, obtained by modifying some of the parameters. This is in loose analogy to random restarts in propositional satisfiability solving [21] . Alternatively, one could have several searches running in parallel, based on several abstractions obtained by choosing the parameters in different ways.
For the M and N examples, the search space sizes are sometimes the same for "100/10" and "5000/10". Also, some search space sizes are identical to the respective values for "2abs". Of course, we do not believe that this is a pure coincidence, but rather, that it is due to the fact that the underlying abstractions are similar. While inspection confirms this to some extent, it is not obvious that the abstractions should be so extremely similar, but we do not consider this to be a particularly important issue.
Related Work
Using pattern database heuristics for DMC has been proposed in [25] . The systems considered are finite-state transition systems, where each state consists of an assignment of values from a finite domain to the state variables. In a next step, it is assumed that a state can be encoded as a bitvector. Unlike in our work, the bits are not interpreted as logical formulas that "talk about" system states, and predicate abstraction is not even mentioned. The encoding of states as bitvectors is no abstraction, in the sense of information loss; it is only in the next step that a pattern database abstraction is defined by ignoring some of the bits. Note that there is no abstraction refinement in that work.
Another work by the same authors [24] does consider refinement, however it is not the abstractions that are refined, but the abstract error paths themselves are refined, removing those that are spurious.
In [12] , pattern database heuristics are also used for DMC. Refinement is not considered. It is observed that combining several pattern databases is useful.
In [10] , DMC of timed automata is considered. The heuristic function is based on an abstraction that merges locations until there are at most N locations left, where N is a parameter. The heuristic function is read off the overall merged automaton. This approach does not involve predicate abstraction or refinement.
We have already mentioned another approach to DMC, which we used for comparison because it is among the best for our benchmarks [20] . Several heuristic functions including [10, 20] have been joined in the tool Uppaal/DMC [19] .
In our own previous work [16] , we have presented a first implementation of predicate abstraction for DMC of timed automata, including one approach where the abstraction was generated using refinement. Unlike in the work presented here, in the implementation we actually used the tool ARMC [23] . The setup of the refinement process differs substantially from the one of this paper -most importantly, in [16] we have a preprocessing of the original system splitting it into several subsets of its processes, similarly as described for "syn". The motivation for implementing the refinement process ourselves instead of relying on ARMC is that we wanted to cater for the aspects that are different in our scenario, as discussed in Sec. 4.
In this paper, we have presented various methods of setting up a predicate abstraction refinement loop for the purpose of generating heuristic functions for DMC.
We found that generating predicates by collecting guards along abstract paths is useful for generating reasonably small and good abstractions (Sec. 5.2), in contrast to the syntax-based abstractions [16] that tend to be too big ("syn"). So the main benefit is that abstraction refinement selects good predicates from a repertoire.
Moreover, we hoped that abstraction refinement enlarges the repertoire of predicates, as in Fig. 2 , where the predicate i = j + 3 cannot be read off the system syntax. We have looked into this, and it seems to be of hardly any significance. For our benchmarks it happens very rarely (though not never!) that a predicate is generated that is not contained as a guard or invariant in the system. Thus for these benchmarks, generating predicates by updating guards and invariants is overly subtle and complicated.
Basing the refinement loop on several, not necessarily error paths rather than just one path did not have the positive impact of adding more predicates that we hoped (Sec. 5.3). As we explained in Sec. 5.4, this is mostly due to the fact that the refinement can reach a fixpoint at a very early point: the abstract paths, even though extremely short, do not give rise to the addition of any further predicates.
The idea of adding seeds (Sec. 5.4) provides a remedy to this problem. The idea can be varied in many ways, of which we discussed some. It can yield very good results, but the results are quite unpredictable, and we still hope to enhance abstraction refinement using some technique which systematically improves on the method of Sec. 5.2.
In fact, suppose there is a more stable solution to the problem of early convergence, consistently obtaining reasonably good results. Then this solution might provide the key to boosting the performance of our initial idea, basing the refinement on several paths rather than just one path. This is a promising issue to be explored in further work.
In summary, while the application of abstraction refinement for the intelligent creation of heuristic functions is an exciting idea, making this idea work in practice is non-trivial and involves several subtle issues. A variety of these issues has been identified and investigated in our work. It remains to be seen in future work how the prevailing difficulties can be overcome. In particular, it may be that some of the issues disappear or are less critical in other search problems. Hence investigating the method in other contexts -other DMC formalisms or AI problems -is important.
