Patterns on Numerical Semigroups by Bras-Amorós, Maria & García-Sánchez, Pedro
ar
X
iv
:1
91
2.
04
05
7v
1 
 [m
ath
.R
A]
  4
 D
ec
 20
19
PATTERNS ON NUMERICAL SEMIGROUPS
MARIA BRAS-AMORO´S AND PEDRO A. GARCI´A-SA´NCHEZ
Abstract. We introduce the notion of pattern for numerical semigroups,
which allows us to generalize the definition of Arf numerical semigroups. In
this way infinitely many other classes of numerical semigroups are defined giv-
ing a classification of the whole set of numerical semigroups. In particular,
all semigroups can be arranged in an infinite non-stabilizing ascending chain
whose first step consists just of the trivial semigroup and whose second step is
the well known class of Arf semigroups. We describe a procedure to compute
the closure of a numerical semigroup with respect to a pattern. By using the
concept of system of generators associated to a pattern we construct recursively
a directed acyclic graph with all the semigroups admitting the pattern.
Published in Linear Algebra and its Applications, Elsevier, vol. 414, pp. 652-669, April 2006.
Introduction
A numerical semigroup is a subset of N containing 0, closed under addition
and with finite complement in N (here N denotes the set of nonnegative integers).
The theory of numerical semigroups is intimately related to the study of the non-
negative integer solutions of a linear equation in several unknowns with coefficients
in N [18, 7, 8, 12, 16]. Applications of numerical semigroups are found in the study
of the parameters of algebraic-geometry codes [10, 13, 11].
For a numerical semigroup Λ, the multiplicity of Λ, denoted by m(Λ), is the
smallest non-negative element of Λ, and the conductor of Λ is the only integer
c ∈ Λ such that c−1 6∈ Λ and c+N ⊆ Λ [11]. Usually the element c−1 is known as
the Frobenius number of Λ, denoted here by F(Λ). Clearly, F(Λ) is the maximum
of N \ Λ. Let A be a subset of N. The submonoid of N generated by A ⊆ N is
the smallest (with respect to set inclusion) submonoid of N containing A, and it is
denoted usually by 〈A〉, that is,
〈A〉 =
{
n∑
i=1
kiai | n ∈ N, ki ∈ N, ai ∈ A for all i ∈ {1, . . . , n}
}
.
It is not hard to prove that 〈A〉 is a numerical semigroup if and only if the greatest
common divisor of the elements of A is one. If Λ is a numerical semigroup and A
is a subset of Λ, then we say that A is a system of generators (or simply that A
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generates Λ) if 〈A〉 = Λ. We say that A is a minimal system of generators of Λ if
in addition no proper subset of A generates Λ. Every numerical semigroup has a
unique minimal system of generators.
A numerical semigroup Λ is said to be Arf if for every x, y, z ∈ Λ with x ≥ y ≥ z,
it holds that x + y − z ∈ Λ. Arf numerical semigroups and their applications
to coding theory have been widely studied in [3, 4, 6, 5, 9, 15]. In this work we
try to generalize the idea of Arf numerical semigroup to a semigroup satisfying
the condition that a certain expression on any decreasing sequence of elements of
the semigroup belongs always to the semigroup. The expression is what we call a
pattern.
Furthermore, in [15] the authors introduce the notion of the Arf closure of a
numerical semigroup Λ as the smallest Arf numerical semigroup containing Λ (the
idea of Arf closure appears for algebraic curves in [2], though of course not with
this name). In this work this idea is generalized for other patterns and we define a
procedure to obtain such closure. We also extend the concept of an Arf-system of
generators to any pattern and show how to construct recursively a directed acyclic
graph with all the numerical semigroups admitting a given pattern.
In Section 1 we give the definition and some examples of patterns. In Section 2
we characterize those patterns that can be admitted at least by one numerical
semigroup. This enables us to define admissible patterns. Section 3 introduces the
concept of strongly admissible pattern. The advantage of these patterns is that
one can effectively (computationally) deal with them. In Section 4 we give the
definition and a procedure to obtain the closure of a numerical semigroup with
respect to a pattern. In the next section we introduce the concept of p-system
of generators for a numerical semigroup admitting the pattern p. The uniqueness
of minimal p-systems of generators for a given semigroup can be ensured when
the pattern p is strongly admissible. We will show how to use this information to
construct the set of all numerical semigroups that admit a given strongly admissible
pattern. In Section 6 we show that each numerical semigroup admits infinitely many
patterns. In particular there will be a pattern giving information on “how far” from
substraction a semigroup is. This will yield an infinite non-stabilizing ascending
chain of sets of numerical semigroups containing all numerical semigroups. The
concept of substraction pattern generalizes that of the Arf pattern. In the last
section we go one step beyond by presenting the concept of boolean pattern, for
which we can give invariants for equivalent patterns in this class.
1. Patterns
A pattern p of length n is a linear homogeneous polynomial with non-zero integer
coefficients in x1, . . . , xn (for n = 0 the unique pattern is p = 0). We say that
a numerical semigroup Λ admits a pattern p(x1, . . . , xn) if for every n elements
s1, . . . , sn in Λ with s1 ≥ s2 ≥ · · · ≥ sn, the integer p(s1, . . . , sn) belongs to Λ. We
denote by SS(p) the set of all numerical semigroups admitting p.
Example 1. Patterns with positive coefficients are admitted by all numerical semi-
groups. The same trivially stands for the zero pattern. 
Example 2. Consider the pattern p = x1 + x2 − x3. A numerical semigroup is Arf
if and only if it admits the pattern p. The pattern p will be called the Arf pattern.
A numerical semigroup is said to be of maximal embedding dimension if its
multiplicity equals the cardinality of its minimal system of generators (known as
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the embedding dimension of the semigroup). From [3, Proposition I.2.9], one can
easily derive that a numerical semigroup Λ is of maximal embedding dimension
if and only if for all x ≥ y ∈ Λ, x, y ≥ m(Λ), one has that x + y − m(Λ) ∈ Λ.
Observe that p(x1, x2) = x1 + x2 −m(Λ) is not linear, and thus it is not a pattern.
Note also, that this in particular means that every Arf numerical semigroup is of
maximal embedding dimension. 
Example 3. The only numerical semigroup that admits the pattern q = x1 − x2 is
N. Indeed, suppose that Λ admits this pattern and let c be the conductor of Λ.
Consider s1 = c + 1 and s2 = c. Since Λ admits q, s1 − s2 = 1 belongs to Λ and
thus, Λ = N. Consequently, q will be called the trivializing pattern. 
We say that a pattern p1 induces another pattern p2 if every numerical semigroup
admitting p1 admits also p2. We say that two patterns are equivalent if they induce
each other.
Example 4. All patterns in Example 1 are equivalent.
Example 5. The trivializing pattern induces the Arf pattern. The Arf pattern
and the pattern 2x1 − x2 are equivalent [9, Proposition 1]. Actually, by using the
same argument given in that proposition, it is not hard to prove that for n ≥ 2, the
patterns x1+· · ·+xn−xn+1 and x1+· · ·+xn−2+2xn−1−xn are equivalent. However,
in general it is not true that x1+ · · ·+xn−xn+1 is equivalent to x1+(n−1)x2−x3
(see Example 29). 
Lemma 6. A pattern p =
∑n
i=1 aixi induces all patterns pn′ =
∑n′
i=1 aixi with
n′ ≤ n.
Proof. Suppose Λ admits p. Then the integer p(s1, . . . , sn) belongs to Λ for every
n elements s1, . . . , sn in Λ with s1 ≥ s2 ≥ · · · ≥ sn. In particular, we can take
sn′+1 = sn′+2 = · · · = sn = 0, and we have that pn′(s1, . . . , sn′) belongs to Λ for
every n′ elements s1, . . . , sn′ in Λ with s1 ≥ s2 ≥ · · · ≥ sn′ . 
Lemma 7. A pattern p =
∑n
i=1 aixi induces all (n+ 1)-length patterns
pˇ(j) =
j−1∑
i=1
aixi + xj +
n∑
i=j
aixi+1.
Proof. If Λ admits p, then p(s1, s2, . . . , sj−1, sj+1, . . . , sn+1) ∈ Λ for all s1 ≥ s2 ≥
· · · ≥ sj−1 ≥ sj+1 ≥ · · · ≥ sn+1. Now,
pˇ(j)(s1, s2, . . . , sj−1, sj , sj+1, . . . , sn+1) =
p(s1, s2, . . . , sj−1, sj+1, . . . , sn+1) + sj ,
which is clearly in Λ for all sj ∈ Λ. 
The next proposition together with Example 1 points out that every pattern
is either equivalent to the zero pattern or equivalent to a pattern with the last
coefficient negative.
Proposition 8. Let p =
∑n
i=1 aixi be a pattern. Suppose that an′ < 0 and that
an′+1, an′+2, . . . , an are positive. Then p is equivalent to pn′ =
∑n′
i=1 aixi.
Proof. The pattern p induces the pattern pn′ by Lemma 6. The pattern pn′ induces
the pattern pn by applying Lemma 7 several times. 
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2. Admissible patterns
For certain patterns p the set SS(p) is empty and for this reason we are not
interested in them. In this section we characterize those patterns p for which SS(p)
is not empty. To this end, we need a couple of technical lemmas, one of which will
be also used in the last section.
Lemma 9. Let p =
∑n
i=1 aixi be a linear homogeneous polynomial and let S =∑n
i=1 ai. Assume that
∑m
i=1 ai ≥ 0 for all m ∈ {1, . . . , n}. Then for all non-
negative integers s1 ≥ s2 ≥ · · · ≥ sn, p(s1, . . . , sn) ≥ S sn.
Proof. We proceed by induction on n. It is clear for n = 1. Assume that the result
holds for any linear homogeneous polynomial in n unknowns. Let p =
∑n+1
i=1 aixi,
let S =
∑n+1
i=1 ai and let S˜ =
∑n
i=1 ai. Then,
p(s1, . . . , sn+1) = p(s1, . . . , sn, 0) + an+1sn+1
≥ S˜sn + an+1sn+1 ≥ S˜sn+1 + an+1sn+1 ≥ Ssn+1

Lemma 10. If a pattern p =
∑n
i=1 aixi satisfies
∑n′
i=1 ai ≥ 0 for all n
′ ≤ n, then
N admits p.
Proof. To prove that N admits p we need to prove that p(s1, . . . , sn) ≥ 0 for all
s1 ≥ s2 ≥ · · · ≥ sn with s1, . . . , sn ∈ N. This follows easily by applying Lemma 9,
since we know that p(s1, . . . , sn) ≥ (
∑n
j=1 aj)sn, which trivially belongs to N. 
Lemma 11. If a pattern p =
∑n
i=1 aixi does not satisfy
∑n′
i=1 ai ≥ 0 for all n
′ ≤ n,
then there is no numerical semigroup admitting p.
Proof. Suppose that there exists n′ ≤ n such that
∑n′
i=1 ai < 0. Let Λ be a
numerical semigroup and let l be a non-zero element of Λ. Take s1 = s2 = · · · =
sn′ = l and sn′+1 = · · · = sn = 0. It is obvious that
∑n
i=1 aisi < 0 and thus it is
not in Λ. 
As a consequence of the preceeding lemmas we have the next theorem.
Theorem 12. Given a pattern p =
∑n
i=1 aixi, the following conditions are equiv-
alent.
• There exists a numerical semigroup that admits p,
• N admits p,
•
∑n′
i=1 ai ≥ 0 for all n
′ ≤ n.
The patterns satisfying any of the three equivalent conditions in Theorem 12 will
be called admissible patterns.
Remark 13.
• Note that the definition of admissible pattern implies a1 ≥ 0.
• All non-admissible patterns are equivalent.
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3. Strongly admissible patterns
Given a pattern p =
∑n
i=1 aixi, set
p′ =
{
p− x1 if a1 > 1,
p(0, x1, x2, . . . , xn−1) otherwise,
and define recursively p(0) = p and p(i) = (p(i−1))′, for i ∈ N \ {0}.
A pattern p is said to be strongly admissible if it is admissible and p′ is admissible
as well. We will see that for a strongly admissible pattern p, the set SS(p) is
infinite and that it is possible to check computationally whether or not a numerical
semigroup admits p.
Lemma 14. Let p be a strongly admissible pattern of length n. Then for every
k1 ≥ · · · ≥ kn, it holds that p(k1, . . . , kn) ≥ k1 ≥ · · · ≥ kn.
Proof. Assume that p =
∑n
i=1 aixi. Since p
′ is admissible, we have that
p′(k1, . . . , kn) ≥ 0
(p′(k2, . . . , kn) ≥ 0, if a1 = 1), which leads to
p(k1, . . . , kn) = k1 + p
′(k1, . . . , kn) ≥ k1
(p(k1, . . . , kn) = k1 + p
′(k2, . . . , kn) ≥ k1, if a1 = 1). 
Observe that for a numerical semigroup Λ with multiplicity m(Λ), the set Λ \
{m(Λ)} is also a numerical semigroup. Next corollary shows that this semigroup
admits all strongly admissible patterns admitted by Λ.
Corollary 15. Let p be a strongly admissible pattern and let Λ be a numerical
semigroup admitting p. Then Λ \ {m(Λ)} also admits p.
Proof. Assume that p has length n and let s1, . . . , sn be elements of Λ such that
s1 ≥ · · · ≥ sn with m(Λ) 6∈ {s1, . . . , sn}. Then either si = 0 for all i or s1 > m(Λ).
Hence either p(s1, . . . , sn) = 0 or in view of Lemma 14, p(s1, . . . , sn) ≥ s1 > m(Λ).
In both cases p(s1, . . . , sn) ∈ Λ\{m(Λ)}. This proves that Λ\{m(Λ)} ∈ SS(p). 
This proves that SS(p) has infinitely many elements if p is a strongly admissible
pattern. We will see in Section 5 which elements we can remove from Λ ∈ SS(p)
so that the resulting numerical semigroup also admits p.
Corollary 16. Let p be a strongly admissible pattern of length n. Then for any
numerical semigroup Λ with conductor c, Λ admits p if and only if for every
s1, . . . , sn ∈ Λ with c > s1 ≥ s2 ≥ · · · ≥ sn, the integer p(s1, . . . , sn) belongs
to Λ.
Proof. We need to prove that if p(s1, . . . , sn) belongs to Λ for all c > s1 ≥ s2 ≥
· · · ≥ sn, then p(s1, . . . , sn) belongs to Λ for all s1 ≥ s2 ≥ · · · ≥ sn with s1 ≥ c.
Let s1 ≥ · · · ≥ sn be elements in Λ such that s1 ≥ c. In view of Lemma 14,
p(s1, . . . , sn) ≥ s1 ≥ c and thus p(s1, . . . , sn) ∈ Λ. 
This result enables us to check computationally if a strongly admissible pattern is
admitted or not by a numerical semigroup. Observe that for an admissible pattern
p that is not strongly admissible, the best lower bound we have for p(s1, . . . , sn) is
given in Lemma 9, which unfortunately cannot be used to effectively check whether
or not a numerical semigroup admits p.
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4. Closures
A covering of a numerical semigroup Λ with respect to an admissible pattern p
is a numerical semigroup containing Λ and admitting p. A closure of a numerical
semigroup Λ with respect to an admissible pattern p (or simply a p-closure of Λ) is
a covering of Λ with respect to p not containing properly any other covering.
If p is an admissible pattern, then SS(p) is not empty, since by Theorem 12 N is
in this set. Moreover, notice that N is a covering of any numerical semigroup with
respect to any admissible pattern.
Let Λ be a numerical semigroup. As N \ Λ has finitely many elements, we have
that the set of {Γ ∈ SS(p) | Λ ⊆ Γ} is finite (and not empty by the remark made
above). Besides, one can easily proof the following result.
Lemma 17. Let p be an admissible pattern and let Λ1, . . . ,Λn ∈ SS(p). Then
Λ1 ∩ · · · ∩ Λn ∈ SS(p).
Hence the p-closure of Λ is
⋂
Γ∈SS(p),Λ⊆Γ Γ. However, this construction cannot
be (so far) easily performed, since we still do not have a procedure to construct the
set SS(p). In this section we show how a covering of a numerical semigroup with
respect to certain admissible patterns can be constructed algorithmically.
Lemma 18. Given any numerical semigroup Λ and any admissible pattern p =∑n
i=1 aixi (admitted or not by Λ), the set {p(s1, . . . , sn) | s1 ≥ s2 ≥ · · · ≥ sn}
contains 0 and is closed under addition.
Proof. This follows easily from the linearity of p. 
Given a subset A of N and an admissible pattern p, the set {p(s1, . . . , sn) | s1 ≥
s2 ≥ · · · ≥ sn, s1, . . . , sn ∈ A} will be denoted by p(A), and the set
p(p(p . . . (p︸ ︷︷ ︸
k
(A)) . . . ))
will be denoted by pk(A).
Remark 19. Given a numerical semigroup Λ and an admissible pattern p, the set
p(Λ) will not be a numerical semigroup in general. For instance, if we take p =
2x1, then N \ p(Λ) has infinitely many elements and thus p(Λ) is not a numerical
semigroup.
Remark 20. A numerical semigroup Λ admits a pattern p if and only if p(Λ) ⊆ Λ.
We say that a pattern p =
∑n
i=1 aixi is premonic if
∑n′
i=1 ai = 1 for some n
′ ≤ n.
In particular, all monic patterns are premonic.
Lemma 21. If p is a premonic pattern, then p(Λ) contains Λ, for every numerical
semigroup Λ.
Proof. Suppose that n′ ≤ n is such that
∑n′
i=1 ai = 1. Let Λ be a numerical
semigroup and let l ∈ Λ. Then
l =
n′∑
i=1
ail = p(
n′︷ ︸︸ ︷
l, l, . . . , l,
n−n′︷ ︸︸ ︷
0, . . . , 0) ∈ p(Λ).

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Proposition 22. If p is a premonic pattern and if Λ is a numerical semigroup,
then p(Λ) is a numerical semigroup.
Proof. As a consequence of Lemma 21 the number of elements in N \ p(Λ) is finite.
This, together with Lemma 18, proves that p(Λ) is a numerical semigroup. 
Remark 23.
• A numerical semigroup Λ admits a premonic pattern p if and only if the
condition p(Λ) = Λ holds.
• By Proposition 22, if p is a premonic pattern and if Λ is a numerical semi-
group, then the set pk(Λ) is indeed a numerical semigroup containing Λ.
Proposition 24. Given a numerical semigroup Λ and an admissible premonic
pattern p, there exists an integer k such that pk(Λ) = pk+1(Λ).
Proof. It follows from the inclusion pi(Λ) ⊆ pi+1(Λ) and the fact that there is only
a finite number of numerical semigroups containing Λ. 
Theorem 25. Given a numerical semigroup Λ and an admissible premonic pattern
p, there exists a unique closure of Λ with respect to p. It is exactly pk(Λ) where k
is the minimal integer such that pk(Λ) = pk+1(Λ).
Proof. We have to prove that pk(Λ) is a covering of Λ with respect to p and that
any other covering of Λ with respect to p will contain pk(Λ). The first part is a
consequence of the choice of k. For the second part, notice that any covering must
contain pi(Λ) for all i. In particular, it must contain pk(Λ). 
5. p-systems of generators and SS(p) in a directed acyclic graph
In this section we exploit the concept of closure given in the preceding section in
order to introduce the concept of p-system of generators for an admissible pattern
p. This will enable us to construct recursively the set SS(p) and arrange it in a
directed acyclic graph.
The idea is the following. Let Λ be a numerical semigroup. It is not hard to
prove that given λ ∈ Λ, the set Λ \ {λ} is a numerical semigroup if and only if λ
is in the minimal system of generators of Λ. Besides, if Λ is a numerical semigroup
not equal to N, then so is Λ ∪ {F(Λ)} (the reader can check that Λ ∪ {n}, with
n ∈ N \ Λ, is a numerical semigroup if and only if 2n, 3n and n + λ ∈ Λ for all
λ ∈ Λ; see [14]). Note also that if λ is a minimal generator of Λ greater than F(Λ),
then F(Λ\{λ}) = λ, and trivially F(Λ) is a minimal generator of Λ∪{F(Λ)}. Thus
the operations of adding the Frobenius number and removing a minimal generator
greater than the Frobenius number are the reverse of one another.
Given a numerical semigroup Λ, for n ∈ N, define recursively the semigroup Λn
as:
• Λ0 = Λ,
• Λn+1 = Λn ∪ {F(Λn)}, if Λn 6= N; Λn+1 = N, otherwise.
Clearly for every numerical semigroup there exists k ∈ N such that Λk = N. Hence
every numerical semigroup can be constructed from N by removing minimal gen-
erators greater than the Frobenius number of the current numerical semigroup in
the chain.
We will do the same for any admissible pattern p. First, we need to introduce
the concept of a p-system of generators. We will see that minimal p-systems of
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generators are unique and that SS(p) is closed under the operations of adding the
Frobenius number and removing p-generators greater than the Frobenius number.
This will allow us to construct recursively the set of all elements of SS(p).
Let Λ be a numerical semigroup and let p be an admissible pattern. As defined
above, we can construct the p-closure of Λ as the intersection of all numerical
semigroups in SS(p) containing Λ (this intersection is finite, since N\Λ has finitely
many elements). Hence for Λ ∈ SS(p), we say that A is a p-system of generators
of Λ if the p-closure of 〈A〉 is equal to Λ. We will write Λ = 〈A〉p, when A is a
p-system of generators of Λ. Clearly, if A = {n1, . . . , nr} is a system of generators
of Λ, then A is also a p-system of generators of Λ. As in [15], we show that minimal
(with respect to set inclusion) p-systems of generators are unique. The procedure to
follow is similar to the one exposed in the above mentioned paper, and the keystone
to generalize it is Lemma 14.
As a consequence of Corollary 15 we obtain the following.
Corollary 26. Let Λ be in SS(p), with p a strongly admissible pattern, and let A
be a p-system of generators of Λ. Then m(Λ) ∈ A.
Lemma 27. Let p be a strongly admissible pattern and let Λ be a numerical semi-
group. For A ⊆ Λ and s ∈ N, define
A(s) = {a ∈ A | a ≤ s}.
If s ∈ pn(〈A〉), then s ∈ pn(〈A(s)〉).
Proof. We proceed by induction on n. For n = 0 the result follows trivially. Assume
that the statement holds for n and let us prove it for n + 1. Let s ∈ pn+1(〈A〉).
Then there exist s1, . . . , sk ∈ pn(〈A〉) such that s = p(s1, . . . , sk). By induction
hypothesis, for every i ∈ {1, . . . , k}, si ∈ pn(〈A(si)〉). From Lemma 14, we deduce
that s ≥ s1 ≥ · · · ≥ sk. Hence A(sk) ⊆ · · · ⊆ A(s1) ⊆ A(s) and thus s1, . . . , sk ∈
pn(〈A(s)〉). We conclude that s ∈ pn+1(〈A(s)〉). 
Theorem 25 and Lemma 27 allow us to generalize the proof of [15, Theorem 6]
to any strongly admissible premonic pattern.
Theorem 28. Let p be a strongly admissible premonic pattern and let Λ ∈ SS(p).
Then Λ has a unique minimal p-system of generators.
Proof. Assume that A = {a1 < a2 < · · · } and B = {b1 < b2 < · · · } are minimal
p-systems of generators, and that A 6= B. Let i = min{k | ak 6= bk} and suppose
without loss of generality that ai < bi (this minimum exists, because A 6= B). In
view of Theorem 25, there exists a positive integer k such that Λ = pk(〈A〉) =
pk(〈B〉). Since ai ∈ Λ = pk(〈B〉), by Lemma 27, ai ∈ pk(〈b1, . . . , bi−1〉). How-
ever, {b1, . . . , bi−1} = {a1, . . . , ai−1}, which implies that ai ∈ pk(〈a1, . . . , ai−1〉),
contradicting that A was a minimal p-system of generators of Λ. 
Example 29. Let p be a strongly admissible premonic pattern. As we pointed out
above, if {n1, . . . , np} is a minimal system of generators of Λ ∈ SS(p), then it is
also a p-system of generators of Λ. Thus the cardinality of a minimal p-system of
generators is smaller than or equal to that of a minimal system of generators.
〈7, 15〉x1+x2+x3−x4 = 〈7, 15〉x1+2x2−x3 = 〈7, 15, 31, 47, 48〉
and
〈7, 15〉x1+3x2−x3 = 〈7, 15, 46, 69〉.
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Next example shows that x1 + x2 + x3 + x4 − x5 and x1 + 3x2 − x3 are not
equivalent.
〈10, 21, 23〉x1+x2+x3+x4−x5 = 〈10, 21, 23〉x1+x2+2x3−x4 = 〈10, 21, 23, 68〉
and
〈10, 21, 23〉x1+3x2−x3 = 〈10, 21, 23, 78〉( 〈10, 21, 23, 68〉.

Next we show a procedure to construct the set of all the elements in SS(p) which
is analogous to the one presented in [15] for Arf semigroups.
Lemma 30. Let Λ be in SS(p) \ {N} with p a strongly admissible pattern. Then
Λ ∪ {F(Λ)} ∈ SS(p).
Proof. Assume that p has length n and let s1, . . . , sn be elements in Λ ∪ {F(Λ)}
such that s1 ≥ · · · ≥ sn. We wonder if p(s1, . . . , sn) ∈ Λ ∪ {F(Λ)}. We distinguish
two cases.
• If F(Λ) > s1, then {s1, . . . , sn} ⊆ Λ. As Λ ∈ SS(p), it follows that
p(s1, . . . , sn) ∈ Λ ⊂ Λ ∪ {F(Λ)}.
• If F(Λ) ≤ s1, then by Lemma 14, p(s1, . . . , sn) ≥ s1 ≥ F(Λ) and thus
p(s1, . . . , sn) ∈ Λ ∪ {F(Λ)}.

Given a numerical semigroup Λ, recall that we defined a chain
Λ = Λ0 ⊆ Λ1 ⊆ · · · ⊆ Λk = N.
Note that if Λ ∈ SS(p) with p a strongly admissible pattern, then by Lemma 30, the
chain Λ = Λ0 ⊆ Λ1 ⊆ · · · ⊆ Λk = N is a chain of numerical semigroups admitting
p, and Λi = Λi+1 \ {a} for some a ∈ Λi+1. The following result studies a condition
that we must impose on an element a in a numerical semigroup Λ ∈ SS(p) for
Λ \ {a} to be again in SS(p). The proof of this result is analogous to that of of [15,
Lemma 8]. We include it here for sake of completeness.
Lemma 31. Let p be a strongly admissible premonic pattern, let Λ ∈ SS(p) and
let a ∈ Λ. The following conditions are equivalent:
(1) a belongs to the minimal p-system of generators of Λ,
(2) Λ \ {a} ∈ SS(p).
Proof. Let A ⊆ Λ be the minimal p-system of generators of Λ.
Assume that a ∈ A. Then
Λ \ {a} ⊆ 〈Λ \ {a}〉p ⊆ Λ.
¿From the uniqueness of A (Theorem 28), Λ 6= 〈Λ\{a}〉p. Hence 〈Λ\{a}〉p = Λ\{a}.
Thus Λ \ {a} ∈ SS(p).
Now assume that Λ\{a} ∈ SS(p). If a 6∈ A, then A ⊆ Λ\{a}, which is in SS(p).
Thus 〈A〉p ⊆ Λ \ {a}, contradicting that 〈A〉p = Λ. 
The following result (similar to [15, Proposition 9] for Arf numerical semigroups)
now can be easily deduced from the observations made so far and characterizes the
leaves in the directed acyclic graph of numerical semigroups admitting a certain
pattern.
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Proposition 32. Let p be a strongly admissible premonic pattern, and let Λ ∈
SS(p). The following conditions are equivalent.
(1) Λ = Λ ∪ {F(Λ)}, with Λ ∈ SS(p).
(2) The minimal p-system of generators of Λ contains at least one element
greater than F(Λ).
Example 33. We “draw” the set SS(p) for p = x1 + x2 + x3 − x4. Its associated
directed acyclic graph is given in the figure.
Figure 1. SS(p), p = x1 + x2 + x3 − x4
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If we compare it with the directed acyclic graph given in [15] for Arf numerical
semigroups, one readily sees two main differences. This directed acyclic graph
is not a binary tree; for instance 〈4, 5, 6, 7〉 has four “sons”. Observe also that
the numerical semigroups appearing in the directed acyclic graph are no longer of
maximal embedding dimension, as is the case for Arf numerical semigroups.
The leaves in the portion of the directed acyclic graph drawn in the figure are
〈3, 4〉, 〈4, 5, 6〉 and 〈3, 5〉. 
6. Substraction patterns
The pattern x1+x2+· · ·+xk−xk+1 is called the substraction pattern of degree k.
Let q be a rational number. Define ⌈q⌉ = min{z integer | q ≤ z}.
Proposition 34. A semigroup Λ with conductor c and multiplicity m admits the
substraction pattern of degree
⌈
c
m
⌉
+ 1.
Proof. Set
k =
⌈ c
m
⌉
+ 1.
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Suppose that s1 ≥ · · · ≥ sk+1 belong to Λ. If sk−1 = 0 then sk = sk+1 = 0 and
it is obvious that s1 + s2 + · · · + sk − sk+1 belongs to Λ. So, we can assume that
sk−1 ≥ m. By the inequality relation between the si’s and by the definition of k,
(1) s1 + · · ·+ sk−1 ≥ (k − 1)m ≥ c.
Besides, by the inequality relation between the si’s,
(2) sk − sk+1 ≥ 0.
Now by (1) and (2), s1 + s2 + · · ·+ sk − sk+1 belongs to Λ. 
Remark 35. As a consequence of Lemma 7, for each integer n, the pattern x1 +
x2 + · · ·+ xn−1 − xn induces the pattern x1 + x2 + · · ·+ xn − xn+1. In particular,
by Proposition 34, every numerical semigroup admits infinitely many substraction
patterns.
The substraction degree of a numerical semigroup is the minimum k such that it
admits a substraction pattern of degree k.
The substraction degree of a numerical semigroup gives us an idea of how far
from substraction the numerical semigroup is. It can be thought of as the number
of elements that we need to add in order to be able to substract another element
smaller than the first ones.
In particular the substraction degree is always finite and larger than or equal to
1. It will be equal to 1 if and only if the numerical semigroup is N and it will be 2
if and only if the numerical semigroup is Arf and non-trivial.
Remark 36. Proposition 34 gives the following upper bound for the substraction
degree s of a numerical semigroup with conductor c and multiplicity m:
s ≤
⌈ c
m
⌉
+ 1.
Example 37. Let q be a prime power. The Hermitian curve over Fq2 is defined by
the affine equation xq+1 = yq + y and it has a single rational point at infinity. The
Weierstrass semigroup at the rational point at infinity is Λ = 〈q, q+1〉 (for further
details see [11, 17]). Its multiplicity is q and its conductor is q(q−1). So
⌈
c
m
⌉
+1 = q.
Its substraction degree is q. Indeed, by Remark 36, it is enough to prove that the
substraction pattern of degree q − 1 is not admitted (see Proposition 44 for a
generalization of this fact). Take s1 = · · · = sq−1 = q + 1 and sq = q. Then
s1 + · · ·+ sq−1 − sq = (q − 1)(q + 1)− q = q
2 − q − 1 = c− 1 6∈ Λ.
This means in particular that the bound in Remark 36 is tight. 
By using the ideas in this example it is not difficult to prove the following.
Proposition 38. Two substraction patterns are equivalent if and only if they have
the same degree.
Finally, by Remark 35, we can get a graded classification of numerical semigroups
by means of the substraction degree. If we denote SSi = SS(x1 + · · ·+ xi − xi+1),
the chain
SS0
q
∅
⊆ SS1
q
{N}
⊆ SS2 ⊆
q
Arf
semigroups
SS3 ⊆ · · · ⊆ SSi ⊆ SSi+1 ⊆ · · ·
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contains all numerical semigroups and it is non-stabilizing.
Next we give a lower bound for the substraction degree based on the structure
of the Ape´ry set of the numerical semigroup.
Let Λ be a numerical semigroup and λ ∈ Λ \ {0}. The Ape´ry set (see [1]) of λ in
Λ is the set
Ap(Λ, λ) = {γ ∈ Λ | γ − λ 6∈ Λ}.
It can be easily shown that given i ∈ {0, . . . , λ− 1}, if w(i) is the least element in
Λ congruent with i modulo λ, then Ap(Λ, λ) = {w(0) = 0, w(1), . . . , w(λ− 1)} and
thus this set has finitely many elements.
Given λ, λ′ ∈ Λ, we write λ ≤Λ λ′ if there exists λ′′ ∈ Λ such that λ′ = λ + λ′′
(λ <Λ λ
′ denotes λ ≤Λ λ′ and λ 6= λ′). If w and w′ are elements of Ap(Λ, λ) such
that w−w′ ∈ Λ, then clearly w−w′ ∈ Ap(Λ, λ). Thus in some way the partial order
λ ≤Λ λ′ can be restricted to the set Ap(Λ, n). A chain in Ap(Λ, λ) is a sequence of
the form w1 <Λ · · · <Λ wd, and we say that d is the length of the chain. We define
the Ape´ry depth of Λ as the maximum length of the chains in Ap(Λ,m(Λ)). As the
cardinality of Ap(Λ,m(Λ)) is m(Λ), the Ape´ry depth of Λ is bounded by m(Λ).
Example 39. Let Λ be a numerical semigroup of maximal embedding dimension,
that is to say, a numerical semigroup minimally generated by {m = n1 < n2 <
· · · < nm}. Then the reader can easily check that Ap(Λ,m) = {0, n2, . . . , nm} and
thus the Ape´ry depth of Λ is 2.
Now let Λ = 〈m,n〉, with m < n and gcd{m,n} = 1. Then Ap(Λ,m) =
{0, n, 2n, . . . , (m− 1)n} and the Ape´ry depth of Λ is m. 
The Ape´ry depth yields a lower bound on the substraction degree as we see next.
Proposition 40. Let Λ be a numerical semigroup with Ape´ry depth d and sub-
straction degree s. Then d ≤ s.
Proof. Let w1 <Λ . . . <Λ wd be a chain of maximal length (this implies that w1 = 0)
in Ap(Λ,m(Λ)). Then (w2−w1)+(w3−w2)+· · ·+(wd−wd−1) = wd−w1 = wd. Let
xi = (wi+1−wi) for i ∈ {1, . . . , d−1} and let xd = m(Λ). Then x1+· · ·+xd−1−xd =
wd −m(Λ) 6∈ Λ. As xi 6= 0 for all i ∈ {1, . . . , d− 1}, this in particular implies that
xi ≥ xd = m(Λ) for all i ∈ {1, . . . , d − 1}. This shows that Λ does not admit the
pattern x1 + · · ·+ xd−1 − xd, which implies that d− 1 < s. Hence d ≤ s. 
Unfortunately the other inequality (and thus the equality) does not hold.
Example 41. Let Λ = 〈3, 8, 13〉. The reader can check that Λ ∈ SS(x1 + x2 +
x3 − x4). Observe that 8 + 8 − 6 = 10 6∈ Λ, which in particular implies that
Λ 6∈ SS(x1 + x2 − x3). Thus the substraction degree of Λ is 3 and its Ape´ry depth
is 2 (Λ has maximal embedding dimension). 
7. Boolean patterns
A pattern is called boolean if all its coefficients are either 1 or −1. Notice that
the Arf pattern as well as all substraction patterns are boolean.
Let p be the substraction pattern of degree k. Observe that p(k) = −x1 is not
admissible whereas for i < k, p(i) is an admissible pattern. Generalizing this idea
we define the admissibility degree of a pattern p as the least k such that p(k) is not
admissible. If this minimum does not exist (this occurs exactly for those patterns
described in Example 1), then the admissibility degree is said to be ∞. Clearly if
a pattern p is not admissible, then its admissibility degree is 0.
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Lemma 42. A boolean pattern p with finite positive admissibility degree k can be
written as
p(x1, . . . , xn) = f(x1, . . . , xk−1) + g(xk, . . . , xl) + h(xl+1, . . . , xn),
where all coefficients in f are positive, both g and h are admissible, the sum of all
coefficients of g is equal to 0 and the sum of all coefficients of h is positive.
Proof. Assume that p =
∑n
i=1 aixi with ai ∈ {−1, 1}. By hypothesis p can be
expressed as x1 + · · · + xk + q(xk+1, . . . , xn) where q is a non-admissible pattern
such that x1 + q(x2, . . . , xn−k+1) is admissible. By Theorem 12, this means that
there exists l > k such that
∑l
i=k+1 ai = −1. Taking the largest of such inte-
gers, we obtain that
∑m
i=l+1 ai > 0 for m ∈ {l + 1, . . . , n}. The result follows by
taking f(x1, . . . , xk−1) = x1 + · · · + xk−1, g(xk, . . . , xl) = xk +
∑l
i=k+1 aixi and
h(xl+1, . . . , xn) =
∑n
i=l+1 aixi. 
The next property stresses how the concept of admissibility degree generalizes
that of the degree of a substraction pattern.
Proposition 43. A boolean pattern with admissibility degree k induces the sub-
straction pattern of degree k.
Proof. Let p be a boolean pattern with admissibility degree k. In view of Lemma 42,
p can be expressed as p = f + g+ h. Assume that Λ admits p and let us prove that
Λ also admits x1+ · · ·+xk−xk+1. Let s1 ≥ · · · ≥ sk ≥ sk+1 be elements of Λ. From
the proof of Lemma 42, one easily deduces that g(sk, sk+1, . . . , sk+1) = sk − sk+1.
Hence
p(s1, . . . , sk, sk+1, . . . , sk+1, 0, . . . , 0) =
f(s1, . . . , sk−1) + g(sk, sk+1, . . . , sk+1) + h(0, . . . , 0)
= s1 + · · ·+ sk − sk+1 ∈ Λ.

Hermitian numerical semigroups can be used to discriminate patterns with dif-
ferent admissible degrees, as we see next.
Proposition 44. The numerical semigroup 〈q, q+1〉, with q ≥ 2 admits a boolean
pattern if and only if its admissibility degree is greater than or equal to q.
Proof. Let p be a boolean pattern of length n and admissibility degree k. Let f , g
and h be as in Lemma 42. The sum of the coefficients of g is 0 and the sum of the
coefficients of h is a non-negative (in fact positive) integer amount, say S.
Assume that k ≥ q and let s1 ≥ · · · ≥ sn be elements of 〈q, q + 1〉. We must
prove that p(s1, . . . , sn) ∈ 〈q, q + 1〉. We distinguish two cases:
• If sk < q, then sk = 0 = sk+1 = · · · = sn. Hence p(s1, . . . , sn) =
f(s1, . . . , sk−1) = s1 + · · ·+ sk−1 which trivially belongs to 〈q, q + 1〉.
• If sk ≥ q, then p(s1, . . . , sn) = f(s1, . . . , sk−1)+g(sk, . . . , sl)+h(sl+1, . . . , sn).
By Lemmas 9 and 11, we deduce that g(sk, . . . , sl) ≥ 0 and h(sl+1, . . . , sn) ≥
Ssn ≥ 0. Hence p(s1, . . . , sn) ≥ (k−1)sk−1 ≥ (k−1)q, since sk−1 ≥ sk ≥ q.
As we are assuming that k ≥ q, we obtain that p(s1, . . . , sn) ≥ (q − 1)q,
which is the conductor of 〈q, q + 1〉. This implies that p(s1, . . . , sn) ∈
〈q, q + 1〉.
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Assume now that k < q and that 〈q, q+1〉 admits p. By Lemma 43, the semigroup
〈q, q + 1〉 also admits x1 + · · · + xk − xk+1. Then, by evaluating this pattern in
s1 = · · · = sk = q + 1 and sk+1 = q, one gets that k(q + 1) − q should be in
〈q, q + 1〉. However, Ap(〈q, q + 1〉, q) = {0, q + 1, 2(q + 1), . . . , (q − 1)(q + 1)}, and
thus k(q + 1) ∈ Ap(〈q, q + 1〉, q), which means that k(q + 1) − q 6∈ 〈q, q + 1〉, a
contradiction. 
This result has a nice consequence.
Corollary 45. Two equivalent boolean patterns have the same admissibility degree.
Example 46. Let p(x1, x2) = 10x1 − 7x2. Note that p(3) = 7x1 − 7x2, which is
admissible. Nevertheless p(4)(x1, x2) = 6x1− 7x2 which is not admissible. However
〈5, 6〉 admits p. This example points out that Proposition 44 could be false for
non-boolean patterns. 
Lemma 47. Let Λ be an Arf numerical semigroup. Take s1 ≥ · · · ≥ sn ∈ Λ. Then
s1 +
∑n
i=2 aisi ∈ Λ for any {a2, . . . , an} ⊆ {−1, 1} such that
∑m
i=2 ai ≥ 0 for all
m ∈ {2, . . . , n}.
Proof. Let x = s1 +
∑n
i=2 aisi. We use induction on n. For n ∈ {2, 3}, the
result follows trivially from the definition of Arf numerical semigroup. Assume
that n > 3. If ai = 1 for all i, then we are done. Thus assume on the contrary
that ai = −1 for some i ∈ {2, . . . , n}, and let i be the minimum integer fulfilling
this condition. From the hypothesis, we deduce that i > 2. Then x = s1 + s2 +
· · ·+ si−1 − si +
∑n
j=i+1 ajsj . Let s
′
1 = s1 + si−1 − si. As Λ is Arf, s
′
1 ∈ Λ. Then
x = s′1+ s2+ · · ·+ si−2+
∑n
j=i+1 ajsj , which is an expression of x with length less
than n and fulfilling the hypothesis of the statement. By the induction hypothesis
we deduce that x ∈ Λ. 
Proposition 48. (1) All boolean patterns with admissibility degree 0 are equiv-
alent.
(2) All boolean patterns with admissibility degree 1 are equivalent to the trivi-
alizing pattern.
(3) All boolean patterns with admissibility degree 2 are equivalent to the Arf
pattern.
Proof. The first point is trivial since the patterns with admissibility degree 0 are
admitted by no semigroup. By Proposition 43, it is enough to prove that the
trivializing pattern induces any pattern with admissibility degree 1 and that the
Arf pattern induces any pattern with admissibility degree 2. The first part is to say
that any pattern with admissibility degree 1 is admitted by N, which is obvious.
The second part follows easily from Lemma 47. 
Example 49. Again, Proposition 48 could be false for non-boolean patterns. For
instance, the pattern 5x1 − 5x2 has admissibility degree 1 as does the trivializing
pattern. However, the trivializing pattern is admitted only by N, while 5x1−5x2 is
admitted by any numerical semigroup containing 5 and not necessarily the trivial
semigroup. On the other hand, the pattern 10x1 − 9x2 has admissibility degree 2
as does the Arf pattern. However, the semigroup
Λ = 〈4, 5, 11〉 = {0, 4, 5, 8, . . .}
which is obviously not Arf since 5 + 5− 4 = 6 6∈ Λ, admits 10x1 − 9x2. 
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Unfortunately, we can not get the converse of Corollary 45 for admissibility
degree greater than 2 as we did in Proposition 38 for substraction patterns and in
Proposition 48 for patterns with admissibility degree less than or equal to 2.
Example 50. There exist boolean patterns with the same admissibility degree that
are not equivalent. For instance, the semigroup
〈5, 6, 13〉 = {0, 5, 6, 10, 11, 12, 13, 15, . . .}
admits the pattern
p1 = x1 + x2 + x3 − x4
but it does not admit the pattern
p2 = x1 + x2 + x3 + x4 − x5 − x6
(〈5, 6, 13〉p2 = 〈5, 6, 13, 14〉) and they both have admissibility degree 3. 
Proposition 44 can be extended in order to prove that for k > 2 there exist
infinitely many boolean patterns with admissibility degree k that are not equivalent.
Proposition 51. For k > 2, the semigroup
Λ = 〈q, q+1〉∪{(k−1)(q+1)+1, . . . , (k−1)(q+1)+(q−k−1)}∪{i ∈ N | i ≥ kq}
admits a boolean pattern of admissibility degree k,
p =
l∑
i=1
aixi = f(x1, . . . , xk−1) + g(xk, . . . , xl) + h(xl+1, . . . , xn)
(where f , g, h are as in Lemma 42) if and only if d ≤ q − k − 1, with d =
maxj
(∑j
i=k ai
)
.
Proof. First note that Λ is a semigroup because (k−1)(q−1)+q = kq+k−1 ≥ kq.
Suppose d ≤ q − k − 1 and s1 ≥ s2 ≥ · · · ≥ sn. Let I be such that sI 6= 0
and sI+1 = 0. We can assume that I > k, because if I ≤ k it is clear that
p(s1, . . . , sn) ∈ Λ. We can also assume that s1 ≤ q + 1 because otherwise s1 ≥ 2q
and p(s1, . . . , sn) ≥ f(s1, . . . , sk−1) ≥ kq. Now let J be such that sJ = q + 1 and
sJ+1 < q + 1 (if such a J does not exist, clearly p(s1, . . . , sn) ∈ Λ). If J < k, then
p(s1, . . . , sn) = J(q+1)+ aq for some a ≥ 0. Besides, if J > l, then p(s1, . . . , sn) ≥
kq. So we can assume k ≤ J ≤ l. In this case,
p(s1, . . . , sn) = (k − 1)(q + 1) +
J∑
i=k
ai(q + 1) +
I∑
i=J+1
aiq
= (k − 1)(q + 1) + q
I∑
i=k
ai +
J∑
i=k
ai{
≥ kq if I > l or
∑I
i=k ai > 0,
= (k − 1)(q + 1) + d′ with d′ ≤ q − k − 1 if I ≤ l and
∑I
i=k ai = 0.
For the converse, if d ≥ q − k, let J be such that q − k =
∑J
i=k ai, then
p(q + 1, . . . , q + 1︸ ︷︷ ︸
J)
, q, . . . , q︸ ︷︷ ︸
l−J)
, 0, . . . , 0) = (k − 1)(q + 1) + (q − k)(q + 1)− (q − k)q
= (k − 1)(q + 1) + q − k = qk − 1 6∈ Λ
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
This proves that two equivalent patterns of the same admissibility degree k > 2
must have the same value d = maxj
(∑j
i=k ai
)
.
Example 52. Let p1 and p2 be the patterns defined in Example 50. According to
Lemma 42, the patterns p1 and p2 can be expressed as p1 = f1 + g1 + h1 and
p2 = f2+ g2+ h2 with p1 = x1 + x2 = p2, g1 = x3− x4, g2 = x3+ x4 − x5− x6 and
h1 = 0 = h2. Hence, the value of d for p1 and p2 is 1 and 2, respectively. 
Example 53. Furthermore, there exist patterns with the same admissibility degree
k and the same d which are not equivalent. For instance, the semigroup
〈7, 8, 17, 26〉 = {0, 7, 8, 14, 15, 16, 17, 21, 22, 23, 24, 25, 26, 28, . . .}
admits the pattern
p1 = x1 + x2 + x3 − x4
but it does not admit the pattern
p2 = x1 + x2 + x3 − x4 + x5 + x6 − x7 − x8
(〈7, 8, 17, 26〉p2 = 〈7, 8, 17, 18, 27〉) and they both have admissibility degree 3 and
d = 1.

References
[1] R. Ape´ry, Sur les branches superline´aires des courbes alge´briques, C. R. Acad. Sci. Paris, 222
(1946), 1198–1200.
[2] C. Arf, Une interpre´tation alge´brique de la suite des ordres de multiplicite´ d’une branche
alge´brique, Proc. London Math. Soc., 20 (1949), 256-287.
[3] V. Barucci, D. E. Dobbs and M. Fontana, “Maximality Properties in Numerical Semigroups
and Applications to One-Dimensional Analytically Irreducible Local Domains”, Memoirs of
the Amer. Math. Soc. 598 (1997).
[4] M. Bras-Amoro´s, Improvements to Evaluation Codes and New Characterizations of Arf Semi-
groups, in Applied Algebra, Algebraic Algorithms and Error-Correcting Codes (Toulouse,
2003), Lecture Notes in Comput. Sci., Springer, 2003.
[5] M. Bras-Amoro´s, Acute Semigroups, the Order Bound on the Minimum Distance and the
Feng-Rao Improvements, IEEE Trans. Inform. Theory 50 (6) (2004), 1282–1289.
[6] M. Bras-Amoro´s and M. E. O’Sullivan, The Correction Capabability of the Berlekamp-
Massey-Sakata Algorithm with Majority Voting, Submitted.
[7] A. Brauer, On a problem of partitions, Amer. J. Math. 64 (1942), 299-312.
[8] A. Brauer and J. E. Schockley, On a problem of Frobenius, J. Reine Angew. Math. 211
(1962), 215-220.
[9] A. Campillo, J.I. Farra´n and C. Munuera, On the parameters of algebraic-geometry codes
related to Arf semigroups, IEEE Trans. Inform. Theory 46 (2000), 2634–2638.
[10] G. L. Feng and T. R. N. Rao. A simple approach for construction of algebraic-geometric codes
from affine plane curves. IEEE Trans. Inform. Theory, 40(4):1003–1012, 1994.
[11] T. Høholdt, J.H. van Lint, and R. Pellikaan, Algebraic Geometry codes, in Handbook of
coding theory. Vol. I (Ed. Pless, V. S. and Huffman, W. C. and Brualdi, R. A.), North-
Holland, Amsterdam, 1998, 871–961.
[12] S. M. Johnson, A linear diophantine problem, Can. J. Math. 12 (1960),390-398.
[13] C. Kirfel and G. R. Pellikaan. The minimum distance of codes in an array coming from
telescopic semigroups. IEEE Trans. Inform. Theory, 41(6, part 1):1720–1732, 1995. Special
issue on algebraic geometry codes.
[14] J. C. Rosales, P. A. Garc´ıa-Sa´nchez, J. I. Garc´ıa-Garc´ıa and J. A. Jime´nez-Madrid, The
oversemigroups of a numerical semigroup, Semigroup Forum 67 (2003), 145–158.
PATTERNS ON NUMERICAL SEMIGROUPS 17
[15] J. C. Rosales and P. A. Garc´ıa-Sa´nchez and J. I. Garc´ıa-Garc´ıa and M. B. Branco, Arf
numerical semigroups, J. Algebra 276 (2004), 3–12.
[16] E. S. Selmer, On a linear diophantine problem of Frobenius, J. Reine Angew. Math. 293/294
(1977), 1-17.
[17] H. Stichtenoth, A note on Hermitian codes over GF(q2). Coding techniques and coding theory.
IEEE Trans. Inform. Theory 34 (1988), no. 5, part 2, 1345–1348.
[18] J. J. Sylvester, Mathematical questions with their solutions , Educational Times 41 (1884),
21.
Departament d’Enginyeria de la Informacio´ i de les Comunicacions, Universitat Auto`noma
de Barcelona, E-08193 Bellaterra, Spain
E-mail address: maria.bras@uab.es
Departamento de A´lgebra, Universidad de Granada, E-18071 Granada, Spain
E-mail address: pedro@ugr.es
