Introduction
Supervised learning methods are used when one wants to construct a classifier. To use such a method, one has to know the correct classification of at least some samples, which are used to train the classifier. Once a classifier has been trained it can be used to predict the class of unknown samples. Supervised learning methods have been used numerous times in genomic applications and we will only provide some examples here. Different subtypes of cancers such as leukemia (Golub et al., 1999) and small round blue cell tumors (Khan et al., 2001) have been predicted based on their gene expression profiles obtained with microarrays. Microarray data has also been used in the construction of classifiers for the prediction of outcome of patients, such as whether a breast tumor is likely to give rise to a distant metastasis (van 't Veer et al., 2002) or whether a medulloblastoma patient is likely to have a favorable clinical outcome (Pomeroy et al., 2002) . Proteomic patterns in serum have been used to identify ovarian cancer (Petricoin et al., 2002a) and prostate cancer (Adam et al., 2002; Petricoin et al., 2002b) .
In this chapter, we will give an example of how supervised learning methods can be applied to high-dimensional genomic and proteomic data. As a case study, we will use support vector machines (SVMs) as classifiers to identify prostate cancer based on mass spectral serum profiles.
Basic Concepts
In supervised learning the aim is often to construct a rule to classify samples in pre-defined classes. The rule is constructed by learning from learning samples. The correct class assignments are known for the learning data and used in the construction of the rule. The number of samples needed to construct a classification rule is data set and classification method dependent. In our experience at least ten samples in each class are needed for classification of genomic and proteomic data. Once the rule is constructed it can be applied to classify unknown samples. Each sample typically is a vector of real values and each value often corresponds to a measurement of one feature of the sample. Classification rules can be either explicit or implicit. An example of a classification method with an implicit rule is the nearest neighbor classifier: A test sample is classified to belong to the same class as the learning sample to which it is most similar. Decision trees are a classification method that use explicit rules, for example, if the value of a specific feature of the sample is positive, the sample is predicted to belong to one class, if not, it is predicted to belong to another class. In the case of classifying tumor samples based on genomic or proteomic data, each sample could, for example, be a vector of gene expression levels from a microarray experiment, volumes from spots on a 2-dimensional gel, or intensities for different mass-over-charge (m/z) values from a mass spectrum. Classes could, for example, be cancer patients and healthy individuals, respectively. In these cases, data sets have very many features and it is often beneficial to separate construction of the classifier in two parts: feature selection and classifier rule construction. Moreover, once a classifier is constructed its predictive performance needs to be evaluated. In this section, we will discuss a supervised learning method: SVM, how feature selection can be combined with SVMs, and a methodology for obtaining estimates of the predictive performance of the classifier.
Support Vector Machines
Suppose we have a set of samples where each sample belongs to one of two pre-defined classes, and we have measured two values for each sample, for example, the expression levels of two proteins (Figure 9 .1). Two classes of two-dimensional samples are considered linearly separable if a line can be constructed such that all samples of one class lie on one side of the line and all samples of the other class lie on the other side. This line serves as a decision boundary between the two classes. For higher-dimensional data, a linear decision boundary is a hyperplane that separates the classes. If classes are separable by a hyperplane, there are most likely many possible hyperplanes that separate the classes (Figure 9 .1a). SVMs are based on this concept of decision boundaries. SVMs are designed to find the hyperplane with the largest distance to the closest points from the two classes, the maximal margin hyperplane (Figure 9.1c) . Once this hyperplane has been found for a set of learning samples, the class of additional test samples can be predicted based on which side of the hyperplane they appear.
For many classification problems the classes cannot be separated by a hyperplane; they are not linearly separable and a non-linear decision surface may be useful. Classifiers that use a non-linear decision surface are called non-linear classifiers. SVMs address such classification problems by mapping the data from the original input space into a feature space in which a linear separator can be found. This mapping does not need to be explicitly specified. Instead a user of SVMs needs to select a so-called kernel function, which can be viewed as a distance between samples in feature space (Figure 9 .2). The linear decision surface in feature space may correspond to a non-linear separator in the original input space. To avoid over-fitting to data, avoid sensitivity to outlier samples, or handle problems that are not linearly separable in feature space, SVMs with soft-margins can be used. For such SVMs the strict constraint to have perfect separation between the classes is softened.
A parameter denoted C is introduced to tolerate errors. The larger C is, the harder errors are penalized. The limit of C being infinity corresponds to the maximal margin case for which no errors are tolerated. For microarray and proteomic data, for which the number of features is much larger than the number of samples, it is typically possible to find a linear classifier that perfectly separates the samples. It is our experience for highdimensional data that SVMs with a linear kernel and the C parameter set to infinity results in classifiers with better predictive performance than SVMs for which one tries to optimize kernel selection and C parameter value. An SVM with this choice of parameters is called a linear maximal margin classifier. 
Feature Selection
The amount of information contained in a mass spectrum, or the number of genes measured on a microarray, results in very many features for each sample. When the number of features is much larger than the number of samples, it represents a challenge for many supervised learning methods. This problem is often referred to as the "curse of dimensionality". To address this problem, feature selection techniques are used to reduce the dimensionality of the data to improve subsequent classification. Feature selection methods can be divided into two broad categories: Wrapper methods and filter methods.
Wrapper methods evaluate feature relevance within the context of the classification rule. For example, by first constructing a classification rule using all features, and then analyzing the classification rule to identify the features most important for the rule, followed by constructing a new classification rule using only these important features. A wrapper method used with SVMs is recursive feature elimination (Guyon et al., 2002) .
Filter methods select features based on a separate criterion unrelated to the classification rule. For example, the standard two-sample t-test could be used as a filter criterion for two class classification problems to identify and rank features that discriminate between the two classes. Another commonly used filter selection criteria used to rank features is the signal-to-noise ratio (S2N ratio) (Golub et al., 1999) . Here each feature is ranked based on S2N = |µ
, where µ ± and σ ± are the average and standard deviation, respectively, of the values for the feature in the two classes + and − (see Equation(7.1), Chapter 7). A classification rule is then constructed using only the features that have the largest S2N.
Filter methods have been shown to provide classification performances that are comparable to or outperform other selection methods for both microarray and mass spectronomy data (Wessels et al., 2005; Levner, 2005) . In our experience t-test and S2N perform similarly and the choice of the filter criterion is not crucial.
Evaluating Predictive Performance
To evaluate the predictive performance of a classifier, one needs a test set that is independent of all aspects of classifier construction. If the number of samples investigated is relatively small, one often resorts to cross-validation. In n-fold cross-validation, the samples are randomly split into n groups of which one is set aside as a test set and the remaining groups are a learning set used to calibrate a classifier. The procedure is then repeated with each of the n groups used as a test set. Finally, the samples can again be randomly split into n groups and the whole procedure repeated many times. These test sets would provide a reliable estimate of the true predictive performance, if there were no choices in classifier construction. An example of such a case is if one, prior to any data analysis, decides to use an SVM with linear kernel, C set to infinity, and all features (no feature selection). However, suppose one only wants to use the features that provide the best prediction results, then the test set is no longer independent because it has been used to optimize the number of features to use in the classification rule. To circumvent this use of the test set, the learning samples can be used to optimize the prediction performance of the classifier in an internal procedure of cross-validation. This internal nfold cross-validation is identical to the cross-validation used for generating test sets, except that one group of samples is used to optimize the performance of the classifier (validation set) and the remaining samples are used to train the classifier (training set). Hence, these cross-validation samples will provide an overly optimistic estimate of the predictive performance (Ambroise and McLachlan, 2002) . Once all the choices required to construct a classifier has been made in the internal cross-validation, the performance can be evaluated on the samples set aside in the external cross-validation loop. A schematic picture of this procedure is given in Figure 9 .3. The number of folds used in the external and internal cross-validations can be different. To assess if a predictive performance achieved by SVMs is significant random permutation tests can be used. In these tests the predictive performance is compared to results for SVMs applied to the same data but with the class labels randomly permuted (Pavey et al., 2004) . Fig. 9 .3. One fold in an (a) external and (b) internal 3-fold cross-validation procedure. In total, the data set comprises nine samples, each represented by a number. The external cross-validation is used to estimate the predictive performance of the classifier and the internal cross-validation is used to optimize the choices made when constructing the classifier. The samples belong to two classes, gray and white. For both the internal and external cross-validation, the folds are stratified to approximate the same class distributions in each fold as in the complete data set.
Advantages and Disadvantages

Advantages
SVMs perform non-linear classification by mapping data into a space where linear methods can be applied. In this way, non-linear classification problems can be solved relatively fast computationally.
Disadvantages
SVMs may be too sophisticated for many genomic and proteomic classification problems (Somorjai et al., 2003) . Occam's razor principle tells us to prefer the simplest method and often linear SVMs give the best classification performance, in which case alternative linear classification methods may be more easily applied.
Caveats and Pitfalls
The two most important aspects of classification of genomic and proteomic data are not directly related to the choice of classification method. First, high-quality data needs to be obtained, in which biologically relevant features are not confounded by experimental flaws. Second, a proper methodology to evaluate the classification performance needs to be implemented to avoid overly optimistic estimates of predictive performances, or more importantly, to avoid finding a classification signal when there is none (Simon et al., 2003) . When estimating the true predictive performance using a test data set, it is crucial to use a procedure, in which the test data is not used to select features, to construct the classification rule, or even to select the number of features to use in the classifier. In the case study, we will see how the violation of these requirements influences classification results.
Alternatives
Nearest centroid classifiers provide an alternative to SVMs that are simple to implement and have been used successfully for many genomic applications (van 't Veer et al., 2002; Tibshirani et al., 2002; Wessels et al., 2005) . For this type of classifiers there exists available software tailored for genomic and proteomic data. Therefore, we describe how a simple version is implemented. First, the arithmetic mean for each feature is calculated using only samples within each class. In this way a prototype pattern for each class called a centroid is obtained. Second, one defines a distance measure between samples and centroids, and the classes of additional test samples are predicted by calculating to which centroid they are nearest.
There are many supervised learning methods that can be applied to genomic and proteomic data, including linear discriminant analysis, classification trees, and nearest neighbor classifiers (Dudoit et al., 2002) , as well as artificial neural networks (Khan et al., 2001 ).
Case Study: Classification of Mass Spectral Serum Profiles Using Support Vector Machines
As a case study, we applied SVMs to a public data set of mass spectral serum profiles from prostate cancer patients and healthy individuals (Petricoin et al., 2002b) to see how well the disease status of these individuals could be predicted.
Data Set
The data set consists of 322 samples: 63 samples from individuals with no evidence of disease, 190 samples from individuals with benign prostate hyperplasia, 26 samples from individuals with prostate cancer and PSA levels 4 through 10, and 43 samples from individuals with prostate cancer and PSA levels above 10. For our case study, we followed previous analysis (Levner, 2005) and combined the two first groups into a healthy class containing 253 samples, and the latter two groups into a disease class containing 69 samples.
For each individual, a mass spectral profile of a serum sample has been generated using surface-enhanced laser desorption ionization time-of-flight (SELDI-TOF) mass spectrometry (Hutchens and Yip, 1993; Issaq et al., 2002) . In this method, a serum sample taken from a patient is applied to the surface of a protein-binding chip. The chip binds a subset of the proteins in the serum. A laser is used to irradiate the chip resulting in the proteins being released as charged ions. The time-of-flights of the charged ions are measured providing an m/z value for each ion. Each sample will in this way give rise to a spectrum of intensity as a function of m/z; a proteomic signature of the serum sample. The data set used in our case study consists of spectra with intensities for 15,154 m/z values. Hence, the number of features (15,154) is much larger than the number of samples (322).
Analysis Strategies
We used linear SVMs with C set to infinity (linear maximal margin classifiers). The predictive performance was evaluated using 5 times repeated 3-fold external cross-validation, which resulted in a total of 15 test sets, each with one-third of 322 samples. The cross-validation was stratified to approximate the same class distributions in each fold as in the complete data set. We used S2N to rank features and classifiers using different numbers of top-ranked features (n f ) were evaluated. A set of classifiers was constructed, in which each classifier was trained using 1.5 × n f more top-ranked features than the previous classifier; the first classifier used the top-ranked feature (n f = 1) and the final classifier used all features. The performance of classifiers was evaluated using the balanced accuracy (BACC). Given two classes, 1 and 2 with N 1 and N 2 samples, respectively, we denote samples known to belong to class 1 as true positives (TP) if they are predicted to belong to class 1, and false negatives (FN) if they are predicted to belong to class 2. Correspondingly, samples known to belong to class 2 are true negatives (TN) if they are predicted to belong to class 2 and false negative (FN) otherwise. BACC is the average of the sensitivity and the specificity, in other words, it is the average of the fractions of correctly classified samples for each of the two classes:
An advantage of BACC is that a simple majority classifier that predicts all samples into the most abundant class will obtain a BACC of 50% even though it is expected to obtain overall classification accuracies, (TP+TN)/(N 1 +N 2), higher than 50%.
We used four different strategies to construct SVMs : Two strategies in which the test sets were independent of all aspects of SVM construction, and two strategies exemplifying how overly optimistic estimates of the predictive power can be obtained (Figure 9 .4). Fig. 9 .4. The four strategies used to construct SVMs. In strategies A and B the test samples are not used for training SVMs, for feature selection, or for optimizing the number of features to use. Hence, a good estimate of the true predictive performance may be obtained using strategies A or B. In strategy C the test samples are used to select the number of features to use. In strategy D the test samples are used both to select features and to optimize the number of features to use. Hence, an overly optimistic estimate of the true predictive performance is obtained using strategies C or D.
External cross-validation
Strategy A: SVM without Feature Selection
An SVM is trained using all the learning samples and all features (Figure 9 .4a).
Strategy B: SVM with Feature Selection
Internal 3-fold cross-validation is used to optimize the number of features, n opt , to use for the learning set. In the internal cross-validation, the learning samples are split into a group of training samples and a group of validation samples. SVMs are trained using the training samples and n f top features ranked based only on these samples. The internal cross-validation is performed one round (a total of three validation sets) such that each learning sample is validated once. The performance in terms of BACC for the validation data is used to select an optimal n f . Finally, an SVM is trained using all learning samples and the n opt top-ranked features based on these learning samples. This final SVM is used to predict the classes of the test data samples (Figure 9 .4b).
Strategy C: SVM Optimized Using Test Samples Performance
SVMs are trained using the learning samples and n f top features ranked based only on these samples. The performance in terms of BACC for the test data is used to evaluate the number of features to use. The predictions for the test data samples by the SVM with the optimal performance is used. Here the test performance is an overly optimistic estimate of the true predictive performance since the test data is used to find n opt (Figure 9 .4c).
Strategy D: SVM with Feature Selection Using Test Samples
SVMs are trained using the learning samples and n f top features ranked based on all samples. The performance in terms of BACC for the test data is used to evaluate the number of features to use. The predictions for the test data samples by the SVM with the optimal performance is used. Here the test performance is an overly optimistic estimate of the true predictive performance since the test data is used both to find n opt and to rank features (Figure 9 .4d).
Results
The results in terms of BACC for the four different strategies is summarized in Table 9 .1. 
Lessons Learned
We have shown an example of how SVMs are capable of predicting with high accuracy whether mass spectral serum profiles belong to a healthy or a prostate cancer class. High balanced accuracy (88.7%) was obtained without any feature selection, yet a simple filter selection method improved the predictive performance and a BACC of 91.1% was obtained. This BACC is competitive with the best performance obtained for this data set in a study of different feature selection methods (Levner, 2005) . In the context of crossvalidation it is difficult to evaluate if a method is significantly better than another method because different test sets have samples in common (Berrar et al., 2006) . There are many pitfalls when evaluating the predictive performance of classifiers. By using the test data simply to select the number of features to use by the classification rule, the BACC increased to 94.6%. This performance is an overly optimistic estimate of the true predictive performance not likely to be achieved for independent test data. Similarly, overly optimistic results were obtained when the test data was used to rank features prior to feature selection. It is important to realize that overly optimistic evaluations may lead to incorrect conclusions for classes which cannot be classified (Ambroise and McLachlan, 2002; Simon et al., 2003) .
List of Tools and Resources
There are several publicly available implementations of SVMs and a comprehensive list is available at http://www.kernel-machines.org/software.html. For example, there is an implementation in C called SVMLight (http://svmlight.joachims.org/) and an implementation called LIBSVM with interfaces to it for many programming languages (http://www.csie.ntu.edu.tw/~cjlin/libsvm). In the case of microarray data analysis, SVMs are available as a part of the TM4 microarray software suit (http://www.tm4.org/).
Publicly available implementations of nearest centroid classifiers include ClaNC (Dabney, 2006) ; http://students.washington.edu/adabney/clanc/) and PAM (Tibshirani et al., 2002) ; http://www-stat.stanford.edu/~tibs/PAM/), both implemented for the R package (http://www.r-project.org).
Conclusions
SVMs can be used to classify high-dimensional data such as microarray or proteomic data. Often the simplest SVMs called maximal margin linear SVMs are able to obtain high accuracy predictions. For many applications it is important to evaluate classifiers based on their predictive performance on test data. In this evaluation, it is important to implement test procedures that do not lead to overly optimistic results. We have used mass spectral serum profiles of prostate cancer patients and healthy individuals as a case study to exemplify how the predictive performance of a classifier can be estimated. We conclude that SVMs predict the samples in our case study with high balanced accuracy.
Appendix: Outline of Mathematical Details
We will consider the simplest version of a support vector machine, the socalled linear maximal margin classifier for classification of data points in two classes. This classifier only works for data points which are linearly separable. Two classes of two-dimensional samples are considered linearly separable if a line can be constructed such that all cases of one class lie on one side of the line and all cases of the other class lie on the other side. For a more detailed description of SVMs, there are many books available for the interested reader (Vapnik, 1995; Burgess, 1998; Cristianini and Shawe-Taylor, 2001 ). Consider a linearly separable data set {(x i , y i )}, where x i are the input values for the i th data point and y i is the corresponding class {−1, 1}. The assumption, that the data set is linearly separable, means that there exists a hyperplane that separates the data points of the two classes without intersecting the classes. This hyperplane serves as a decision surface, and we can write:
where the hyperplane is defined by w and b, and w x+b is the output function. The distance from the hyperplane to the closest point is called the margin (denoted by γ). The underlying idea of the maximal margin classifier is that, in order to have a good classifier, we want the margin to be maximized. We notice there is a free choice of scaling: Rescaling (w, b) to (λw, λb) does not change the classification given by the output function. The scale is to set such that
is the closest data point on the positive (negative) side of the hyperplane. Now it is straightforward to compute the margin γ = 1 2
Hence, when the scale is set such that Equation (9.2) is fulfilled then maximizing the margin is equivalent to minimizing the norm of the weight vector, w . This can be formulated as a quadratic (w w) problem with inequality constraints (y i (w x i + b) ≥ 1): min: 1 2 w w subject to:
The Lagrangian for this quadratic problem is
where α i ≥ 0 are the Lagrange multipliers and M is the number of data points. Differentiating with respect to w and b and setting the partial derivatives to zero give 5) and putting this into Equation (9.3) gives the Wolfe dual (9.6) where the elements of the matrix H are given by H ij = y i y j x i x j .The original problem is transformed into a dual problem. Finding the dual vector, α, that maximizes Q and fulfills the constraint in Equation (9.5) is equivalent to solving the original problem (Kuhn and Tucker, 1951) . The output of the classifier for a data point x can be expressed in terms of the dual vector
and we note that the weight vector is never needed explicitly. The variable b is set such that the conditions in Equation (9.2) are fulfilled. The binary classification of a data point x is sign(o(x)). The hyperplane that separates the data points is completely defined by a subset of the data points and these data points are called support vectors (Figure 9 .1). Each α i corresponds to a learning data point x i and α i is zero for all data points except the support vectors. Hence the sum in Equation (9.7) only gets contributions from the support vectors.
In summary, there are three steps to build and use a maximal margin classifier. First, the class labels of the learning data points should be set to +1 or −1. Second, the quadratic function in Equation (9.6) is minimized subject to the constraint in Equation (9.5) and all α i ≥ 0. Because the matrix H in Equation (9.6) is positive definite there are no local minima and there is a unique solution to the minimization problem. Finally, this solution is used to classify data points in a validation/test set using Equation (9.7).
We conclude by briefly outlining how to extend this linear classifier to nonlinear SVMs. The basic idea underlying non-linear SVMs is to map data points into a feature space in which an optimal hyperplane can be found as outlined for the maximal margin classifier. This hyperplane may then correspond to a non-linear separator in the original space of data points. A key observation is that in our construction of the maximal margin classifier we only use the scalar product between data points, x i x j . If we have a non-linear mapping, x → ϕ(x), of data points into feature space, the scalar product between two vectors in feature space, called a kernel function, is
In SVMs, the scalar product between data points used to calculate both H and o(x) is replaced by the kernel K. Hence, to build and use an SVM, the mapping into feature space itself can be ignored and only a kernel function needs to be defined.
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