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Abstract
In remote sensing, acquired optical images of high spectral resolution have usually
a lower spatial resolution than images of lower spectral resolution. This is due to
physical, cost and complexity constraints. To make the most of the available imagery,
many image fusion techniques have been developed to address this problem. Image
fusion is an ill-posed inverse problem where an image of low spatial resolution and
high spectral resolution is enhanced in spatial-resolution by using an auxiliary image
of high spatial resolution and low spectral resolution. It is assumed that both images
display the same scene and are properly co-registered. Thus, the problem is essentially
to transfer details from the higher spatial resolution auxiliary image to the upscaled
lower resolution image in a manner that minimizes the spatial and spectral distortion
of the fused image. The most common image fusion problem is pansharpening, where
a multispectral (MS) image is enhanced using wide-band panchromatic (PAN) image.
A similar problem is the enhancement of a hyperspectral (HS) image by either a
PAN image or an MS image. As there is no reference image available, the reliable
quantitative evaluation of the quality of the fused image is a difficult problem. This
thesis addresses the image fusion problem in three different ways and also addresses
the problem of quantitative quality evaluation. The contributions of the thesis are the
following.
- A method for the general fusion problem. It based on developing a pixel-wise
maximum a posteriori (MAP) estimator, which is derived using a forward model
for the image to be enhanced, and the assumption of the joint Gaussianity of the
estimated image and the auxiliary image. By employing principal component
analysis (PCA), the dimensionality of the problem can be reduced significantly,
enabling efficient and robust estimation.
- A pre-processing method to enhance the fusion quality of the two largest classes
of pansharpening methods, i.e., the component substitution (CS) methods and
the multi-resolution analysis (MRA) methods. These methods can be described
using general detail-injection schemes where details obtained from a PAN image
are modulated and added to the interpolated bands of the MS image. By using
a Wiener filter based deblurring on the interpolated bands, the fusion quality of
CS methods, in particular, can be enhanced.
- A method based on training a three dimensional convolution neural network
(3D-CNN) to fuse MS and HS images. To make the problem computationally
feasible, dimensionality reduction of the HS image using PCA is a key ingredient
in the method.
- Finally, the problem of quantitative quality evaluation is addressed. It is shown
that the verification of the consistency property of the fused image can be used
instead of the conventional synthesis at reduced resolution protocol that is widely
used. The main argument for using consistency is that when using the synthesis
protocol, the fusion of images of reduced resolution does not give a good estimate
of the fusion at the full resolution scale.
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Ágrip
Í fjarkönnun hafa myndir með háa rófsupplausn lægri rúmupplausn en myndir með læ-
gri rófsupplausn vegna eðlisfræðilegra og kostnaðarlegra takmarkana. Til að auka upp-
lýsingamagn slíkra mynda hafa verið þróaðar fjölmargar sambræðsluaðferðir á síðustu
tveimur áratugum. Myndsambræðsla er illa framsett andhverft vandmál (e. inverse
problem) þar sem rúmupplausn myndar af hárri rófsupplausn er aukin með því að
nota upplýsingar frá mynd af hárri rúmupplausn og lægri rófsupplausn. Það er gert
ráð fyrir að báðar myndir sýni nákvæmlega sama landsvæði. Þannig er vandamálið í
eðli sínu að flytja fíngerða eiginleika myndar af hærri rúmupplausn yfir á mynd af lægri
rúmupplausn sem hefur verið brúuð upp í stærð hinnar myndarinnar, án þess að skerða
gæði rófsupplýsinga upphaflegu myndarinnar. Algengasta myndbræðsluvandamálið í
fjarkönnun er svokölluð panskerpun (e. pansharpening) þar sem fjölrásamynd (e. mul-
tispectral image) er endurbætt í rúmi með svokallaðri víðbandsmynd (e. panchromatic
image) sem hefur aðeins eina rás af hárri upplausn. Annað svipað vandamál er sam-
bræðsla háfjölrásamyndar (e. hyperspectral image) og annaðhvort fjölrásamyndar eða
víðbandsmyndar. Þar sem myndsambræðsla er andhverft vandmál er engin háupp-
lausnar samanburðarmynd tiltæk, sem gerir mat á gæðum sambræddu myndarinnar
að erfiðu vandamáli. Í þessari ritgerð eru kynntar þrjár aðferðir sem taka á mynd-
sambræðlsu og einnig er fjallað um mat á gæðum sambræddra mynda, þá sérstaklega
panskerptra mynda. Framlög ritgerðarinnar eru eftifarandi:
- Aðferð fyrir sambræðslu á sínu almennasta formi. Hún er byggð á því að þróa
maximum a posteriori (MAP) metil fyrir hverja myndeiningu, sem er leiddur út
frá einföldu líkani fyrir mynd sem skal skerpa, og þeirri staðhæfingu að metna
háupplausnarmyndin og utanaðkomandi háupplausnarmyndin séu sameiginlega
normaldreifðar. Með því að beita meginþáttagreiningu (PCA) á líkanið, er hægt
að lækka vídd vandamálsins umtalsvert og þar með gera aðferðinna afar skilvirka
og ónæma fyrir suði.
- Aðferð til að bæta sambræðslugetu aðferða sem byggja á að setja þætti í staðinn
(e. component substitution methods) og fjölupplausnaraðferða (e. multi resolution
analysis methods), sem eru tveir meginflokkar aðferða í panskerpun. Þessum að-
ferðum er hægt að lýsa með einföldum líkönum þar sem fíngerðir eiginleikar PAN
myndarinnar eru mótaðir með svokölluðum innspýtingar-stuðli og lagðir saman
við bönd MS myndarinnar sem hefur verið brúuð (e. interpolated) upp í stærð
víðbandsmyndarinnar. Með því að nota Wienersíu til eyða óskerpu (e. blurring)
brúuðu fjölrásamyndarinnar er hægt að bæta getu þessara aðferða umtalsvert,
og þá sérstaklega þáttarstaðgengdaraðferða.
- Aðferð sem byggist á að þjálfa þrívítt földunartauganet (e. 3D convolutional
neural network) með leiðbeindum lærdómi, til að bræða saman fjöl- og háfjöl-
V
rásamyndir. Til að gera aðferðina reiknilega framkvæmanlega er notuð megin-
þáttagreining á HS myndinni.
- Að lokum er fjallað um mat á gæðum sambræddra mynda. Þar er rökstutt að
staðfesting á samkvæmnieiginleika (e. consistency property) sambræddra mynda
sé betri aðferð en að notast við uppbyggingu við skerta upplausn (e. synthesis
at reduced resolution) sem er hin hefðbundna aðferð. Megingalli hennar er að
þar er verið að meta sambræðslu mynda sem eru skertar útgáfur af frumgögn-
unum og gefur því ekki eins gott mat á sambræðslugetu mismundandi aðferða
og staðfesting á samkvæmni.
Acknowledgments
First and foremost, I would like to thank my supervisors, professors Jóhannes and
Magnús, for their guidance, support and last but not least, patience. I would also
like to thank professor Jón Atli Benediktsson for his support. I thank my opponents,
professor Andrea Garzelli and professor Paul Scheunders, for their insightful comments
and observations during my defense. Finally, I want to thank the Research Fund of
University of Iceland for Doctoral Studies for their financial support.
I have had the opportunity to work with many people during the last years and I have
enjoyed their company and friendship. Thanks go to Jakob, Behnood, Nicola, Kyriaki,
Gabriele, Pedram and Fadi.
At last, I would like to thank my family for their great support through the years; my






1.1 The data - MS, HS and PAN images . . . . . . . . . . . . . . . . . . . 1
1.2 Image Fusion in Remote Sensing . . . . . . . . . . . . . . . . . . . . . 2
1.3 Pansharpening . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3.1 CS Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 MRA Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.3 Model-Based Methods . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.4 Deep Learning Based Methods . . . . . . . . . . . . . . . . . . 9
1.4 Hypersharpening and MS/HS fusion . . . . . . . . . . . . . . . . . . . 9
1.4.1 Hypersharpening . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 MS/HS Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Quantitative quality evaluation of fused images . . . . . . . . . . . . . 12
1.5.1 Reduced Resolution Evaluation . . . . . . . . . . . . . . . . . . 12
1.5.2 Full Resolution Evaluation . . . . . . . . . . . . . . . . . . . . 14
1.6 Data Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.7 Thesis Contribution and Organization . . . . . . . . . . . . . . . . . . 16
1.7.1 List of publications . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Model-Based Fusion of Multi- and Hyperspectral Images using
PCA and Wavelets 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Derivation of the Method . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Observational Model . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 PCA Transform of the Observational Model . . . . . . . . . . . 23
2.2.3 2D UDWT of the Model . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4 MAP Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.5 Computation of Zˆ. . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Tuning Parameter Selection . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Experimental Setup and Results . . . . . . . . . . . . . . . . . . . . . 28
2.4.1 Comparison methods . . . . . . . . . . . . . . . . . . . . . . . . 30
IX
CONTENTS
2.4.2 Pansharpening using WorldView 2 data . . . . . . . . . . . . . 30
2.4.3 Hypersharpening using AVIRIS data . . . . . . . . . . . . . . . 37
2.4.4 MS & HS fusion using AVIRIS data . . . . . . . . . . . . . . . 39
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 MTF Based Deblurring Using a Wiener Filter for CS and MRA
Pansharpening Methods 43
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 The Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Experiment results for all data sets . . . . . . . . . . . . . . . . 47
3.3.2 Discussion about the experiment results . . . . . . . . . . . . . 55
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4 Multispectral and Hyperspectral Image Fusion Using a 3D-Convolutional
Neural Network 67
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . 68
4.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3.1 General Outline of the Method . . . . . . . . . . . . . . . . . . 70
4.3.2 3D-CNN Architecture . . . . . . . . . . . . . . . . . . . . . . . 71
4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.1 Simulated Data Set . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5 Quantitative Quality Evaluation of Pansharpened Imagery: Con-
sistency vs. Synthesis 79
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Experiment Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.1 Synthesis, Consistency and QNR Results. . . . . . . . . . . . . 82
5.2.2 Method Ranking Correlation: Synthesis vs. QNR and Consistency 86
5.2.3 Scale Invariance of the Synthesis and Consistency Properties . 89
5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6 Conclusions 97
6.1 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.1.1 Model-Based Fusion of Multi- and Hyperspectral Images using
PCA and Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . 97
X
CONTENTS
6.1.2 MTF Based Deblurring Using a Wiener Filter for CS and MRA
Pansharpening Methods . . . . . . . . . . . . . . . . . . . . . . 97
6.1.3 Multispectral and Hyperspectral Image Fusion Using a 3D-Convolutional
Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.1.4 Quantitative Quality Evaluation of Pansharpened Imagery: Con-
sistency vs. Synthesis . . . . . . . . . . . . . . . . . . . . . . . 98
6.2 Further work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
A Evaluation Metrics and Comparison Methods 101
A.1 ERGAS, SAM, Q and Q4/Q8 metrics . . . . . . . . . . . . . . . . . . 101
A.1.1 ERGAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
A.1.2 Spectral Angle Mapper (SAM) . . . . . . . . . . . . . . . . . . 101
A.1.3 Universal Image Quality Index . . . . . . . . . . . . . . . . . . 101
A.1.4 Q4 and Q8 metrics . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.1.5 QNR metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
A.2 A Short Overview of MTF filters and Comparison Methods . . . . . . 103
A.2.1 Sensor MTF specification . . . . . . . . . . . . . . . . . . . . . 103





1.1 Relative spectral response of the IKONOS MS sensor and PAN sensor. 2
1.2 Flowchart of the CS injection scheme. The MS image Y is interpolated
to the scale of the PAN image X. An intensity image ILP is computed
as a linear combination (with coefficients wk) of the bands of the inter-
polated MS image, Y˜, and subtracted from the PAN image to obtain
the injection details. The details are then modulated by the injection
gain gk and added to the interpolated bands Y˜k to obtain the fused
bands Zk. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Flowchart of the MRA injection scheme. As with the CS scheme, the
first step is the interpolation of the MS image Y to the scale of the PAN
image X to obtain Y˜. The injection details are obtained by subtracting
from the PAN image a low pass filtered version of the PAN image. These
details are then modulated by the injection gains gk and added to the
interpolated bands of the MS image, Y˜k, to obtain Zk. . . . . . . . . . 7
1.4 Protocol for the verification of the synthesis property. . . . . . . . . . 13
1.5 Protocol for the verification of the consistency property. . . . . . . . . 14
2.1 The first 4 columns of Gˆ, i.e., spatial loadings for the WorldView 2 data
set and the associated spectral singular vectors (PCs), i.e., the columns
of U . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Scree plot for the WorldView 2 MS image. The blue line shows the
proportional contribution of each PC to the total variance and the red
dotted line shows the cumulative variance of the PCs. . . . . . . . . . 29
2.3 Fusion results for a portion of the noise free WorldView 2 data set for
all the methods and including the PAN and reference MS image. . . . 31
2.4 Fusion results for a portion of the WorldView 2 data set with added
noise for all the methods and including noisy observed MS image and
the reference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.5 PAN/HS fusion results for a portion of the noise free AVIRIS data set
for all the methods including the PAN and the reference image. . . . . 33
XIII
LIST OF FIGURES
2.6 PAN/HS fusion results for a portion of the AVIRIS data set with added
noise for all the methods including the noisy observed and reference
bands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.7 MS/HS fusion results for band 7 using the AVIRIS data, including the
observed and reference bands. . . . . . . . . . . . . . . . . . . . . . . . 35
2.8 MS/HS fusion results for band 7 using the AVIRIS data with added
noise, including the noisy and reference bands. . . . . . . . . . . . . . 36
2.9 Scree plot for the observed AVIRIS HS image without added noise. The
blue line shows the proportional contribution of each PC to the total
variance and the red dotted line shows the cumulative variance of the
PCs. Almost all the variance of the HS image is explained by the first
PC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1 The interpolated MS images from all three data sets. The yellow rect-
angles show regions of interest that will be used later to visually demon-
strate the proposed method at the full resolution scale. . . . . . . . . . 48
3.2 Visual inspection at the full scale of a sub-region of the most improved
methods for the WV2 data set according to the synthesis property at
reduced scale and QNR metrics. The 3 most improved methods from
each family are shown. The first row shows the PAN image, the inter-
polated MS image and the MTF deblurred version of the interpolated
image. The next 2 rows show results obtained by 3 CS methods using
the interpolated image and then the deblurred image. Similarly, the
last two rows show 3 MRA methods. The “Deblurred” prefix denotes
images obtained using the proposed method. . . . . . . . . . . . . . . 60
3.3 Visual inspection at the full scale of a sub-region of the most improved
methods for the QuickBird data set according to the synthesis property
at reduced scale and QNR metrics. The 3 most improved methods from
each family are shown. The first row shows the PAN image, the inter-
polated MS image and the MTF deblurred version of the interpolated
image. The next 2 rows show results obtained by 3 CS methods using
the interpolated image and then the deblurred image. Similarly, the
last two rows show 3 MRA methods. The “Deblurred” prefix denotes
images obtained using the proposed method. . . . . . . . . . . . . . . 62
XIV
LIST OF FIGURES
3.4 Visual inspection at the full scale of a sub-region of the most improved
methods for the Pléiades data set according to the synthesis property
at reduced scale and QNR metrics. The 3 most improved methods from
each family are shown. The first row shows the PAN image, the inter-
polated MS image and the MTF deblurred version of the interpolated
image. The next 2 rows show results obtained by 3 CS methods using
the interpolated image and then the deblurred image. Similarly, the
last two rows show 3 MRA methods. The "‘Deblurred"’ prefix denotes
images obtained using the proposed method. . . . . . . . . . . . . . . 64
3.4 ERGAS metric results from all data sets using synthesis at the reduced
scale. The trends are very similar for all data sets, i.e., CS methods
are enhanced with the exception of BDSD and MRA methods are not
generally enhanced, with the exception of the ATWT-M2 and ATWT-
M3 methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.1 General outline of the training part of the algorithm. The steps labeled
1), 2) and 3), correspond to similarly labeled steps in the text. . . . . 69
4.2 General outline of estimation part of the algorithm. The trained CNN
is fed the entire input data at its full resolution and yields the high
resolution spatial loadings, which are used to reconstruct the estimated
high resolution HS image via the inverse PCA transform. . . . . . . . 69
4.3 Performance in terms of ERGAS of the proposed and MAP2 methods,
as a function of the number of PCs. Six trials were performed for the
3D-CNN method. The mean is shown and the standard deviation is
displayed using errorbars. . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4 Noise resistance of the proposed method vs comparison methods. For
each value of SNR, 6 trials were conducted and the graph shows the
mean and standard deviation of the trials as a function of the SNR. . 75
4.5 A subset of band 102 of the HS image is shown. (a) shows the inter-
polated HS image band, (b) is the reference band, (c) shows the image
obtained using the MAP1 method, (d) shows the image obtained using
the MAP2 method and (e) shows the image obtained using the proposed
method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.1 The rural WorldView-2 data set. The PAN image (a) is 4096 × 4096
pixels and the MS image (b) is 1024× 1024× 8 pixels. The MS image
is shown as an RGB image using bands 5, 3 and 2. . . . . . . . . . . . 82
XV
LIST OF FIGURES
5.2 The urban Quickbird data set. The PAN image (a) is 2048×2048 pixels
and the MS image (b) is 512× 512× 4 pixels. . . . . . . . . . . . . . . 83
5.3 A small portion of the urban WorldView-2 data set, displaying best
results from Table 5.1.(a) Interpolated MS image (b) Best CS result
according to synthesis, (c) best CS result according to consistency, (d)
best MRA and best result overall according to synthesis and consistency,
(e) best CS (and overall) result according to QNR, and (f) best MRA
result according to QNR. . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.4 A small portion of the urban Quickbird data set, displaying best results
from Table 5.2. (a) Best CS results according to synthesis and consis-
tency, (b) best MRA results according to synthesis, (c) best MRA (and
overall) result according to consistency, (d) best CS (and overall) result
according to QNR and finally, (e) best MRA result according to QNR. 85
XVI
List of Tables
2.1 Results for the PAN/MS fusion using the WorldView 2 data set. The
numbers in parenthesis for the proposed method indicate the number
of estimated PCs. The last column is the CPU time in sec. and the
best results for each metric are highlighted using bold typeface. . . . . 37
2.2 Results for the PAN/HS fusion using the AVIRIS data set. The numbers
in parenthesis for the proposed method indicate the number of estimated
PCs. The last column is the CPU time in sec. and the best results for
each metric are highlighted using bold typeface. . . . . . . . . . . . . . 38
2.3 Results for the MS/HS fusion using the AVIRIS data set. The numbers
in parenthesis for the proposed method indicate the number of estimated
PCs. The last column is the CPU time in sec. and the best results for
each metric are highlighted using bold typeface. . . . . . . . . . . . . . 41
3.1 WV2 - synthesis at the degraded scale . . . . . . . . . . . . . . . . . . 50
3.2 WV2 - synthesis QNR metrics . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 QuickBird - synthesis at the degraded scale . . . . . . . . . . . . . . . 53
3.4 QuickBird - synthesis QNR metrics . . . . . . . . . . . . . . . . . . . . 54
3.5 Pléiades - synthesis at the degraded scale . . . . . . . . . . . . . . . . 57
3.6 Pléiades - synthesis QNR metrics . . . . . . . . . . . . . . . . . . . . . 58
4.1 3D-CNN architecture. The numbers in parenthesis following zero-padding
layers indicate the number of zeros added to each dimension. The num-
bers in parenthesis after convolution3D, indicate number of filters and
the filter size of each dimension. r indicates the number of PCs. Finally,
the number following Gaussian noise denotes the noise variance. . . . 72
4.2 Quantitative quality evaluation results, without and with additive Gaus-
sian noise (SNR=20dB). For the proposed and MAP1 methods, 10 PCs
were used in reduced PCA. The CPU time is given in seconds. Six trials
were performed for the noisy case, and also for the proposed method
without noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
XVII
4.3 Performance of all methods w.r.t. to the interpolation filter used. Bicu-
bic, bilinear and nearest neighbor interpolation is considered. One trial
was performed for the proposed method. . . . . . . . . . . . . . . . . . 76
5.1 Evaluation for the WorldView-2 rural data set using synthesis, consis-
tency and QNR metrics. Best results within each family of methods for
each metric are shown using bold typeface. . . . . . . . . . . . . . . . 87
5.2 Evaluation for the Quickbird urban data set using synthesis, consistency
and QNR metrics. Best results within each family of methods for each
metric are shown using bold typeface. . . . . . . . . . . . . . . . . . . 88
5.3 Correlation of method ranking according to synthesis vs. consistency
and vs. the QNR metric. The number in parentheses indicates the
number of methods evaluated. . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Correlation between 3 different resolution scales for the synthesis and
consistency properties using the WorldView-2 data set. The number in
parentheses indicates the number of methods evaluated. . . . . . . . . 91
5.5 Correlation between 3 different resolution scales for the synthesis and
consistency properties using the QuickBird data set. The number in
parentheses indicates the number of methods evaluated. . . . . . . . . 92
A.1 MTF amplitude at the Nyquist frequency for the QB and WV2 sensors.
The last 4 bands are WV2 specific. . . . . . . . . . . . . . . . . . . . . 103




DWT Discrete Wavelet Transforsm
ERGAS Erreur Relative Globale Adimensionelle de Synthese
HS Hyperspectral Image
MAP Maximum a Posteriori
MRA Multiresolution Analysis
MS Multispectral Image
MTF Modulation Transfer function
PAN Panchromatic Image
PCA Principal Component Analysis
QNR Quality No Reference
SAM Spectral Angle Mapper
UDWT Undecimated Discrete Wavelet Transform




X all matrices (images) are in upper case bold
x all vectors are in lower case bold
Z denotes the fused (estimated) image.
Y denotes the MS image
Yk denotes the kth band of an image
Y˜ denotes the MS image, interpolated to the PAN scale
X denotes the higher resolution image, i.e. PAN for pansharpening,
MS image for MS/HS fusion
H spatial degradation operator
G Matrix in wavelet domain
gk injection gain for CS/MRA methods
wk intensity image coefficients for CS methods
N number of pixels in a reflectance band





In this chapter, an introduction to pixel level fusion of optical remote sensing imagery
is given. There are three kinds of fusion that are discussed in this thesis. Firstly,
the fusion of panchromatic (PAN) images and multi-spectral (MS) images, which
is usually referred to as pansharpening. Secondly, the fusion of PAN images and
hyperspectral (HS) images, referred to as hypersharpening and thirdly, there is the
fusion of MS images and HS images, which will be referred to as MS/HS fusion.
In all three cases, the objective of the fusion is to enhance a low spatial resolution
multi-band image using a high spatial resolution single band PAN image or a high
resolution MS image. The thesis does not only focus on new methods for image
fusion, but also on pre-processing of the data in order to enhance existing methods
and the quantitative quality evaluation of the fused product. The chapter starts
with an introduction to the types of images involved. Then a short discussion on
the image fusion problem in general as an inverse problem. Next, an overview of the
three fusion cases is given and then the quantitative evaluation of the fused images
is discussed. Finally, the thesis contributions and organization is summarized along
with a list of publications.
•
1.1 The data - MS, HS and PAN images
A typical modern optical earth imaging satellite has two kinds of sensors mounted on
the same platform, i.e., an MS sensor and a PAN sensor. The PAN sensor is sensitive
to light from a wide range of wavelengths, i.e., a single band, while the MS sensor is
sensitive to light from much narrower ranges of wavelengths, e.g., from the visible red,
green and blue (RGB) wavelengths and also near infrared (NIR). Since the MS sensor
captures light from narrower ranges of wavelengths than the PAN sensor, while having
the same instantaneous field of view (IFOV), it has a lower spatial resolution in order
to preserve the signal-to-noise ratio (SNR) [1]. This is the primary reason that the
MS sensor captures images that have a lower spatial resolution than the PAN sensor.
Another factor is the cost and complexity of a high resolution MS sensor and there is
also the issue of the great amount of data that needs to be transferred back to Earth.
In Earth imaging satellites such as IKONOS or QuickBird, the MS sensor has 4 bands,
RGB and NIR, and the PAN sensor has typically 4 times higher spatial resolution than
the MS sensor. Newer platforms such as the recently launched WorldView-3 satellite,
have MS sensors with up to 8 bands of 1.24m resolution and PAN sensors of 0.31m
resolution. The resolution is typically given as ground sample distance (GSD), which
is the distance between two adjacent pixel centers. The larger the GSD, the less the
spatial resolution. The spectral resolution of a sensor is measured by how narrow its
spectral bandwidth is, i.e., the higher number of distinct spectral bands, the higher the
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spectral resolution. This also means, that spectral and spatial resolution of a sensor
are complementary, i.e., the higher the spectral resolution of a given sensor, the lower
the spatial resolution and vice versa. Figure 1.1 shows the relative spectral response of
the IKONOS satellite’s MS and PAN sensors. There are 4 MS bands, which together
span a range of wavelengths which is narrower than that of the PAN sensor.
Figure 1.1: Relative spectral response of the IKONOS MS sensor and
PAN sensor.
Another type of instrument is the HS sensor. HS images are often acquired using an
airborne sensor, while space borne sensors are also used. A typical HS sensor has
hundreds of spectral bands. Due to the high spectral resolution, an HS sensor has
typically much lower spatial resolution than PAN and MS sensors.
1.2 Image Fusion in Remote Sensing
Image fusion is an ill-posed inverse problem. The forward model is typically formu-
lated such that the observed data equals some system matrix times the ideal high
resolution image one wants to estimate plus some zero-mean Gaussian noise. This
is basically an under-determined regression problem since the signal to be estimated
has a significantly higher dimension than the observed data. Three fusion cases are
considered in the thesis.
1. Pansharpening, i.e., fusion of a low spatial resolution MS image and high spatial
resolution PAN image.
2. Hypersharpening, i.e., the fusion of a low spatial resolution HS image and a high
spatial resolution PAN image.
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3. MS/HS fusion, i.e., the fusion of a low spatial resolution HS image and high
spatial resolution MS image.
In pansharpening, the higher resolution image has a lower spectral resolution than,
e.g., in MS/HS fusion. In hypersharpening, the lower spatial resolution HS image
has a higher spectral resolution than the MS image in the pansharpening case. The
only difference between these problems is the dimension of the observed data and the
various approaches to solve the problem just impose different structure or conditions
on the signal to be estimated. This is important, since every fusion algorithm is
essentially solving an under-determined inverse problem.
In the following discussion, it will be shown that the main difference between the three
fusion cases and the approaches used to solve them, lies in the structure imposed on
the high resolution image to be estimated.
1.3 Pansharpening
Since a typical Earth imaging satellite has both MS and PAN sensors mounted on
the same platform, these images are acquired simultaneously such that both images
show the same scene. Consequently, there is no need to finely co-register the MS
and PAN images. To make the most of the available data, the MS image is typically
enhanced using the PAN image such that the resulting MS image has the same spatial
resolution as the PAN image. This process of fusing the MS and PAN images is called
pansharpening. The pansharpened image should, ideally, have the spectral resolution
of the MS image and the spatial resolution of the PAN image.
One of the first uses of pansharpening was in the 1987 paper [2], where the intensity-
hue-saturation (IHS) transform was used to fuse SPOT-HRV PAN images and Landsat
TM MS images. In [3], the high pass filtering (HPF) method was used for the same
purpose.
Today, pansharpening is an important technique and is used to produce the imagery
seen in the popular Google Maps/EarthTM and Microsoft Bing MapsTM products.
There are also several applications within the field of remote sensing that benefit from
pansharpened imagery, e.g., change-detection [4] and classification [5].
Since the late eighties, a large number of pansharpening methods have been proposed
using many and diverse techniques and there have been several attempts to categorize
the methods into various groups such as in [1,6–12]. For example, in [10], pansharpen-
ing methods are categorized into spectral and spatial approaches and methods based
on the super resolution paradigm (spectral-spatial). In [9], methods are divided into 5
groups, i.e., component substitution (CS), numerical and statistical methods, modu-
lation based methods, multiresolution analysis (MRA) and hybrid techniques. In [11],
the methods are broadly assigned to either linear combination approximation (LCA)
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methods and spatial filter approximation (SFA) methods. In [8], the methods are
categorized into CS and MRA methods. From the above discussion, it is clear that
there is no consensus on how to categorize the various pansharpening methods. In the
thesis, methods will be categorized into the following 4 families of methods:
1. Component Substitution (CS) methods.
2. Multiresolution Analysis (MRA) methods.
3. Model-based methods.
4. Deep Learning (DL) based methods.
Model-based methods are methods that basically use the explicit image formation
(forward model) to solve the pansharpening problem, which is an under-determined
problem that needs regularization for optimal results. DL based methods are, e.g.,
methods based on convolutional neural networks. While there are currently not many
papers in the literature where DL is used for image fusion, it is expected that there
will be an increase in the number of such methods in the coming years due to the
efficiency of DL based methods. In the next 4 subsections, each category of methods
will be covered in more detail.
1.3.1 CS Methods
For the CS family of methods, the basic principle is a spectral transformation of the
MS image that has been interpolated to the size of the PAN image, e.g., using principal
component analysis (PCA) [13], and then one of the components in the new space is
replaced by the PAN image which has been histogram adjusted to have the same mean
and variance as the component being replaced. Finally, the inverse spectral transform
gives the fused image. A requirement for this scheme to work is that the substituted
component and the PAN image need to be highly correlated. However, it has been
shown [14] that CS methods can be described using a general injection scheme where
the forward and inverse transformations do not have to be computed explicitly. The
CS framework basically consists of two steps. The first step is detail extraction where
details are extracted from the PAN image by subtracting from it a linear combination
of the interpolated MS image bands. Thus, the first step determines the coefficients of
the linear combination. The second step is detail injection, where the extracted details
are injected in the interpolated bands of the MS image. The details are modulated
by an injection gain that is usually band specific. The main difference between CS
methods is indeed how the injection gains are computed. In Figure 1.2 a flowchart is
shown to describe the CS detail injection scheme. The detail injection scheme is given
by
Zk = Y˜k + gk(X− ILP), k = 1, . . . , Nb, (1.1)
where Zk is the estimated kth band of the fused image, Y˜k is the kth band of the
observed MS image interpolated to the size of the PAN image, X is the PAN image
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where the weights, w = {ω1, . . . , ωNb}, give the relative overlap of the spectral coverage
of the MS sensor with the spectral coverage of the PAN sensor. These weights can
be obtained from sensor specifications or they can be estimated, e.g, as in [15]. The
interpolation used is a 23-tap near ideal low pass filter [16].
Common CS methods include the intensity-hue-saturation (IHS) methods [11, 17,
18], methods based on the Gram-Schmidt (GS) process [19, 20], the band-dependent
spatial-detail (BDSD) method [15], the PCA method [21,22] and the Brovey transform















Figure 1.2: Flowchart of the CS injection scheme. The MS image Y is
interpolated to the scale of the PAN image X. An intensity image ILP
is computed as a linear combination (with coefficients wk) of the bands
of the interpolated MS image, Y˜, and subtracted from the PAN image
to obtain the injection details. The details are then modulated by the
injection gain gk and added to the interpolated bands Y˜k to obtain the
fused bands Zk.
1.3.2 MRA Methods
The MRA family is often based on performing a multiscale decomposition of the PAN
image (such as the discrete wavelet transform (DWT) or the undecimated wavelet
transform (UDWT) [24]), and injecting the details obtained into the interpolated MS
data. As with the CS family of methods, it has been shown that there exists a general
detail injection framework for these methods [25, 26] and also that the multiscale
decomposition can be replaced by a single unique low pass filter. The MRA framework
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is very similar to the CS one, but the critical difference lies in the detail extraction
step. For MRA methods, the details are extracted by subtracting from the PAN
image a low pass filtered version of the PAN image. The main difference between
MRA methods lies in how the low pass filtering is performed and in how the injection
gains are computed.
The general detail injection scheme for MRA methods is given by
Zk = Y˜k + gk(X−XL), k = 1, . . . , Nb, (1.3)
where XL is the low pass filtered PAN image, i.e., such that X−XL gives the details
of the PAN image. The low pass filter should ideally be matched to the MTF of the
PAN sensor. A good discussion of how the injection gains are chosen for these methods
and also of the filters used, is given in [16].
Examples of methods in the MRA category are the high pass filtering (HPF) method
[27], the additive wavelet luminance proportion (AWLP) [28] and the additive á trous
wavelet transform (ATWT) [29] methods and the indusion [30] method.
Another important class of MRA methods are methods based on pyramidal decompo-
sitions of the PAN image based on Gaussian low pass filters [31]. The corresponding
differential representation of the Gaussian pyramidal levels is called Laplacian pyra-
mid and there are several methods in the literature based on pyramidal decompositions
such as [32] and [33]. Given the above discussion it is evident that the terms used
in [11], i.e., linear combination approximation (LCA) methods and spatial filter ap-
proximation (SFA) methods are indeed the same as the definition for CS and MRA
methods used here, i.e., CS methods can be considered as LCA methods and MRA
methods are SFA methods. For more information on MRA methods see, e.g., [16,34].
Since the detail extraction step in the CS and MRA methods is fundamentally different
in the sense, that for CS methods, the details are dependent on the bands of the
interpolated MS image, while for MRA methods, the extracted details are obtained
by low pass filtering of the PAN image itself, it is evident that the CS and MRA
methods have different spectral and spatial qualities. In [35], it is argued that CS
methods generally produce results that have a slightly lower spectral/spatial quality
than MRA methods, but are more tolerant to mis-registration between the MS and
PAN image and aliasing artifacts originating from the modulation transfer function
(MTF) of the MS bands being too broad during sampling. In Figure 1.3 a flowchart
is shown to describe the MRA injection scheme.
In the thesis, the comparison methods that are mostly used for experiments are CS
and MRA methods and the difference between how CS and MRA methods operate and














Figure 1.3: Flowchart of the MRA injection scheme. As with the CS
scheme, the first step is the interpolation of the MS image Y to the scale
of the PAN image X to obtain Y˜. The injection details are obtained by
subtracting from the PAN image a low pass filtered version of the PAN
image. These details are then modulated by the injection gains gk and
added to the interpolated bands of the MS image, Y˜k, to obtain Zk.
1.3.3 Model-Based Methods
While all image fusion methods are based on a model, it is an under-determined inverse
problem. The class of model-based methods contains many diverse approaches. In the
discussion below the following categorization of model-based methods will be used:
1. Sparse representation based methods, including compressed sensing.
2. Variational methods.
Below, a short overview of each of those approaches is given along with references to
recent or notable works in the literature.
Sparse Representation and Compressed Sensing based Methods
In recent years, the theory of sparse representations and compressed sensing has been
steadily growing and several pansharpening methods based on these paradigms have
been proposed such as [36–43].
Most model-based methods are based on an observational model where the observed
MS image is given by a degradation of a high resolution MS image plus some additive
zero-mean Gaussian noise. Another assumption often used, is that the PAN image
can be approximated by a linear combination of the bands of the higher resolution MS
image. It is this higher resolution MS image that needs to be estimated.
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A sparse representation [44–47] means that, e.g., natural images can be modeled as a
linear combination of elements from a dictionary or atoms. The representation is called
sparse if most of the coefficients of the linear combination are zero, i.e., a few elements
are being used from the whole dictionary. The first pansharpening method based on
compressed sensing [48,49] was proposed in [43]. Compressed sensing theory is related
to the sparse representation in the sense that when a signal has a sparse representation,
compressed sensing allows you to restore the signal using far fewer measurements
than required by the Shannon sampling theorem [50]. In [43], the degradation of the
high resolution MS image and the construction of the high resolution PAN image is
modeled as a linear sampling process, described by a matrix which is considered as the
compressed sensing measure matrix. Thus, the pansharpening problem is converted
to a signal restoration problem with sparsity regularization.
In [36], a simple additive model is used, where the high resolution MS image is given
as the sum of the interpolated MS image (to the scale of the PAN image) plus a detail
image. The detail image is estimated using sparse representation theory where the
algorithm is based on orthogonal matching pursuit (OMP) [51].
In [52], the pansharpening problem is formulated as an under-determined inverse prob-
lem regularized by the `1-norm of the coefficients of overcomplete multi-scale trans-
forms which all are tight-frames. Two approaches are compared for sparsity promoting
`1-norm regularization, the analysis and the synthesis approach.
Variational Methods
Variational methods are usually formulated using a data-fidelity term, i.e., the `2-
norm of the difference between the observed MS image and the downgraded high
resolution MS image to be estimated, according to the image formation model. Since
this is a typical ill-posed inverse problem, some regularization is needed for optimal
results and thus the objective function to be minimized consists of the data-fidelity
term plus one or more regularization terms, where at least one of them involves the
PAN image. A common assumption is that that the sum of the bands of the high
resolution MS image gives the PAN image. This can also be incorporated into the
data-fidelity term as hard constraint. In [53], the data-fidelity term includes both the
fidelity between the observed MS and degraded high resolution MS image and also the
fidelity between a linear combination of high resolution MS bands and the observed
PAN image. The regularization term used was the total variation [54] norm of the
high resolution MS image. This objective function was minimized using a Minorize-
Maximization (MM) [55] algorithm. In [56], the assumption that the PAN can be
approximated by a linear combination of the bands of the fused image was included
as a soft constraint along with a TV norm of the fused image.
In [57], the authors use a more complex scheme where they develop a variational model
based on both spatial and spectral sparsity priors. They use a weighted TV vector
norm to align spatial information in the fused image and propose two regularizers
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that promote a soft constrain on the linear dependence between the bands of the
high resolution MS image and the PAN image. The former regularizer estimates the
coefficients of the linear combination directly by regression and the second regularizer
is based on principal component pursuit (PCP) to obtain the underlying low rank
structure of the MS image. Both methods employ a split augmented Lagrangian
shrinkage algorithm [58]. Other variational methods include [59–66]
1.3.4 Deep Learning Based Methods
During the past few years, an emerging set of methods called Deep Learning (DL) has
been making impressive improvements over traditional signal processing methods in
areas such as image classification [67,68], speech recognition [69,70], natural language
analysis and understanding [71] and various other fields such as analyzing data from
particle accelerators [72]. The main ingredient of DL is the artificial neural network
(NN) [73–75]. One of the most powerful new tools of DL is the convolutional neural
network (CNN) [76–79] which is inspired by how the animal visual cortex works on a
simple level. Not many papers can be found in the literature on image fusion using
DL. In [80], a deep NN is trained using patches of the intensity image, i.e., a linear
combination of the bands of the interpolated MS image, as input, and corresponding
patches of the observer PAN image as targets. In [81], a two dimensional (2D) CNN
is trained using patches of the stacked and spatially downgraded interpolated MS
and PAN image as inputs and corresponding patches from the observed MS image as
targets.
1.4 Hypersharpening and MS/HS fusion
The fusion of an HS image and a PAN image is referred to as hypersharpening [82].
This is essentially the same problem as the pansharpening problem, the main difference
being that an HS image has a much higher number of spectral bands than an MS image,
often spanning a larger part of the electromagnetic spectrum than the PAN image.
Another important problem is the fusion of MS and HS images. HS images have
usually lower resolution than MS images and hence the HS image is sharpened using the
spatial information from the MS image. The only difference between pansharpening
and MS/HS fusion is that both observed images are of a higher dimension. So this is
the same kind of inverse problem as pansharpening and hypersharpening. In the next
two sections, methods developed for hypersharpening and MS/HS fusion are discussed
in more detail.
1.4.1 Hypersharpening
With the increasing availability of HS sensors and amount of acquired HS imagery, this
kind of fusion is becoming increasingly relevant. Since the hypersharpening problem
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is intrinsically the same as pansharpening, most of the currently available methods for
pansharpening can be adapted to work with HS images instead of MS images without
difficulties. Methods for hypersharpening include those in [83–93]. A good review on
this topic is given in [94].
1.4.2 MS/HS Fusion
HS images have usually lower resolution than MS images and thus the HS image is
sharpened using the spatial information from the MS image. Due to the multi-band
nature of the higher resolution MS image, adapting existing pansharpening methods to
solve this problem requires more work than for the hypersharpening case. Since both
source images are multi-band images, methods derived from, e.g., spectral unmixing
and matrix factorization techniques can be developed that exploit the rich spatial and
spectral information present in the MS and HS images, respectively. Methods that
perform MS/HS fusion include [83,95–112]. The following approaches are relevant and
this thesis makes contributions to approaches 3. and 4.
1. Extend existing pansharpening methods. Break the MS/HS problem into a set of
sub-problems equal to the number of MS bands and use existing pansharpening
methods, such as the CS and MRA methods.
2. Model-based methods which use spectral unmixing.
3. Model-based methods using Bayesian inference, i.e., MAP estimation.
4. DL based methods
Extend existing pansharpening methods
The MS/HS fusion problem can be broken into a number of sub-problems where
bands of the HS image that are closest to the the bands of the MS image in terms of
wavelength are assigned to each MS band. Thus, the fusion problem basically becomes
which HS bands to assign to each MS band and then fuse the assigned HS bands and
MS band using an existing pansharpening method.
In [104], this approach was used to make a generalized framework for using existing
methods, however the band assignment was done manually. Also, HS bands outside the
bandwidth of MS bands were processed using ratio image-based spectral resampling
(RIBSR) to enhance the results. In [108], a similar approach was used, i.e., manual
assignment of HS bands to MS bands and fusion using an the method proposed in [26].
In [112], a band assignment algorithm based on minimizing the SAM [113] metric was
proposed for MRA and CS methods.
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Model-based methods which use spectral unmixing
Spectral unmixing [114–117] is a technique based on a mixture model to extract so-
called endmembers (spectra) and their abundances in an HS image. Thus an HSI can
be decomposed into a product of two non-negative matrices, where one contains the
endmember spectra and the other consists of the abundance maps of those endmem-
bers. A typical unmixing MS/HS fusion method, tries to estimate the high resolution
abundances and the high spectral resolution endmember spectra.
In [106], an MS/HS fusion method is proposed that uses coupled non-negative matrix
factorization, i.e., the HS and MS images are unmixed into abundance and endmember
matrices using a non-negative matrix factorization (NMF) unmixing [118] method,
while taking into account the sensor observational models. The high resolution HS
image is obtained by a product of the high resolution abundance map matrix obtained
from the MS image and the endmember matrix obtained from the observed HS image.
In [95], the fusion is performed by estimating the high resolution abundances from the
MS image and the endmember spectra from the HS image. The fusion is formulated
as an ill-posed inverse problem where sparse coding is employed as a regularizer. The
dictionary is obtained from unrelated high resolution MS or PAN images.
Model-based methods using Bayesian inference
MAP estimation MS/HS methods are typically based on treating the observed images
and high resolution HS image to be estimated as random vectors and developing an
MAP estimator for the conditional probability density function (PDF) of the high
resolution fused image, given the observed MS and HS images. Using the Bayes rule
and assuming independence of the observed data given the high resolution image, this
conditional PDF is expressed as the product of the conditional PDF of MS data given
the high resolution image and the conditional PDF of the high resolution fused image
given the MS image. The former PDF is obtained by the observational model, i.e.,
the observed HS image is the degradation and downsampling of the high resolution
HS image, and the latter PDF is obtained by assuming that the MS image and high
resolution HS image are jointly Gaussian. Another important assumption to be made is
that the pixel-wise conditional covariances are constant. In [119], this kind of estimator
was developed to estimate a high resolution HS image, given an observed HS and either
observed MS image or a PAN image. In [120], this estimation was performed in the
wavelet domain, where the á trous wavelet transform was used.
DL based methods
The MS/HS fusion problem can be solved in a similar manner as the pansharpening
problem using a CNN. One of this thesis contributions is a method that performs the
estimation of the first few PCs of the fused image by training it on data at a lower
resolution level. The fused image is yielded by performing the inverse PCA transform.
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The basic assumption being made is that the spectral singular vectors for the low
resolution and high resolution HS images are the same.
1.5 Quantitative quality evaluation of fused im-
ages
Since pansharpening/hypersharpening is an inverse problem, there is no high resolu-
tion reference image available. The evaluation and comparison of the various image
fusion methods is often problematic due to the fact that there is no single accepted
protocol for quantitative quality evaluation of the fused image and also because of the
lack of standardized data sets that are available to the whole community of researchers.
Even though quality assessment of the pansharpened images is a much debated topic,
there are surprisingly few papers in the literature on the subject, especially regard-
ing quality assessment of full scale imagery. Papers on the topic include [121–133].
Regarding evaluation protocols, there are two main approaches:
1. Reduced resolution evaluation, where observed MS/HS image is used as the
reference.
2. Full resolution evaluation. Use of metrics that attempt to evaluate the fusion
quality at the full resolution scale without using a reference image.
The former approach or protocol was first used in [121] but is generally attributed to
L. Wald [122] and called Wald’s protocol. The second method consists of using metrics
such as the Quality with No Reference (QNR) [134] metrics or the metrics proposed
in [124]. In the following two subsections each protocol is discussed in more detail.
1.5.1 Reduced Resolution Evaluation
In [122], there are three properties stated which the fused image should have. The
first one, consistency property, states that the fused image reduced to the resolution
scale of the MS image should be as identical to the observed MS image as possible.
The second property, called the synthesis property, states that the the fused image
should be as identical as possible to the MS image acquired if the sensor had the
resolution of the fused image. This is not possible to verify since there is no high
resolution reference image and thus the reduced resolution protocol is to downgrade
the observed data spatially by the resolution factor between the low and high resolution
images and perform the fusion at this lower (reduced) resolution scale. The fused image
obtained should have the same resolution as the observed MS image which is used as
the reference image. When spatially downgrading the observed images in order to
verify both the consistency and synthesis properties, it is important to use filters that
are matched to the shape of the sensor’s MTF, to ensure correct results [26,125,134].
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Since the observed MS image can be used as a reference image, it is possible to use
well-established metrics such as ERGAS [135], spectral angle mapper (SAM) [113],
universal image quality index (UIQI) [136], its extension Q4/Q2n [137,138] and Qavg
[136]. These metrics are described in more detail in Appendix A.
Synthesis property
The synthesis property [122] dictates that the fused image should be as much identical
as possible to a higher resolution image acquired by the MS sensor, i.e., if it had
the same spatial resolution as the PAN sensor. Due to the inherent lack of the high
resolution MS image, it is not possible to verify the synthesis property at this resolution
scale. What needs to be done, is to decimate the MS and PAN images such that the
fused image has the same resolution as the observed MS image. This means that the
observed MS image can then be used as the reference image and thus well-established
quantitative metrics such as ERGAS and SAM can be used. The decimation of the
source images should ideally be performed using decimation filters tuned to the MTF
of the MS and PAN sensors. This is the most commonly used method to quantitatively
evaluate pansharpened images. A figure that shows how the evaluation is performed





can be used as reference
degrade
fusion
Figure 1.4: Protocol for the verification of the synthesis property.
For this method to be reliable for assessing the performance of the evaluated methods
at full scale, it must be assumed that the performance of the pansharpening methods
being evaluated is mostly invariant to the resolution scale of the source images.
Consistency property
The consistency property [122] dictates that the fused image, when spatially decimated
to the scale of the observed MS image, ideally using decimation filters tuned to the
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MTF of the MS sensor, should be as identical as is possible to the observed MS image.
The outline for this protocol is shown in Fig. 1.5. When the fused image has been
decimated to the scale of the observed MS image, it can be evaluated using well-known
quantitative metrics using the observed MS image as the reference image. As was
mentioned in the introduction, the verification of this property is considered to be a
necessary condition [125] and that its fulfillment does not have to imply correct fusion.
However, it is demonstrated in the experiments section of Chapter 5 that evaluation
of pansharpening methods using this property or protocol gives results that are highly
correlated with evaluation using the synthesis property w.r.t. the ranking of methods
and especially for CS methods.
observed MS
observed PAN fused image
MTF degraded fused image
can be used as reference
fusion
degrade
Figure 1.5: Protocol for the verification of the consistency property.
1.5.2 Full Resolution Evaluation
In order to quantitatively measure the quality of the fused image at the full resolution
scale it is obviously not possible to use any reference image and thus metrics that do not
take a reference need to be used, such as the QNR metric [134], the metrics proposed in
[125] which take into account the MTF of the sensor, the metrics proposed in [124] and
the joint quality metric (JQM) proposed in [133], which uses the structural similarity
index (SSIM) [139]. It has been demonstrated [140], that the spatial metric in [124]
is not reliable and tends to show opposite trends compared to reduced resolution
evaluation using metrics with reference. Finally, there are the information-level metrics
proposed in [141] which require land-cover ground reference.
The QNR metric is the preferred metric when evaluating pansharpened images without
a reference, at the full scale. Since there is no reference image, some assumption need
to be made regarding the fusion process. The metric is composed of two sub-metric
or indices. The first one, Dλ, attempts to measure spectral distortion while the latter,
DS, attempts the measure spatial distortion. The idea behind the Dλ metric is that
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the fused image should have the same interband UQUI scores as the the observed
image. Any deviation is considered distortion. it is given by
Dλ = p







where Q is the UIQI index and the constant p is usually chosen to be 1.
The idea behind the spatial distortion metricDS is of a similar nature. The assumption
being made is that the UIQI values obtained for the bands of the MS image and the
spatially degraded PAN image should stay the same for the fused image and the PAN








where X˜ is the spatially degraded PAN image such it has the same size as the observed
MS image and q is typically chosen to be 1.
Finally, the QNR index is given by
QNR = (1−Dλ)α(1−DS)β , (1.6)
where the constants α and β control the relative relevance of the one’s complements of
the spectral and spatial indices. These constants are usually chosen to be 1. According
to (1.6) the highest value of QNR is 1 when the spectral and spatial indices are zero
and the lowest value of QNR is zero.
The DS index has a certain flaw which is that if the UIQI values are low, the index
will give a low value, indicating little spectral distortion. A common problem with the
QNR index in general is that it often gives images that have a low spatial fidelity a high
score. Another weakness of the QNR is metric is that for the Dλ index, no justification
is given why the interband UIQI scores should be the same across different resolution
scales. For a typical pansharpening method, the spatial details are obtained from
an auxiliary sensor and then extracted and injected into the interpolated MS image.
Often, especially when using imagery from newer sensors such as, e.g., WorldView2,
there are MS bands that are well outside the wavelength span of the PAN band.
Sharpening these bands should give a higher Dλ value, indicating spectral distortion.
1.6 Data Sets
In this section, the data sets used for all experiments in this thesis are described. A
total of 5 data sets are used, 2 real MS/PAN data sets, one simulated MS/PAN data
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set and finally two real hyperspectral data sets.
The first real data set is a rural WorldView-2 (WV2) image of the Agricultural Uni-
versity of Iceland at Hvanneyri in the western part of Iceland. The data set is large,
the PAN image is 4096× 4096 pixels and the 8-band MS image is 1024× 1024 pixels.
The resolution of the PAN and MS images are 0.46m and 1.84m, respectively. The
radiometric resolution of both images is 11 bits per pixel.
The second real data set is a QuickBird (QB) image of the Mississippi State University
campus. This is also a relatively large data set; the PAN image is 2048× 2048 pixels
with 0.65m resolution and the MS image is of size 512 × 512 pixels each, with 2.6m
resolution. As for the WV2 data, the radiometric resolution is 11 bits per pixel for
both the MS and PAN image. There is a small mis-alignment between the PAN and
MS images, which can affect the performance of the pansharpening algorithms tested.
The simulated or semi-real data set is an image depicting a part of Toulouse, France.
It is simulated using images obtained from an airborne sensor, according to early
specification for the Pléiades 1 MS and PAN sensors. The PAN image is a 0.7 resolution
1024×1024 pixels image while the 4-band MS image has 2.8m resolution and 256×256
pixels. As for the QB data set, there is a small misalignment between the MS and
PAN images.
The HS image used for experiments in Chapter 2 was acquired using the AVIRIS air-
borne sensor and has a spatial resolution of 1.5m. It depicts the Cuprite mining district
in Nevada, US. The spectral resolution is 219 spectral reflectance bands spanning a
wavelength range of 400− 2500nm.
In Chapter 4, an HS image of a part of the city center of Pavia in Italy is used 1. It
was acquired by the ROSIS sensor and its spatial dimensions in pixels are 512 by 512
pixels. The spectral resolution is 102 spectral reflectance bands spanning a wavelength
range of 430− 860nm.
1.7 Thesis Contribution and Organization
The thesis covers topics related to pansharpening and in particular MS/HS fusion.
Two MS/HS fusion methods are proposed. One method is based on MAP estimation
in the wavelet domain of PCA transformed data. The second method is based on DL,
i.e., using a three dimensional CNN to estimate the fused HSI image. Two other topics
are deblurring pre-processing for MRA and CS methods where the goal is to extract
additional spectral information from the MS image to enhance the fused image without
much computational overhead. The final topic is the quantitative quality evaluation of
fused images, where it is demonstrated that the consistency property can give a good
estimate of the performance of pansharpening methods at the full resolution scale.
1The ROSIS data was kindly provided by Prof. P. Gamba from the University of Pavia, Italy.
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In Chapter 2, a model-based Bayesian method is proposed that can be used for pan-
sharpening and also the fusion of MS and HS images. It is based on the wavelet-based
Bayesian fusion method proposed in [120] where the authors base their method on an
observational model in the wavelet domain, linking the the observed HS image to the
spatially degraded high resolution version which has been corrupted by additive Gaus-
sian noise. Since the spatial degradation operator is not precisely known and to avoid
having to solve a deconvolution problem, it is implicitly incorporated in the model by
a-priori interpolating the observed HS image to the same scale as the MS image [120]
and making the assumption that it conserves the correlation structure of the data.
The main assumption behind the estimation is that the desired high resolution HS
image and the MS image are jointly normal, which applies in the wavelet domain as
well. A MAP estimator is derived for the detail wavelet coefficients, where indepen-
dence of the coefficients is used to globally estimate the pixel-wise covariance matrices
assuming that the degradation process preserves the correlation structure of the data.
This enables the pixel-wise MAP estimation of all the bands of the HS image. Finally,
the inverse wavelet transform produces the estimated fused image. The novelty of the
method is the application of the PCA transform [13] to the model in [120] and subse-
quently assuming that the spatial loadings of the desired high resolution HS image are
jointly normal with the MS image in the wavelet domain. This greatly simplifies the
estimation since it is only necessary to estimate the first few PCs. Finally, the desired
fused HS image is reconstructed via the inverse wavelet and PCA transforms.
In Chapter 3, a pre-processing step is proposed for the CS and MRA general injection
frameworks that performs MTF matched deblurring on the interpolated MS image into
which the details are injected. Deblurring, in itself, is an important topic in image
processing, especially image restoration. It is demonstrated that the deblurring using
a Wiener filter [142] can greatly enhance the CS family of methods and also MRA
methods based on the ARSIS concept [26], according to quantitative quality metrics,
both using reduced resolution evaluation and also full scale QNR metrics.
In Chapter 4, a method for MS/HS fusion using both 2D- and 3D-CNNs is developed.
While DL methods have been used to solve the pansharpening problem [80,81], these
methods are extended to handle the fusion of multi-band images, i.e., MS and HS im-
ages. Co-registered MS and HS data is difficult to obtain and thus the high resolution
MS image is simulated using the HS image which is then spatially degraded. In order
to make the problem more computationally tractable, dimensionality reduction of the
HS image using PCA is used prior to fusion. The training of the CNN is based on
Wald’s protocol [122], i.e., the input data are spatially degraded in order to be able to
use the PCA transformed observed data as the training target. The method is based
on two assumptions. The first one is that the CNN can be trained using data that
has lower resolution than the data used for the actual prediction, i.e., the relationship
learned between the input and target data at a lower resolution scale, also applies for
higher resolution input. The second assumption is that the spectral singular vectors
obtained for the lower resolution data are the same as for the higher resolution data.
The method is compared to the methods in [83, 120] and it is demonstrated that the
proposed methods gives good results.
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Chapter 5 is devoted to a comparison of the synthesis and consistency properties [122]
for quantitative quality evaluation of fused images. It is argued that verifying the
consistency property using well known metrics, is more reliable for estimating the
performance of pansharpening methods at the full resolution scale, than using the
traditional synthesis property, i.e., Wald’s protocol. A number of experiments are
performed using 3 data sets and 18 CS and MRA methods.
Finally, in Chapter 6, conclusions are summarized and future work is detailed.
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2
In this chapter a method for MS/HS fusion as well as pansharpening is developed. It
is based on the method proposed in [120], which assumes that the PAN/MS image
and the HS image are jointly normal in order to develop an MAP estimator for
the details of the fused image in the wavelet domain. The proposed method adds
dimensionality reduction via PCA prior to the fusion and the MAP estimation is
performed in the PCA transformed wavelet domain. Experiments are performed
using real MS and PAN images and a simulated data set where the MS image is
simulated using the HS image which is then spatially decimated. The results indicate
that the dimensionality reduction not only significantly reduces the computational
complexity of the method in [120], but also improves the results.
•
2.1 Introduction
In this chapter, a method that can be used for pansharpening/hypersharpening and
also for MS/HS fusion is proposed. It is based on the wavelet-based maximum-a-
posteriori (MAP) estimation fusion method proposed in [120]. The method is based
on an observational model in the wavelet domain which links the observed HS im-
age to the spatially degraded high resolution version, which has been corrupted by
additive Gaussian noise. Because the spatial degradation operator is not known and
to avoid solving a deconvolution problem, the observed HS image is interpolated to
the same scale as the MS image prior to the estimation, where it is assumed that the
interpolation operator preserves the correlation structure of the observed HS image.
The main assumption in [120] is that the desired high resolution HS image we want
to estimate and the MS image are jointly normal, which also applies in the wavelet
domain. Based on this, an MAP estimator is derived for the detail wavelet coeffi-
cients. Another assumption that simplifies things considerably, is the independence
of the wavelet coefficients which enables the use of a global estimate of the pixel-wise
covariances. This makes the derivation of the MAP estimator straight-forward, and
it can be used for the estimation of the detail wavelet coefficients for all the bands of
the desired high resolution HS image. The inverse wavelet transform then yields the
final estimated fused HS image. The drawback of the method is, however, that every
band needs to be estimated in the wavelet domain and when using a redundant, i.e.,
over-complete wavelet transform, this can computationally be quite costly.
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The novelty of the method proposed here is the application of the PCA transform [13]
to the model in [120]. This yields spatial loadings and singular vectors, i.e., principal
components (PCs), where it is assumed that the spatial loadings and the bands of MS
image are jointly normal in the wavelet domain, and that the PCs are the same for the
observed HS and high resolution HS image we want to estimate. The benefits of the
PCA transform is that only the first few r spatial loadings need to be estimated. This
greatly decreases the computational cost of the method, without sacrificing quality
of the fused image. In fact, the by using the PCA transform, the proposed method
gives better results than the method in [120], as will be demonstrated by experiments.
The estimated high resolution fused HS image is then reconstructed using the inverse
wavelet transform and then the inverse PCA transform. Furthermore, the proposed
method is even more tolerant to noise in the HS image than the original method.
Examples of pansharpening are given using a real WorldView 2 data set and both hy-
persharpening and HS/MS fusion using simulated MS/HS images based on an AVIRIS
data set, with and without additive noise in the observed HS/MS images. Due to
scarcity of co-registered PAN and HS images and also MS and HS images, the PAN
and MS images are simulated using the HS image.
The organization of this chapter is as follows. In Section 2.2, the proposed method
is derived. In Section 2.3, parameter selection, i.e., the choice of the number of PCs
to be estimated, r, is discussed and in Section 2.4, results using real and simulated
data are presented and finally in Section 2.5, the conclusion is drawn. The proposed
method is referred to as PWMBF (PCA/wavelet model-based fusion) and the method
in [120] will be referred to as MAP.
2.2 Derivation of the Method
2.2.1 Observational Model
The method is based on the observational model in [120] which is a standard model
for pansharpening
Y˜ = HZ + N1, (2.1)
where Y˜ is the spatially interpolated (using bicubic filters) N×P observed low resolu-
tion HS image with P spectral reflectance bands with N pixels each, H is the spatial
degradation operator, Z is the N × P unknown high resolution HS image and N1 is
zero-mean Gaussian noise. Here, it is assumed that Z and X are jointly Gaussian,
where X is the N ×Q observed MS image with Q spectral reflectance bands.
The blurring operator H is based on the sensor’s point spread function (PSF) followed
by downsampling. Since we do not know the exact form of H and to simplify things
considerably, we will assume that the observed data Y has the same number of pixels
as Z and X such that H acts as a spatial degradation operator without downsampling.
Later on in the derivation, we will make further assumptions regarding H to simplify
the estimation.
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2.2.2 PCA Transform of the Observational Model
The motivation for using the PCA transform for dimensional reduction of the HS
image, is that such images contain a lot of spectral redundancy that can be easily
exploited, i.e., most of the data resides on a manifold of much lower dimension than
the actual image. The low rank representation obtained using only a few PCs can
account for nearly all the variance contained in the image. Noise tolerance is another
motivation. By discarding noisy spatial loadings, significant denoising of the HS image
can be achieved. By only having to estimate the first few PCs instead of every spectral
reflectance band can significantly reduce the computational complexity of the method.
PCA transforming the observational model (2.1) yields
BUTY = HGUTZ + N2, (2.2)
where BUTY and GUTZ are the PCA transforms of Y˜ and Z, respectively, obtained by
singular value decomposition, i.e., Y˜ = VY SYUTY , where B = VY SY is N × P , and
similarly Z = VZSZUTZ , with G = VZSZ is N × P , U is P × P and N2 is Gaussian
noise. The matrices B and G are the loading matrices associated with the PC matrix
U . In the following discussion, the columns of the loading matrices B and G, will be
referred to spatial loadings. A key point here is that it is assumed that the singular
spectral vectors (PCs) U are identical for both Y˜ and Z, i.e., UTY = UTZ , implying
spectral consistency between the different resolution scales.
The justification for this assumption is the consistency property developed in [122,123].
This property has two aspects, namely, consistency and synthesis. The consistency
property states that the original MS image can be obtained by degradation of the
fused image. This property also holds for the PCs of both the observed data and the
desired high-resolution fused image.
The synthesis property requires that the inter-band mutual relations should be pre-
served. By assuming that the same linear combination of the spatial loadings is needed
to reconstruct both the original MS image and the fused image, it is essentially be-
ing implied that the synthesis property holds. This can be also be interpreted as
the degradation operator W preserves the correlation structure of the data. Hence,
U = UY = UZ and thus U appears in the decomposition for both Y˜ and Z.
This assumption simplifies the estimation enormously and helps to ensure spectral
consistency between the two resolution scales. Multiplying (2.2) with U from the
right yields
B = HG + N3, (2.3)
where N3 is again zero-mean Gaussian noise and since PCA is a linear transformation,
it still holds that G and X are jointly normal. Figure 2.1 shows the first 4 spatial
loadings and the corresponding singular spectral vectors (PCs) for the WorldView 2
data set.
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2.2.3 2D UDWT of the Model
As was done in [120], the estimation is performed in the wavelet domain. The wavelet
transform decomposes an image into a low-pass or coarse approximation and high-pass
detail bands at different resolution scales and orientations. The 2D DWT has the nice
property of being orthogonal so the number of wavelet coefficients for a given image is
the same as the number of pixels. However, it suffers from not being shift-invariant.
Instead of using the orthogonal DWT, the UDWT [24] is a much better choice since
it is shift-invariant. However, unlike the orthogonal DWT, it is 3L + 1 redundant,
where L is the number of wavelet decomposition levels. The 2D UDWT decomposes
an image into a low-pass approximation and high-pass detail bands. There are 3 detail
bands, one for each orientation, for each level of decomposition. Each band has the
same number of coefficients as there are pixels in the transformed image.
The main motivation for wavelet transforming the model in (2.3) is that it reduces the
spatial correlation of the pixels, simplifying the estimation and making it more robust.
And since the spatial detail is encoded into the detail sub-bands, it is only necessary
to estimate those, leaving the low-pass approximation unchanged.
Applying the 2D UDWT on the loadings in B and G in (2.3) gives
B =HG +N , (2.4)
where B and G are the 2D UDWT coefficients of the spatial loadings of B and G,
respectively, N is Gaussian noise, independent of X and B and, G and X are jointly
Gaussian, where X are the 2D UDWT coefficients of X. H is obtained from H using
H = ΦHΦT where Φ is the 2D UDWT operator.
The matrices B,G and X denote the 2D UDWT coefficients and only the detail coef-
ficients are estimated, i.e., the sub-bands (orientations) LH, HL and HH at all levels
of decomposition. Here, L denotes low-pass filtering and H denotes high-pass filtering.
Thus, LH denotes low-pass filtering by rows and high-pass filtering by columns.
The reason for only estimating the detail sub-bands is that the coarse approximation
LL contains an approximation of the signal itself and this band has in general a non-
zero mean while the zero-mean detail bands contain deviations (details) from the
LL band at various resolution levels and orientations. The assumption that is being
made here is that the spatial loadings of the interpolated observed image Y˜ and the
high resolution estimated image Z have the same representation in the LL band of the
wavelet decompositions, i.e., the difference between B and G resides almost exclusively
in the detail sub-bands.
Each sub-band is estimated independently. With L levels of decomposition, each
column of B, G and X is arranged as follows.
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Figure 2.1: The first 4 columns of Gˆ, i.e., spatial loadings for the World-
View 2 data set and the associated spectral singular vectors (PCs), i.e.,
the columns of U .
X (i) = [LL(L), LH(1), HL(1), HH(1)
, · · · , LH(L), HL(L), HH(L)]T ,
where LL(L) denotes the low-pass approximation at level L, LH(j), HL(j) and HH(j)
denote the detail sub-bands at decomposition level j. Each sub-band has N coeffi-
cients, making the total number of coefficients (3L+ 1)N .
2.2.4 MAP Estimation
The main novelty of the method is that instead of estimating the wavelet coefficients
of every loading, i.e., all the columns of G, it is only necessary to estimate the first r
loadings, where r is the only tuning parameter of the method.
Since the the first few PCs explain almost all the variance of the data, the remaining
spatial loadings are not so important and can be taken from B, which contains in its
columns the spatial loadings of the interpolated observed data. This is especially useful
when working with HS images since they are highly spectrally redundant. Another
useful benefit of this approach is that if the HS is noisy, the first estimated high
resolution spatial loadings will be mostly noise free, since the details come from the
relatively clean MS/PAN image. If the HS image is extremely noisy, the remaining
spatial loadings can be discarded. Noting that each column B and G can be processed
independently for each resolution level and orientation, b, g and x denote a vectorized
detail sub-band of the respective 2D UDWT transforms.
Now the MAP estimator of g given the observed vectors b and x can be derived and
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is given as
gˆ = arg max
g
p(g|b,x), (2.5)
i.e., the MAP estimator is the random vector gˆ that maximizes the conditional prob-
ability function of g given that the observed random vectors b and x are known.
Applying the Bayes rule gives
p(g|b,x) = p(b,x|g)p(g)
p(b,x) . (2.6)
According to the observational model (2.4), since the noise  is independent of both
x and g, it follows that x and b are independent given g and
p(g|b,x) = p(x|g)p(b|g)p(g)
p(b,x) . (2.7)
Applying the Bayes rule on the conditional probability distribution function (pdf)
p(x|g) gives p(x|g) = p(g|x)p(x)/p(g) and (2.7) can be formulated as
p(g|b,x) = p(g|x)p(x)p(b|g)p(g)
p(b,x)p(g) . (2.8)
In the above expression, p(g) can be eliminated and the terms p(x) and p(x,b) can
be dropped, since they are not a function of g. The MAP estimator for g becomes
gˆ = arg max
g
p(b|g)p(g|x). (2.9)





where Cn,n is the noise covariance of a detail band. It is important to note that, while
for the orthogonal DWT, the noise covariance is equal to the input image (band) noise
covariance, while for the UDWT, it is scaled by a factor depending on the wavelet
filters and level of decomposition.




{− 12(g − µg|x)TC−1g|x(g − µg|x)}, (2.11)
where µg|x and Cg|x denote the conditional mean and covariance, respectively, given
by
µg|x = E[g] +Cg,xC−1x,x(x− E[x]) (2.12)
Cg|x = Cg,g −Cg,xC−1x,xCTg,x, (2.13)
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where E[·] is the expectation operator and C·,· denotes the covariance matrix. Note
that E[g] = 0 and E[x] = 0 since g and x are detail UDWT sub-bands.
Solving (2.9) using (2.10) and (2.11) the MAP estimator for g is given as
gˆ = µg|x +Cg|xHT [HCg|xHT +Cn,n]−1(b−Hµg|x). (2.14)
Solving this requires knowledge of H, the conditional covariance Cg|x and the mean
µg|x. The former is not always known and its presence requires solving a deconvolution
problem, and the latter, i.e., the conditional covariance, is not possible to compute
exactly. However, there are simplifications [120] that can be made to address this
problem.
By assuming thatH preserves the correlation structure of the data between resolution
levels, its operation on the MS image can be approximated by smoothing until the
spatial resolution of the HS image is obtained. This also applies to the mean and
covariances in (2.14), soHµg|x is replaced by µ˜b|x˜ andHCg|x by Cb|x˜ and similarly,
Cg|xHT is replaced byCb|x˜, where g is replaced by b and x is replaced by its smoothed
version x˜. Accordingly, the term HCg|xHT in (2.14) is the covariance of data that
have been smoothed twice. However, as was argued in [120], all the covariance should
be calculated at the same resolution scale.
In summary, the effect of H in (2.14) can be approximated by calculating the mean
and covariances at the lower resolution scale. This enables the elimination of H from
the estimation in (2.14).
Another simplification is that the g can be estimated pixel-wise. This is due to the
assumption that the wavelet coefficients in g are spatially independent. As in [120],
it is also assumed that the pixel-wise covariances are constant over the detail sub-




n . Pixel-wise estimation is
indicated by the subscript n.
The pixel-wise estimator for g is given as
gˆn = µgn|xn + Cbn|x˜n [Cbn|x˜n + Cnn,nn ]−1(bn − µ˜bn|x˜n). (2.15)
Assuming that the pixel-wise covariance structure is preserved between resolution
levels gives
µgn|xn = Cbn,x˜nC−1x˜n,x˜nxn (2.16)
µ˜bn|x˜n = Cbn,x˜nC−1x˜n,x˜n x˜n (2.17)
Cbn|x˜n = Cbn,bn −Cbn,x˜nC−1x˜n,x˜nCTbn,x˜n . (2.18)
Note that the derivation above applies to a single detail sub-band of the estimated
image.
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2.2.5 Computation of Zˆ.
In order to obtain Zˆ, i.e., the estimated high resolution image, the detail sub-bands of
the 2D UDWT coefficients of the first r-loadings of G are estimated using the pixel-
wise MAP estimator (2.15), which gives Gˆ. The next step is using the inverse 2D
UDWT transform to obtain Gˆ. There are 2 reconstruction scenarios possible:
1. If the low resolution data are relatively clean, i.e., noise free, the remaining P − r
columns of Gˆ are taken fromB, i.e., the number of PCs is not reduced. However,
the first r spatial loadings (columns) of Gˆ have the same spatial resolution as X
while the remaining spatial loadings have the spatial resolution of Y˜. Then Zˆ is
given by Zˆ = GˆUT .
2. In the case of noisy data, performing reduced PCA can greatly reduce the noise
of the estimate. This means that only the estimated r columns of Gˆ and U
are retained. The estimated high resolution image is then given by Zˆ = GˆrUTr ,
where Gr andUTr are the reduced spatial loading matrices and PCs, respectively.
2.3 Tuning Parameter Selection
The method has a single tuning parameter, r, which is the number of spatial loadings
to estimate. Obviously, the choice of r is very important for the quantitative quality
of the fused image. If it is chosen too small, the quantitative quality will decrease.
If it is chosen too large, the computational time will increase, without increasing the
quantitative quality of the fused image. The easiest way for choosing a good value for
r is to make a scree plot of the MS/HS image. Such a plot shows the magnitude of the
eigenvalues associated with the PCs or it can also be normalized such that the sum of
the eigenvalues is 1. Thus, the plot shows the relative proportion of each component
of the total variance of the data. Figure 2.2 shows a scree plot for the 8 MS band
WV2 data set which is used in our experiments. Considering the plot, it is evident
that choosing r larger than 4 is not going to give much improvement.
2.4 Experimental Setup and Results
There are 3 types of experiments performed using different types of source images.
The first experiment demonstrates the performance of the proposed method for pan-
sharpening, using the high resolution WorldView 2 data set, where the MS image has
8 bands instead of the usual 4 bands, and where the spectral range of the PAN image
is less than that of the MS bands, making the problem more challenging.
In the second experiment, the fusion of a HS image and a PAN image is considered
using a simulated PAN image derived from an AVIRIS HS image.
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Figure 2.2: Scree plot for the WorldView 2 MS image. The blue line
shows the proportional contribution of each PC to the total variance and
the red dotted line shows the cumulative variance of the PCs.
Finally, in the third experiment, MS/HS fusion is investigated. Since co-registered MS
and HS images were not available, the MS image is simulated using the HS image.
The experiment results demonstrate that the proposed method can handle images with
any number of bands and gives excellent results w.r.t. the comparison methods while
requiring significantly less computational resources in the case of MS/HS fusion.
In each experiments, both relatively noise free data, i.e., the original data and also
data that have been corrupted by a zero-mean Gaussian noise are used. This applies
to the lower resolution images. This is done to demonstrate the high noise tolerance
of the proposed method.
The quantitative quality assessment is performed at the reduced scale, i.e., the fused
image is evaluated using synthesis at the reduced scale. Since the MTF for the HS
sensor is not known, it is degraded using bicubic filters. This may not be an optimal
choice of filter compared to MTF matched filters, however, it still gives a good idea of
the relative performance of the proposed method vs. the methods used for comparison.
The ERGAS [135], SAM [113], Qavg and signal-to-noise-ratio (SNR) metrics are used
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for the quantitative quality evaluation of the fused image.
2.4.1 Comparison methods
For the pansharpening and hypersharpening experiments, the proposed method is
compared to the MAP method in [120], and the PCA [22] and additive wavelet lu-
minance proportion (AWLP) [28] methods. For MS/HS fusion, the only comparison
method is the MAP method.
The PCA method is based on the PCA transformation of the MS image that has been
interpolated to the scale of the PAN image. The first PC is substituted for the PAN
image, which has been histogram adjusted to match the mean and variance of the first
PC. The fused image is then obtained via the inverse PCA transform. This method
is one of the first CS methods.
The AWLP method belongs is a typical MRA method and those methods, as well as
the CS methods, can be described using a simple detail injection framework [16]. The
k-th band of the fused image (P bands) is given by
Zk = Y˜k + γk(X−XL), k = 1, . . . , Nb,
where Y˜k is the spatially upsampled k-th band of the observed MS image (using








In the preceding equation, X is the PAN image and XL is the low pass filtered PAN
image and all the operations are point-twise. The details of the PAN image are given
by the term (X−XL). The Starck & Murtagh filter [148] is used as the low-pass filter,
which is a common choice for this method.
2.4.2 Pansharpening using WorldView 2 data
For this experiment, a WorldView 2 data set, depicting a rural area in the western
part of Iceland, is used.
Two examples are given. In the first one, the original data which have been degraded
is fused and in the second one, zero-mean Gaussian noise is added to the MS image,
prior to fusion, such the SNR becomes 20dB.
The results are summarized in Table 2.1 and the fused images using the clean and
noisy data are shown in Figures 2.3 and 2.4, respectively.
Considering Table 2.1, it is evident that the best results according to the quantitative
quality metrics are obtained by the proposed method using only 5 PCs. The MAP
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(a) Pan (b) Reference (c) PWMBF(5)
(d) MAP (e) PCA (f) AWLP
Figure 2.3: Fusion results for a portion of the noise free WorldView 2
data set for all the methods and including the PAN and reference MS
image.
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(a) Reference (b) Observed noisy band (c) PWMBF(3)
(d) MAP (e) PCA (f) AWLP
Figure 2.4: Fusion results for a portion of the WorldView 2 data set
with added noise for all the methods and including noisy observed MS
image and the reference.
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(a) Pan (b) Reference band (c) PWMBF(1)
(d) MAP (e) PCA (f) AWLP
Figure 2.5: PAN/HS fusion results for a portion of the noise free AVIRIS
data set for all the methods including the PAN and the reference image.
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(a) Reference band (b) Noisy observed band (c) PWMBF(5)
(d) MAP (e) PCA (f) AWLP
Figure 2.6: PAN/HS fusion results for a portion of the AVIRIS data set
with added noise for all the methods including the noisy observed and
reference bands.
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(a) Observed HS (b) Reference HS
(c) PWMBF(4) (d) MAP
Figure 2.7: MS/HS fusion results for band 7 using the AVIRIS data,
including the observed and reference bands.
35
2.4 Experimental Setup and Results
(a) Observed noisy HS (b) Reference HS
(c) PWMBF(5) (d) MAP
Figure 2.8: MS/HS fusion results for band 7 using the AVIRIS data
with added noise, including the noisy and reference bands.
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Table 2.1: Results for the PAN/MS fusion using the WorldView 2 data
set. The numbers in parenthesis for the proposed method indicate the
number of estimated PCs. The last column is the CPU time in sec. and
the best results for each metric are highlighted using bold typeface.
Method ERGAS SAM Qavg SNR CPU
PWMBF(4) 1.342 1.767 0.941 24.829 7.070
PWMBF(5) 1.342 1.768 0.943 24.832 8.597
MAP 1.353 1.780 0.941 24.807 12.244
PCA 3.408 2.536 0.808 17.227 4.675
AWLP 1.560 1.811 0.918 24.037 0.298
Noisy MS image : SNR=20 dB
PWMBF(2) 2.578 3.984 0.801 21.313 4.082
PWMBF(3) 2.228 3.379 0.785 22.040 5.580
PWBBF(5) 2.405 4.027 0.753 21.355 9.009
MAP 3.014 5.043 0.687 20.190 12.305
PCA 4.321 5.383 0.656 16.078 4.672
AWLP 3.164 5.106 0.670 19.792 0.298
method comes close to giving similar results. The AWLP method gives third best
results and the PCA method gives the worst results.
Using the noisy data, the proposed method using only 3 PCs (reduced PCA) gives
significantly better results in terms of the metrics than the other methods. The de-
crease in dB compared to the results using clean data is only 2.8. As before, the MAP
method gives the second best results and the PCA method gives the worst results.
In Fig. 2.3, a small subset of the fused image (using clean data) by all methods is shown
as an RGB image. The proposed and MAP methods give very similar looking results,
while the PCA method shows significant spectral distortion. The AWLP results seem
to have less detail.
In Fig. 2.4, a small subset of the fused image (using noisy data) by all methods is shown
as an RGB image. The proposed method using only 3 PCs seems to show considerable
spectral distortion even though according to the quantitative quality metrics, it gives
by far the best results. The apparent spectral distortion could be due to a few outliers,
i.e., pixels with a large deviation from the reference. The AWLP and MAP methods
seem to give similar looking results.
2.4.3 Hypersharpening using AVIRIS data
In this experiment, the fusion of a high resolution PAN image and low resolution HS
image, i.e., hypersharpening, is investigated. Due to the lack of real co-registered PAN
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and HS images, the PAN image has been simulated by averaging bands from the HS
image. The HS image used in this experiment was acquired using the AVIRIS ariborne
sensor and has a spatial resolution of 1.5m. It depicts the Cuprite mining district
in Nevada, US. The spectral resolution is 219 spectral reflectance bands spanning a
wavelength range of 400− 2500nm.
The PAN image is simulated by averaging bands 4 to 39 of the original AVIRIS
HS image. This gives a PAN image that corresponds to the wavelength range of
approximately 430− 930nm, which is typical for a PAN sensor. The HS image is also
reduced to this wavelength range, giving 56 bands. To obtain the lower resolution HS
image, the AVIRIS image is degraded spatially using bicubic interpolation such that
the pixel ratio between the PAN and HS image becomes 16, i.e., 1 pixel of the HS
image corresponds to 4× 4 pixels of the PAN image. As in the previous experiment,
fusion without and with added zero-mean Gaussian noise is considered.
The quantitative evaluation results for this experiment are summarized in Table 2.2
and for visual inspection, band 7 is shown in Figures 2.5 and 2.6 for all the methods
using clean data and noisy data, respectively.
Table 2.2: Results for the PAN/HS fusion using the AVIRIS data set.
The numbers in parenthesis for the proposed method indicate the num-
ber of estimated PCs. The last column is the CPU time in sec. and the
best results for each metric are highlighted using bold typeface.
Method ERGAS SAM Qavg SNR CPU
PWMBF(1) 0.338 0.424 0.989 40.510 1.467
PWMBF(2) 0.437 0.517 0.984 38.293 1.801
PWMBF(3) 0.445 0.550 0.984 37.877 2.121
MAP 0.471 0.578 0.982 37.503 18.770
PCA 0.430 0.424 0.987 36.825 7.866
AWLP 0.635 0.426 0.968 32.447 0.873
Noisy HS image : SNR=20 dB
PWMBF(4) 0.525 0.712 0.977 36.449 2.431
PWMBF(5) 0.522 0.711 0.976 36.478 2.757
PWMBF(6) 0.529 0.738 0.975 36.306 3.035
MAP 0.791 1.375 0.936 32.274 17.970
PCA 2.557 4.749 0.639 21.758 8.006
AWLP 2.615 4.751 0.620 21.458 0.845
With no added noise, the proposed method gives best results based on the metrics
with only one estimated PC. Estimating more PCs gives worse results. Interestingly,
the PCA method gives the second best results. However, given the scree plot of the
observed HS image in Figure 2.9 it is evident that the first PC explains roughly 95%
of the variance in the data. The MAP method gives the third best results and the
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AWLP method gives the worst results. Figure 2.5 shows a portion of the band of the
fused image, including the PAN and reference image. Visual inspection shows that
the proposed method gives the best details and is closest to the reference. The AWLP
image (f) shows a significant loss of details.
The results using the noisy HS image demonstrate again that the proposed method
significantly outperforms the other methods. The results show a drop in dB of only 4
for the proposed approach, compared to 5.2 dB, 15 dB and 11 dB for the MAP, PCA
and AWLP methods, respectively. The PCA and AWLP methods perform poorly in
this experiment since they are not noise resistant.
In [120], the authors chose to add the noise to the spatially interpolated observed HS
image, which is good for demonstrating the noise tolerance of the method, but hardly
practical in reality. It is more realistic to add the to the observed image prior to its
interpolation. The interpolation of the noise makes it more coarse, i.e., it is not longer
on the pixel scale, hence shrinkage of the estimated detail wavelet coefficients is not
longer as effective for denoising. In the next experiment, this effect will be shown more
prominently.
As was described before, in the proposed method, only the first r high resolution
spatial loadings are estimated. In the presence of noise, there is the option of simply
discarding the remaining noisy loadings of the interpolated HS image. This is a much
more effective strategy of eliminating the interpolated noise and is the primary reason
for the high noise tolerance of the proposed method.
2.4.4 MS & HS fusion using AVIRIS data
In this final experiment, MS/HS fusion is investigated. The 4-band MS image is
simulated using the same 56 band HS image as in the previous experiment. Each
band of the MS image is obtained by averaging consecutive 14 bands of the HS image.
Finally, the HS image is spatially degraded in the same way as before, in order to
be able to use the original observed HS image as the reference. The results of the
quantitative evaluation of the fused HS image without and with added noise, are
summarized in Table 2.3 and a visual comparison of the results is shown in Figures
2.7 and 2.8, respectively.
The results of the experiment are summarized in Table 2.3. The upper half of the
table shows the results obtained using clean data. The proposed method gives best
results with 4 estimated spatial loadings. The MAP method gives almost as good
results according to the quantitative metrics. However, it takes much longer time to
complete. In this experiment the proposed method is more than 7 times faster and
it also uses far less memory resources, since the number of decomposition levels for
the 2D UDWT is set equal to 4 which means it is 13 fold redundant. Figure 2.7
shows a portion of a band number 7, including the observed and reference bands. The
fused bands using both methods look very similar here and it is difficult to distinguish
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Figure 2.9: Scree plot for the observed AVIRIS HS image without added
noise. The blue line shows the proportional contribution of each PC to
the total variance and the red dotted line shows the cumulative variance
of the PCs. Almost all the variance of the HS image is explained by the
first PC.
between them, and both are very close to the reference image.
The results using the noisy data are summarized in the lower half of Table 2.3. Again,
the noise tolerance of the proposed method is very good. It gives better results than
the MAP method for this experiment. The drop in SNR dB because of the added
noise is only 6.4 for the proposed method while it is 13.7dB for the MAP method.
Visual depiction of the results for band 7 of the fused image is shown in Figure 2.8.
The difference between the images obtained by the two methods is significant. The
image obtained using the MAP method has a mottled appearance due to the coarse
interpolated noise, which resides primarily in the LL UDWT sub-band and cannot be
removed by simple shrinkage of the detail coefficients.
2.5 Conclusions
In this chapter, a method is proposed for image fusion that can handle PAN, MS
and HS images. It is based on the MAP estimation of the UDWT coefficients for the
PCs of the fused image. The proposed approach extends the WBBF method in [120]
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Table 2.3: Results for the MS/HS fusion using the AVIRIS data set. The
numbers in parenthesis for the proposed method indicate the number of
estimated PCs. The last column is the CPU time in sec. and the best
results for each metric are highlighted using bold typeface.
Method ERGAS SAM Qavg SNR CPU
PWMBF(3) 0.190 0.252 0.996 46.696 2.837
PWMBF(4) 0.172 0.231 0.997 47.650 3.271
PWMBF(5) 0.174 0.234 0.997 47.552 3.711
MAP 0.184 0.244 0.996 47.152 24.382
Noisy HS image : SNR=20 dB
PWMBF(4) 0.307 0.468 0.991 41.172 3.287
PWMBF(5) 0.305 0.467 0.990 41.279 3.717
PWMBF(6) 0.316 0.496 0.989 40.826 4.092
MAP 0.673 1.250 0.948 33.427 24.420
by employing a PCA transform of the observational model. The experiment results
presented show that the proposed method gives excellent results in terms of established
quantitative quality metrics, which are better than for the WBBF method and the
other methods used for comparison in the experiments, especially when the observed
data are noisy, while using only a fraction of the computational and memory resources
of the WBBF method. The proposed method is, therefore, able to handle much larger





MTF Based Deblurring Using a
Wiener Filter for CS and MRA
Pansharpening Methods
3
CS and MRAmethods can generally be described using simple detail injection frame-
works which are quite similar. In this chapter, a simple pre-processing step based on
deblurring the interpolated MS image is introduced, where the deblurring is based
on the classical Wiener filter in the frequency domain. This can significantly en-
hance the quality of many of the methods tested, especially methods from the CS
family, due to how the details are obtained from the PAN image. Experiments using
two real data sets and a simulated data set reveal that the proposed approach gives




Most model-based pansharpening methods are based on minimizing a cost function
that consists of a data fidelity term, i.e., the mean squared error between the blurred
and downsampled desired high resolution MS image and the observed MS image, and
some regularization terms. The iterative algorithm that minimizes this cost function,
usually contains a Landweber iteration [149] term which performs deconvolution or
deblurring, based on the blurring or degradation operator assumed in the model. For
example of a typical model-based method see, e.g., [150].
An optical instrument, such as an MS sensor, is often described by its so-called point
spread function (PSF). The modulus of the Fourier transform of the PSF, is called the
modulation transfer function (MTF) and it measures the ability of the optical instru-
ment to discern fine details based on contrast as a function of its spatial frequency.
Today, most model-based pansharpening methods match the model’s blurring operator
to the MTF if the MS sensor [26,125].
In this chapter, a simple pre-processing step for the CS and MRA methods is proposed.
This involves performing MTF matched deblurring (deconvolution) on the interpo-
lated MS image. The CS and MRA methods are based on similar general injection
frameworks [16] (see sections 1.3.1 and 1.3.2, respectively) that add or inject details,
obtained from the PAN image, into the MS bands that have been interpolated to the
scale of the PAN image. This can greatly enhance both the details of the interpolated
image and also enhance its spectral fidelity. In the field of image processing, deblurring
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(deconvolution) is an important topic, especially for image restoration. The most well-
known deblurring methods are the the Wiener filter [142] and the Richardson-Lucy
deconvolution method [151]. While, the Wiener filter is optimal in the MSE sense, it
can produced ringing artifacts around high contrast edges. This is also known as the
Gibbs phenomenon [152] and it occurs because of the lack of high spatial frequencies
in the blurred image. Several deblurring methods have been proposed to tackle this
problem including [153–155].
When the blurring kernel is precisely known, many advanced deblurring methods based
on wavelets and total variation [54] work well, especially on synthetic images. This is
the case with the methods found in [154]. However, these methods did, in fact, not
give better results for the proposed approach than the Wiener filter.
Another factor worth considering is that the CS and MRA methods, are usually very
computationally efficient, making them practical, and thus it is important for the
proposed approach to be computationally efficient as well. When processing large
images, the processing time for the deblurring step alone, using the methods in [154],
is often orders of magnitude longer than for the pansharpening process itself.
The proposed deblurring method based on the Wiener filter is very fast and gives good
results in terms of quantitative quality metrics. However, it seems, that it benefits CS
methods more than MRA methods for reasons that will be discussed later in Section
III of the chapter. For CS methods, the deblurring pre-processing can give significant
increases according to metrics for spectral and spatial quality of the fused image, and
also according to visual inspection.
The deblurring kernel used for the Wiener filter is matched to the MTF of the MS
imaging sensor. To decrease the ringing artifacts caused by the deblurring, homoge-
nous areas in the image are masked prior to the deblurring operation and restored to
their original state post deblurring. This technique is simple and effective and can
greatly enhance the final results according visual inspection.
The CS and MRA methods are often computationally efficient which means they can
handle very large images, and many of the recent methods in these categories give
state-of-the-art results. By considering the general detail injection schemes for CS
and MRA method, it is evident that details extracted from the PAN image are being
injected or added to the interpolated MS image. The main idea behind the proposed
method is to extract more spectral details from the interpolated MS image which is
the spectral basis for the fused image. These details that are sometimes not fully
visible in the PAN image.
To test the proposed approach, two real data sets and one semi-simulated data set
are used. The CS and MRA methods used in the study are from the MATLAB [156]
toolbox in [16]. All methods are evaluated using the synthesis property at the reduced
scale [122] using well established quantitative quality metrics that take a reference and
also using the QNR [134] indices, at the full resolution scale.
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This chapter is organized as follows. Section 3.2 outlines the proposed method and in
Section 3.3, the experimental results are presented and discussed, using the 3 data sets
described above and 17 CS and MRA methods. Finally, in Section 3.4, conclusions
are drawn.
3.2 The Proposed Method
Recall that the CS and MRA general injection schemes are given by
Zk = Y˜k + gk(X− ILP), k = 1, . . . , Nb, (3.1)
Zk = Y˜k + gk(X−XL), k = 1, . . . , Nb, (3.2)
where (3.1) is the CS injection scheme and (3.2) is the MRA scheme, respectively.
The basic idea is to replace the interpolated kth band of Y˜k with a deblurred version,
YMTFk , which is obtained using a Wiener filter in the frequency domain.
The blurring filters used in this work are 2D Gaussian low-pass filters whose gain at
the Nyquist frequency is matched to the gain of the MTF of the MS sensor at the same
spatial frequency. The computation of the Wiener [142] filter is straight-forward since
the blurring kernel is precisely known. The deblurred kth band of the interpolated





where Yk is the 2D Fourier transform of Y˜k,Mk is the 2D Fourier transform of the
blurring kernel for the kth MS band, 1SNR is the noise-to-signal ratio, i.e.,
σ2k
Yxx , where
Yxx is spectral density of YMTFk , which is not known, and σ2k is the power spectral
density of the zero mean Gaussian additive noise of YMTFk . M∗k is the complex
conjugate ofMk and |Mk|2 is the squared magnitude ofMk, i.e. the 2D Fourier
coefficients of Mk. Since Yxx is unknown, the term 1SNR is often approximated by a
small constant [157].
The deblurred band YMTFk is then obtained by the inverse 2D Fourier transform
of YMTFk . The division multiplication and division is performed in an element-wise
manner.
Ringing artifacts can be expected due to non-periodic boundaries when using frequency
domain methods such as the Wiener filter. To avoid these, edge tapering is used on
Y˜k. This means that it is blurred using Mk, and then the blurred version is replaced
with the original except for an area at the edges which has width equal to the kernel
size.
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The biggest drawback of frequency domain deblurring is the Gibbs phenomenon which
shows up as ripples or ringing artifacts around sharp high contrast discontinuities in the
image to be deblurred. These ripples become especially apparent when there are sharp
edges surrounded by homogenous areas. To decrease this ringing, we used a simple
deringing technique which is applied as a post-processing step after the deblurring
operation. We use a sliding window standard deviation filter to obtain a map of the
standard deviation of the 3 by 3 pixel neighborhood of every pixel of the interpolated
MS band Y˜k. By selecting pixels which have a standard deviation less than some
threshold, one can obtain a binary image that shows areas with low standard deviation
in a 3 by 3 pixel neighborhood. By substituting these pixels in the deblurred image
YMTFk with pixels from the original image Y˜k, ringing artifacts in homogenous areas,
where they are most visible, can be eliminated. In the experiments the standard
deviation threshold was set equal to 4.
When we have obtained the MTF-deblurred kth band of the interpolated MS image,
denoted YMTFk , using the Wiener filter, the respective CS and MRA injection schemes
become
Zk = YMTFk + gk(X− IMTF), k = 1, . . . , Nb (3.4)
Zk = YMTFk + gk(X−XL), k = 1, . . . , Nb, (3.5)
where the only difference is that we have replaced Y˜k with YMTFk in (3.1) and (3.2),
respectively, and now the intensity image IMTF is a linear combination of the bands
of YMTFk instead of the bands of Y˜k.
As will be demonstrated in the experiments section, it is evident that the proposed
method works better in general for CS methods than for the MRA methods. This
is because of the difference between the CS and MRA injection schemes. The CS
injection framework for the proposed method, after rearranging terms, is given by
Zk = YMTFk − gkILP + gkX, k = 1, . . . , Nb.
For CS methods the injection gains gk are usually larger than 0.5 and often close
to 1. This means that halos and blurs associated with the deblurred image (ringing
artifacts) are partially canceled out according to the term YMTFk − gkILP. Now
consider the MRA scheme from (3.5). It is evident that details extracted from the PAN
image by removing its low frequency component are added directly to the deblurred
interpolated MS image YMTFk . Thus, if there are considerable ringing artifacts in
YMTFk , they become much more prominent and hence the degradation in quality for
MRA methods which are based on (3.5). Another way of expressing this difference, is
that for the MRA methods, some spatial frequencies might get injected twice, since the
deblurred image YMTF contains higher frequencies than the interpolated MS image
Y˜. Therefore, the reason why the proposed method works better in general for CS
methods is exactly the same that makes CS methods more effective when original data
are affected by aliasing or mis-registration problems [35].
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3.3 Experiment Results
This section is divided into to subsections. In the first subsection, experiment re-
sults using three data sets are presented and discussed. The data sets used for the
experiments are the WV2, QB and simulated Pléiades data sets that were described
in Section 1.6. The performance of all methods used is evaluated using the synthesis
property at the reduced scale (see Section 1.5.1 and at the full resolution scale using
the QNR metrics (see Section 1.5.2). The results are presented where only the original
data has been used alone and where the proposed pre-processing step has been used.
The relative gains (in percentages) in individual quality metrics are also shown for
each method.
In the second subsection, some interesting observations from the results are discussed
in more detail and also a related approach found in [26].
The method implementations used in this chapter come from a comprehensive Matlab
toolbox1, that was published along with paper [16]. From this toolbox, 8 CS methods
and 9 MRA methods are used in the experiments, i.e., all CS and MRA methods
that take the interpolated MS image is input. An overview of the methods is given in
Appendix A.
In Figure 3.1, the interpolated MS images for all three data sets are shown. The yellow
rectangle depicts the region of interest that is later used in figures 5.3, 5.4 and 3.4, to
show in more detail the comparison between the unmodified pansharpening methods
and the modified versions using the proposed method.
3.3.1 Experiment results for all data sets
Experiment results using WV2 data set
The results for all methods evaluated for the WV2 data set using the synthesis property
at the degraded scale is summarized in Table 3.1. The column of the table are grouped
by the quality metric used and for each metric there is another group of 3 columns
labeled “Interp.”, which are the results obtained using unmodified data, “Deblurring”,
which gives the results using the proposed approach, and “Change (%)”, which gives
the relative change in percentages of the metric score after the deblurring operation.
A positive change means that the metric score has improved, while a negative value
means that the deblurring operation has degraded the fusion quality according to
the metric. The results using the synthesis QNR metrics for the WV2 data set are
summarized in 3.2 and are presented in a similar manner.
The CS methods are in the upper part of the table while the MRA methods are in the
lower part. The EXP method is the interpolated or deblurred MS image itself, i.e.,




(a) WorldView-2 (4096× 4096× 8) (b) QuickBird (2048× 2048× 4)
(c) Pléiades (1024× 1024× 4)
Figure 3.1: The interpolated MS images from all three data sets. The
yellow rectangles show regions of interest that will be used later to visu-
ally demonstrate the proposed method at the full resolution scale.
no pansharpening has been performed. The two methods of each family showing the
biggest gains in metric scores are indicated using a bold typeface. For the ERGAS
and SAM metrics, lower values are better while for the Q4/Q8 metric, higher values
are better with 1 being optimal.
According to Table 3.1, all CS methods except BDSD [15] show gains in all metrics
when using the proposed approach. However, only 2 MRA methods show improve-
ment, i.e., the ATWT-M2 [25, 28] and ATWT-M3 [25, 28] methods. This is not sur-
prising, since in Section III, the differences between the two injection schemes were
detailed. Generally, MRA methods do not benefit from the proposed method due
their inability to cancel out artifacts produced by the deblurring operation. Of the
CS methods, the GSA [20] and PRACS [158] methods show the greatest overall im-
provement. The reason behind the quite significant improvement of the ATWT-M2
and -M3 methods due to the proposed approach,is given in the last subsection in this
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section.
Table 3.2 summarizes the results obtained using the synthesis QNR metrics. Note
that for the Dλ and DS indices, lower values are better, while for the combined QNR
metric, higher values are better with 1 being optimal.
The results for the synthesis QNR metrics are summarized in Table 3.2. Now the
trend is different from the results obtained using the synthesis property at the de-
graded scale. All methods except the MRA methods, ATWT-M2 and ATWT-M3,
show improvements for the combined QNR metrics. This seems odd, since those two
methods showed the greatest improvement according to Table 3.1. Of the CS meth-
ods, the BDSD and GSA method show the greatest improvement while for the MRA
methods, the AWLP and MTF-GLP-CBD [32] methods benefit the most using the
proposed approach. Visual inspection of the images obtained by all MRA methods,
except ATWT-M2 and ATWT-M3, show that they are indeed corrupted by artifacts
for reasons detailed above. Hence, this indicates that the QNR metrics are not reliable
in some cases. However, it is apparent from the Table, that the MRA methods are
generally not as much improved by the proposed approach as the CS methods.
Figure 5.3 depicts a small region of images obtained by the most improved methods for
both synthesis at the reduced scaled and the synthesis QNR metrics. In the first row
of the figure, the PAN image, interpolated MS image and the deblurred interpolated
MS image are shown. In the second and third row, the most improved images from
the CS methods are shown and the last two rows show images obtained using the
most improved MRA methods. It is clear, especially for the CS methods, that the
images obtained using the proposed method are more detailed, have richer colors and
are sharper. A good example is the building in the lower right corner with the striped
roof. The images obtained using the proposed approach resolve the stripes much
better.
Figure 3.4 shows in a visual manner the results obtained using the ERGAS metric
for synthesis at the reduced scale for all the data sets used in the experiments. The
most important observation is that the results are consistent across different data
sets. The CS methods are generally enhanced, with the exception of BDSD (at the
reduced scale). However, at full scale, the BDSD method is indeed greatly enhanced.
Also, there is the trend discussed before, the only MRA methods that benefit from
the proposed method according to synthesis at the reduced scale are the ATWT-M2
and -M3 MRA methods. Why BDSD is not enhanced according to synthesis at the
reduced scale and why the two ATWT methods are the only MRA enhanced methods,
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Experiment results for the QuickBird (QB) data set
Tables 3.3 and 3.4 summarize the results for the QB data set for the synthesis property
at the reduced scale and synthesis QNR metrics, respectively. Apparently, the metric
scores are generally worse for this data set than for the WV2 data set and this is due
to a small misalignment between the PAN and MS images. However, the results show
the same trend as for the previous experiment.
Considering the synthesis results in Table 3.3, all CS methods are improved except
BDSD. The two most enhanced CS methods are the PCA and GS methods, closely
followed by GSA and again the most enhanced MRA methods are the ATWT-M2 and
ATWT-M3 methods. The other MRA methods show little or negative improvement.
The results obtained using the synthesis QNR metric is given in Table 3.4. Again the
same behavior is observed as seen in the previous experiment. All CS methods benefit
from the deblurring and all MRA methods except the ATWT-M2 and -M3 methods,
which show negative improvement. The most improved CS methods according to
QNR metrics are the PCA and GSA methods, while the MTF-GLP-HPM [159] and
SFIM [160] methods display the greatest gains in the MRA family.
Figure 5.4 shows the results obtained using imagery at the full scale, where the focus
is on the region shown in Figure 3.1 (b). This figure is arranged in the same manner
as Figure 5.3. The region depicts a building with an orange stripe and a parking
lot with cars of various colors. The results obtained using the proposed method look
sharper and the colors are more enhanced and look less washed out. This is especially
apparent in the orange stripe on the building and for the red cars in the parking lot.
The deblurred MS image (c) shows this clearly. Hence, these details are not obtained
from the PAN image. This highlights well the benefits of the proposed approach. I.e.,
small details like cars are better resolved and the colors are more concentrated. In
Figure 3.4 (b), the results for the ERGAS metric using synthesis at the reduced scale
are summarized visually, and the same trend as before for the WV2 data set is clearly
visible.
Experiment results for the Pléiades (PL) data set
As with the previous data set there is a small misalignment between the MS and PAN
image, which is reflected in somewhat worse scores for the quality metrics. The results
using the synthesis property at the degraded scale and the synthesis QNR metrics are
summarized in Tables 3.5 and 3.6, respectively. Again the same pattern is observed,
i.e., for the synthesis at reduced scale, all CS methods show improvement except the
BDSD method and the only improved MRA methods are the ATWT-M2 and -M3
methods.
Table 3.6 summarizes the results using the QNR metrics. For this data set, the pattern
is somewhat different from the previous data sets regarding the MRA methods. As
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BDSD and GSA methods. However, for the MRA methods, all methods are improved
for this data set and the most improved MRA methods in terms of the QNR metric is
the ATWT-M2 method. According to the table, all methods are improved spectrally
according to the Dλ sub-index. However, the two ATWT-M methods are the only
MRA methods that show a decrease in the DS spatial index, which is odd, since these
methods are greatly enhanced spatially by the proposed approach.
Figure 3.4 shows the region depicted in Figure 3.1 (c) of the images obtained by
the most enhanced methods according to both synthesis at the reduced scaled and
synthesis QNR metrics. It is arranged in the same way as for the previous data sets.
The GSA, GS and BDSD methods represent the CS methods and the ATWT-M2,
HPF and SFIM methods represent the MRA methods. The image shows a V shaped
intersection of streets and a triangular building, some cars and there is also a large
tree present. the enhanced images look noticeably sharper and the colors are more
concentrated, especially for small objects like cars. The enhancement of the ATWT-
M2 image is especially impressive. This method benefits greatly from the proposed
approach. Another observation is that aliasing artifacts are clearly present in the
images obtained using the proposed approach for the HPF and SFIM methods. This
was discussed at the end of Section III.
3.3.2 Discussion about the experiment results
The fact that the CS method BDSD is not enhanced by the proposed approach when
using synthesis at the degraded scale, is perhaps the most obvious inconsistency in
the presented results using all the data sets. However, visual inspection of the results
using this method for full scale imagery clearly shows enhanced results. This is due to
the implementation of the method. It is based on the joint estimation of the injection
gains gk and the weights of the linear combination of the bands of the interpolated MS
image, i.e., the intensity image ILP, (which is estimated individually for each band,
rather than for all bands) such that the MSE between the MTF degraded version of
Xk and the bi-cubically downsampled interpolated MS image is minimized. The fact
that the MSE is calculated using the bi-cubically downsampled interpolated MS image,
instead of the actual observed MS image is the reason that the proposed method does
not work well when using reduced scale imagery, since the already spatially degraded
MS image is degraded again and interpolated, when using synthesis at the reduced
scale.
Another observation is that only two MRA methods are enhanced, according to the
quality metrics, by the proposed approach when using synthesis at the reduced scale.
These are the ARSIS (Amélioration de la Résolution Spatiale par Injection de Struc-
tures) ATWT-M2 and ATWT-M3 methods [25,28]. The reason for this, is that while
all the other MRA methods are implemented to adhere to MRA injection framework,
these methods are based on a non-decimated wavelet transform (ATWT). They are
based on the ATWT approach as presented in [28] and the detail injection models
proposed in [25]. ATWT-M3 is also proposed in [26].
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The general approach is as follows. Each interpolated/deblurred MS band and the
PAN image are decomposed into approximation and detail coefficients. The detail
coefficients of the PAN image are transformed using an affine transformation whose
parameters are estimated from the wavelet coefficients according to a simple model.
The next step is to replace the detail coefficients of the interpolated/deblurred MS
image with the transformed PAN details. The fused image is then obtained using
the inverse transform. For a ratio of 4 between the MS and PAN image, 2 levels
of decompositions are used. This means that the approximation coefficients of the
interpolated/deblurred MS image are obtained by low-pass filtering it twice. This is
the exact reason for the efficiency of the proposed approach in enhancing this type of
method.
Yet another interesting observation regarding the results obtained using the QNR
synthesis metric is that for the MRA methods, the results are often complementary to
what was obtained using synthesis at the reduced scaled. This means that all MRA
methods are enhanced by the proposed approach except for the two ARSIS methods,
i.e., ATWT-M2 and ATWT-M3. It must be noted, however, that this was not the
case for the Pléiades data set. The reason for this great discrepancy between the
synthesis QNR results and synthesis at the reduced scale are not clear. However, by
inspecting the results in tables 3.2 and 3.4, it is clear that it the DS index score of the
composite QNR index that contributes mostly the the decrease of the QNR score for
those methods. This is odd, since these methods are most spatially enhanced by the
proposed approach. Perhaps, the QNR synthesis metric does not give a good idea of
the spatial quality of the fused image.
Finally, a method is proposed in [26] which shares some similarities with the proposed
approach. In [26] the authors propose that the synthesized image should have an MTF
that is the same as the MS MTF for low frequencies (relative spatial frequencies below
0.125) but for higher frequencies it should have the MTF of the PAN sensor. This is
implemented by deconvolution of the observed MS image with the MS MTF and then
uspsampling the deconvolved MS image using spline filters and finally convolving the
interpolated image with the PAN MTF.
3.4 Conclusions
In this chapter, a deblurring approach for the enhancement of CS and MRA methods
was proposed. The CS and MRA methods are usually simple, fast and effective and
the majority of the methods can be described by a general detail injection scheme
that is easy to implement. However, many CS and MRA methods produce images
where spectral and or spatial distortion is present. The approach proposed here aims
to increase the quality of the fused image produced by the CS and MRA methods, by
applying a Wiener filter based deblurring pre-processing to the interpolated MS image
that is then fused with the PAN image. The deblurring is performed using a Wiener
filter, which only requires knowledge of the MTF blurring kernel and an estimate of the
noise-to-signal ratio of the original MS image, which can be approximated by a small
56
































































































































































































































































































































































































































































































































































































































































































































































































































































































MTF Based Deblurring Using a Wiener Filter for CS and MRA
Pansharpening Methods
(a) PAN (b) Interpolated MS (c) Deblurred MS
(d) GSA (e) PRACS (f) BDSD
(g) Deblurred GSA (h) Deblurred PRACS (i) Deblurred BDSD
(j) ATWT-M2 (k) ATWT (l) MTF-GLP-CBD
59
3.4 Conclusions
(m) Deblurred ATWT-M2 (n) Deblurred ATWT (o) Deblurred MTF-GLP-CBD
Figure 3.2: Visual inspection at the full scale of a sub-region of the most
improved methods for the WV2 data set according to the synthesis prop-
erty at reduced scale and QNR metrics. The 3 most improved methods
from each family are shown. The first row shows the PAN image, the in-
terpolated MS image and the MTF deblurred version of the interpolated
image. The next 2 rows show results obtained by 3 CS methods using
the interpolated image and then the deblurred image. Similarly, the last
two rows show 3 MRA methods. The “Deblurred” prefix denotes images
obtained using the proposed method.
constant. Experiments using three data sets from 3 different sensors demonstrate that
the proposed approach can significantly improve the images produced by CS methods
and only in some cases, MRA methods.
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(a) PAN (b) Interpolated MS (c) Deblurred MS
(d) PCA (e) GS (f) GSA
(g) Deblurred PCA (h) Deblurred GS (i) Deblurred GSA
(j) ATWT-M2 (k) ATWT-M3 (l) MTF-GLP-HPM
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(m) Deblurred ATWT-M2 (n) Deblurred ATWT-M3 (o) Deblurred MTF-GLP-HPM
Figure 3.3: Visual inspection at the full scale of a sub-region of the
most improved methods for the QuickBird data set according to the
synthesis property at reduced scale and QNR metrics. The 3 most im-
proved methods from each family are shown. The first row shows the
PAN image, the interpolated MS image and the MTF deblurred version
of the interpolated image. The next 2 rows show results obtained by 3
CS methods using the interpolated image and then the deblurred image.
Similarly, the last two rows show 3 MRA methods. The “Deblurred”
prefix denotes images obtained using the proposed method.
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(a) PAN (b) Interpolated MS (c) Deblurred MS
(d) GS (e) GSA (f) BDSD
(g) Deblurred GS (h) Deblurred GSA (i) Deblurred BDSD
(j) ATWT-M2 (k) HPF (l) SFIM
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(m) Deblurred ATWT-M2 (n) Deblurred HPF (o) Deblurred SFIM
Figure 3.4: Visual inspection at the full scale of a sub-region of the
most improved methods for the Pléiades data set according to the syn-
thesis property at reduced scale and QNR metrics. The 3 most improved
methods from each family are shown. The first row shows the PAN im-
age, the interpolated MS image and the MTF deblurred version of the
interpolated image. The next 2 rows show results obtained by 3 CS
methods using the interpolated image and then the deblurred image.
Similarly, the last two rows show 3 MRA methods. The "‘Deblurred"’
prefix denotes images obtained using the proposed method.
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(c) Pléiades - ERGAS
Figure 3.4: ERGAS metric results from all data sets using synthesis at
the reduced scale. The trends are very similar for all data sets, i.e., CS
methods are enhanced with the exception of BDSD and MRA methods









In this chapter a method for MS/HS fusion based on a 3D-convolutional neural
network (3D-CNN) is developed. An important component of the method is the
dimensionality reduction of the HS image via PCA prior to the training of the 3D-
CNN. This step significantly reduces the computational cost of the method and
makes it more resistant to noise in the HS image.
•
4.1 Introduction
The method developed here is based on training a 3D-CNN using supervised learning to
learn filters that are used to fuse MS and HS images. Since the training is supervised,
a target high resolution image is required. Since a high resolution target image is
not available, the input data need to be spatially decimated (low-pass filtered and
downsampled) so the observed HS image can be used as the target image. By doing
this, it is assumed that the relationship between the input and target data, learned by
the 3D-CNN at a lower resolution scale, also applies for a higher resolution scale.
An important component of the approach presented here, is the dimensionality reduc-
tion of the HS image using PCA [13] prior to the fusion stage. The main idea behind
the dimensionality reduction is to significantly decrease the computational overhead of
the method. However, it requires the assumption that the spectral singular vectors of
the observed HS image are identical to the spectral singular vectors of the desired high
resolution HS image. Indeed, the method proposed in [83] used PCA for dimension-
ality reduction of the HS image prior to fusion, in the same manner as the approach
proposed here, and it was shown to give better results than the method in [120] which
did not use any dimensionality reduction. By comparing the method proposed here
to the conventional methods given in [83, 120], it is demonstrated that it gives better
results according to three quantitative quality metrics.
The comparison methods [83,120] are very sensitive to the choice of decimation filters
used for the MS image and an advantage of the proposed method is that the 3D-
CNN learns the decimation filter in an automatic manner. This means that it is less
sensitive to the decimation filters used to prepare the input samples for the 3D-CNN.
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The proposed method also produces images that are free of artifacts, such as halos
and ringing artifacts, often seen when using conventional methods.
The outline of this chapter is as follows. In Section 4.2, CNNs are briefly explained. In
Section 4.3, the proposed method is described in detail. In Section 4.4, experimental
results are presented and discussed, and finally, in Section 4.5, the conclusion is drawn.
4.2 Convolutional Neural Networks
The main ingredient of a CNN is a so-called convolutional layer. The convolutional
layer consists of a number of hidden layers that contain a number of neurons. The
central idea behind CNNs is the concept of a local receptive field [161], which is
associated with each neuron of a hidden layer. The input to the convolutional layer
is an image which has one or more channels, e.g., an RGB image. Each neuron in a
hidden layer receives input from a rectangular subset of the input image, which is the
neuron’s receptive field.
The neurons of a hidden layer provide a complete tiling of the input image. This is
achieved by sliding the receptive field over the input image and after each shift, it
becomes the receptive field of the next neuron and so on. What is important here,
is that all the neurons in the hidden layer share their weights and bias and therefore
different neurons can detect the same feature at different locations in the input image.
The shared weights are called a filter or a kernel and the output of the hidden layer
is basically the convolution of this filter with the input image and the resulting image
is called a feature map. A single convolutional layer can have many featuremaps,
i.e., hidden layers and thus it can learn several filters that detect distinct features
in the input image. Between convolutional layers there usually pooling layers, which
perform non-linear sub-sampling based on a function such as maximum value, i.e.,
max-pooling, which is the most common pooling layer. The pooling layers in a CNN
simplify or downsample the feature maps and this reduces the number of parameters
in the network, i.e., weights and biases, that need to be learned.
The most important benefit of the CNN architecture is that much fewer parameters
need to be learned than for a conventional fully connected NN. This is due to the
local receptive fields of the neurons, that provide shift invariance through their shared
weights (and biases). The primary benefit is that much deeper networks can be con-
structed and they can learn much faster, without sacrificing performance.
For a 3D-CNN, which has 3D receptive fields and thus 3D filters, the output of the
nth feature map yn at location {i, j, k} is given by
yni,j,k = σ(bn + (Hn ∗ x)i,j,k),
where ∗ denotes 3D-convolution, bn and Hn are the shared bias and filter (shared
weights), respectively, σ denotes the non-linear activation function and x is the input.
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WLR = [XLR G˜rLR]
Figure 4.1: General outline of the training part of the algorithm. The







W = [X G˜r] GˆHR = [GˆrHR Gq−r]
reconstructioninput outputestimation
Figure 4.2: General outline of estimation part of the algorithm. The
trained CNN is fed the entire input data at its full resolution and yields
the high resolution spatial loadings, which are used to reconstruct the




This section is divided into two subsection. In the first subsection, the proposed
method is described in detail and in the second subsection, the chosen architecture of
the 3D-CNN is described.
4.3.1 General Outline of the Method
In the following, the observed MS image is denoted by X and is of dimensionM×N×P ,
where P is the number of spectral bands. The observed m×n×q HS image is denoted
by Y. Figure 4.1 depicts the training phase of the 3D-CNN which is detailed below.
To simplify the notation, the same symbols are used for 3D-matrices, i.e., images, and
normal matrices. The implicit reshaping of a 3D image into a matrix with vectorized
images (bands) in the columns is assumed. A tilde above a symbol denotes inter-
polation (upsampling followed by spatial filtering), a hat above a symbol denotes an
estimate, and concatenation/stacking of matrices/images is denoted by square brack-
ets, e.g., [X Y].
1. Dimensionality reduction of Y using singular value decomposition gives
Y = VDUT = GUT ,
where the mn × q matrix G = VD contains the spatial loadings and the q × q
matrix U contains the spectral singular vectors. The first r columns of G are
used to form an m× n× r image, Gr.
2. The MS image X is spatially decimated, using a bicubic filter, by the resolution
factor between the MS and HS images to yield XLR, which is of dimension
m× n× P . Similarly, Gr, is spatially decimated and then interpolated using a
bicubic filter to the dimension of XLR, giving G˜rLR.
3. The decimated MS image,XLR, and the decimated and interpolated loadings,
G˜rLR, are stacked to obtain the m×n× (r+P ) input image WLR = [XLR G˜rLR].
The target data are the first r bands of G, i.e., Gr. WLR and Gr, are randomly
divided into a number of matching overlapping patches of size 7× 7 pixels, of
depth r + P and r, for inputs and targets, respectively.
The fusion part of the method is depicted in Fig. 4.2. The trained 3D-CNN can accept
the entire input data at once, without having to break it down into patches, since it
has learned all its filters. The input W to the trained 3D-CNN consists of the stacked
MS image, X, and the first r spatial loadings of G, which have been interpolated to
the size of X, i.e., W = [X G˜r]. The output of the 3D-CNN is the estimated high
resolution loadings, GˆrHR.
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The final step is the reconstruction of the estimated high resolution HS image, Z, via
Z = GˆHRUT = [GˆrHR G˜q−r]UT ,
where GˆHR = [GˆrHR G˜q−r] and G˜q−r are the remaining q − r interpolated spatial
loadings obtained from the observed HS image, Y, and U are the spectral singular
vectors of Y.
There are two options for the reconstruction of the estimated fused image. The first
option is the one described above, where the first r loadings in G˜ are replaced by the
high resolution estimate GˆrHR. If the HS image is noisy, a second option is to retain
only the first r PCs, i.e., performing the inverse PCA transform using the reduced
GˆrHR and Ur matrices, yielding Z = GˆrHRUr
T , where Ur denotes the reduced matrix
U.
4.3.2 3D-CNN Architecture
For this work, a 3D-CNN architecture was chosen, since an HS image has two spatial
dimensions and one spectral dimension, and a 3D-CNN learns spectral-spatial features.
If the input image for a convolutional layer has dimensionM×N×P and the dimension
of the filter is i× j × k, then the resulting feature map will be of dimension M − i+
1×N − j+ 1×P − k+ 1. In order to preserve the dimensions of the input image as it
is passed through the convolutional layers, and to avoid boundary artifacts due to the
convolution operations, it is necessary to zero-pad the input image by (i− 1)/2 zeros
at each end of the first dimension, (j − 1)/2 for the second dimension, and (k − 1)/2
for the third dimension.
In the experiments, the 3D-CNN used has 3 convolutional layers with 32, 64 and r
filters, respectively, where r is the number of spatial loadings. The corresponding filter
sizes for the convolutional layers are 3 × 3 × 3, for the first two layers and 1 × 1 × 1
for the last layer. A given convolutional layer is preceded by a zero-padding layer,
as described above, and followed by a Gaussian noise regularization layer. However,
last convolutional layer is not followed by such a layer. The Gaussian noise layers add
zero-mean Gaussian noise to the output of the previous layer and can be considered as
a form of random data augmentation [162]. These regularization layers help to avoid
over-fitting in the network. Regarding the activation functions, the first two layers
have have rectified linear unit (ReLU) activation functions, i.e., σ(x) = max(x, 0),
while the output layer has linear activation.
When the 3D-CNN has been trained, i.e., it has learned all the filters, the entire
input image can be predicted at once, without having to break it down into patches.
However, this can be very memory consuming if the input image is large, and, therefore,
PCA dimensionality reduction helps to significantly reduce the memory overhead in
the fusion process. The layers of the CNN are summarized in Table 4.1.
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4.3 Proposed Method
Table 4.1: 3D-CNN architecture. The numbers in parenthesis following
zero-padding layers indicate the number of zeros added to each dimen-
sion. The numbers in parenthesis after convolution3D, indicate number
of filters and the filter size of each dimension. r indicates the number
of PCs. Finally, the number following Gaussian noise denotes the noise
variance.
layer # Type Activation
1 zero-padding3D (1,1,1) none
2 convolution3D (32,3,3,3) ReLU
3 Gaussian noise (0.5) none
4 zero-padding3D (1,1,1) none
5 convolution3D (64,3,3,3) ReLU
6 Gaussian noise (0.5) none
7 convolution3D (r,1,1,1) none
Figure 4.3: Performance in terms of ERGAS of the proposed and MAP2
methods, as a function of the number of PCs. Six trials were performed
for the 3D-CNN method. The mean is shown and the standard deviation
is displayed using errorbars.
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4.4 Experiments
4.4.1 Simulated Data Set
The HS image used for the experiments is the ROSIS Pavia center data set. Due to
the presence of a blank strip along the left side, only 480 pixels out of 512 will be used
along the row dimension.
To simulate the MS image using the HS image, bands corresponding to the wavelength
of the R, G, B and NIR bands of the IKONOS MS sensor are averaged, weighted by
the sensors relative spectral reflectance profiles. The observed HS image used in the
fusion is obtained by spatially decimating the original observed HS image by a factor
of 4 for each spatial dimension, using a bicubic decimation filter. The images to be
fused are then an MS image of dimension 512× 480 pixels with 4 spectral bands, and
an HS image of dimension of 128× 120 pixels with 102 spectral bands.
The method was implemented in the Python programming language using the Keras
DL library which runs on top of the Theano backend 1 and the computations were
performed using an Intel i5-2400 CPU@3.1 GHz with 16GB of RAM.
4.4.2 Results
The training data are prepared as follows. The decimated simulated MS image and
the decimated and interpolated spatial loadings obtained from the HS image via SVD,
are stacked and 8192 randomly overlapping patches of spatial size 7 × 7 pixels are
selected from the stacked image. The target data are the corresponding patches from
the loadings of the HS image. This procedure is shown in Figure 4.1.
The mean squared error (MSE) between the target patch and the estimated patch is
used as the network objective and the optimizer used is the adaptive moment estima-
tion (ADAM) [163] optimizer with default parameters as given in [163]. The number
of training epochs is set equal to 50, which guarantees full convergence of the objective
function during training. The batch size is equal to 5, which gives better results and
faster convergence than higher values. Finally, the variance for the Gaussian noise
regularization layer is equal to 0.5.
The comparison methods are the method in [120], and the extended version of that
method in [83]. These methods will be referred to as MAP1 and MAP2, respectively.
Both methods are based on maximum a posteriori (MAP) estimation of wavelet coeffi-
cients The difference between MAP1 and MAP2 is that MAP2 performs the estimation
in the PCA subspace, in a similar manner to the proposed method.
The first experiment investigates the effect of the number of PCs used, i.e., the pa-




is measured by the ERGAS metric and the following values for r are considered: 2, 6,
10, 15, 20, 25 and 30. The results are shown in Figure 4.3 and it shows that for both
methods, 10 PCs give optimal results, as measured by the ERGAS metric. In all the
following experiments, r will be chosen equal to 10 for these methods.
The second experiment is quantitative quality evaluation of the fused HS image for all
methods in terms of the ERGAS [135], SAM [113] and SSIM [139] quantitative quality
metrics. The experiment is two-fold, i.e., without and with zero-mean Gaussian noise
(SNR=20dB) added to the HS image. The results are summarized in Table 4.2 where
the upper half of the table shows results without additive noise and the lower half
shows the results when using an HS image contaminated with noise. In both cases,
the proposed method significantly outperforms the MAP1 and MA2 methods according
to all three quality metrics. The MAP2 method outperforms the MAP1 method and
its noise tolerance is similar to the proposed method. The MAP1 method, which does
not use PCA prior to the fusion, performs significantly worse than the other methods
in the presence of noise as was expected.
Finally, it is clear that the proposed method cannot compete with the comparison
methods when it comes to computational time. However, these results were obtained
using a conventional CPU but by using a powerful GPU, the training time can be
reduced more than a hundred-fold, making the proposed method competitive in terms
of computational time. Fig. 4.5 depicts a small portion of the 102th band of the inter-
polated, reference, and estimated HS image for all three methods. Visual inspection
shows that the proposed method gives the best results.
In the third experiment, the performance of all methods, in terms of the ERGAS
metric, is investigated when the SNR varies due to additive Gaussian noise, from
10 to 30 dB, in the increments of 5 dB. The results of this experiment are shown
graphically in Figure 4.4. Unsurprisingly, the proposed method performs best, with
the MAP2 performing second best and the MAP1 method performs significantly worse
than the other two methods.
In final experiment, the performance of all three methods with respect to the decima-
tion filters used, is investigated. There are three types of filters considered: bicubic,
bilinear and nearest neighbor decimation filters. The performance is evaluated using
the ERGAS and SAM metrics since they are more sensitive than the SSIM metric.
The results for this experiment are summarized in Table 4.3. As was expected, bicubic
decimation gives the best results for all three methods. Choosing a bilinear decimation
filter degrades the performance of the methods, however, the proposed method and
MAP2 are less affected than the MAP1 method. Finally, choosing a nearest neighbor
decimation filter degrades the performance significantly more for the MAP1 and MAP2
methods, than for the proposed method, when compared to the results obtained using
the bicubic decimation filter.
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Figure 4.4: Noise resistance of the proposed method vs comparison
methods. For each value of SNR, 6 trials were conducted and the graph
shows the mean and standard deviation of the trials as a function of the
SNR.
Table 4.2: Quantitative quality evaluation results, without and with ad-
ditive Gaussian noise (SNR=20dB). For the proposed and MAP1 meth-
ods, 10 PCs were used in reduced PCA. The CPU time is given in
seconds. Six trials were performed for the noisy case, and also for the
proposed method without noise.
Method ERGAS SAM SSIM CPU time
MAP1 [120] 2.806 3.711 0.971 45
MAP2 [83] 2.17 3.26 0.978 9
3D-CNN 1.676±0.02 2.730±0.02 0.988±1.14e-4 978±8
Noisy HS image (SNR=20dB)
MAP1 [120] 3.95±0.004 7.42±0.005 0.89±6.98e-4 45±0.4
MAP2 [83] 2.23±0.002 3.46±0.003 0.98±6.06e-5 9±0.4
3D-CNN 1.79±0.05 3.03±0.02 0.99±3.3e-4 989±10
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Table 4.3: Performance of all methods w.r.t. to the interpolation filter
used. Bicubic, bilinear and nearest neighbor interpolation is considered.
One trial was performed for the proposed method.
Bicubic Bilinear Nearest
Method ERGAS SAM ERGAS SAM ERGAS SAM
MAP1 2.806 3.711 3.080 4.721 5.680 5.501
MAP2 2.170 3.260 2.233 3.468 5.234 5.193
3D-CNN 1.676 2.730 2.069 3.022 3.104 3.858
(a) Interpolated HS image (b) Reference
(c) MAP1 (d) MAP2 (e) 3D-CNN
Figure 4.5: A subset of band 102 of the HS image is shown. (a) shows
the interpolated HS image band, (b) is the reference band, (c) shows the
image obtained using the MAP1 method, (d) shows the image obtained
using the MAP2 method and (e) shows the image obtained using the
proposed method.
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4.5 Conclusions
In this chapter, a new method for the fusion of MS and HS images using a 3D-CNN
was proposed. While a method based on DL tools such as CNNs has been proposed for
pansharpening, the proposed method expands the pansharpening method to handle
MS/HS fusion in an efficient manner. Also, a novelty is the use of a 3D-CNN which
can exploit the spatial-spectral nature of the HS image. An important component of
the method is the dimensionality reduction via PCA of the HS image, prior to the
fusion. This decreases the computational cost significantly while having no impact on
the quality of the fused image. In the presence of noise, the dimensionality reduction
can considerably improve the results. The proposed method was compared to two
methods based on MAP estimation and several experiments using a simulated data
set demonstrated that the proposed method gives excellent results and is also highly










Since pansharpening is an inverse problem, there is no high resolution reference
image available. This makes the quantitative quality evaluation of fused images
a difficult problem and there is no single universally accepted method or protocol
for such evaluation. Two important properties where stated in [122] that the fused
image must have. The first one is called the consistency property and it states that
the fused image when decimated to the size of the MS image should be as identical
as possible to the MS image. The second property, called the synthesis property,
states that the fused image should be as identical as possible to a higher resolution
MS image acquired by the MS sensor if it had the resolution of the PAN image.
This is not possible to verify unless the source images are decimated prior to fusion
such the MS image can be used as the reference. This is the most common method
for the quantitative evaluation of pansharpened images. In this chapter it is inves-
tigated whether the verification of the consistency property, referred to here as the
consistency protocol can be a good indicator of the performance of a pansharpening
method. Three experiments are performed. The first one is evaluation of two real
data sets using the synthesis, consistency and QNR metrics for a total of 18 meth-
ods, including 7 CS methods and 11 MRA methods. In the second experiment, the
correlation between the relative method ranking according to synthesis and consis-
tency is investigated, for all methods, for CS methods and for MRA methods. In the
final experiment, the sensitivity of the various protocols with respect to resolution
scale is investigated. The result suggest that the consistency protocol can be used as
a reliable indicator of fusion performance when comparing pansharpening methods.
•
5.1 Introduction
Pansharpening is a typical inverse problem and there is no single universally accepted
protocol for the quantitative evaluation of the quality of pansharpened images. An-
other problem that makes the comparison of fusion methods often difficult, is the lack
of standardized data sets for evaluation. This lack of a single robust quality evaluation
protocol and standardized evaluation data sets is a problem that needs to be addressed
by the remote sensing community. Even though quality assessment of the pansharp-
ened images is a debated topic, there are surprisingly few papers in the literature on
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the subject, especially regarding quality assessment of full scale imagery. Papers on
the topic include [121–133].
For quantitative evaluation of fused images, there are two methods that are mostly
used, i.e, the synthesis property at the reduced resolution and the QNR metric at the
full resolution scale. These were detailed in sections 1.5.1 and 1.5.2, respectively. The
former property or protocol is based on reducing the resolution of the observed images,
such that the fused image has the same dimensions as the observed MS image, which
is then used as the reference image. Obviously, a lot of information is lost during this
process and it can be argued that most pansharpening methods perform differently at
different resolution levels. The fusion task being evaluated is actually far from being
the same as the original one, i.e., at the full scale. Is the synthesis property/protocol
a good choice for comparing pansharpening methods?
Another important question that is addressed in this chapter is whether the consistency
property (see Subsection 1.5.1) can be used as quantitative measure of the quality of
the fused image. The important difference between the evaluation protocols based
on the synthesis and consistency properties, is that for the former, the degradation
of the images is performed prior to fusion, but for consistency, the fused image is
degraded such that it has the same dimension as the observed MS image, which is the
reference. As with the synthesis protocol, one can argue that a lot of information is
lost in the degradation of the fused image and thus it can not give a measure of the
fusion performance. However it is important to note that it is stated in [122] that it
is necessary for any pansharpening method to produce images that are as identical to
the observed MS image as possible when downgraded to the resolution scale of the
observed image. This means that the consistency property should be fulfilled in the
ideal case. Therefore the main motive of this chapter is to investigate if the discrepancy
between the downgraded fused image and observed MS image, as measured by the
consistency protocol, can give a good measure of the relative performance of different
pansharpening methods.
Finally, it also investigated how well the results obtained by the QNR metrics correlate
with the results, i.e., method ranking, obtained using the synthesis and consistency
protocols. Also, the fused images produced by methods selected as the best perform-
ing by the QNR metrics are visually compared to the images produced by the best
performing methods according to synthesis and consistency. The motive here is to
check whether the QNR metrics are indeed reliable for evaluation of full scale imagery.
Another motivation for using the consistency protocol instead of the synthesis protocol
for assessing the performance of pansharpening methods, are methods based on DL
such as the method presented in the previous chapter, where a CNN is trained using
data at the degraded scale. Obviously, the trained CNN will give very good results
according to the synthesis metrics at the reduced scale, since it was trained using the
very same protocol. This will cause a bias in favor of methods based on supervised
training compared to conventional methods, when evaluating them using the synthesis
metrics at the reduced scale.
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Experiments are performed using two real data sets. The first data set is a rural
WorldView-2 data set and the second data set is an urban QuickBird data set. In
the experiments, the two data sets are evaluated using the synthesis protocol at the
reduced scale, consistency and QNR metrics for the full scale. A total of 18 CS and
MRA methods are evaluated, 7 CS methods and 11 MRA methods. As was discussed
in chapter 3, there is a significant difference between the CS and MRA methods
in the way the details are obtained from the PAN image. Interestingly, verification
of the consistency protocol reflects these differences, especially if there is a slight
misalignment between the MS and PAN image. Generally, MRA methods score better
than the CS methods when evaluated by the consistency protocol. The exact reason
for this will be discussed in the experiments section of this chapter.
Each family of methods is evaluated and the best methods according to each evalua-
tion protocol are visually inspected. The correlation between the order or ranking of
methods according to quantitative quality as measured by the three protocols is also
investigated. Finally, the resolution scale invariance of the synthesis at reduced scale
metrics and the consistency metrics is investigated. It is important that both proper-
ties show a high degree of resolution scale invariance. For all experiments, decimation
filters which have been matched to the MTF of the MS and PAN sensors are used.
This should increase the validity of the results.
The outline of this chapter is as follows. In Section 5.2, the experiment results are
presented and discussed and in Section 5.3, the conclusion is drawn.
5.2 Experiment Results
The method implementations used in this chapter come from a comprehensive Matlab
toolbox1, that was published along with paper [16]. There are 7 CS methods and 11
MRA methods used in the experiments. Since these two classes of methods extract
details from the PAN image in different ways, the results of the experiments will be
summarized for all methods and for each class of methods separately.
The experiments are comprised of three different studies. In the first one, each data set
is evaluated using all methods and using the synthesis, consistency and QNR metrics.
The objective of this study is to see which methods give the best results according
to the three different quantitative evaluation protocols or metrics. Finally, a visual
inspection of the best overall, CS and MRA method for each data set is given.
The objective of the second study is to investigate the how well the ranking of methods
according to the consistency protocol correlates with the ranking of methods according
to both synthesis and QNR metrics. The correlation of the synthesis and QNR metrics
is also investigated. For the synthesis and consistency we use the ERGAS, SAM,




Q4/Q8 and Q metrics (see Appendix A) and only the QNR score and not its sub-
indices Dλ and DS. The objectives of this study is two-fold. The first is to see
how well the consistency and synthesis metrics correlate with the QNR metrics at
full scale and secondly, to investigate how well the ranking of methods according to
the consistency and synthesis metrics are correlated. This is important since if the
consistency protocol yielded results that had no, or little correlation with the synthesis
metrics, it would not be desirable to investigate it further as an option to evaluate
pansharpening performance.
In the third and final study, it is examined how well the ranking of the methods being
evaluated is conserved across different resolution scales for both consistency and syn-
thesis metrics. The resolution scale invariance property is important for the synthesis
protocol, since it is assumed that the evaluation of a method at a lower resolution
scale give a good idea of its performance at the full resolution scale. This property is
also import when verifying the consistency property. A good scale invariance of the
ranking of methods should indicate that the quantitative result obtained for a lower
resolution scale give a good idea or estimate of its performance at a higher resolution
scale.
In all the experiments, decimation filters are tuned to the MTF of the respective
sensors and for interpolation a near ideal 23 tap filter is used [16]. The use of MTF
matched filters should enhance the validity of the experiment results.
(a) PAN (b) MS
Figure 5.1: The rural WorldView-2 data set. The PAN image (a) is
4096× 4096 pixels and the MS image (b) is 1024× 1024× 8 pixels. The
MS image is shown as an RGB image using bands 5, 3 and 2.
5.2.1 Synthesis, Consistency and QNR Results.
In this subsection the results of the quantitative evaluation of both WV2 and QB
data sets are presented, using synthesis, consistency and QNR metrics. The results
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(a) PAN (b) MS
Figure 5.2: The urban Quickbird data set. The PAN image (a) is 2048×
2048 pixels and the MS image (b) is 512× 512× 4 pixels.
are shown in Tables 5.1 and 5.2 for the WV2 and QB data sets, respectively. The
best results for each metric in each family of methods and for each protocol have been
highlighted using bold typeface.
Note that the ERGAS, SAM and nMSE metrics, lower values are better with 0 being
the optimal value, whereas for the Q4/Q8 and Q metrics, higher values are better with
1 being optimal. The nMSE is given in percentage (%). For the QNR metric, lower
values are better for the Dλ and DS indices with 0 being optimal and for the joint
QNR score, higher is better with 1 being optimal.
In Table 5.1, the results are summarized for the WV2 data set. The metric scores
indicate good performance for most of the methods. The best CS method according
to synthesis metrics is the GSA method, the best CS method according to consistency
is PRACS and finally, the best CS method according to the QNR metrics is BDSD. For
MRA methods the best method according to synthesis and consistency is MTF-GLP-
CBD, while the best method according to QNR is ATWT-M2. For both CS and MRA,
the MTF-GLP-CBD method gives the best results according to both synthesis and
consistency while the overall best method according to QNR is BDSD. Full scale RGB
images produced by the methods that scored best for each protocol and method family
are shown in Fig. 5.3. Visual inspection of the results reveals that the GSA method
gives the best image, with the MTF-GLP-CBD image being very close in quality and
detail. The PRACS image looks a little blurry but has very little spectral distortion.
The ATWT-M2 image looks noticeably worst since it is very blurry compared to the
others.
The QB results are summarized in Table 5.2. The scene depicted in this data set
has more details such as roads and buildings than the WV2 scene, making it more
challenging. There is also a slight misalignment between the MS and PAN images. For
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(a) EXP (b) GSA
(c) PRACS (d) MTF-GLP-CBD
(e) BDSD (f) ATWT-M2
Figure 5.3: A small portion of the urban WorldView-2 data set, dis-
playing best results from Table 5.1.(a) Interpolated MS image (b) Best
CS result according to synthesis, (c) best CS result according to consis-
tency, (d) best MRA and best result overall according to synthesis and
consistency, (e) best CS (and overall) result according to QNR, and (f)
best MRA result according to QNR.
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(a) PRACS
(b) AWLP (c) MTF-GLP-CBD
(d) BDSD (e) ATWT-M2
Figure 5.4: A small portion of the urban Quickbird data set, displaying
best results from Table 5.2. (a) Best CS results according to synthe-
sis and consistency, (b) best MRA results according to synthesis, (c)
best MRA (and overall) result according to consistency, (d) best CS




the CS family of methods, the best performing methods are the PRACS method, for
both synthesis and consistency and the BDSD method according to the QNR metrics.
For the MRA methods, AWLP performs best according to synthesis, while the MTF-
GLP-CBD method performs best according to consistency, as for the previous data
set, and finally, the ATWT-M2 is again the best MRA method according to the QNR
metrics. Finally, the overall best methods are AWLP for synthesis, MTF-GLP-CBD
for consistency and BDSD for QNR. A visual comparison of the best CS and MRA
results for each protocol is shown in Fig. 5.4. It seems as there is some kind of a black
artifact present in the BDSD image, in the upper part of the stadium. The ATWT-M2
image looks blurry, as for the WorldView-2 data set.
Interestingly, for both data sets, the best CS and MRAmethods are the same according
to consistency, while according to synthesis metrics, the best methods are not the same
for each data set. For the WV2 data set, the MTF-GLP-CBD is the best MRA method
and overall best, according to both synthesis and consistency metrics. However, the
PRACS method which is the best CS method according to consistency produces an
image, that under visual inspection looks a little blurry. On the other hand, the
PRACS method is the best CS method according to both protocols for the QB image.
The best method according to the QNRmetric, for both data sets is the BDSDmethod.
This method produces highly detailed images, and in some cases, as with the WV2
image, the detail injection seems to be too strong. But for the MRA methods, the
best method according to QNR is the ATWT-M2 method which produces very blurry
images. This seems to be a contradiction and is probably related to the way the CS
and MRA methods work.
5.2.2 Method Ranking Correlation: Synthesis vs. QNR and
Consistency
In this experiment, the ranking of the methods according to specific metrics is com-
pared when evaluated using the consistency, synthesis and QNR metrics. One would
expect the ranking of methods according to ERGAS using synthesis or consistency to
be highly correlated. It is the correlation between the method ranking that is being
assessed in this experiment.
As in the previous experiment, both data sets are evaluated using all three methods,
i.e., synthesis, consistency and QNR metrics. The procedure is best described using
an example. Table 5.3 summarized the results of this experiment for all methods and
both data sets. The correlation coefficient for ERGAS in the top left cell of the table
is calculated as follows. First the results table is sorted according the ERGAS value.
The next step is to add an column of integers for the ranking, i.e., the topmost method
with the lowest ERGAS scores is assigned 1 and the next method 2 and so on. Thus
the ranking is described using a sequence {1, 2, 3, · · · , 18} (using all 18 methods). The
next step is to sort this table according to the consistency ERGAS score, and then
computing the correlation coefficient between the original sequence (best synthesis
ERGAS score) and the altered sequence based on the consistency ERGAS metric. The
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correlation coefficient gives an estimate of how much the relative ranking of methods
according to ERGAS has changed under the two evaluation protocols. This is repeated
for all metrics for synthesis and consistency. For the QNR metric, only the combined
QNR index is used and not the Dλ and DS sub-metrics. A high value in the table
indicates that the relative ranking is similar. A low value indicates that the relative
ranking has changed significantly and a negative number can mean that the metrics
being compared demonstrate an opposite trend. The experiment is repeated 3 times,
i.e., for all 18 methods, for the 7 CS methods and finally, the 11 MRA methods.
A general trend seen in the table, is that the relative ranking of methods according to
synthesis and consistency is highly correlated and especially so for the CS methods.
Another striking result is the low correlation of the ranking of methods according
to the QNR metrics when computed for all methods for both synthesis and consis-
tency metrics. However, the correlation is high for the CS methods but for the MRA
methods, the ranking shows an opposite trend, i.e., the correlation coefficient becomes
negative. Another observation is that the correlation between synthesis and consis-
tency is generally higher for the WV2 data set. It is mostly the very high correlation
between the CS methods that is the main contributing factor. The same applies for
the QNR metric vs. synthesis and consistency, i.e., the correlation is higher for the
WV2 data set. This might be caused by the difference in type of scenery and also by
the slight misalignment between the MS and PAN images for the QB data set.
5.2.3 Scale Invariance of the Synthesis and Consistency
Properties
In this experiment, it is investigated how well the synthesis and consistency protocols
conserve relative method ranking across different resolution scales. When evaluating
methods using the synthesis protocol, an important assumption being made is that
the methods being evaluated should behave similarly at the full resolution scale. This
means that if a particular method being evaluated is better than a comparison method
according to the synthesis metrics at the reduced scale, it should also be better if the
methods were evaluated at the full scale, given that a reference image is available,
which is of course not the case. Hence, the assumption. A similar assumption needs
to be made for the consistency property, since the evaluated image is on the same
resolution scale as the observed MS image. A good scale invariance strengthens the
argument for using the consistency property as a measure of pansharpening perfor-
mance at the full scale.
Three resolution scales are considered, where the MS and PAN images are reduced
in scale by a factor of two for each step. The important difference between the two
protocols is that the MS and PAN images are degraded in resolution prior to fusion
using the synthesis protocol, while for the consistency protocol, the degradation is
done after fusion. This means that for the WorldView-2 data set, where the PAN
image is 4096 × 4096 pixels and the MS image is 1024 × 1024 × 8 pixels, they are
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Table 5.4: Correlation between 3 different resolution scales for the syn-
thesis and consistency properties using the WorldView-2 data set. The
number in parentheses indicates the number of methods evaluated.
All methods (18)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 0.994 0.994 0.969 0.971 0.986 0.996 0.994 0.977
2 vs. 4 0.973 0.961 0.990 0.965 0.938 0.946 0.951 0.944
1 vs. 4 0.979 0.948 0.959 0.955 0.905 0.934 0.940 0.905
mean 0.982 0.968 0.972 0.964 0.943 0.959 0.961 0.942
CS methods (10)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 1.000 0.964 1.000 0.964 1.000 1.000 1.000 1.000
2 vs. 4 0.964 1.000 1.000 1.000 0.964 0.964 0.857 0.964
1 vs. 4 0.964 0.964 1.000 0.964 0.964 0.964 0.857 0.964
mean 0.976 0.976 1.000 0.976 0.976 0.976 0.905 0.976
MRA methods (8)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 1.000 1.000 0.936 0.927 0.982 0.982 0.991 0.900
2 vs. 4 0.973 0.918 0.991 0.946 0.964 0.927 1.000 0.955
1 vs. 4 0.973 0.918 0.946 0.955 0.946 0.882 0.991 0.818
mean 1.000 0.945 0.958 0.942 0.964 0.930 0.994 0.891
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Table 5.5: Correlation between 3 different resolution scales for the syn-
thesis and consistency properties using the QuickBird data set. The
number in parentheses indicates the number of methods evaluated.
All methods (18)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 0.994 0.994 0.969 0.971 0.986 0.996 0.994 0.977
2 vs. 4 0.973 0.961 0.990 0.965 0.938 0.946 0.951 0.944
1 vs. 4 0.979 0.948 0.959 0.955 0.905 0.934 0.940 0.905
mean 0.982 0.968 0.972 0.964 0.943 0.959 0.961 0.942
CS methods (7)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 0.964 0.964 0.929 1.000 0.964 1.000 1.000 0.964
2 vs. 4 0.893 0.964 0.857 0.929 0.893 0.893 0.893 0.750
1 vs. 4 0.857 0.929 0.714 0.929 0.857 0.893 0.893 0.607
mean 0.905 0.952 0.833 0.952 0.905 0.929 0.929 0.774
MRA methods (11)
Synthesis Consistency
Resolution level ERGAS SAM Q8 Q ERGAS SAM Q8 Q
1 vs. 2 0.964 0.918 0.964 0.955 0.918 0.946 0.973 0.991
2 vs. 4 0.955 0.964 0.946 0.927 0.700 0.691 0.955 0.818
1 vs. 4 0.936 0.882 0.855 0.873 0.864 0.755 0.882 0.827
mean 0.952 0.921 0.921 0.918 0.827 0.797 0.936 0.879
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yielding a fused image of 1024 × 1024 × 8 pixels. For the next two resolution scales,
the images are further reduced by factor of two, giving a fused image of 256× 256× 8
pixels at the last resolution scale. For the consistency property, starting at the full
scale, yields a degraded fused image of 1024×1024×8 pixels, then 512×512×8 pixels
and finally 256× 256× 8 pixels. The QB data set is smaller by a factor of two, so the
fused image at the last resolution scale is 128× 128× 8 pixels, which is rather small.
The relatively large size of the data sets make this study more reliable, especially
for the WV2 data. The correlation between the method rankings for consecutive
resolution scales is computed as well as the correlation between method ranking for
the first and last resolution scale. This is computed for both data sets and for both
synthesis and consistency. The different resolution scales are denoted by 1, 2 and 4,
respectively. The results for this study are summarized in Tables 5.4 and 5.5, for each
data set, respectively. As before, the experiment is performed using all the methods,
CS methods only and MRA methods only.
Considering Table 5.4, it is evident that for the WV2 data set, synthesis has a slightly
higher mean correlation for all the 3 different scales using all methods. However,
consistency has a higher correlation between the first 2 resolution scales. For CS
methods, the correlation is similar for the two protocols except for the Q8 metric,
which has a significantly lower correlation for consistency than synthesis. This could
be explained by the relatively compressed range of values for this metric for consistency,
i.e., the relative variation between methods is smaller than that for synthesis and thus
the relative method ranking is more prone to change. Again, the correlation between
scales 1 and 2 for CS methods using consistency is very high or 100% for all metrics.
Finally, for MRA methods, synthesis has a higher correlation and the correlation for
the Q metric for consistency is surprisingly low between scales 1 and 4.
The results using the QB data set are summarized in Table 5.5. The trends are similar
as for the WV2 data set. Using all methods, synthesis has a slightly higher mean
correlation for all resolution scales, however the correlation for synthesis between the
first two scales is slightly higher. For CS methods only, there is some drop in correlation
for both protocols. It is notable how much the correlation drops for the Q8 metric for
synthesis and the Q metric for consistency. As with the previous data set, synthesis
has higher correlation for MRA methods.
The results of this experiment indicate that the correlation between resolution scales
for the relative ranking of methods for the 4 metrics is very high in general and both
protocols are largely scale invariant in this respect.
5.3 Conclusions
There is currently no standardized and universally accepted way for doing quanti-
tative evaluation of pansharpened imagery. This applies especially for quantitative
evaluation of pansharpened imagery at the full resolution scale. Pansharpening is an
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inverse problem and there is no reference available. The preferred way of assessing the
performance of pansharpening methods is to use the synthesis property, also referred
to as Wald’s protocol. This involves spatial degradation of the source images prior to
the fusion such that the observed MS image can be used as a reference. The consis-
tency property and its verification, which has been referred to here as the consistency
protocol, has been considered as a necessary property that a pansharpening method
must fulfill. The consistency protocol is fusing the source images at the full resolution
and then spatially decimating the fused image such that it can be compared to the
observed MS image. The question that has been addressed in this chapter is whether
the verification of the consistency property, i.e., using the consistency protocol for
quantitative evaluation of pansharpened images, can give a better idea of the relative
performance of pansharpening methods at the full resolution scale than the synthesis
protocol and the QNR metrics.
Three experiments where performed. The first one involved the quantitative evaluation
of 2 real data sets using all three protocols and investigating which methods gave the
best results according to each protocol. The methods used in all experiments are 7 CS
methods and 11 MRA methods. For the first data set, the synthesis and consistency
protocols agreed on the best overall and MRA method, while for the second data
set, they agreed on the best CS method, which was the same CS method that gave
best results for the first data set according to consistency. The best methods in
either category of methods were the same according to consistency for both data sets.
According to the QNR metrics, the same CS and MRA methods were ranked best for
both data sets but judging by visual inspection, the images produced by those methods
were far from being optimal. Another interesting observation from this experiment is
the lack of any agreement between the QNR metrics at full scale and the synthesis
and consistency protocols.
The second experiment was to determine the correlation between the relative rank-
ing of pansharpening methods between the synthesis and consistency protocols. The
experiment was performed for all evaluation methods, on the CS and MRA methods.
The correlation between synthesis and consistency turned out to be quite good and
also the correlation between synthesis/consistency and the QNR metrics for CS meth-
ods. For MRA methods, the correlation was negative, implying a negative trend for
the metrics.
The final experiment was performed to investigate the scale invariance of the synthe-
sis and consistency protocols. Scale invariance is an important assumption for both
protocols. For the synthesis protocol, the data need to be spatially decimated prior to
fusion, thus the assessment is performed on a lower resolution scale. For the consis-
tency protocol the fused image is spatially decimated after the fusion. The experiment
verified that both protocols are to a large extent invariant to resolution scale with re-
spect to the relative ranking of methods. Especially, for methods belonging to the CS
family.
The experiments suggest that the consistency protocol can indeed be used to give
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an idea of the performance of pansharpening methods at the full scale and is highly
correlated with the synthesis protocol. Another important result is that the QNR







In this chapter, the conclusions and main contributions of the thesis are given.
Future research topics are also discussed.
•
6.1 Main Contributions
In this thesis, two new methods for image fusion in remote sensing have been presented,
a new method to enhance the results obtained by CS methods and in some cases MRA
methods was presented and finally, the problem of quantitative quality evaluation of
pansharpened images was addressed.
6.1.1 Model-Based Fusion of Multi- and Hyperspectral Im-
ages using PCA and Wavelets
Amethod that performs MS/HS fusion as well as pan/hyper-sharpening was presented.
It is based on a forward model for the high spectral resolution observed image and the
assumption that the high resolution fused image and the auxiliary higher resolution
observed image are jointly Gaussian. By assuming that the spectral singular vectors of
the observed and fused high spectral resolution images are identical, the model can be
transformed using PCA. This decreases the dimensionality of the problem considerably,
since only the first few PCs need to be estimated. Next, the model is transformed into
the wavelet domain using the UDWT. This decreases the correlation of data, making
pixel-wise estimation practical. A pixel-wise MAP estimator is then derived for the
detail UDWT coefficients of the PCs of the high resolution fused image. After the
estimation of the UDWT coefficients, there are two options for the reconstruction of
the fused image. The first one is to retain all PCs, both sharpened and unsharpened.
This is preferred approach if there is little noise in the lower resolution image. If it
is very noisy, then the second approach is to retain only the sharpened PCs and thus
perform a reduced inverse PCA transform to obtain the fused image.
The proposed method is shown to give better results than the comparison methods
for pansharpening, hypersharpening and MS/HS fusion, and to be significantly more
tolerant to noise.
6.1.2 MTF Based Deblurring Using a Wiener Filter for CS
and MRA Pansharpening Methods
The CS and MRA families of pansharpening methods can be generally described using
simple detail injection schemes. In these schemes, details obtained from the PAN image
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are added to the interpolated MS band, modulated by a injection gain. In Chapter
3, a method was presented that extracts more spectral and spatial detail from the
interpolated MS bands, using Wiener filter deblurring, where the kernel is based on
the MTF of the MS sensor. A simple method to suppress frequency deblurring artifacts
was also presented.
A critical difference between the CS and MRA schemes is how the details are extracted
from the PAN image. For CS methods, a low-pass approximation of the PAN image
which is a linear combination of the interpolated MS bands is subtracted from the PAN
image, while for MRA methods, a low-pass filtered PAN image is subtracted from the
PAN image to obtain the high-pass details. This makes the proposed method generally
not suitable for MRA methods. However, a certain class of MRA methods can greatly
benefit from the proposed deconvolution pre-processing. Experiments were performed
on 3 data sets using a number of CS and MRA methods. The results indicate that
the proposed method can enhance CS methods in general, and some MRA methods,
according to quantitative quality evaluation and visual inspection.
6.1.3 Multispectral and Hyperspectral Image Fusion Using
a 3D-Convolutional Neural Network
A method based on using a 3D-CNN was presented. Since the training of the 3D-CNN
is supervised, a target high resolution image is required. For image fusion, a high
resolution target image is never available, thus the input data need to be spatially
decimated (low-pass filtered and downsampled) such that the observed HS image can
be used as the target image. Here it is assumed that the relationship between the
input and target data, learned by the 3D-CNN at a lower resolution scale, also applies
for a higher resolution scale.
An important step in the method is to use PCA for dimension reduction of the HS
image prior to training of the 3D-CNN. By doing this, the dimension of the HS image
can be greatly reduced which results in a reduction in computational complexity. This
step requires the assumption that the spectral singular vectors of the HS image at the
higher resolution scale are identical to those obtained for the lower resolution scale.
This assumption was also used in Chapter 2.
Experiments demonstrated that the proposed method gives substantially better results
than the methods from Chapter 2.
6.1.4 Quantitative Quality Evaluation of Pansharpened Im-
agery: Consistency vs. Synthesis
The quantitative quality evaluation of pansharpened images is difficult due to the
inherent lack of a high resolution reference image. During the past two decades, many
methods and quality metrics have been proposed to address this problem. Today, there
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are two protocols that are mostly used. The former is based on the synthesis property
and requires that the observed data be downgraded such that the fused image has the
same size as the observed MS image which is the reference image. The latter approach
is to evaluate the fused image at its full resolution using the QNR metrics.
It was investigated whether the verification of the consistency property can be use-
ful for quantitative evaluation of pansharpened images. The property states that the
bands of the fused image when degraded (using MTF matched low-pass Gaussian fil-
ters) should be as identical as is possible to the bands of the observed MS image. The
main argument against using the synthesis property is that the fusion problem being
evaluated is far from being the same as that for the full resolution images. Exper-
iments using three data sets and a number of CS and MRA methods revealed that
the verification of the consistency property can indeed be used to compare different
pansharpening methods and while the ranking of the methods according to consis-
tency is highly correlated with the ranking obtained using synthesis at the reduced
resolution scale, it is less sensitive to the type of data set used. It was also shown that
the consistency property is largely scale-invariant as is the case with synthesis.
6.2 Further work
The work presented in this thesis can be further improved in future research. Below
is a list of possible topics for future research, detailed for each topic of the thesis.
Model-Based Fusion of Multi- and Hyperspectral Images us-
ing PCA and Wavelets
• The choice of the blurring filters used to downgrade the PAN image is important.
Choosing this filter in some optimal manner could considerably enhance the
method, since it is basically an MRA method.
• Using coupled NMF decomposition on the MS and HS images to yield endmem-
bers and abundances could replace the PCA transform.
MTF Based Deblurring Using a Wiener Filter for CS and
MRA Pansharpening Methods
• While CS methods are not affected by the ringing artifacts due to the Wiener
filter, it makes the method unusable for most MRA methods. Investigation of
better deblurring methods and/or better deringing methods could improve the
proposed method.
• One deringing method that gives good results is to use a guided filter [164] on the
deblurred MS image, with the PAN image as the guide. This can significantly
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reduce the ringing artifacts, while at the same time, preserve the most important
features of the deblurred image.
Multispectral and Hyperspectral Image Fusion Using a 3D-
Convolutional Neural Network
• There are several hyper-parameters that have a large impact on the quality of
the fused image that could be chosen better for optimal results. These are, e.g.,
number of convolutional layers, number of filters in each layer, batch size and
the sizes of filters.
• Implementing a network loss function that takes spatial structure into account,
such as the structural similarity index (SSIM) [139].
Quantitative Quality Evaluation of Pansharpened Imagery:
Consistency vs. Synthesis
• One interesting property of the consistency protocol is its sensitivity to mis-
alignment between the PAN and MS image. When the images are not properly
aligned or co-registered, it will obviously affect the fused image. The synthesis
protocol does not seem to be sensitive to small misalignments, since the images
are degraded in resolution prior to the fusion. Also, in the case of misalignment,
its effects are different depending on whether the fused image comes from a CS







A.1 ERGAS, SAM, Q and Q4/Q8 metrics
In this appendix we denote the fused and reference images by Z and Y, respectively.
It is assumed that there are N pixels in each image and the number of bands is Nb.
The n-th pixel of the l-th band of Z is denoted by Zn,l.
A.1.1 ERGAS
ERGAS [135] calculates the amount of spectral/spatial distortion in the fused image











where R is the ratio of pixels in the PAN image to the MS image.
A.1.2 Spectral Angle Mapper (SAM)
SAM [113] calculates the spectral similarity between two vectors as an angle. The
value of SAM for the entire image is the average of all the angles for each pixel.

















A.1.3 Universal Image Quality Index
Q [136] models spectral distortion as a combination of three factors, i.e., loss of corre-
lation, luminance distortion and contrast distortion. Q is given by
Q(Z,Y) = 4σZYZ¯Y¯
(σ2Z + σ2Y)[(Z¯)2 + (Y¯)2]
,
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(Zn,l − Z¯)(Yn,l − Y¯).
This index is calculated using a sliding window. A common size is 32 by 32 pixels but
it depends on the size of the images. For very large images larger window, e.g., 64 by
64 pixels, might be needed.
A.1.4 Q4 and Q8 metrics
These metrics are hyper-complex vector extensions of the Q metric given above. Each
pixel is represented using quaternions and octonions for the Q4 (4 bands) and Q8 (8
bands) metrics, respectively. In [138], a general formulation is given for images with
2n bands where n is an integer.
A.1.5 QNR metric
This metric consists of two separate metrics or indices called Dλ, which is supposed to
measure spectral distortion and DS, which is supposed to measure spatial distortion,
respectively. the UIQI scores between bands (inter-band) of the observed MS image.
What this means is that the inter-band UIQI scores of the observed MS image should
ideally be the same as the inter-band UIQI scores for the pansharpened image. The
Dλ metric is given by
Dλ = p







where Q is the UIQI index and the constant p is usually chosen to be 1. The DS
metric is given by
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where X˜ is the spatially degraded PAN image such it has the same size as the observed
MS image and q is typically chosen to be 1. Finally, the QNR index is given by
QNR = (1−Dλ)α(1−DS)β . (A.3)
The constants α and β control the relative relevance of the one’s complements of the
Dλ and DS indices and they are usually chosen to be 1. The maximum value of QNR
is 1 when Dλ and DS are zero and the minimum value of QNR is zero.
A.2 A Short Overview of MTF filters and Com-
parison Methods
In this appendix, we give information on the MTF filters for the QB and WV2 sensors,
the formulas used to calculate the ERGAS, SAM and Q metrics and finally a short
overview of all methods used for comparison in experiments.
A.2.1 Sensor MTF specification
The MTF filters used in this work are Gaussian low pass filters and the amplitude of
the MTF at the Nyquist frequency is given in Table A.1
Table A.1: MTF amplitude at the Nyquist frequency for the QB and













A.2 A Short Overview of MTF filters and Comparison Methods
A.2.2 Overview of Pansharpening Methods
Table A.2 shows an overview of all the CS and MRA methods used in the experiments.
For a detailed overview see [16].
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