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A stochastic portfolio optimization problem with default risk on an infinite time horizon
is investigated. The default risk premium and the default intensity corresponding to the
defaultable bond are assumed to rely on a stochastic factor formulated by a diffusion
process.We study the optimal allocation and consumption policies tomaximize the infinite
horizon expected discounted non-log HARA utility of the consumption, and we use the
dynamic programming principle to derive the Hamilton–Jacobi–Bellman (HJB) equation.
Then we explore the HJB equation by employing a so-called sub–super solution approach.
The optimal allocation and consumption policies are finally presented in a verification
theorem, and also a numerical simulation is given at the end of the paper.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The seminal works by Merton [1–3] proposed the strategy that maximizing the total expected discounted utility of the
consumption for amarket investment problem. Since then, default-free portfolio optimizationmodels have been extensively
investigated in the literature (see, e.g., [4–11] and references therein). In [4], Fleming and Pang discussed a classical Merton
portfolio optimization problem, where the interest rate r was assumed to be an ergodic Markov diffusion process. An
analogue consideration with the log HARA utility was in [10]. In [11], Pham treated an optimal investment model with
stochastic volatilities. There, the instantaneous rate r and the volatility of the stock’s return were assumed to rely on a
stochastic factor formulated by a diffusion process. However, unlike the classical Merton model, a closed form solution
cannot be obtained for the derived HJB equation. Instead, a numerical method had to be adopted, once the existence of the
classical solution to the HJB equation is proved under some appropriate conditions.
Recently, defaultable securities such as corporate bonds have been increasingly attractive to the investors due to more
and more yields. As a consequence, the portfolio optimization problem with defaultable securities has become a more
interesting topic (see, e.g., [12–15] and references therein). Among the literature, Bielecki and Jang [12] studied an optimal
allocation problem associated with a defaultable risky asset and there the goal was to maximize the expected HARA utility
of the terminal wealth. In [14], Hou and Jin employed an intensity-based approach for the defaultable market and assumed
that each investor receives a proportion of the market value of the debt prior to the default if a default occurs. Jang [15]
suggested a dynamics for the price of a defaultable bond, and studied the expected discounted utility of the wealth when
the default risk premium and intensity were assumed to be constants. Bo et al. [13] considered a portfolio optimal problem
with default risk under the intensity-based reduced-form framework and the goal was to maximize the infinite horizon
expected discounted log utility of the consumption, where the model differs from [15], since the default risk premium and
the default intensity were assumed to rely on a stochastic factor described by a diffusion process.
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In this article, we investigate a portfolio optimization problem with default risk. An investor dynamically chooses a
consumption rate and allocates the wealth into the securities: a perpetual defaultable bond, a money market account with
the constant return and a default-free risky asset. Here the goal is to maximize the infinite horizon expected discounted
utility of the consumption. We deal with the non-log HARA utility function case, and the log utility counterpart has been
discussed in [13]. There, the post-default HJB equation admitted a constant solution and the pre-default HJB equation is
a linear uniformly elliptic equation with variable coefficients. For the non-log utility case, we find that the HJB equation is
nonlinear. Due to its nonlinearity, we adopt the so-called sub–super solution argument to study the equation. Finally, we get
an explicit formula for the optimal control strategy. The readers may refer to Mariani et al. [16,17] for solving PDE problems
arising in financial mathematics.
The outline of the paper is as follows. In the coming section, we describe the model. In Section 3, the optimal portfolio
problemwith default risk is explored under the non-log HARA utility. Section 4 is devoted to proving a verification theorem.
Finally, in Section 5, we carry out a sensitivity analysis for the optimal control strategy and the value function, respectively.
Section 6 concludes the paper.
2. The model formulation
In this section, we shall present a model with the specifications of a reduced-form framework for an intensity-based
defaultable market and of the dynamics of the financial securities (defaultable bond, money market account and default-
free risky asset).
2.1. The reduced-form framework
In the subsection, we give a reduced-form framework for an intensity-based defaultable market.
Let (Ω,F , P) be a complete real-world probability space and τ be a nontrivial random time on the space. For t ≥ 0, let
us define a default indicator process (zt)t≥0 by
zt = 1{τ≤t}. (2.1)
Suppose that (ωt , ω˘t)t≥0 is a 2-dimensional standard Brownian motion on (Ω,F , P), and F = (Ft)t≥0 is the augmented
natural filtration of (ωt , ω˘t)t≥0. LetDt = σ(zu; 0 ≤ u ≤ t) and Gt = Ft ∨Dt with t ≥ 0.
Consider the conditional survival probability,
St = P(τ > t|Ft), S0 = 1. (2.2)
Assume that for each t > 0, St > 0 a.s. and E [St ] > 0. This implies that there is always a chance that the firm defaults.
Due to the supermartingale property of the process (S, F), the Doob–Meyer Theorem tells us that there exists a unique
compensator K to S such that (S + K , F) becomes a martingale. According to Giesecke [18], we can define the trend by the
Stieltjes integral
Λt =
 t
0
dKs
Ss−
, (2.3)
which is a nondecreasing F-predictable process. The definition of the reduced-form framework for an intensity-based
defaultable market (see, e.g., [19,20,13,18]) goes as follows.
Definition 2.1. It is called the intensity-based reduced-form model if the trend Λt =
 t
0 λudu with a nonnegative F-
predictable intensity process λ = (λt)t≥0 for each t ≥ 0.
In light of Propositions 5.8 and 5.2 in [18], it follows that St = exp

−  t0 λsds and
mt := zt −

]0,t∧τ ]
λsds, t ≥ 0 (2.4)
is a (P,G)-martingale with the information G = (Gt)t≥0.
2.2. The price dynamics of the financial securities
Let (1/ηt)t≥0 denote the default risk premium satisfying 1/ηt ≥ 1 for all t ≥ 0, and ρ ∈ (0, 1] denote the constant loss
rate when a default occurs. We can suggest the price dynamics (pt)t≥0 for a perpetual defaultable bond that pays constant
couponC per unit time as follows1:
dpt = rptdt + ρλtpt(1− zt)(1/ηt − 1)dt − (1− zt)Cdt − ρpt−dmt , (2.5)
1 The derivation of the dynamics when the market parameters are constant is given in Appendix A of [13]. Here we directly randomize the market
parameters in the dynamics as the manner used by the stochastic volatility model (see, e.g., [21]). One must be careful when the market parameters are
random, since then the derivation in Appendix A of [13] will be invalid.
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where (λt)t≥0 is an F-adapted default intensity process defined in Definition 2.1 and (mt)t≥0 is a càdlàg (P,G)-martingale
defined in (2.4).
Remark 2.1. A main difference here from (4.5.14) in Chapter 4 of [15] (or Lemma 3 in [12]) is that the default process
(λt)t≥0 and the default risk premium (1/ηt)t≥0 rely on a stochastic factor process (which has appeared in some default-
free stochastic portfolio optimization arguments (see, e.g., [11])), rather than on two constants. This point will be exactly
indicated below.
In addition, the investor can access to a money market account (ζt)t≥0 with the constant interest rate2 r > 0 and a
default-free risky asset (βt)t≥0 with the evolutions:
dζt = rζtdt, ζ0 = 1,
dβt = bβtdt + aβtdwt , β0 = β > 0.
In what follows, we use (yt)t≥0 to describe a stochastic economic factor (see, e.g., [11]) which evolves according to the
following stochastic differential equation (SDE):
dyt = µ(yt)dt + dw˘t , y0 = y, (2.6)
where the drift coefficient µ(·) is assumed to satisfy
(H1) µ(·) ∈ C1(R) and there exist positive constants c1, c2 such that
−c2 ≤ µy(y) ≤ −c1 < 0, for all y ∈ R.
Here µy := ∂µ∂y .
Remark 2.2. Under the assumption (H1), (2.6) admits a unique strong solution (yt)t≥0 (see, e.g., [22]). We here suppose the
economic factor is independent of the stock. If the economic factor is correlated with the stock, there will be an additional
mixed partial derivative term in the HJB equations below, and this term does not have the essential effect on the problem
(see, e.g., [4]).
Let xt be the total wealth at time t , and κt and ℓt denote the respective t-time proportions in the wealth xt of (pt)t≥0 and
(βt)t≥0. Then 1− κt − ℓt is the t-time proportion in the wealth xt of (ζt)t≥0. Assume that (ct)t≥0 is the consumption rate at
time t .
We further assume that the default risk premium and the default intensity depend on yt , the economic factor at time t ,
i.e., there exist a nonnegative measurable λ(·) and a measurable (0, 1]-valued η(·) such that
λt = λ(yt), ηt = η(yt), t ≥ 0.
The two technical assumptions are made.
(H2) There exists a constant C > 0 such that supy∈R λ(y) ≤ C .
(H3) The constant ηm := infy∈R η(y) is strictly positive.
Now, by virtue of the self-financial investment policy, the dynamics of the wealth process is described as
dxt = (1− κt − ℓt)xt
ζt
dζt + κtxt−pt− dpt +
ℓtxt
βt
dβt + (1− zt)κtxtpt C¯dt − ctxtdt
= xt [r − ct + (b− r)ℓt + ρκt(1− zt)λ(yt)(1/η(yt)− 1)]dt + axtℓtdωt − ρκtxt−dmt , (2.7)
x0 = x > 0.
In addition, under mild conditions, it follows from Itô’s rule (see, e.g., [22]) that
xt = x exp
 t
0
r − cs + (b− r)ℓs + κs(1− zs)λ(ys)(ρ/η(ys))ds

× exp
 t
0
aℓsdωs − 12
 t
0
a2ℓ2s ds

s≤t
{1− ρκs−1zs} (2.8)
is a unique strong solution of (2.7).
Remark 2.3. Since1zt ∈ {0, 1} for all t ≥ 0, it is easy to show that xt > 0 given κt− < 1/ρ for all t ≥ 0.
2 The reasons of assuming the constant interest rate are two-fold: first, we here aremainly concernedwith the influence of the default risk in the portfolio
argument and so we do not pay more attention on the interest rate risk. Second, the default-free portfolio arguments with stochastic interest rate have
been investigated in [4,10]. This context may be extended to the stochastic interest rate case. But some additional technique should be adopted and the
respective argument will probably be more complicated.
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3. The optimal portfolio with non-log HARA utility
In this section, we aim to seek an optimal allocation pair (κt , ℓt)t≥0 and an optimal consumption rate (ct)t≥0 tomaximize
the infinite horizon expected discounted non-log utility of the consumption.
Toward this end,we limit the allocation (κt , ℓt)t≥0 and the consumption rate (ct)t≥0 in some admissible control setA(G).
Definition 3.1. We call a triple RCLL G-adapted control policy (κt , ℓt , ct)t≥0 = (κ(t, yt), ℓ(t, yt), c(t, yt))t≥0 taking values
in A1 × A2 × A3 := [0, 1/ρ)× R× R+ to be in an admissible control spaceA(G).
Remark 3.1. The restriction κ· ∈ [0, 1/ρ) in Definition 3.1 is the so-called bankruptcy avoiding condition. In general, each
element belonging toA(G) is called a bankruptcy avoiding portfolio.
Remark 3.2. If (κt , ℓt , ct)t≥0 is admissible, then, from Remark 2.3, the wealth process (xt)t≥0 is strictly positive.
Let U(x) be a non-log hyperbolic absolute risk aversion (HARA) type utility function given by
U(x) = 1
γ
xγ , 0 < γ < 1, x > 0.
Remark 3.3. As suggested by Pratt [23] and Arrow [24], A(x) := − U ′′(x)U ′(x) is a measure of absolute risk aversion. A utility
function is said to exhibit hyperbolic absolute risk aversion if and only if the level of risk tolerance T (x) := 1A(x) is a
linear function. For more details on HARA utility, please refer to Çanakogˇlu and Özekici [25]. It should be noted that the
homogeneity of HARA utility allows considerable simplification of the problem (see, e.g., [26]). The problem with log utility
which corresponds to the case γ = 0 has been studied in [13].
Let α > 0 be the discount factor. For an admissible control (κ., ℓ., c.) and an initial triple (x, y, z) ∈ (0,∞) × R × {0, 1},
define an objective functional J by
J(x, y, z, κ., ℓ., c.) = Ex,y,z
 ∞
0
e−αtU(ctxt)dt

:= E
 ∞
0
e−αtU(ctxt)dt|x0 = x, y0 = y, z0 = z

.
Our purpose is to maximize J(x, y, z, κ., ℓ., c.) for all admissible (κ., ℓ., c.), and so the value function is,
v(x, y, z) = max
(κ.,ℓ.,c.)∈A(G)
J(x, y, z, κ., ℓ., c.), (3.1)
for (x, y, z) ∈ (0,∞)× R× {0, 1}.
3.1. The HJB equation
In this subsection, we define the pre-default and post-default value functions by
v(0)(x, y) = v(x, y, 0) (the pre-default case),
and
v(1)(x, y) = v(x, y, 1) (the post-default case).
By employing the Bellman principle, we obtain the following HJB equations associated with v(0)(x, y) and v(1)(x, y) as
follows:
αv(0) = rxv(0)x + µ(y)v(0)y +
1
2
v(0)yy + λ(y)max
κ∈A1
[(ρ/η(y))κxv(0)x + v(1)(x− xκρ, y)− v(0)(x, y)]
+ max
ℓ∈A2

(b− r)ℓxv(0)x +
1
2
a2ℓ2x2v(0)xx

+max
c∈A3

1
γ
(cx)γ − cxv(0)x

, (3.2)
and
αv(1) = rxv(1)x + µ(y)v(1)y +
1
2
v(1)yy +max
ℓ∈A2

(b− r)ℓxv(1)x +
1
2
a2ℓ2x2v(1)xx

+max
c∈A3

1
γ
(cx)γ − cxv(1)x

. (3.3)
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Remark 3.4. The value function v admits the homotheticity property (see Proposition 3.3 in [27] or Lemma 2.3 in [4]):
v(x, y, z) = xγ v(1, y, z),
for all (x, y, z) ∈ (0,∞)× R× {0, 1}.
Appealing to Remark 3.4, we suppose that
v(1)(x, y) = 1
γ
xγ w¯(y), for (x, y) ∈ (0,∞)× R.
Then a standard argument yields that w¯ satisfies that
1
2
w¯yy + µ(y)w¯y +

γ (b− r)2
2a2(1− γ ) + rγ − α

w¯ + (1− γ )w¯ γγ−1 = 0. (3.4)
For the pre-default case, we assume
v(0)(x, y) = 1
γ
xγw(y), for (x, y) ∈ (0,∞)× R.
Then w obeys that
α
γ
w = r − 1
γ
λ(y)
w + µ(y)
γ
wy + 12γ wyy + λ(y)maxκ∈A1

(ρ/η(y))κw + 1
γ
(1− κρ)γ w¯

+ max
ℓ∈A2

(b− r)ℓw + 1
2
a2ℓ2(γ − 1)w+max
c∈A3

1
γ
cγ − cw . (3.5)
Let us define
κ∗(y) = 1
ρ

1−
 w(y)
η(y)w¯(y)
 1
γ−1

,
ℓ∗(y) ≡ b− r
a2(1− γ ) ,
c∗(y) = w(y) 1γ−1 .
Then
κ∗(y) ∈ argmax
κ∈A1

λ(y)(ρ/η(y))κw + 1
γ
(1− κρ)γ w¯λ(y)

,
ℓ∗(y) ∈ argmax
ℓ∈A2

(b− r)ℓw + 1
2
a2ℓ2(γ − 1)w ,
c∗(y) ∈ argmax
c∈A3

1
γ
cγ − cw .
Hence (3.5) becomes that
1
2
wyy + µ(y)wy +  γ (b− r)22a2(1− γ ) + rγ − λ(y)− α + γ λ(y) 1η(y)
w
+ (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
w¯
1
1−γ
w γγ−1 = 0. (3.6)
We will see that (3.4) possesses a constant solution under some appropriate conditions. If (3.6) admits a classical solutionw, then
vˆ = 1
γ
xγ [zw¯ + (1− z)w]
will turn out to be the classical solution to the HJB equation associated with the value function v. Based on the observation,
we next aim to get a classical solution to (3.6).
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3.2. Solutions to the HJB equation
In this subsection, we prove the existence of a classical solution to the HJB equation associated with the value function v
by using a sub–super solution approach.
Let us start at defining
u¯(y) = log w¯(y) and u(y) = logw(y).
As a consequence, u¯ andu respectively satisfy
1
2
u¯yy + 12 u¯
2
y + µ(y)u¯y +
γ (b− r)2
2a2(1− γ ) + rγ − α + (1− γ )e
u¯
γ−1 = 0, (3.7)
and
1
2
uyy + 12u2y + µ(y)uy + γ (b− r)22a2(1− γ ) + rγ − λ(y)− α + γ λ(y) 1η(y)
+ (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
e
u¯
1−γ

e
u
γ−1 = 0. (3.8)
Our aim in the subsection is to seek a classical solution vˆ for the HJB equation associated with the value function v and
verify that vˆ equals the value function defined in (3.1). In order to obtain vˆ, it suffices to seek the solutions u¯ andu to (3.7)
and (3.8), respectively, since
vˆ(x, y, z) = 1
γ
xγ [zeu¯(y) + (1− z)eu]
is the desired classical solution to the HJB equation associated with the value function v. In the remainder of this subsection,
we devote to solve (3.7) and (3.8). First we consider (3.7).
Lemma 3.5. Recall that α is the discount factor. Suppose that
α >
γ (b− r)2
2a2(1− γ ) + rγ := Q . (3.9)
Then (3.7) possesses a constant solution:
u¯(y) ≡ (γ − 1) [log (α − Q )− log(1− γ )]
:= Cp, y ∈ R. (3.10)
Proof. It follows from a direct verification. We omit the proof. 
With the help of Lemma 3.5, we rewrite (3.8) as
1
2
uyy + 12u2y + µ(y)uy + Q − α − λ(y)+ γ λ(y) 1η(y) + (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
e
Cp
1−γ

e
u
γ−1 = 0. (3.11)
Due to the nonlinearity of (3.11), we are going to prove the existence of its solution by using a sub–super solution method.
We begin with the definitions:
Lu = 1
2
uyy + 12u
2
y + µ(y)uy, and (3.12)
h(y, u) = Q − α − λ(y)+ γ λ(y) 1
η(y)
+ (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
e
Cp
1−γ

e
u
γ−1 . (3.13)
It is not hard to verify that u is a subsolution (resp. supersolution) of (3.11) if and only if
−Lu ≤ (resp. ≥) h(y, u).
Consequently, we have the following.
Lemma 3.6. Let (3.9) hold. Then any constant C ≤ Cp is a subsolution of (3.11), where Cp is defined in (3.10).
Proof. It follows from a direct computation and the fact that, for each γ ∈ (0, 1), fγ (x) := γ x − 1 + (1 − γ )x
γ
γ−1 ≥ 0,
∀ x > 0. 
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Lemma 3.7. Suppose that (H1), (H3) and (3.9) hold and
γ < ηm. (3.14)
Then for each a1 satisfying
0 < a1 < min{c1, α − Q }, and (3.15)
2(α − Q − a1)(c1 − a1)
a1
> |µ(0)|, (3.16)
there exists a constant a2 > Cp such that
uˆ(y) := a1y2 + a2 (3.17)
is a supersolution to (3.11).
Proof. By virtue of (3.17) and (H1), we have
−Luˆ ≥ 2(c1a1 − a21)y2 − 2a1µ(0)y− a1. (3.18)
To check that uˆ is a supersolution of (3.11), it suffices to show that
2(c1a1 − a21)y2 − 2a1µ(0)y+ α − Q − a1
≥ −λ(y)+ γ λ(y) 1
η(y)
+ (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
e
Cp
1−γ

e
a1y
2+a2
γ−1 . (3.19)
By (3.15) and (3.16), we have
2(c1a1 − a21)y2 − 2a1µ(0)y+ α − Q − a1 > 0,
which together with the assumption (3.14) implies that we can choose a2 > Cp large enough such that (3.19) holds. 
Remark 3.8. It is worth mentioning that the set of parameters which satisfies (3.9) and (3.14)–(3.16) simultaneously is
nonempty. For instance,
(a, a1, b, c1, r, α, ηm, γ , µ(0)) = (1, 0.2, 0.1, 1, 0.05, 1, 0.35, 0.3, 1)
is a set of feasible parameters.
Based on the above, we further have the following.
Theorem 3.9. Assume that (H1)–(H3), (3.9) and (3.14)–(3.16) are satisfied. Then (3.11) admits a classical solutionu, and
Cp ≤u(y) ≤ uˆ(y), (3.20)
where Cp and uˆ(y) are defined in (3.10) and (3.17), respectively.
Proof. Apply Lemmas 3.6 and 3.7 to conclude that (Cp, uˆ) is a pair of ordered sub–super solutions. Define
H¯(y, p, q) = −1
2
q2 − µ(y)q− Q + α + λ(y)− γ λ(y) 1
η(y)
− (1− γ )

1+ λ(y)

1
η(y)
 γ
γ−1
e
Cp
1−γ

e
p
γ−1 . (3.21)
Then the map p → H¯(y, p, q) is strictly increasing. On the other hand, we derive thanks to (H1) and (H2), there exists a
ξ ≥ 0 such thatH¯(y, p, q) ≤ 1
2
q2 + |µy(ξ)| |y| + |µ(0)| |q| + 2α + C 1+ 1
ηm

+

1+ Ce
Cp
1−γ

e
p
γ−1
≤ q2 + [c2|y| + |µ(0)|]
2
2
+ 2α + C

1+ 1
ηm

+

1+ Ce
Cp
1−γ

e
p
γ−1 . (3.22)
Then the desired result follows from Theorem 3.8 in [4]. 
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Remark 3.10. Define
vˆ(x, y, z) = 1
γ
xγ ezCp+(1−z)u(y),
where Cp andu are given in (3.10) and Theorem3.9, respectively. It is not difficult to verify that vˆ(x, y, z) is a classical solution
of the HJB equation associated with the value function v.
We are going to prove that vˆ is just the value function v and this shall be done in the coming section.
4. The verification theorem
Let (κ∗t , ℓ∗t , c∗t )t≥0 be a control policy given by
ℓ∗t ≡
b− r
a2(1− γ ) , t ≥ 0, (4.1)
c∗t = c∗(yt) =
e
u(yt )
γ−1 , 0 ≤ t < τ,
e
Cp
γ−1 , t ≥ τ ,
(4.2)
and
κ∗t = κ∗(yt) =

1
ρ
1−  eu(yt )
η(yt)eCp
 1
γ−1
 , 0 ≤ t < τ,
0, t ≥ τ ,
(4.3)
where Cp is given in (3.10) andu is the classical solution to (3.11). Then we have the following.
Lemma 4.1. The control policy defined by (4.1)–(4.3) is admissible, i.e., (κ∗t , ℓ∗t , c∗t )t≥0 ∈ A(G). Moreover, we have, P-a.s.,
(a) ℓt ≤ N1, for some N1 > 0,
(b) ct ≤ N2, for some N2 > 0.
Proof. Obviously, (ℓ∗t )t≥0 satisfies the condition (a). Recall that ρ ∈ (0, 1], yt ∈ R and η(yt) ∈ (0, 1]. By virtue of
Theorem 3.9, we have
c∗t ≤ e
Cp
γ−1 ≤ N2,
for some constant N2 > 0. Thus the condition (b) is satisfied. κ∗t < 1/ρ is obvious. This proves the lemma. 
Lemma 4.2. Let (x∗t )t≥0 denote the wealth process (2.7) with (κt , ℓt , ct)t≥0 replaced by (κ∗t , ℓ∗t , c∗t )t≥0. Then under (H2)
and (H3), it holds that
lim
T→∞ e
−αTEx[x∗T ] = 0,
for all
α > r + (b− r)
2
a2(1− γ ) + C

1
ηm
− 1

. (4.4)
Proof. Recall from (2.7) that
dx∗t = x∗t

r − c∗t + (b− r)ℓ∗t + ρκ∗t (1− zt)λ(yt)(1/η(yt)− 1)

dt + aℓ∗t x∗t dωt − ρx∗t−κ∗t−(1− zt−)dmt .
For each T ≥ 0, define
M∗T =
 T
0
aℓsx∗s dws −
 T+
0
ρx∗s−κ
∗
s−(1− zs−)dms,
and
f (x) = [r − c∗s + (b− r)ℓ∗s + ρκ∗s (1− zs)λ(ys)(1/η(ys)− 1)]x.
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Then
x∗T = x+M∗T +
 T
0
f (x∗s )ds.
A direct calculation shows that f is continuous on R+, and
cˆ2 ≤ fx := ∂ f
∂x
≤ cˆ1, f (0) = 0,
where
cˆ1 = r + (b− r)
2
a2(1− γ ) + C

1
ηm
− 1

, and cˆ2 = r + (b− r)
2
a2(1− γ ) − e
Cp
γ−1 .
From Lemma 4.1 and Remark 2.3, it follows that x∗t > 0 for all t ≥ 0. For n ∈ N, define
τn = inf{t ≥ 0; x∗t ≥ n}.
By virtue of (2.4), (H2), the Hölder inequality and the Burkhölder–Davis–Gundy (BDG) inequality, it follows that for every
finite time T > 0,
Ex

sup
s≤T∧τn
x∗s 2 ≤ 2C1TEx  T∧τn
0
x∗t 2 dt + 2Ex  sup
s≤T∧τn
x+M∗s 2
≤ 4x2 + 2C1TEx
 T∧τn
0
x∗t 2 dt + C2Ex  T∧τn
0
a2|ℓ∗t |2|x∗t |2dt
+ C2Ex
 
t≤T∧τn
ρ2
x∗t−2 κ∗t−21zt

= 4x2 + 2C1TEx
 T∧τn
0
x∗t 2 dt + C2Ex  T∧τn
0
|x∗t |2

a2|ℓ∗t |2 + ρ2λ(yt)|κ∗t |2

dt
≤ 4x2 +Λ1
 T∧τn
0
Ex

sup
s≤t
x∗s 2 dt,
where C1, C2 andΛ1 are constants depending only on T . Note that τn →∞, as n →∞. Applying the Fatou Lemma and the
Monotone Convergence Theorem for n →∞, Gronwall’s lemma yields that,
Ex

sup
s≤t
x∗s 2 ≤ 4x2eΛ1T , for all 0 ≤ t ≤ T . (4.5)
We derive thanks to (4.5) that, (M∗t )t≥0 is a (P,G)-adapted càdlàg martingale. By using a similar procedure of Lemma 3.1
in [10], we deduce
Ex[x∗T ] ≤ Λ2ecˆ1T ,
whereΛ2 is a constant which is independent of T . As a consequence,
lim
T→∞ e
−αTEx[x∗T ] = 0,
for all α > cˆ1. Thus the proof is concluded by noting the definition of cˆ1 above. 
We also need the following results concerning the property of the stochastic factor (yt)t≥0.
Lemma 4.3. Suppose that (H1) holds. Let K > 8 be a constant, and
a1 ∈

0,
c1
K

. (4.6)
Then for
α >
Ka1 |µ(0)|2
2c1 − 2Ka1 + Ka1, (4.7)
there exists a constant Λ such that
e−αTEy[eKa1y2T ] ≤ Λ, for all T ≥ 0.
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Particularly, for each m ∈ N,
e−αTEy[y2mT ] ≤
m!Λ
Kmam1
, for all T ≥ 0.
Proof. This lemma is quoted from Lemma 4.9 in [4]. As for its proof, refer to Lemma 1.15 in [28]. 
Lemma 4.4. Let (yt)t≥0 be the stochastic factor process given in (2.6). Suppose that (H1) and (4.6) hold. Then
Ey

sup
0≤t≤T
exp

4a1y2t

<∞. (4.8)
Proof. The conclusion follows from the similar procedure as in the proof of Theorem 4.13 in [4]. 
We now state the main result of this section.
Theorem 4.5 (Verification Theorem). Suppose that the conditions of Theorem 3.9 are satisfied and that γ ≤ 12 . Let (κ∗t , ℓ∗t ,
c∗t )t≥0 be defined in (4.1)–(4.3), respectively. Define a function on (0,∞)× R× {0, 1} by
vˆ(x, y, z) = 1
γ
xγ ezCp+(1−z)u(y) = 1
γ
xγ [zeCp + (1− z)eu(y)] (4.9)
where Cp is as defined in (3.10) andu is the classical solution to (3.11). Then we have the following.
(i) For all admissible control policies (κt , ℓt , ct) ∈ A(G), it holds that
vˆ(x, y, z) ≥ Ex,y,z
 ∞
0
e−αtU(ctxt)dt, (4.10)
with (x, y, z) ∈ (0,∞)× R× {0, 1}.
(ii) (κ∗t , ℓ∗t , c∗t )t≥0 ∈ A(G). Moreover, if (4.4), (4.6) and (4.7) hold, the value function v satisfies
v(x, y, z) := Ex,y,z
 ∞
0
e−αtU(c∗t x
∗
t )dt = vˆ(x, y, z), (4.11)
with (x, y, z) ∈ (0,∞) × R × {0, 1}. Here (x∗t )t≥0 denotes the wealth process (2.7) with (κt , ℓt , ct)t≥0 replaced by
(κ∗t , ℓ∗t , c∗t )t≥0.
Proof. For each (κt , ℓt , ct)t≥0 ∈ A(G), Itô’s rule yields that
dvˆ(xt , yt , zt) = xt vˆx[r − ct + ℓt(b− r)+ κt(1− zt)λ(yt)(ρ/η(yt))]dt +

1
2
a2x2t ℓ
2
t vˆxx +
1
2
vˆyy + µ(yt)vˆy

dt
+ [vˆ(xt − xtκt(1− zt)ρ, yt , zt + 1)− vˆ(xt , yt , zt)](1− zt)λ(yt)dt + dMt , (4.12)
where (Mt)t≥0 is a (P,G)-adapted RCLL local martingale. Recalling the definition of vˆ and note that zt ∈ {0, 1}, it follows
that
dvˆ(xt , yt , zt)− dMt = ztxγt eCp

r − ct + ℓt(b− r)+ 12 (γ − 1)ℓ
2
t a
2

dt
+ (1− zt)xγ eu(y)

r − ct + ℓt(b− r)+ κtλ(yt)(ρ/η(yt))+ 12 (γ − 1)ℓ
2
t a
2
+ 1
γ

1
2
uyy + 12u2y + µ(yt)uy − λ(yt)

dt + (1− zt) 1
γ
xγt (1− κtρ)γ eCpλ(yt)dt.
Substitute w¯ = eCp and w = eu into the above equation to conclude that
dvˆ(xt , yt , zt)− dMt ≤ [αvˆ(xt , yt , zt)− U(ctxt)]dt.
Therefore,
d[e−αt vˆ(xt , yt , zt)] ≤ −e−αtU(ctxt)dt + e−αtdMt .
Integrate the inequality above to conclude that
e−αT vˆ(xT , yT , zT )− vˆ(x, y, z) ≤ −
 T
0
e−αtU(ctxt)dt +
 T
0
e−αtdMt .
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Table 1
Parameter definitions and values.
Symbol Definition Value
r Risk free interest rate 0
b Return rate of default-free risky asset 0.06765
a Volatility of default-free risky asset 0.15
ρ Loss rate when a default occurs 0.52
1/η Default risk premium 2.53
α Discount factor 1
γ Risk aversion parameter 0.15
−c1 Upper bound of the derivative of µ(·) −0.5
C Upper bound of the default intensity 0.02
Let τR be the exit time of the 2-dimensional process (xt , yt)t≥0 from the ball {(x, y) ∈ R2 : x2 + y2 ≤ R2}. Then for each
T > 0,
vˆ(x, y, z) ≥ Ex,y,z
 T∧τR
0
e−αtU(ctxt)dt + Ex,y,z[e−αT∧τR vˆ(xT∧τR , yT∧τR , zT∧τR)]. (4.13)
Let R →∞, and so τR →∞. Then
vˆ(x, y, z) ≥ Ex,y,z
 T
0
e−αtU(ctxt)dt,
which holds for all admissible control (κt , ℓt , ct) ∈ A(G). Therefore the conclusion (4.10) follows by letting T →∞.
On the other hand, for control policy (κ∗t , ℓ∗t , c∗t )t≥0, Lemma 4.1 shows (κ∗t , ℓ∗t , c∗t )t≥0 ∈ A(G). Then, instead of (4.13),
we can get
vˆ(x, y, z) = Ex,y,z
 T∧τR
0
e−αtU(c∗t x
∗
t )dt + Ex,y,z[e−αT∧τR vˆ(x∗T∧τR , yT∧τR , zT∧τR)]. (4.14)
By the definition of vˆ and (3.20), we can prove that
e−αT∧τR vˆ(x∗T∧τR , yT∧τR , zT∧τR) ≤ Λ1

sup
0≤t≤T
|x∗t |2γ + sup
0≤t≤T
e2a1y
2
t

:= θT ,
Ex,y,z

e−αT vˆ(x∗T , yT , zT )
 ≤ Λ2e−αTEx,y,z (x∗T )2γ + e2a1y2T  , (4.15)
whereΛ1 andΛ2 are two constants independent of T and R. The estimations (4.5) and (4.8) jointly imply thatEx,y,z[θT ] <∞.
Applying the Monotone Convergence Theorem and the Lebesgue Dominated Convergence Theorem to (4.14), we obtain
vˆ(x, y, z) = Ex,y,z
 T
0
e−αtU(c∗t x
∗
t )dt + Ex,y,z[e−αT vˆ(x∗T , yT , zT )]. (4.16)
To prove (4.11), it is sufficient to show
lim sup
T→∞
Ex,y,z

e−αT vˆ(x∗T , yT , zT )
 ≤ 0. (4.17)
Noting that 2γ ≤ 1, it follows that
Ex,y,z
|x∗T |2γ  ≤ 1+ Ex,y,z x∗T  .
Now (4.15), Lemmas 4.2 and 4.3 imply that (4.17) holds. The proof of the theorem is completed. 
5. Sensitivity analysis
In this section, we carry out a sensitivity analysis on the optimal control policy (κ∗t , c∗t )t≥0 and the value function vˆ in
Theorem 4.5 by employing the sub–super solution of (3.11).
For parsimony, we adopt the following preference values (see, e.g., [12]) (see Table 1).
Taking K = 10 in Lemma 4.3, it is not hard to verify that the conditions (3.9), (3.14)–(3.16) and (4.4)–(4.7) are satisfied
provided a1 ∈ (0, 0.05) (here, we choose a1 = 0.01) and µ(0) = 1 (actually, |µ(0)| < 9.76 is enough for a1 = 0.01).
According to Lemma 3.5, each constant
C ≤ Cp = −0.1227
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Fig. 1. Left: the lower bound of Optimal Investment Proportion of the Defaultable Bond (OIPDB) versus Default Risk Premium (DRP) as the Loss Rate (LR)
is 0.20, 0.52, 0.90 and DRP ∈ [1, 5]. Right: OIPDB versus LR as DRP is 1.00, 1.30, 2.53.
is a subsolution of (3.11). Through some basic calculations, we can infer that
uˆ(y) = 0.01y2 + a2,
is a supersolution of (3.11) as long as a2 ≥ 0.23. In other words,
− 0.1227 = Cp ≤u(y) ≤ 0.01y2 + 0.23, (5.1)
whereu is the classical solution of (3.11).
5.1. The optimal control (κ∗t , c∗t )t≥0
Now, we try to discuss the parameter sensitivity of the optimal control (κ∗, c∗) for the pre-default case.
Recall
κ∗t = κ∗(yt) =
1
ρ
1−  eu(yt )
η(yt)eCp
 1
γ−1
 , 0 ≤ t < τ.
Assume that η(y) ≡ η ∈ (0, 1]. Then by (5.1), κ∗ admits a lower bound:
κ∗t ≡
1
ρ

1− η −1γ−1

, 0 ≤ t < τ. (5.2)
At first, we analyze the relationship between the default risk premium 1/η and the lower bound κ∗. Since a higher default
risk premium leads to a high yield, we guess that there is a positive relationship between the default risk premium and κ∗.
The left panel of Fig. 1 shows that κ∗ increases as the default risk premium increases. This verifies our conjecture. We also
note that the slope of the curves decreases as the default risk premium increases.
Second, we analyze the relationship between the loss rate ρ and the lower bound κ∗. Since a higher loss rate induces
a higher potential loss, the investors will reduce their investment proportion of the defaultable bond. The right panel of
Fig. 1 depicts a negative relationship between the loss rate and κ∗, which accords with our conjecture. Fig. 2 provides a full
description for κ∗ versus the default risk premium 1/η and the loss rate ρ.
Third, we investigate the relationship between the risk aversion parameter γ and the lower bound κ∗. Since the utility
function has a constant Pratt’smeasure of relative risk aversion 1−γ (see, e.g., [15]). This implies that the investorswith less
risk aversion parameter detest risk much more and thus will reduce their investment proportion of the defaultable bond.
The left panel of Fig. 3 depicts a positive relationship between the risk aversion parameter and κ∗, which accords with our
conjecture.
Finally, we consider the optimal consumption rate c∗ for the pre-default case. Recall that
c∗t = e
u(yt )
γ−1 , 0 ≤ t < τ.
Take yt ≡ 0, and we conclude by (5.1),
e
0.23
γ−1 ≤ c∗t ≤ e
Cp
γ−1 , 0 ≤ t < τ.
The right panel of Fig. 3 depicts the lower and upper bounds of c∗.
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Fig. 2. OIPDB versus DRP and LR as DRP ∈ [1, 5] and LR ∈ [0.2, 1]with γ = 0.15.
Fig. 3. Left: OIPDB versus Risk Aversion Parameter (RAP). Right: the lower and upper bounds of Optimal Consumption Rate (OCR) versus RAP as
RAP ∈ (0, 0.3421).
5.2. The value function
In this subsection, we discuss the value function vˆ versus x and y.
Recall that
vˆ(x, y, z) = 1
γ
xγ ezCp+(1−z)u(y) = 1
γ
xγ [zeCp + (1− z)eu(y)].
Here we focus on the lower and upper bounds of the value function vˆ. From (5.1), it follows that
1
γ
xγ eCp ≤ vˆ(x, y, z) ≤ 1
γ
xγ e0.01y
2+0.23. (5.3)
Fig. 4 depicts the lower and upper bounds of the value function vˆ w.r.t. the wealth x and stochastic factor y.
6. Conclusions
We studied a stochastic portfolio optimization problem with default risk on an infinite time horizon. An investor
dynamically chooses a consumption rate and allocates the wealth into the securities: a perpetual defaultable bond, a money
market account with the constant return and a default-free risky asset. The goal was to maximize the infinite horizon
expected discounted power utility of the consumption. The default risk premium and the default intensity were assumed
to rely on a stochastic factor formulated by a diffusion process. We explore the corresponding HJB equation by employing
a so-called sub–super solution approach. The optimal allocation and consumption policies were obtained in terms of the
classical solution to a PDE.We also provided numerical illustrations on the optimal control strategies and the value function
at the end of the paper. The results provided in this paper could be used in portfolio management subject to default risk.
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Fig. 4. The lower and upper bounds of Value Function (VF) versus wealth x and Stochastic Factor (SF) y.
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