This paper deals with singular nonlinear partial differential equations of the form t∂u/∂t = F (t, x, u, ∂u/∂x), with independent variables (t, x) ∈ R × C, and where F (t, x, u, v) is a function continuous in t and holomorphic in the other variables. Using the Banach fixed point theorem, we show that a unique solution u(t, x) exists under the condition that F (0, x, 0, 0) = 0, Fu(0, x, 0, 0) = 0 and Fv(0, x, 0, 0) = x γ(x) with Re γ(0) < 0.
§1. Introduction
Consider the first order singular nonlinear partial differential equation In this situation, solving (1.1) can be divided into three cases:
Set a(t, x) = F (t, x, 0, 0), λ(t, x) = F u (t, x, 0, 0), b(t) = F v (t, 0, 0, 0), and c(t, x) = (F v (t, x, 0, 0) − F v (t, 0, 0, 0))/x. Then, using the Taylor expansion of F (t, x, u, v) with respect to the variables (u, v), (1.1) can be rewritten as (2.1) t ∂u ∂t = a(t, x) + λ(t, x)u + (b(t) + xc(t, x)) ∂u ∂x + R 2 t, x, u, ∂u ∂x ,
where R 2 (t, x, u, v) is the sum of all the terms in the Taylor expansion whose degrees with respect to (u, v) are at least 2. Our assumptions imply that a(t, x), λ(t, x) and c(t, In order to describe the decreasing order of a(t, x) = o(1) (as t → 0) and b(t) = o(1) (as t → 0), we introduce a concept of a weight function. We say that a real-valued function µ(t) is a weight function on (0, T 0 ] if it satisfies the following conditions: Examples of such weight functions are t η and 1/(− log t) η+1 for any η > 0 .
We suppose that there is a weight function µ(t) such that a(t, x) = O(µ(t)) uniformly on D R0 (as t → 0), and (2.3)
b(t) = O(µ(t)) (as t → 0). (2.4)
For any r > 0, T > 0 and R > 0, we define the region W r,R by W r,R = {(t, x) : 0 ≤ t ≤ T and |x| + ϕ(t)/r < R}.
We also define two function spaces on W = W r,R or [0, T ] × D R : X 0 (W ) = {w(t, x) ∈ C 0 (W ): w is holomorphic in x for any fixed t},
The following is our main result. Then there exist R > 0, r > 0, M > 0 and T > 0 with M µ(T ) < ρ 0 such that (2.1) has a unique solution u(t, x) in X 1 (W r,R ) that satisfies
For simplicity, we set
So the equation (2.1) may be written as
The remaining part of this paper is organized as follows. In Section 3, we investigate the equation Pw = g(t, x) on [0, T ] × D R . Next, we examine the same equation Pw = g(t, x) on W r,R . Then, in the last section, we solve (2.1) by using the Banach fixed point theorem as in Walter [11] . §3. On the equation Pw = g on [0, T ] × D R Let 0 < T < T 1 < T 0 and 0 < R < R 1 < R 0 . Consider the equation
we can choose T 1 > 0 and R 1 > 0 sufficiently small so that
We admit the case δ = 0 in this section, and so (B 2 ) is weaker than the condition posed in (2.5). Since 0 < R < R 1 , it also follows that |λ
The purpose of this section is to show the following:
where H > 0 is a constant independent of g(t, x).
Before proving the above proposition, let us first investigate the integral curves of the vector field
The integral curve of τ passing through the point (t 0 , x 0 ) ∈ (0, T 1 ] × D R1 is given by the solution of the initial value problem
Proof. Since c(t, x) satisfies the Lipschitz condition on D R1 , (3.3) has a unique local solution x(t) on (t 1 , t 0 ] for some 0 < t 1 < t 0 . Moreover, the solution satisfies
and thus we have
We show that the solution can be continued to (0, t 0 ]. Suppose it can only be extended to ( , t 0 ] for some > 0. By the above estimate, x(t) ∈ K 0 = {x ∈ D R1 : |x| ≤ |x 0 |} for any < t ≤ t 0 . As a consequence, since K 0 is a compact subset of D R1 , the solution may be continued to the left of (by Theorem 4.1 in [4] ), a contradiction to our original supposition. Therefore, = 0 and we have a unique solution on (0, t 0 ], which is the continuation of the local solution x(t) to (0, t 0 ].
Denote by χ(t; t 0 , x 0 ) the unique solution of (3.3); χ(t; t 0 , x 0 ) is regarded as a function on
The fact that χ(t; t 0 , x 0 ) belongs to C 1 (Ω 1 ) follows from a result concerning the dependence on initial data of solutions of ordinary differential equations (see Theorem 7.2 in [4] ). Since c(t, x) is holomorphic in x ∈ D R1 , it is easy to see that
where
for any fixed (s, t), and |φ(s, t, x)| ≤ |x|(s/t) δ on Ω 1 . Furthermore, we have the following lemma:
Lemma 3.3. The above φ(s, t, x) is the unique solution of
that is differentiable in s and t, holomorphic in x, and |φ(s, t, x)| ≤ |x|(s/t) δ on Ω 1 .
Proof. Take any (s, t 0 , x 0 ) ∈ Ω 1 and set ξ 0 = χ(s; t 0 , x 0 ). Consider the solution χ(t; s, ξ 0 ) of (3.3) with initial point (s, ξ 0 ). Since χ(t; t 0 , x 0 ) is defined on (0, t 0 ], χ(t; s, ξ 0 ) can be continued to (0, t 0 ], and we have χ(t; s,
Let t ∈ (0, t 0 ] and set x = χ(t; t 0 , x 0 ). Then we also have x = χ(t; s, ξ 0 ). This means that ξ 0 = χ(s; t, x) = φ(s, t, x) and so ξ 0 = φ(s, t, χ(t; s, ξ 0 )).
Applying t∂/∂t on both sides of this equation and using the fact that χ(t; s, ξ) satisfies (3.3) gives
In particular, the last equation is true for (t, x) = (t 0 , x 0 ). Since (s, t 0 , x 0 ) is arbitrarily chosen from Ω 1 , we conclude that φ(s, t, x) is a solution to (3.5).
We now proceed to the uniqueness proof. Let ψ(s, t, x) be another solution of (3.5) defined on Ω 1 . Our claim is that ψ(s, t 0 , x 0 ) = φ(s, t 0 , x 0 ) for any (s, t 0 , x 0 ) ∈ Ω 1 . Let us prove this claim.
Similar to the arguments above, we set x = χ(t; t 0 , x 0 ) and ξ 0 = χ(s; t 0 , x 0 ) = φ(s, t 0 , x 0 ). Then again we have x = χ(t; s, ξ 0 ). By setting f (t) = ψ(s, t, χ(t; s, ξ 0 )) on (0, t 0 ] we have f (t 0 ) = ψ(s, t 0 , x 0 ) and f (s) = ψ(s, s, ξ 0 ) = ξ 0 . Taking the derivative of f (t) with respect to t and again using the fact that χ(t; s, ξ 0 ) satisfies (3.3) yields
Thus, f (t) is constant, and consequently we have ψ(s, t 0 ,
Let us now prove Proposition 3.1.
Proof of Proposition 3.1. We set
where φ(s, t, x) is the unique solution of (3.5). Since we are considering the equation (3.1) where 0 < T < T 1 and 0 < R < R 1 , we may suppose that
From (3.6), we get
Here, we have used the fact that 1 0
In a similar way, we can verify that w(t, x) given by the integral in (3.6) is a well-defined function belonging to
. A straightforward calculation also shows that it is a solution to the equation (3.1).
To show the uniqueness of solution, we prove that
This implies that
and integrating this from t to t 0 yields
Since w 0 (t 0 ) = w(t 0 , x 0 ), we have Let Λ, H, 0 < T < T 1 < T 0 and 0 < R < R 1 < R 0 be as in Section 3. For simplicity, we assume that 0 < R ≤ 1. In this section, we consider the following equation, which is the same as (3.1), on W r,R :
Let Λ 2 and H 2 be constants satisfying
Then we have a result which is analogous to Proposition 3.1.
Proposition 4.1. Suppose (B 1 ) and (B 2 ) hold. For any given g(t, x) ∈ X 0 (W r,R ), the equation (4.1) has a unique solution w(t, x) in X 1 (W r,R ), and it is given by
where φ(s, t, x) is the unique solution of (3.5). Moreover, the following are true on W r,R given any nondecreasing, nonnegative functions ψ(t) and ψ 1 (t):
Proof. By the same arguments as in Section 3, we can easily verify that the function w(t, x) defined by (4.2) is the unique solution of (4.1) belonging to X 1 (W r,R ). Let us show the estimates in (a)-(c). Statement (a) follows immediately from (4.2):
Computations similar to those in (3.2) give the first estimate (4.3) in (b). Similarly, we can obtain (4.4) using the fact that 1 0
The next lemma is essential to estimating some integral expressions that we encounter in proving (c).
Lemma 4.2. For a weight function µ(t) and ϕ(t) given by (2.2), we have:
Proof. The first inequality is verified as follows:
Similarly, we have
By the preceding lemma and similar arguments to those in (3.2), we establish the first estimate (4.5) in (c):
Finally, to prove (4.6), we recall Nagumo's lemma which provides a bound for the derivative of a holomorphic function.
for some C ≥ 0 and a ≥ 0, then
where γ 0 = 1 and γ a = (1 + a)(1 + 1/a) a for a > 0.
For the proof, see [6, Lemma 5.1.3] or [9] . The above lemma gives the following estimate for the second derivative of g(t, x):
on W r,R .
By using this estimate, Lemma 4.2, and the fact that 1 0
we can verify (4.6) in a way similar to our previous calculations.
§5. Proof of Main Theorem
Consider the equation
. Suppose that λ(t, x), c(t, x), a(t, x) and b(t, x) are functions belonging to X 0 ([0, T 1 ] × D R1 ), and R 2 (t, x, u, v) is a continuous function on ∆ 1 that is holomorphic in (x, u, v) with Taylor expansion in (u, v) of the form
In addition to (B 1 ) and (B 2 ), we suppose:
For simplicity, we assume again that 0 < R 1 ≤ 1.
In this section, we prove the following theorem, stronger than Theorem 2.1.
Then, for any 0 < R < R 1 and 0 < ρ < ρ 1 , there exist T > 0, r > 0 and M > 0 with M µ(T ) ≤ ρ such that the equation (5.1) has a unique solution u(t, x) in X 1 (W r,R ) that satisfies
Remark 5.2. Comparing (2.1) with (5.1), we see that the coefficient b(t) in (2.1) is generalized to b(t, x) in (5.1). Since the case δ = 0 is admitted in (B 2 ), we can also apply Theorem 5.1 to the case c(t, x) ≡ 0, which is just the equation discussed in [7] .
To prove Theorem 5.1, we use the Banach fixed point theorem as in Walter [11] . Set a = a(t, x) and Φ[u] = b(t, x) ∂u ∂x + R 2 t, x, u, ∂u ∂x .
Proposition 4.1 tells us that equation (5.1) is equivalent to the integral equation
Therefore, if the operator R defined by
is a contraction mapping from a suitable function space E (which is a complete metric space) into itself, we have a unique solution of
To define E, fix any 0 < R < R 1 and 0 < ρ < ρ 1 . For r > 0 and T > 0, we denote by X (W r,R ) the set of all functions u(t, x) ∈ X 0 (W r,R ) satisfying the following estimates on W r,R for some C > 0:
We define a norm u X of u ∈ X (W r,R ) by
It is clear that (X (W r,R ), · X ) is a Banach space.
This is a closed subset of X (W r,R ) and so it is a complete metric space. Proposition 5.3. For any sufficiently large M, we can choose r > 0 and T > 0 so small that M µ(T ) ≤ ρ and the mapping R :
Let us prove this proposition. The following lemma implies that the mapping R : E M → E M is well-defined.
Lemma 5.4. Suppose M µ(T ) ≤ ρ. If u ∈ E M , then the following hold on W r,R :
where K i,j > 0 are constants depending only on R, ρ and the estimates of a(t, x), b(t, x) and
Proof. Take any u ∈ E M . Then on W r,R we have
. Then w(t, x) ∈ X 1 (W r,R ) and
Let w 1 (t, x), w 2 (t, x) ∈ X 1 (W r,R ) be the unique solutions of the equations
respectively. Then we have w(t, x) = w 1 (t, x) + w 2 (t, x), and hence R[u] = w 1 (t, x) + w 2 (t, x). To estimate the function R[u], we estimate w 1 (t, x) and w 2 (t, x) by applying Proposition 4.1 to the equations (5.5) and (5.6).
By (B 3 ), we have |a(t, x)| ≤ Aµ(t), |a x (t, x)| ≤ A 1 µ(t) and |a xx (t, x)| ≤ A 2 µ(t) on W r,R for some constants A j > 0 (j = 1, 2). On the other hand, we have
we also have
for some constants K j > 0 (1 ≤ j ≤ 6). Lastly, we apply Proposition 4.1 to obtain the assertions of this lemma.
Note that since we restrict 0 < R < R 1 ≤ 1, we have 1/(R−|x|−ϕ(t)/r) 1/2 > 1 on W r,R . Now, we choose M > 0, T > 0 and r > 0 satisfying the system (5.7)
This can be done by first taking M > max{K 0,0 , K 1,0 , K 2,0 }, and then choosing T and r small enough so that (5.7) holds. These values ensure that on W r,R we have
and so R[u] ∈ E M , which implies that R :
Next, we show that R : E M → E M is a contraction mapping.
where K * i,j > 0 are constants depending only on R, ρ and the estimates of a(t, x), b(t, x) and
and by hypothesis, u − v X = C, which implies that on W r,R ,
for some constants B j > 0 (j = 2, 3, 4). Again, we use Proposition 4.1 to (5.8) to obtain the desired estimates.
Now, we take a 0 < δ 0 < 1. Besides (5.7), we require M , T and r to satisfy
We can guarantee that (5.9) holds by choosing sufficiently small T and r. Consequently, on W r,R we have To show the uniqueness of solution, we suppose that there is another solution u 2 (t, x) in X 1 (W r,R ) such that |u 2 (t, x)| ≤ M µ(t) and |(∂u 2 /∂x)(t, x)| ≤ M µ(t) on the set W r,R . Set w(t, x) = u 2 (t, x) − u(t, x). Then w(t, x) ∈ X 1 (W r,R ), and both w(t, x) and (∂w/∂x)(t, x) are bounded by 2M µ(t) on W r,R . Furthermore, w(t, x) satisfies the linear partial differential equation ∂R 2 ∂v t, x, u(t, x) + θw(t, x), ∂u ∂x (t, x) + θ ∂w ∂x (t, x) dθ.
Note that a 1 (t, x), b 1 (t, x) ∈ X 0 (W r,R ), and |a 1 (t, x)| ≤ K 1 M µ(t) and |b 1 (t, x)| ≤ K 2 M µ(t) on W r,R for some constants K i > 0 (i = 1, 2) depending only on R, ρ and the estimates of b(t, x) and R 2 (t, x, u, v) on ∆ = [0,
Then we have We also set α = (K 1 + (3 √ 3/2)K 2 )M × 2r and β = 2(K 1 + K 2 )M 2 . Observe that α < 1 for sufficiently small r.
The following lemma completes the proof of uniqueness. The case k = 0 is clear due to the fact that R < 1 and
(R − |x| − ϕ(t)/r) 3/2 on W r,R .
Assume now that (5.12) holds for k = n. Then, by (5.11) Using the estimates (5.13) and (5.14), we get which is the case k = n + 1. Therefore, (5.12) is true for all k = 0, 1, 2, . . . . Finally, we obtain w ≡ 0 on W r,R by letting k approach +∞, since α < 1.
