We propose a selfstabilizing and modeless peer-topeer(P2P) network constridon and maintenance protocol, The RN protocol is (I distributed and asynchronous message-passing protocol, which fits well the autonomous behavior of peers in a P2P system. The RN protocol requires only the existence of a bootstrapping system which is weakly connected. Peers do not need to be informed of any global network state, nor do they need to assist in repairing the network topology when they leave. We provide a proof of the self-stabilizing nature of the protocol, and experimentally measure rhr average cost (ifi time and number of messages) to achieve convergence.
Introduction
P2P systems are decentralized and have several attractive properties like fault tolerance, load-balancing and selfscaling [3] , P2P systems construct and maintain overlay networks with different network topologies, depending on application requirements. Structured p2P systems impose specific local relationships between the peers, which gives rise to a global structure. The advantage of this structure is that it can then be used by the f'2P system for efficient data placement, search, and retrieval.
Current protocols for the construction and maintenance of specific structures generally rely on simplifying assumptions that are either undesirable or unrealistic. First, most such systems require or assume a specific initial configuration of the peers. Second, the construction and maintenance protocols assume that the network remains in an ideal or close to ideal topology at all times. If the topology of the network deviates from this ideal, then these construction and maintenance protocols may cease to function correctly, Third, a dynamic network, in the sense that peers arrive and depart continuously, can become partitioned. If this happens, the construction and maintenance protocols generally have no way to bring the network back to the desired topology. One result of these limitations is the difficulty of mcrging two structured P2P networks efficiently and smoothly. Existing construction and maintenance protocols generally do not allow such merging, even if each network individually has the desired structure.
In this paper we propose the Ring Network(RN) protocol; a distributed construction and maintenance protocol that gives rise to a sorted Ring Network, starting from an arbitrary topology. This protocol is able to correctly merge two P2P networks into a single ring, or fix a network that is somehow partitioned. Furthermore, the protocol does not require the manual creation of a "seed" network, unlike most structured P2P systems. The protocol also does not require peers to be informed of or monitor the global state of the network, before deciding what updates to perform. Each peer simply runs the proposed construction and maintenance protocols. without specific knowledge of the current state of the network topology, and independently of other peers.
Existing methods of constructing structured P2P overlay networks generally adopt a top-down view of topology construction and maintenance. These methods may require central coordination, may have difficulty keeping up with the rate of change of typical P2P systems, and/or may not tolerate or recover from errors or failures. Effort% to contain or eliminate these problems sometimes lead to complex protocol "fixes". Our method, in contrast, may be thought of as a bottom-up approach to constructing structured networks, in a way that is simple. robust, and fully distributed.
The next section presents the network model and a formal definition of the problem. Section 3 is a review of related work. Section 4 describes the proposed protocol. Sec-tion 5 evaluates the correctness and the performance of the protocol. The paper is concluded in section 6.
Problem Statement
A P2P network is a logical overldy network formed on top of a fixed infrastructure network, such as the Internet. Therefore. any peer u in the network can communicate or send a message to any other peer 2) directly, if u knows the network address of v In such a case, v is said to be a neighbor of u.
A P2P network topology is defined by the set of peers in a network, and the neighbor relationships betwcen those peers. This topology can be represented by a graph, with vertexes representing peers, and a directed edge from vertex u to vertex v if v is a neighbor of u. Let the neighbors of peer u be denoted a? u r. We further denote the xth neighbor of peer u by u 1 2 . The 0th neighbor, u.P., is a special neighbor of u and is also called the wccessor of u. Each peer has a unique identifier or ID, in the form of a nonnegative integer. Let the largest pos5ible ID assignable to a peer be m -1. We assume each peer knows the value of m The distance from a peer u to a peer v is defined by a distance function, d,,,(u, u) = v -u, where subtraction is performed modulo m.' For simplicity of presentation, we omit the subscript rn from the distance function in this paper. The smaller the value of d(u, v) the closer v is said to be to u. For the purposes of this paper we define a P2P network as being a ring network if for each peer u in the network, u's successor, v, is the peer closest to u from the set of all peers and v # u (unless the system consists of a single peer, in which casc the successor of u will be itself), Note that the ring network is directed. If ~j is the neighbor of u, then the opposite is not necessarily true.
We refer to a peer u as being between a peer u and a peer w if v is closer to u than w is, or if v = w. As an alternative representation. we will write u < v 5 w when v is between u and w. This definition is not dependent on the topology of the network; it is simply the relative ordering of three peers, according to their identifiers.
To fully define a P2P system, one has to take into consideration bootstrapping, which is the method by which peers are initially made aware of other peers in the system. Let the peers known to the bootstrapping system, and whose addresses are returned by the bootstrapping system in response lo queries, be termed the bootstrapping peers. The bootstrapping peers and the neighbor connections between 'When referencing a vanable u stored by peer u, we will write u u 2The distance function is unidlrectlonal The distance from v to 11 is not necessmly the same as the distance from u to ' L them must form a weukly connected graph. A weakly connected graph is a directed graph in which there is a path between any two vertexes, ignoring the directionality of the edges. In a strongly connected graph, there is a path between any two vertexes, considering directionality of the edges. All strongly connected graphs are also weakly connected, but the reverse is not true. We now prove that weakly connected bootstrapping systems are necessary and sufficient to ensure that all peers will be able to communicate once they join together in a P2P network topology. Proposition 2.1. For ullpeers to be able to communicate by means ofthe topology created by u P2P system, ifeach peer only queries the bootstrapping system once it is necessary for the bootstrapping spstem to be weakly connected.
Proof If the bootstrapping system is not weakly connected, there there will be at least two peers 7~ and t i for which there i s neither a path from u to u, nor a path from to u. It is therefore impossible for u and v to communicate with each other through any sequence of neighbors. Proposition 2.2. For all peers to be able to communicate by means ofthe topology created by a P2P Aystem, it is a sufficient condition for the bootstrupping system to be weukly connected.
Proof: Assume that the every peer is connected to at least one bootstrapping peer, and the bootstrapping peers are weakly connected. If every peer u then notifies each of its neighbors v of its address, and w f o m s a connection to 7~, the resulting network will be Ttrongly connected. Therefore, every peer will be able to communicate with every other 0 peer through some set of peers.
Therefore, a weakly connected bootstrapping system is the simplest and most general form of bootstrapping. We call such a bootstrapping system a miriiml bootstrapping system. Ensuring the bootstrapping system is weakly connected in general is not difficult. For instance, connecting the bootstrapping peers together in an unordered chain will make them weakly connected. In some previous works, the bootstrapping system is replaced by a seed network. Most seed networks are required to have a minimum size and/or a specific structure, and this structure may be highly constrained. In fact, the seed network may need to be an instance of the target topology which the construction protocol seeks to create and maintain. In contrast, a minimal bootstrapping system imposes no such requirement, and is appropriate for constructing arbitrary topologies.
We next give the definition of a self-stabilizing P2P system, We define a self-stabilizing P2P protocol as one which can give rise to a desired topology starting from the simplest of necessary and sufficient assumptions. Definition 2.3 (Self-stabilizing P2P system}. A P2P system that constructs a desired topology. sturting with each non-bootstrapping peer having an arbitrary set of neighbors (including no neighbors). To achieve thh, the P2P system relies only on the existence of a minimal bootstrapping system. Some P2P systems may function when the bootstrapping system is minimal, but impose requirements on the initial neighbor relationships of non-bootstrapping peers. Such P2P systems will not be self-stabilizing, because they depend on a specific initial topology. In addition, a p2P system that assumes the bootstrapping system is strongly connected is not a self-stabilizing P2P system.
In this paper, we assume an asynchronous, reliable message-passing model. This means a message scnt from peer u to peer u is eventually delivered in a tinite but unbounded time. Furthermore, we assume that messages sent between two peers in the same direction follow the FIFO rule, as would be the case over a single TCP connection. We allow peers to execute steps of the protocol in an asynchronous fashion. A synchronous protocol would assume protocol execution occurs at the same rate (or even at the same time) on all peers, and that message transmission time is bounded. In many cases, this simplifies the analysis of the protocol. On the other hand, asynchronous protocols assume only that transmission time is finite, and do not make any assumption about the relative speed of protocol execution on different peers. This leads to the following defimtion: In our network model peer failures and departures follow the fail-stop model as specified in [14] : peers are able to perfectly detect the failure or departure of other peers in the P2P network. We define a modeless P2P system as follows: Definition 2.5 (Modeless P2P protocol). A modeless PZP protocol is one in which it i s not required for every peer to be narified of each peer arrivul or departure, or to be aware of the total number of peers.
Modeless P2P protocols are highly desirable. They avoid the need for global communication among peers, or the need for periodic protocol synchronization, and are therefore faster and have lower overhead.
We now define our problem with reference to above properties: Given are n peers, each with un arbitrary set of neighbors (or no neighbors), and a minimal bootstrapping process. Design a modeless und distributed asynchronous P2P protocol that is self-stubiliring, and that results in the construction of a ring neiwork.
Related Work
The problem of organizing nodes in a distributed system into a desired topology has been approached in many ways. This review of related work focuses on two properties: (i) whether the methods are self-stabilizing, and (ii) whether the protocols are modeless or not.
D2P research has addressed the organization of peers into a desired topological structure. Many structured P2P systems are based on distributed hash tables (DHTs) [9] . One of the most widely-cited such P2P system is Chord [18]. In [ 141, Liben-Nowell et al. describe maintenance protocols for Chord that may be run by each peer in order to keep the topology from deviating substantially from a chordal ring. The Chord protocols, however, always assume that the topology has some partial structure. In the absence of such minimal structure, the Chord protocols cease to guarantee convergence to the correct topology. Therefore, they do not qualify as self-stabilizing.
In [I] , Angluin et al. solve the problem identified in this paper, i.e., starting from a weakly connected network, build an ordered ring network. Though the protocols give rise to a structured P2P network with low complexity, their solution does not address failures or joins of peers. Furthermore, all peers are required to start execution of the protocols at the same time. Therefore, although the protocol presented in this work is self-stabilizing, it is neither asynchronous nor modeless.
Topology construction using gossip-based protocols has been introduced in the T-Man protocol [7] . In this work, peers are organized according to a ranking function to produce a desired network topology, such as ring or torus topolog~es. T-man assumes that the network starts out with a topology close to a random graph, which is a stronger requirement than a weakly connected bootstrapping system. In addition, global knowledge of the system size and loose synchronization are required. 
The Ring Network(RN) ProtocoI
This section presents the RN protocol, which constructs a ring network starting from an arbitrary state. We start with an overview, followed by a description of the protocol, and conclude with detailed pseudocode.
The RN protocol is a distributed protocol in which every peer independently and asynchronously executes the same procedure, and peers communicate by asynchronous message passing. In this protocol, each peer periodically initiates a search for a successor candidate. Peers that assist in this search will make note of the information contained in any message they propagate. Using information returned by successor searches. the bootstrapping process, or gleaned from message propagation, each peer will independently select a (closest) successor node. This process repeats indefinitely, allowing rapid adaptation to changes in the set of peers.
Local information stored by each peer includes: 0 r: the set of current neighbors of the peer. and peers returned by the bootstrapping system.
The three steps of the protocol are now described in more detail.
The Closer-Peer Search
Each peer z will periodically initiate a search for a peer that is closer to it than its current successor. z contacts for this purpose a peer s that is randomly chosen from its current successor z.l-. , or a peer returned by the bootstrapping service. The peer s receiving this request forwards it to that neighbor of s ro which z is closest. The result of this search will depend on the current topology of the network. If the network is already a ring network, a Closer-Peer Search will terminate at the peer that initiated the search, and no change will occur. Otherwise, the search may terminate at a peer u to which 2 is close. In such a case, z will be between u and u.I'., and u.r. will be a promising candidate to be x's successor. As an example, in figure l(a) peer 50 starts a Closer-Peer Search starting at peer 30. The search terminates at peer 40, which notifies peer 50 about 
The Search Monitor
A peer u will monitor each Closer-Peer Search request that it receives. A search request initiated by z (x # u) and terminating at u means that x is closer to u than u's current successor uT.. 11 as a result adds the address and identity of I to its set B. In the previous example, peer 40 in figure  I(a) adds 50 to its set B, because the Closer-Peer Search initiated by 50 terminated at 40.
Neighbor Update
Each peer u will frequently check whether it has learned of a closer peer than its current successor u.1'. . It examines for this purpose its current list of neighbors, a bootstrapping peer returned by the bootstrapping process, the set W of candidates returned by completed Closer-Peer Searches, and the set B of candidates it compiled while propagating search request messages on behalf of other peers. The peer closest to u from among the union of these i s chosen to be the new successor, u.f.. In figure l(a) figure 2 . Peer 30 would like KO update its 2nd neighbor in figure 2ia ). For that, it will query its 1st neighbor, peer 60, for the 1st neighbor of peer 50. When peer 50 responds, pecr 30 will set as its 2nd neighbor peer 70, as shown in figure 2(b) . This is because peer 70 IS between peer 50 and peer 30, i.e., 30 < 70 < 30.
Peer 30 is therefore able to discover a peer that is 4 hops away from it, using two messages.
Detailed Pseudocode
We now present the pseudocode for the RN protocol. An asynchronous, message-passing model is assumed. The pseudocode i3 written in the AP notation introduced in [4] .
In this notation, a peer p is specified by its const, input and yar variables, and its actions. An action is of the form (guard) --t (statement). Actions are delimited by two square brackets, [I. The statement of an action can be executed only if the guard for that action evaluates to true. An execution step for the protocol 1s as follows. All guards of all actions of all peers are evaluated, after which only one statement of an action whose guard evaluated to (rue is executed. The choice of statement to execute, if there is more than one whose guard evaluates to true, is random. This ensures that each enabled action will eventually be executed. but the order of execution is arbitrary.
We choose this notation for describing the RK protocol because it facilitates an analysis of correctness, for an xbitrary interleaving of actions by the peers. This analysis model has been widely adopted by the distributed processing community [4). Since the protocol is asynchronous, the need for interrupts is eliminated when using this notation, making the protocol presentation clearer. In section 5.2, we assume a specific execution rate by the peers, and measure experimentally the resulting convergence time of the algorithm.
Using this notation. the pseudocode for the RN protocol is shown in figure 3 . 
Evaluation
In this section. we will first analyze the RN protocols with respect to self-stabilization. After that. we present the results of experiments measuring message and time complexity, and show the behavior under dynamic conditions.
Analysis
Without loss of generality, assume there are 71 peers, whose identities are restricted to the range ( 0 . . . (n -1) ). Also, assume that no peer arrivals or departures occur while the network is converging into a ring network. Proof of convergence of any distributed protocol is generally only possible if the set of inputs does not change during convergence, since in most cases a different set of inputs will lead to a different solution. Given a proof of correctness when starting from an arbitrary state, it is clear that correctness will be recovered following any change (peers joining or leaving), as long as sufficient time for convergence to the new solution is allowed. The goal of this section is to show convergence in the static case. Proofs are omitted due to space constraints, but may be found in [17J. In the following section, we provide experimental results showing how long the convergence time is, and the effect of dynamic joins and leaves. 
Experiments
We used sirnulation to evaluate the overhead and scalability of the RN protocol. In the first set of experiments, the set of peers was static. The second set of experiments allowed peers to join and leave dynamically. Assumptions were as described in section 2. We simulated the P2P network using Netlogo, an agent-based simulator 1191. The simulation model was identical in implcmentation to the pseudocode in figure 3 , with one exception. Action a5 was modified so that only one send occurs. Neighbors are contacted in order, as shown in n5, but only one per execution of the statement, rather than all neighbors in one execution. This change reduces the number of messages that are sent, but does not affect the correctness of the protocol. The configuration of the bootstrapping system can potentially affect performance. In our experiments, a random peer from fhe bootstrapping set was returned for each request. The size of the set of bootstrapping peers was varied to measure the impact of this parameter, from 12.5% up to 100% of the peers in the system. Bootstrapping peers were initially connected in an unordered chain, which is a simple form of a weakly connected graph.
The unit of time measured in the first two experiments was the maximum time to deliver a message. We fixed this time for purposes of illustration; our protocol is asynchronous and does not depend on this assumption for correctness. Communication was non-blocking and peers did not wait for a response to any message they sent. The simulation proceeded by randomly interleaving the actions of all peers for which the guard evaluated to true. The first experiment measured the average number of messages sent per peer during construction of the ring network, starting with peers having no neighbors. Figure 4(a) shows the result for P2P networks of size 2%. for i E (5, . . . , lo}. For each point, the 95% confidence interval was less than 5% of the measured value. The second experiment measured the time to converge on a ring network topology. under the same conditions, and with similar confidence intervals. Both number of messages and time to convergence grow logarithmically with the number of peers in these experiments, which indicates the protocol should scale well to large networks.
The third experiment investigated the effect of concurrent peer arrivals and departures in the P2P system. The simulation was started with a P2P system of 1024 peers already configured in a ring network. Peer arrival and departure rates were varied from 2 per unit time to 12 per unit time, where the unit of t h e was taken as the time to execute one statement at cach peer. This reflects then a very high peer chum rate. Peer lookups were performed concurrently with peer arrivals and departures. For each lookup, i l randomly-selected peer searched for another randomlyselected peer in the network. A search could fail if the two peers were not connected, or if the Fet of peer successors had not converged to the correct configuration.
The results of this experiment are presented in figure  5 . For searches which succeeded, the hop-count for the search was measured. Without dynamic updates, for a converged system the failure rate should be zero, and the average search hop-count should be (1/2) log(r~), where n is the size of the network. From the results, the hop-count for successful searches grows slowly as the number of peers leaving or arriving per unit of time grows to a very high level. The search failure rate is moderately high under these conditions, but with no attempt to exploit redundancy. If the RN protocol is modified to maintain multiple successors per peer, as in Chord [18], the failure rate would be substantially lower and path lengths shorter, at the expense of greater complexity and higher maintainence overhead. We also measured the time for the RN protocol to restore
Proceedings of the Fifth IEEE International Conference on Peer-to-Peer Computing (P2P'05) a system of 1024 peers to a ring topology, after a varying number of peer arrivals and departures. Starting from a converged ring network, the arrivals and departures were modeled as occuring instantaneously and simultaneously, foIlowed by normal exccution of the RN protocol. The results (not shown due to space constraints) indicate that convergence time is logarithmic in the number of peers arriving / departing, varying from 25 time units to recover from one arrivaVdeparture, to 80 time units to recover from loo0 arrivillddepartures. This is in constrast to other P2P protocols that either cannot recover from such a high number of peer changes, or which must reconstruct the entire topology from scratch, regardless of the number of changes that occur. To emphasize, no modification of the RN protocol is required in the case of dynamic arrivals and departures, which justifies our assertion that the RN protocol i.s modeless.
Conclusion
This paper investigated the problem of organizing a set of peers into a structured P2P network, in a self-stabilizing way, starting from an arbitrary state. The RN protocol was introduced for this purpose to construct a ring network. The RN protocol is simple and self-contained. There is only a single procedure which all peers run, regardlcss of the state of the network, and regardless of changes to the set of peers.
In particular, the peers do not have to estimate the size of the network, or exchange other information globally, unlike most other P2P protocols. The protocol is asynchronous, and represents a practical means for creating structured P2P networks in a robust, highly adaptable way.
In future work, we would like to establish non-trivial bounds for the convergence rate of the protocol.
