Recommended by Liang-Gee Chen H.264/AVC adopts aggressive compression algorithms at the cost of increased computational complexity. To speed up the H.264/AVC intraframe coding, this paper proposes two novel techniques: early termination and pipelined execution. In P slices, intra 4 × 4 and 16× 16 predictions are early terminated with the threshold determined by the cost of motion estimation. In I slices, intra 4×4 prediction is early terminated with the threshold derived from intra 16×16 prediction. The threshold function is chosen as a monotonically decreasing linear function with its optimal coefficients determined by experiments. For the pipelined execution of 4×4 intrapredictions, the processing order of 4×4 blocks is changed to reduce the dependencies between consecutively processed blocks. In I slices, computation for 4 × 4 intraprediction is reduced by 19 percent with the proposed early termination. In P slices, computations for 4 × 4 and 16 × 16 intrapredictions are reduced by more than 81 and 91 percents, respectively. The pipelined execution reduces the computation time by 41 percent. In spite of the speed-up by the proposed methods, degradation in ratedistortion performance is negligible. The proposed pipelined execution is integrated with other H.264/AVC hardware accelerators and fabricated as an SoC using Dongbu 0.13 μm technology.
INTRODUCTION
The joint video team (JVT) of ISO/IEC MPEG and ITU-T VCEG recently proposed a new video compression standard known as H.264/AVC, advanced video coding (AVC). In order to improve the compression efficiency, H.264/AVC employs aggressive compression techniques such as variable block size and 1/4-pel accuracy motion compensation. Intraprediction is one of the aggressive techniques employed to improve the coding efficiency of H.264/AVC. In the baseline and main profiles, intraprediction is performed with two block sizes (a 4 × 4 block and a 16 × 16 block) for 13 prediction modes (9 modes for 4 × 4 blocks and 4 modes for 16 × 16 blocks), and the best intramode is selected among the 13 modes. As a result, intraprediction requires a large amount of computation, which is comparable to the computation amount of JPEG2000 [1] . Accordingly, there has been extensive research into a faster computation of intraprediction for the real-time processing of H.264/AVC video compression.
Extensive research efforts have been made to speedup the computation of intraprediction [1] [2] [3] [4] [5] [6] [7] [8] . One of the most popular approaches reduces the computational complexity of intraprediction by evaluating the RD cost not for the entire set of prediction modes but only for a subset of them and selecting the best mode among the estimated modes. A number of previous studies take advantage of the fact that an intraprediction mode is strongly related to the edge, or texture, direction of the block. Therefore, this direction is evaluated first, and then the RD cost is estimated only for a subset of prediction modes according to the evaluated direction [2, [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . In [1, 19] , the best prediction mode is selected from candidate modes that are derived from the prediction modes of neighboring blocks. In these techniques, the compression efficiency is sacrificed because one of the excluded prediction modes may be the optimal mode. In another technique for fast intraprediction, one of the 4 × 4 or 16 × 16 intrapredictions is skipped [20] [21] [22] . The smoothness of a macroblock is estimated, and 16 × 16 intraprediction is chosen when the block is smooth while 4 × 4 intraprediction is performed in the other case. An early decision to skip intraprediction has been proposed by several researchers as another efficient method for fast intraprediction [3, [23] [24] [25] [26] . In the reports by the researchers, the results of interprediction (i.e., motion estimation) is often used as the criterion for the decision. The elimination of both or either of the 4 × 4 and 16 × 16 intrapredictions reduces the compression efficiency because the skipped intraprediction may generate the optimal compression result. Another technique for fast intraprediction uses only a part of the pixels in a block when evaluating the prediction error. For example, 8 pixels, instead of 16 pixels, are used for the error evaluation of the 4 × 4 intraprediction [1] . This technique also suffers from a loss of compression efficiency when the error evaluation with the selected pixels leads to a suboptimal decision.
Intraprediction is often implemented by a hardware accelerator as its computational complexity is large. Not all of the algorithms explained above are suitable for hardware implementation which requires a relatively regular computation structure. Thus, a number of studies have been published on the algorithms and architecture for the hardware implementation of intrapredictions [1, 4, [27] [28] [29] . In [4] , the DC components of 4 × 4 DCT coefficients are precalculated when 16 × 16 intraprediction is performed. This technique enables pipelining of transform and quantization (TQ) and inverse quantization and inverse transform (IQIT) of the results from 16 × 16 intraprediction. In [27, 28] , an effective architecture is suggested for intraprediction and mode decision. For these hardware implementations, the hardware resources for 4 × 4 intraprediction and reconstruction are often idle and wasted. Intraprediction of a 4 × 4 block depends on the reconstructed pixels in its neighboring blocks, and therefore, intraprediction must remain idle while the reconstruction of the neighboring blocks is being completed. Hence, the execution of intraprediction and reconstruction is often serialized. In [1] , the idle cycles are avoided by interleaving 4 × 4 intraprediction and 16 × 16 intraprediction. This architecture is pretty effective when a single prediction module is shared by both 4 × 4 and 16 × 16 predictions. A recently proposed architecture employs separate prediction modules to further speedup intraframe coding [29] . This architecture employs three-step mode decision algorithm to avoid the idle cycles at the sacrifice of a slight degradation of R-D performance.
This paper proposes two novel techniques to speedup the execution of intraprediction. The first technique is early termination of intraprediction. The proposed early termination performs intraprediction for each 4 × 4 block and accumulates the cost of intraprediction for the 4 × 4 block. At the end of every 4 × 4 block processing, the accumulated cost is compared with a predetermined threshold, and intraprediction is stopped when the cost is higher than the threshold. The cost of motion estimation is used to derive the threshold in a P slice. In an I slice, motion estimation is not performed, so that its cost is not available for the early termination. In this case, the results from 16 × 16 intraprediction are used as the threshold for the early termination of 4 × 4 intraprediction. An efficient threshold for early termination is investigated to obtain the best tradeoff between coding efficiency and computation reduction. The second technique is pipelined execution of intraprediction and reconstruction which minimizes the waste of hardware resources by serialized execution. To allow the pipelined execution, the processing order of 4 × 4 intrapredictions is rearranged so that neighboring blocks are not processed consecutively. An optimal processing order is derived to achieve the pipelining of intraprediction without a significant reduction of compression efficiency. Early termination combined with pipelined execution significantly reduces the computation time of intraprediction without much sacrifice of the coding efficiency. Experimental results show that the proposed early termination achieves about 19 percent of savings of computation for the 4 × 4 intraprediction in I slices and over 81 percent savings for the 4 × 4 and 16 × 16 intrapredictions in P slices. The pipelined execution also reduces the computation time of the 4 × 4 intraprediction by about 41 percent. In spite of this large computation savings by early termination and pipelining, the loss of compression efficiency is negligible. The proposed pipelined architecture is integrated into an H.264/AVC encoder and fabricated as an SOC using the Dongbu 0.13 μm technology.
The rest of this paper is organized as follows. Section 2 proposes an early termination algorithm for intraprediction. Section 3 proposes a simple pipelined execution of the 4 × 4 Luma prediction with the original H.264/AVC order and explains the reduction of the compression efficiency resulting from the pipelined execution. Section 4 proposes a new processing order of intraprediction that improves the pipelining efficiency. Evaluation results are shown in Section 5, and the hardware implementation of the pipelined architecture is presented in Section 6. Section 7 presents conclusions.
VARIABLE THRESHOLD EARLY TERMINATION

Early termination of 4 × 4 intra prediction
In this section, an early termination scheme for intraprediction is proposed to reduce the amount of computation for intraprediction while minimizing the loss of compression efficiency. The early termination algorithm for 4 × 4 intraprediction is shown in Figure 1 . The first step is the predictor generation step in which the neighboring blocks of a 4 × 4 block are used to generate the predictors. The next step calculates the SATD that is the sum of the differences between the predictors and the original pixels in the Hadamard transformed domain. Then, the cost of 4 × 4 intraprediction is derived from SATD as follows:
where K is a constant to be determined and M is the number of 4 × 4 blocks of which the best mode is not the most probable mode which is derived from the best modes of the Jin-Su Jung et al. neighboring 4 × 4 blocks [30] . λ(QP) is a function of the quantization parameter, QP. This cost is the Lagrangian cost defined in the H.264/AVC standard in which the constant K is defined as 24. For the derivation of Cost intra 4×4 , SAD, instead of SATD, can also be used. The use of SAD instead of SATD reduces the computation time because Hadamard transform needs not to be performed. However, the accuracy of the cost estimation by SAD is slightly degraded. The cost of a single 4 × 4 block for intra 4 × 4 prediction, denoted by Cost 4×4 , is derived from (1) as follows:
where K and λ(QP) are same as (1) and M is 1 when the selected prediction mode is not the most probable mode derived from the neighboring 4 × 4 blocks [30] and M is 0 otherwise. SATD in (2) represents the summation over a single 4 × 4 block (i.e., the 16 differences between the predictors and the original pixels in the Hadamard transformed domain) while SATD in (1) represents the summation over a 16 × 16 macroblock. The Cost 4×4 is derived for 9 prediction modes; then, the next step, intramode decision, selects the best mode among the nine possible modes. In the next step, the 4 × 4 block is reconstructed and saved as a reference frame. This reconstructed block is also used to generate the predictors for its neighboring blocks. After the reconstruction, the accumulated cost, cost(N), is calculated by adding cost 4×4 (N) to cost(N − 1) where cost 4×4 (N) represents the cost of the Nth 4 × 4 block (i.e., the current block), and cost(N − 1) is the accumulated cost from the 1st to the (N − 1)th blocks. The next step determines whether intraprediction is terminated early or not. If cost(N) is larger than the threshold function, Th(N), then intraprediction is terminated early. Otherwise, intraprediction proceeds to the next 4 × 4 block. For an efficient early termination without a degradation of compression efficiency, a proper selection of the threshold function is important, and Section 2.3 discusses in detail the derivation of the threshold function. The above steps are repeated until intraprediction is terminated early or all 16 blocks are processed. For P slices, the threshold function is derived from the result of motion estimation (see Section 2.3 for details). For an I slice, motion estimation is not performed, and consequently, the result of motion estimation is not available for the threshold function. Instead, the result of 16 × 16 intraprediction is used to obtain the threshold function for early termination of 4 × 4 intraprediction (see details also in Section 2.2). It is also possible to early terminate 16 × 16 intraprediction using the result of 4 × 4 intraprediction. However, the early termination of 4 × 4 intraprediction is more efficient than that of 16 × 16 intraprediction because the amount of computation of 4 × 4 intraprediction is much larger than that of 16 × 16 intraprediction.
Early termination of 16 × 16 intra prediction
The early termination scheme is also employed for 16 × 16 intraprediction in P slices with its threshold derived from the cost of motion estimation. A 16 × 16 macroblock is decomposed into sixteen 4 × 4 blocks, and the SATD of each 4 × 4 block is added up and compared with a predefined threshold. If this accumulated cost is greater than the threshold, the 16 × 16 intraprediction is early terminated. Figure 2 shows the early termination algorithm for 16 × 16 intraprediction. Predictor generation is performed first, and then, a macroblock is decomposed into sixteen 4 × 4 blocks. The SATD is calculated for one 4 × 4 block after another and defined as the cost of the Nth 4 × 4 block:
Then, the SATD of the Nth block (i.e., the current block) is added to cost(N − 1), the accumulated cost from the 1st to the (N − 1)th block. The SATD is simply chosen as the cost of each 4 × 4 block because H.264/AVC standard defines the SATD of a 16 × 16 block with a slight adjustment as the cost of the block for 16 × 16 intraprediction. Note that the cost defined in the H.264/AVC standard is slightly different from SATD because the DC coefficients of the sixteen 4 × 4 blocks in the transformed domain are transformed again by the Hadamard transform [30] . Intraprediction is early terminated if the accumulated cost, cost(N), is larger than the threshold. Otherwise, the algorithm iterates the SATD calculation and comparison for early termination until all sixteen 4 × 4 blocks are processed. Unlike 4 × 4 intraprediction, 16 × 16 intraprediction determines the mode only after all sixteen 4 × 4 blocks are processed. After deriving the cost of the sixteen 4 × 4 blocks for one mode if intraprediction for the mode is not terminated early, the cost is compared to that of the other modes that are not early terminated. Then, the mode with the minimum cost is selected as the best 16 × 16 mode.
In I slices, 16 × 16 intraprediction is not terminated early because a proper threshold cannot be obtained.
Variable threshold
The threshold function, Th(N), determines the amount of computation savings by early termination. The selection of Th(N) is important for an effective tradeoff between computation savings and compression efficiency. In a P slice, the threshold is derived from the Lagrangian cost of the motion estimation of the corresponding macroblock as follows:
where Cost inter represents the Lagrangian cost of interframe prediction (i.e., motion estimation) defined in the H.264/AVC standard,and M(N) is a margin for considering the cost variation of the remaining 4 × 4 blocks. N denotes the number of the 4 × 4 blocks including the current block for which intraprediction has been finished. M is defined as a function of N because the cost variation is proportional to the number of the remaining 4 × 4 blocks. As the cost variation decreases with decreasing number of the remaining blocks, M(N) should be a monotonically decreasing function of N. Thus, a simple linear function is chosen as follows:
where N varies from 1 to 16. Equation (5) Figure 1 represents the spatial correlation for the corresponding N 4 × 4 blocks. Therefore, the comparison of cost(N) with Th(N) implies the comparison of the spatial correlation with the temporal correlation (with a certain margin) of the N 4 × 4 blocks. Using the threshold function of (4), intraprediction is early terminated when the accumulated Cost 4×4 (N) is larger than Th(N) (i.e., the spatial correlation of the N blocks is smaller than the temporal correlation of the corresponding N blocks).
As the threshold is derived from the result of motion estimation, the above early termination assumes that motion estimation is processed before intraprediction. This assumption is true, in general, for the software implementation of H.264/AVC [30] . In some hardware implementations, this assumption is also true [31] [32] [33] while another type of possible hardware implementation executes motion estimation and intraprediction in parallel [31] . Even in this type of hardware implementation, motion estimation is, in general, decomposed into integer and fractional motion estimations, and integer motion estimation is performed earlier than fractional motion estimation. In this case, the result of integer motion estimation is available before the execution of intraprediction so that it can be used as the threshold for intraprediction. Although the result of integer motion estimation is not exactly the same as that of the fractional motion estimation, it can still be used effectively for the early termination criterion of intraprediction. The experimental results with both integer and fractional motion estimations are presented in Section 5.
In I slices, 4 × 4 intraprediction is early terminated based on the results of 16 × 16 intraprediction. In this case, the threshold function for early termination of 4 × 4 intra prediction is
where Cost intra 16×16 represents the cost of 16 × 16 intraprediction, and M(N) is the same as (5) . Note that this threshold function is the same as that for P slices as given by (4 prediction is skipped. Otherwise, Chroma prediction is performed for all blocks. In the hardware implementation of this paper (see Figure 10( 
PIPELINED EXECUTION OF INTRAPREDICTION AND RECONSTRUCTION FOR 4 × 4 LUMA BLOCKS
Figure 3(a) shows the processing order of the 4 × 4 intraprediction employed by the reference software of H.264/AVC [30] . In Figure 3 , each box represents a 4 × 4 block of pixel data, and the number inside a box is the processing orders of these 16 4 × 4 blocks. For example, the block in the upper-left corner (labeled 0) is processed first, and the next block to the right (labeled 1) is processed next. The intraprediction of block 1 uses the rightmost four pixels of block 0 as the left-side predictors. Note that these predictors should be given in the reconstructed frame. Therefore, block 1 can be processed after block 0 is reconstructed. To reconstruct block 0, additional operations such as integer transform (T), quantization (Q), inverse quantization (Q −1 ), and inverse integer transform (T −1 ) should be performed after intraprediction. This implies that the intraprediction of block 1 can start only after all the operations for the reconstruction of block 0 are finished.
The execution order as shown in Figure 3 (a) does not efficiently use hardware resources because all operations are serialized and only one hardware module among those designed for intraprediction, T, Q, Q −1 , and T −1 is utilized at a given time. To achieve a higher utilization, a pipelined execution of these hardware modules is desirable. For example, consider the intraprediction of block 4. Note that block 4 depends on block 1 but does not depend on the previously computed block 3. Therefore, block 4 can be pipelined with block 3. Among sixteen blocks, twelve blocks are dependent on their previously computed blocks in the order given in Figure 3 (a). These blocks are blocks 1, 2, 3, 5, 6, 7, 9, 10, 11, 13, 14, and 15; operations for these blocks must be serialized. For the remaining blocks 4, 8, and 12, intrapredictions can be pipelined. Figure 4 (a) shows the execution sequence of the sixteen 4 × 4 blocks where blocks 4, 8, and 12 are pipelined with their previous blocks. In this figure, "reconstruction" represents the operations of T, Q, Q −1 , and T −1 , and it is assumed that the execution time of "reconstruction" is the same as that of intraprediction. The numbers inside the boxes are designations for the 4 × 4 blocks. Let T ip denote the execution time of intraprediction. Then, the total execution time of the sixteen blocks is 29×T ip cycles.
The execution speed of intraprediction can be increased with the sacrifice of compression efficiency by excluding the support of certain intraprediction modes. For example, consider the intraprediction of block 1 shown in Figure 3 (a). The reconstructed pixels of block 0 are necessary to process six prediction modes: the Horizontal mode, the DC mode, the diagonal down-right mode, the vertical-right mode, the horizontal-down mode, and the horizontal-up mode. If these six modes are excluded, block 1 can be processed before the reconstruction of block 0 and therefore can be pipelined with block 0 in the same way as block 4. However, the exclusion of these six modes may reduce the compression efficiency. Therefore, this pipelining results in the tradeoff of computation speed with compression efficiency. Similar to block 1, the other blocks except blocks 0, 4, 8, and 12 can be pipelined at the sacrifice of compression efficiency. Figure 4 (b) shows a fully pipelined execution sequence of the sixteen blocks. In this case, the execution time is reduced to 17 × T ip cycles. However, compression efficiency is severely reduced due to the exclusions of many modes. The simulation results evaluating the reduction of compression efficiency due to the pipelined execution is shown in Section 5.
OPTIMAL PROCESSING ORDER AND PARTIALLY PIPELINED EXECUTION
The optimal order for encoding intra 4 × 4 blocks
In order to improve the compression efficiency even with the pipelined execution, this paper proposes a change in the processing order of 4 × 4 intraprediction. One such change for optimal processing order is given in Figure 3 (b) (the derivation of this order is to be discussed later). The proposed ordering has two objectives. The first objective is to separate the processing of dependent blocks so that consecutively processed blocks are independent and executed in a pipelined manner. For an example, in the proposed order, block 3 does not depend on its previous block, block 2, so that block 3 does not need to wait for block 2 to be reconstructed. In this new order, 3, 4, 5, 6, 7, 9, 10, 11, 12, and 13 are independent of their previously processed blocks and can be pipelined without the reduction of the compression efficiency. Note that blocks 4 and 12 are processed before their upper-right blocks, blocks 3 and 11, respectively. However, these two blocks do not use the upperright blocks in the original H.264/AVC reference software, either. Therefore, these two blocks are treated independently of their upper-right blocks. Hence, the new order has seven more independent blocks than that in the original order shown in Figure 3 (a). The second objective of the proposed ordering is to select the excluded modes which affect the compression efficiency to a lesser degree and to reduce the number of excluded modes if the exclusion of certain modes is unavoidable. Consider block 8 in Figure 3 (b). Block 8 depends on block 7 because the pixels of block 7 are used as predictors of block 8 for the diagonal down-left and vertical-left modes. If the intraprediction of block 8 in this order cannot perform the two modes that are dependent on block 7, the exclusion may reduce the compression efficiency. However, its impact is less significant than the exclusion of other important modes that depend on either the left block or the upper block. When the left block is not available, six modes should be excluded and these six modes, in general, impact more significantly than the two modes that depend on the upper-right block. Seven modes are dependent on the upper block, so that the block gives an even more significant impact than the left block. Thus, the exclusion of the two modes that depend on the upper-right block may affect the compression efficiency least when compared to the exclusion of the left block or the upper block.
To derive the processing order that satisfies the two goals discussed above, an optimization problem is formulated. To this end, a dependency graph is defined as shown in Figure 5 (b). The sixteen 4 × 4 blocks labeled from A to P in Figure 5 (a) are represented by the sixteen labeled nodes in Figure 5 (b). An edge between two nodes represents the dependence between the source and destination nodes of the edge. The weight of an edge represents the number of intraprediction modes that depend on the source node. For example, the edge weight of 6 from node A and B represents the number of intraprediction modes that require the predictors from A. Note that these six modes are the horizontal, DC, diagonal down-right, vertical-right, horizontal-down, and the horizontal-up modes. Any block depends on its left blocks, and the number of dependent modes is 6. Thus, the weight of any edge from a node to its right node is always 6 in this graph. On the other hand, any node depends on its upper node for 7 modes (i.e., vertical, DC, diagonal down-left, diagonal down-right, vertical-right, horizontal-down, and vertical-left modes). Thus, the weight of any edge from a node to its lower node is assigned to 7. Similarly, any node depends on its upper-left node for 3 modes (i.e., diagonal down-right, vertical-right, and horizontal-down modes), and the weight of an edge from a node to its lower-right node is assigned to 3. All of these weights are assigned to the edges in Figure 5 (b). A block depends on its upper-right block for 2 modes (i.e., diagonal down-right and vertical-left modes). Thus, a weight of 2 is assigned to the edge from a node to its lower-left node. Note that there is no edge from E to D although E is the upperright block of D. This edge is absent because block D is processed earlier than block E even in the original processing order (as shown in Figure 3(a) ), so that block D does not use its predictors from block E for the diagonal down-right and vertical-left modes even in the original H.264/AVC reference software. For the predictors of these two modes, the bottomrightmost pixel of block B is copied to the right to become the predictors. The edge from M to L is also absent for the same reason as from E to D. Other than these two edges, all edges from nodes to its lower-left nodes have their weights assigned to 2.
The processing order is defined as a one-to-one function, order(), that maps an integer (from 0 to 15) to a 4 × 4 block. For example, suppose that function order() is defined such as order(0) = A, order(1) = C, and order(2) = B. Then, the processing order of the first three blocks is A, C, followed by B. The objective of the order selection is to minimize the excluded prediction modes. Consider the case when the ith block (i.e., the block processed in the ith order, also denoted Jin-Su Jung et al. by order(i)) is dependent on the jth block and the ith block is processed earlier than the jth block, that is, i < j. In this case, by the time the ith block is processed, its predictors that belong to the jth block are not available. Thus, among the intraprediction modes of the ith block, the modes that depend on the jth block must be excluded. The number of excluded modes is represented by weight(order( j), order(i)) which is the weight of the edge from node j to node i. All the blocks on which the ith block depends need to be processed earlier than the ith block. Otherwise, the prediction modes of the ith block must be excluded. Let pred(order(i)) denote the set of blocks on which the ith block depends. Then, the number of the excluded prediction modes of the ith block is expressed as
Consider another case in which the ith block is dependent on the (i − 1)th block. For the intraprediction of the ith block, T-Q-Q −1 -T −1 operations for the (i − 1)th block are not completed. In this case, the number of excluded modes is represented by weight(order(i − 1), order(i)).
This is because the predictors that belong to the (i − 1)th block are not available, by the time the ith block is processed. From (7) and (8), the total number of the excluded modes is given as follows:
The cost function of (9) is design to estimate the number of excluded modes when all blocks are processed in a pipelined manner. Note that this cost may not always be a precise estimation of the number of excluded modes because some excluded modes may be counted twice in (9) . For example, suppose that the blocks shown in Figure 5 (a) are processed in the order such that order(0) = C, order(1) = A, and order(2) = B. Then, block C depends on both blocks A and B, but C is processed earlier than blocks A and B. Thus, cost(order) includes the weight(order(1), order(0)) (= weight(A,C)) and weight(order(2), order(0)) (= weight(B,C)). Note that the 7 excluded modes in weight(A,C) include the 2 excluded modes in weight(B, C). Therefore, the two excluded modes are counted twice. This example shows a possibility that the cost of (9) may not estimate the exact number of excluded modes because certain modes can be counted multiple times. However, such a case does not occur unless a node is processed earlier than the node that it depends on. For both the original order and the optimal order in Figure 3 , the cost estimated by (9) does not have any excluded modes counted twice. Thus, the cost function of (9) is a reasonable approximation of the number of excluded modes, and in most cases, it is the exact number of excluded modes.
With an exhaustive search, the optimal solution that minimizes the cost function of (9) is derived as shown in Figure 3 (b). In this optimal order, the value of the cost function is 18. Note that the cost of the original H.264/AVC order is 56, and the improvement following the proposed order is over 68%.
In the above discussion, it is assumed that the processing time of intraprediction is greater than or equal to that of T-Q-Q −1 -T −1 operations. This assumption is true in the implementation in this paper as discussed in Section 6, and consequently the hardware implementation in this paper follows the processing order given by Figure 3(b) . However, this assumption may not always be valid for other implementations. The cost function of (9) can be easily extended for a general case. For example, consider another case in which the processing time of intraprediction is less than that of T-Q-Q −1 -T −1 operations. In this case, if the ith block depends on the (i − 2)th block, the prediction modes that depend on the (i − 2)th block must be excluded. This is because the predictors that depend on the (i − 2)th block are not available, by the time the ith block starts intraprediction. Therefore, the term weight(order(i − 2), order(i)) needs to be added to the cost function. As a result, the cost function of (9) is modified as follows:
If the processing time of T-Q-Q −1 -T −1 operations is larger than twice the execution time of intra prediction, then the (i − 3)th block is not available, by the time the ith block is processed. In this case, the prediction modes that depend on the (i − 3)th block also needs to be excluded for the intraprediction of the ith block. Thus, according to the processing times of T-Q-Q −1 -T −1 operations and intraprediction, the number of excluded modes is determined.
Although the number of excluded modes is significantly reduced by the optimal order of Figure 3 Step 1: select block0
Step 2 : select the block(s) with available predictors
Step 3: select the block(s) with most dependent blocks
Step 4: select the block(s) with largest weights
Step 5: select independent blocks
Step 6: include to the candidate set the blocks that are dependent on selected block block 15. Other than these two blocks, at most two modes are excluded, so that the loss of compression efficiency is minor. For a reasonable tradeoff between the compression efficiency and the execution time, this paper proposes a partial pipeline such that all blocks are executed in a pipelined manner except for block 1 and block 15, which are executed only after their previous blocks are reconstructed. Figure 4 (c) shows the execution sequence of the partial pipeline. As two blocks are not pipelined, the total execution time is 19 × T ip cycles. Thus, the processing time increases by 2 × T ip cycles (11.7%) when compared to a fully pipelined execution (see Figure 4(b) ). However, the compression efficiency is significantly improved as block 0 and block 15 do not exclude any prediction modes. The evaluation results of the compression efficiency for this partially pipelined execution are presented in Section 5.
The optimal order for decoding intra 4 × 4 blocks
This subsection focuses on decoding and discusses the processing order of intraprediction. The discussion in this subsection is made with the assumption that all data in a 16 × 16 macroblock are available before the start of intraprediction. If all data are not available, intraprediction must follow the decoding order of CAVLD, so that the processing order cannot be changed arbitrarily. Like encoding, the intraprediction of a 4 × 4 block can start only after the block containing the predictors is reconstructed. To allow a pipelined execution for decoding, two back-to-back blocks must be independent. A decoder needs to process only one prediction mode while an encoder needs to process all modes to select the best one. Thus, a predefined order is not possible for a decoder. Instead, the algorithm shown in Figure 6 is proposed for selecting the processing order.
In the algorithm in Figure 6 , step 1 makes block 0 an element of the set of candidate blocks for the next processing. Then, the algorithm moves to the next step.
Step 2 selects the block whose predictors are available, that is, the blocks that contain the predictors are already processed and reconstructed. If more than one block is selected in this step, then the algorithm moves to the next step. Otherwise, the next step becomes step 6. Among the blocks selected in step 2, step 3 selects the block that has the most dependent blocks that are not yet processed. Recall that one block is dependent on the other block if its predictors belong to the other block. Thus, for a given block, its dependent blocks are the one in the right, down, down-left, and down-right if they exist. Thus, one block has at most four dependent blocks. For example, block 2 in Figure 7 has four dependent blocks, 1, 4, 5, and B. while block 1 has only three dependent blocks, 3, 4, and C. Note that the down-left block of block 1 does not exist. If more than one block is selected, then the algorithm moves to the next step. Otherwise, the next step becomes
Step 6. For the blocks selected in step 3, step 4 calculates the summation of all the weights for these dependent blocks. Then, step 4 chooses the one with the maximum weight. The weight is the same as that given in the corresponding edge of a dependence graph shown in Figure 5 (b). For example, the weight of the edge from B to C in Figure 7 is 2 which corresponds to the edge weight from G to J in the dependence graph of Figure 5 (b). For another example, the weight of the edge from B to E in Figure 7 is 6 which corresponds to the edge weight from G to H in Figure 5 (b). If more than one block has the same maximum weight, then the algorithm moves to the next step. Otherwise, the next step becomes step 6. Among the blocks selected in step 4, step 5 selects the block that is not dependent on the other blocks selected in step 4. If more than one block is selected, choose any block among them. Then, the algorithm moves to the next step.
Step 6 makes the neighboring blocks of the selected block as elements of the set of candidate blocks for the next processing. Then, the algorithm moves to the next step. In step 7, if there is a candidate block, the algorithm moves to step 2. Otherwise, the algorithm ends. The proposed algorithm is explained with Figure 7 in which six blocks numbered 0 to 5 are already processed in the order given by the numbers, and the remaining blocks are not yet processed. The basic idea of the proposed algorithm is that a block having more dependent blocks is selected earlier than the block with less dependent blocks. In this way, the algorithm has more choices in the selection of the blocks to be processed in the next steps. Consider an example that one block between A and B needs to be selected. In this example, block A has two dependent blocks, B and E, while block B has four dependent blocks C, E, F, and H. Thus, block B has more dependent blocks than A so that it is selected earlier than block A. As block B is selected, four dependent blocks can be selected in the next steps. On the other hand, if block A is selected instead, only two dependent blocks can be selected in the next steps. Thus, the selection of block B gives more choices for the selection of blocks to be processed in the next steps. Suppose that the algorithm is at step 2 attempting to find the next block to be processed. The candidate blocks are the neighboring blocks of the processed blocks, that is, {A, B, C, D} is the set of the current candidate blocks. Assume that the intraprediction modes of blocks A, B, C, and D are 1 (horizontal mode), 1, 4 (diagonal down-right mode), and 0 (vertical mode), respectively. Step 2 checks blocks A, B, C, and D to see if their predictors are available. For block A, its prediction mode is 1 that requires the predictors from block 5. Note that block 5 is processed in the previous step so that its data is not available. Therefore, these predictors are not available, so that block A is not selected. For block B, its prediction mode is mode 1 (horizontal mode) that requires the predictors from block 4. Note that block 4 is not the previously processed block so that it is already reconstructed and all data are available for block B. Thus, block B is selected in step 2. Similarly, blocks C and D are also selected because their predictors are available. In step 3, the number of dependent blocks is counted. Block B has four dependent blocks which are blocks C, E, F, and H. Block C also has four dependent blocks (D, F, G, and I), and block D has one (G). Thus, step 3 selects blocks B and C.
Step 4 calculates the summation of the weights. Block B has four dependent blocks: C, E, F, and H whose weights are 2, 6, 7, and 3, respectively, as shown in the dependence graph of Figure 5(b) . Thus, the summation of these weights is 18. Block C also has four dependent blocks: D, F, G, and I whose weights are 2, 6, 7, and 3. Thus, the summation of the four weights is also 18. Thus, both blocks B and C are selected in step 4 and the algorithm moves to the next step.
Step 5 selects block B because block C depends on block B.
EXPERIMENTAL RESULTS
This section evaluates the compression efficiency and execution speed of the proposed pipelined execution and early termination. Table 1 shows the coding efficiency of the pipelined execution of 4 × 4 intraprediction with the processing order proposed in Section 3. Four video sequences, Foreman, Akiyo, Mother and daughter, and Stefan are used. Each of these video sequences is tested for three hundred CIF (352 × 288 pixels) size frames. The reference software version 7.3 is used for this comparison, and the rate distortion optimization for the high complexity mode decision [1] is not used in the simulation. For mode decision, SAD, instead of SATD, is used in the simulation. The QP values of 16, 20, 24, and 28 are tested, and all frames in a video sequence are encoded as I slices. The bit rate of the partially pipelined execution with the proposed order as shown in Figure 3 (b) is compared with the original H.264/AVC encoder without pipelining. The compression efficiencies are also presented for the fully pipelined execution as shown in Figure 4 (b). For fully pipelined execution, the results of both the original order and the proposed order are shown. Table 1 clearly shows that the proposed order outperforms the original order when the full-pipeline is applied. Rate-distortion performance is further improved by the partial pipeline and the performance remains almost same as that of the original algorithm without pipelining. With this performance comparison, the partial pipeline is finally chosen for hardware implementation presented in Section 6. Table 2 shows the efficiency of the order selection algorithm for a decoder presented in Section 4.2. The efficiency is measured with the number of nonpipelined blocks. The order selection algorithm decreases the number of blocks that depend on their previous blocks, and consequently decreases the number of nonpipelined blocks. For simulation, the reference software version 7.3 is used with both of the rate distortion optimization and Hadamard transform for cost estimation turned off. The intraframe period is chosen as 10, and QP is fixed as 28. The number of reference frames is chosen as 1 for motion estimation. Four QCIFsized sequences, Foreman, Mother and daughter, Akiyo, and Stefan, are used as test sequences. The number of 4 × 4 blocks that are prevented from the pipelined execution is given in the table. On average, the number of nonpipelined blocks is reduced to only 23.1% with the proposed order when compared to the original order.
The next simulation results show the best constant K in (1) 16, 20, 24, 28 , and 32 are used, and SAD is used instead of SATD. As the optimal constant K for only I slices is examined in these simulations, frames are encoded in the intraprediction mode. For the evaluation criterion, the bit rate change is defined as
where BR orig denotes the bit rate of the reference software, and BR new is the bit rate with a new constant K ranging from 24 to 180. Figure 8 shows the bit rate changes averaged over 11 CIF-sized and QCIF-sized test sequences. In Figure 8 , value 80 achieves the best BR change for QP equal to 32 while 100 generates a reasonably good result for other QP values. The PSNR variation depending on the value of K is also measured by experiments which show that the effect of K on the PSNR variation is negligible. As a result, the PSNR variation is not considered for the selection of K. From the results shown in Figure 8 , 80 is chosen as the constant K for QP greater than 28 while 100 is chosen as K for QP less than or equal to 28. Note that the value of K is changed only for the case when SAD is used for cost evaluation. The value of K remains 24 when SATD is used for cost evaluation. The next simulation is performed to find the optimal value of M(1) in (6) . With simulations with 11 video sequences, the value of M(1) for the early termination of 4 × 4 and 16 × 16 intrapredictions in P slices is chosen as 2 and 0, respectively, because the numbers make a reasonable tradeoff between computational reduction and prediction accuracy. For the early termination of 4 × 4 intraprediction in I slices, the value of M (1) is chosen as 2.5. For evaluation of the computation savings by early termination, the number of early terminated 4 × 4 blocks is counted. Table 3 shows the ratio of the early terminated blocks against the total number of blocks. The simulation options are mostly same as the ones used for Table 1 except that QP is fixed as 28, and the intraframe period is chosen as 5 when evaluating early termination of 4 × 4 and 16 × 16 intrapredictions in P slices. For mode decision, the cost derived from SAD, instead of SATD, is used in the simulation. Eleven video sequences are simulated for this evaluation. The second column (4 × 4 in P) shows the early termination ratio for 4 × 4 intraprediction in P slices, and the third column shows the ratio for 16 × 16 intraprediction in P slices. The last column shows the early termination ratio for 4 × 4 intraprediction in I slices. A great amount of computation is saved in P slices as shown in the table. On average, 19.11% and 83.23% of 4 × 4 intrapredictions are terminated early in I and P slices, respectively. For 16 × 16 intraprediction, 91.52% of 4 × 4 blocks are early terminated in P slices. The overhead of early termination is the calculation of threshold in (4) and comparison of the threshold with the cost. Thus, the overhead is negligible compared to the amount of saved calculation for intra prediction.
Both pipelined execution and early termination are employed by the H.264/AVC encoder, and the combined effect is evaluated. Table 4 shows the early termination ratios for which the simulation options are same as the ones used for Table 3 . Only the average of eleven sequences is shown in this table. The early termination ratios are slightly different from those in Table 3 as they are affected by the execution order of the 4 × 4 intraprediction optimized for pipelining. Although the early termination ratios are slightly reduced with the new order, the difference is negligibly small, and the ratios of early termination are still very large; consequently, the amount of computation is significantly reduced by early termination.
The hardware implementation in this paper employs pipelined execution in such a way that integer motion estimation is performed one stage earlier than intraprediction while fractional motion estimation is performed in the same pipeline stage as intraprediction. Therefore, by the time when intraprediction begins, the result of fractional motion estimation is not available, but only the integer motion estimation is available. In this case, the cost of integer motion estimation is used for the threshold function of (4). Table 5 shows the skipped block ratio using the cost of integer motion estimation. The simulation options are same as the ones used for Table 3 . The average skipped block ratio of 4 × 4 intraprediction in P slices is 78.55 percent. When compared with the fractional motion estimation (i.e., the result with Table 3 ), the ratios are reduced by 4.68 percent. For the early termination of 16 × 16 prediction, the skipped block ratio is reduced to 80.71 percent. Although the skipped block ratio is reduced by using the cost of integer motion estimation, it is still large enough to be used effectively for the early termination criterion of intraprediction.
As early termination is determined by comparing the cost of intraprediction with that of motion estimation, the skipped ratio is affected by the accuracy of motion estimation. A practical H.264 encoder often adopts a motion estimation with reduced complexity in order to reduce the hardware cost at the sacrifice of the accuracy. As a result, the skipped block ratio in a practical H.264 encoder may be not as large as that shown in Tables 3 or 4 . However, to maintain a reasonably efficient compression, most practical H.264 encoders employ a motion estimation engine with a reasonably good accuracy. Then, the skipped block ratio is still pretty large as far as the accuracy of motion estimation is reasonably good. Therefore, the proposed early termination is effective for most practical H.264 encoders.
The bit rate and PSNR changes, by the proposed intraprediction, are measured and shown in Tables 6 and  7 . These values are obtained by Bjontegaard's method presented in [34] . Table 6 shows the bit rate and PSNR changes for I slices when the 4 × 4 intraprediction is partially pipelined with the proposed processing order and also early terminated with the proposed threshold function. The simulation options are same as those for Table 1 . The column, named as "Early Termination," shows the simulation results when only early termination is employed while the column named as "Pipeline" represents the results with only pipelined execution. The column "Pipeline + early termination" shows the results when both early termination and pipelined execution are employed. As shown in the table, the bit rate and PSNR changes are negligible for all test sequences. Table 7 shows the bit rate change and the PSNR change for both I and P slices when both 4 × 4 and 16 × 16 intrapredictions are terminated early, and the partial pipelined execution of 4 × 4 intraprediction is also employed. In this simulation, the I frame period is set to 5, so that frames are encoded as both I and P slices. Other simulation options are same as those for Table 6 . The bit rate change by early termination is very small, even smaller than that in Table 6 because very small percentage (between 1% and 1.24%) of macroblocks is encoded as intramode in P slices [35] . As shown in Tables 6 and 7 , the proposed algorithm suffers little degradationof either compression efficiency or image quality. These simulation results show that dramatic computation savings are achieved with little degradation in coding performance by the proposed pipelining and early termination. All previous simulations are performed again with SATD-based mode decision instead of SAD-based decision. The result is similar to that obtained with SAD except that the early termination results in a slightly larger bit rate increase. It is because the SATD-based mode decision finds the best candidate more accurately than the SAD-based decision, and the penalty of wrong early termination becomes relatively expensive. However, thanks to the modification for the SADbased cost evaluation proposed by this paper, the bit-rate increase by SAD-based decision is reduced, so that the bit rate is not significantly larger than that with SATD-based cost evaluation. Moreover, the selection of cost evaluation between SAD or SATD is not a main topic of this paper. Therefore, this paper employs a simple SAD-based cost evaluation. 
HARDWARE IMPLEMENTATION
This section presents the hardware implementation of the proposed pipelined execution and early termination. Figure 9 shows a block diagram of the hardware implementation which is similar to that presented in [29] . As shown in the figure, two separate prediction modules are implemented to simultaneously process Figure 9 . To achieve the maximum throughput, these modules are pipelined.
Hadamard transform is not implemented in the mode decision module because the cost of intraprediction is estimated not with SATD but with SAD. Figure 10 (a) shows the proposed processing schedule that adopts the early termination and pipeline schedule presented in Sections 2 and 4.1, respectively. The hardware in Figure 9 is similar to that in [29] , but the schedule shown in Figure 10 is the performance bottleneck, a higher priority is given to In order to compare the efficiency of the proposed processing schedule with the previous work proposed in [1] , the processing schedule presented in [1] is shown in Figure 10 to process for Chroma DCT operations. In total, 1060 cycles are required to process a single macroblock. In [1] , the total execution time for a single macroblock is about 1300 cycles which include initial data loading time. For fair comparison with the proposed architecture, this initial loading time is excluded in Figure 10 (b). For comparison, the execution time of the proposed schedule shown in Figure 10 (a) is estimated assuming that the same hardware modules as [1] are used. Thus, 36 cycles are required for a single 4 × 4 block of Luma 4 × 4 prediction and 68 and 32 cycles are, respectively, required for Luma 16 × 16 and Chroma 8 × 8 predictions. These execution cycles are given as the numbers inside the parentheses in each box in Figure 10 (a). For reconstruction operation, 16 cycles are assigned because it requires T, Q, Q −1 , T −1 , operations, each of which requires to process 16 pixels with four-pixel parallelism. Note that 4 cycles are assigned to a single 4 × 4 block of T and Q operations in [1] because these operations are performed for the entire macroblock so that they can be pipelined and the throughput becomes 4 cycles per every 4 × 4 block. However, in this case, T, Q, Q −1 , T −1 , operations are performed for a single 4 × 4 block, so that they cannot be pipelined for multiple 4 × 4 blocks. Thus, it is reasonable to assign 16 cycles for these four operations. Then, total execution time is 624 cycles. When early termination is applied, then the execution time is reduced. Experimental results in Table 6 shows that 19.09 percent of 4 × 4 intraprediction is terminated early in I slices. Then, the three last 4 × 4 blocks (blocks 13, 14, and 15) are expected to be not performed by early termination while the probability of the fourth last 4 × 4 block (block 12) to be processed is 95%. All other blocks (from block 0 to 11) are expected to be processed. With the pipelined execution as shown in Figure 10(a) , the processing time of the first 12 blocks is 448 cycles. The expected cycles of the 13th block are 49 cycles (= (36 + 16) × (0.95)). Thus, the expected execution time with 19.09% early termination is 497 cycles. In P slices, 78.55 percent of 4 × 4 intraprediction is terminated early by the cost derived from the result of the integer motion estimation as shown in Table 5 architecture in this paper employs eight-pixel parallelism. For fair comparison, the hardware implementation in [1] is modified to exploit eight-pixel parallelism, so that the execution speed for prediction is doubled. Then, Figure 10 Figure 10 (c) is 546 (= 544 + 2) cycles.
Other efficient hardware implementations are presented in [29, 36] . The implementation in [29] is an improvement of [36] and adopts eight-pixel parallelism for prediction modules and four-pixel parallelism for reconstruction operation. Thus, the hardware complexity is about the same as that used for Figures 10(a) and 10(c) . In addition, this implementation employs a fast three-step algorithm for intraprediction to speedup the computation at the sacrifice of the compression efficiency. As a result, the execution cycles for a single 4 × 4 block operation of Luma 4 × 4 prediction are reduced to 20 cycles, and the total execution time is less than 560 cycles.
The rate-distortion performances of JM H.264 reference software version 7.3 [30] and the three step mode decision algorithm in [29] are compared with the partial pipeline with early termination proposed in this paper. Four video sequences, Akiyo, Mother and daughter, Stefan, and Foreman are used for the comparison, and the results are shown Figure 11 . All frames are encoded as I slices and four QP values, 16, 20, 24 , and 28 are used. Other simulation options are same as those for Table 1 . The value of K in (1) is chosen as 100 for all three methods according to the experimental results shown in Figure 8 . As shown in these four figures, the performance of the proposed intraprediction is slightly worse than the original H.264 reference software while it achieves the better performance than the algorithm in [29] for all four test sequences. On average, the proposed methods are 4.6% better than [29] in terms of bit rate. Table 8 summarizes the execution time of the three implementations, the one proposed in this paper, another one proposed in [1] with its prediction module modified to exploit eight-pixel parallelism as shown in Figure 10(c) , and the other one proposed in [29] . Note that the execution cycle is obtained with the hardware of the same complexity (eight-pixel parallelism for intraprediction and four-pixel parallelism for DCT and quantization) for all three implementations. The proposed architecture requires the least execution time with early termination employed. For I slices, the proposed architecture requires about 49 and 63 cycles less than the other two architectures in [1, 29] , respectively. For P slices, the proposed methods dramatically speedup the processing time with the high probability of early termination, so that it requires about 400 cycles less than the other two architectures.
The intraprediction and reconstruction modules are implemented in VHDL and integrated with the other computation units for an H.264/AVC encoder to constitute a hardware-based encoder chip. Figure 12 shows a block diagram of the encoder. In addition to the intraprediction and reconstruction modules, motion estimation, deblocking filter, and variable length coder are also implemented in hardware, and the remaining part of computation is processed by the ARM7TDMI processor. Video input module (VIM) accepts image data from an image sensor and SPI interface outputs the encoded stream. Direct memory access controller (DMAC) and memory controller (MEMC) are designed for efficient data communication with an external SRAM. Two AMBA AHB buses are used for the communication between modules. One AHB bus is mainly used for the control of the hardware modules by ARM7TDMI processor, and the other AHB bus is mainly used for data communication between hardware modules and external memory. Figure 13 shows the layout and the chip photograph of the H.264/AVC encoder shown in Figure 12 . The die area of the H.264/AVC encoder is 5 mm × 5 mm using the Dongbu 1P6M 0.13 μm CMOS technology.
For the proposed processing sequence shown in Figure 10 (a), the best hardware utilization is achieved when the execution time of Luma 4 × 4 prediction and reconstruction (T, Q, Q −1 , and T −1 operations) is the same. In the chip shown in Figure 13 Figure 3(b) . As a result, 532 cycles are required to complete all sixteen blocks without any early termination. The intraprediction and reconstruction modules are synthesized by Synopsys Design Compiler and the gate count of the proposed intraprediction and reconstruction logic is 126 617. These modules also require 4992 bytes of SRAM. This hardware size is relatively large when compared with the previous work (e.g., the previous work in [29] which requires 72 K gates with 1632 bytes of SRAM). The intraprediction module in the chip shown in Figure 13 is designed to perform not only for intraframe encoding but also for interframe encoding. For example, the cost evaluation of the DCT and quantization outcome for interframe encoding is also performed by the intraprediction module, and additional buffer to store the result of interframe DCTQ for ADF is also included. Therefore, direct comparison of the gate counts of the intraprediction module in Figure 13 with a previous intraprediction module designed only for intraframe encoding is not appropriate, and therefore it is not presented in this paper. Note that the additional hardware cost to implement the proposed early termination is negligible because only simple logics for comparison of two values and derivation of the threshold function are necessary for early termination while no additional hardware is necessary for pipeline schedule because it is fixed when the chip is implemented.
CONCLUSIONS
This paper proposes an early termination and pipelined execution of H.264/AVC intraframe processing. The early 18 EURASIP Journal on Advances in Signal Processing termination saves over 19 and 81 percent of computation for 4 × 4 intraprediction in I and P slices, respectively. For 16 × 16 intraprediction, about 91 percent of computation is saved by the early termination in P slices. Through pipelined execution, the computation time is reduced by 41 percent when the execution time of 4 × 4 intraprediction and reconstruction is about the same. The speedup by the proposed algorithm is achieved at the sacrifice of the R-D performance although the degradation of the performance is not significant as shown in the experimental results.
The proposed early termination and pipelined execution do not adopt a complex control flow or data structure which is often difficult to implement in hardware. Thus, they are suitable for hardware implementation. Table 8 shows that the proposed early termination and pipelining make it possible to design a hardware intraprediction module that processes a single macroblock in an average of 497 cycles. With this processing speed, HD-size video can be processed in 30 fps with a low operating frequency of 54 MHz. Thus, the proposed early termination and pipelining can be efficiently used for an H.264/AVC encoder targeting Mobile HD (1280 × 720) size video applications, such as HD-size camcorder and notebook camera.
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