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Abstract
In this paper we continue the systematic study of Contact graphs of Paths on a Grid (CPG graphs) initiated
in [14]. A CPG graph is a graph for which there exists a collection of pairwise interiorly disjoint paths on a
grid in one-to-one correspondence with its vertex set such that two vertices are adjacent if and only if the
corresponding paths touch at a grid-point. If every such path has at most k bends for some k ≥ 0, the graph
is said to be Bk-CPG.
We first show that, for any k ≥ 0, the class of Bk-CPG graphs is strictly contained in the class of
Bk+1-CPG graphs even within the class of planar graphs, thus implying that there exists no k ≥ 0 such
that every planar CPG graph is Bk-CPG. The main result of the paper is that recognizing CPG graphs and
Bk-CPG graphs with k ≥ 1 is NP-complete. Moreover, we show that the same remains true even within
the class of planar graphs in the case k ≥ 3. We then consider several graph problems restricted to CPG
graphs and show, in particular, that Independent Set and Clique Cover remain NP-hard for B0-CPG
graphs. Finally, we consider the related classes Bk-EPG of edge-intersection graphs of paths with at most
k bends on a grid. Although it is possible to optimally color a B0-EPG graph in polynomial time, as this
class coincides with that of interval graphs, we show that, in contrast, 3-Colorability is NP-complete for
B1-EPG graphs.
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1. Introduction
Golumbic et al. [21] introduced the class of Edge intersection graphs of Paths on a Grid (EPG for short)
that is, graphs for which there exists a collection of paths on a grid in one-to-one correspondence with their
vertex set such that two vertices are adjacent if and only if the corresponding paths intersect on at least one
grid-edge. Since every graph is EPG [21], a natural restriction which was forthwith considered consists in
limiting the number of bends (90 degree turns at a grid-point) that the paths may have: a graph is Bk-EPG,
for some integer k ≥ 0, if it has an EPG representation in which each path has at most k bends.
Later on, Asinowski et al. [4] considered the closely related class of Vertex intersection graphs of Paths
on a Grid (VPG for short). Likewise, the vertices of such graphs may be represented by paths on a grid but
two vertices are adjacent if and only if the corresponding paths intersect on at least one grid-point. In fact,
this class coincides with that of intersection graphs of curves in the plane, also known as string graphs [4].
Similarly to EPG, they then defined the class Bk-VPG, for k ≥ 0, consisting of those VPG graphs admitting
a VPG representation where each path has at most k bends.
Since their introduction, EPG and VPG graphs have been extensively studied (see, e.g., [2, 3, 4, 5, 6, 12,
16, 17, 18, 23, 24, 33]). One of the main considered problems consists in determining the bend-number with
respect to EPG (resp. VPG) representations of a given graph class G: the bend number of G with respect
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to EPG (resp. VPG) representations is the minimum integer k ≥ 0 such that every graph in G is Bk-EPG
(resp. Bk-VPG). For instance, Gonçalves et al. [22] showed that planar graphs have a bend number with
respect to VPG representations of 1; the bend number of planar graphs with respect to EPG representations
has yet to be determined (it is either 3 or 4 by [23]).
In this paper, we are interested in the contact counterpart of these graph classes, namely the class of
Contact graphs of Paths on a Grid (CPG for short): a graph G = (V,E) is a CPG graph if there exists
a collection P of pairwise interiorly disjoint paths on a grid G in one-to-one correspondence with V such
that two vertices are adjacent if and only if the corresponding paths touch. If every such path has at most
k bends, for some k ≥ 0, then the graph is Bk-CPG. The pair R = (G,P) is a CPG representation of G
and, more specifically, a k-bend CPG representation of G if every path in P has at most k bends. The bend
number with respect to CPG representations is defined mutatis mutandis. Clearly, any Bk-CPG graph is
also a Bk-VPG graph and a Bk+2-EPG graph.
Although CPG graphs have been considered in the literature (see, e.g., [8, 10, 17, 19, 22, 26]), a systematic
study of this class was first initiated in [14]. We note that Aerts and Felsner [1] studied the family of graphs
admitting a Vertex Contact representation of Paths on a Grid, which constitutes a subclass of CPG graphs
as paths in such representations are not allowed to share a common endpoint. Such graphs are easily seen to
be planar and in fact this class is strictly contained in that of planar CPG graphs [14]. It is then natural to
ask whether every planar graph is CPG and whether there exists k ≥ 0 such that every planar CPG graph
is Bk-CPG. The former was answered in the negative in [14]. The latter is settled in Section 3 by providing,
for any k ≥ 0, a planar graph which is Bk+1-CPG but not Bk-CPG. Since every planar graph is B1-VPG
[22], it follows that for any k ≥ 1, Bk-CPG ( Bk-VPG even within the class of planar graphs (and in fact,
it is easy to see that this remains true for k = 0).
Great attention has been devoted to the complexity of recognizing (subclasses of) VPG and EPG graphs.
For each fixed k ≥ 0, recognizing Bk-VPG graphs is NP-complete [9, 28]. Similarly, recognizing VPG
graphs is NP-hard [27] and in NP [34]. Notice that membership in NP remained elusive for a while as,
contrary to the case of fixed k where as a polynomial certificate it is enough to provide a list of coordinates
corresponding to endpoints and bend-points of paths, there exist string graphs on O(n) vertices whose every
string representation contains at least 2n intersection points between the curves [29]. Since B0-EPG graphs
are exactly interval graphs, they can be recognized in polynomial time [7]. On the other hand, recognizing
Bk-EPG graphs is NP-complete for k = 1, 2 [24, 33] and it is an open problem to settle the case k ≥ 3. In
[14], the authors showed that Recognition is NP-complete for B0-CPG graphs. In Section 4, we completely
settle the remaining cases by showing that Recognition is NP-complete for Bk-CPG graphs with k ≥ 1.
For k ≥ 3, we show that this remains true even within the class of planar graphs. As a corollary of these
results, we show that recognizing CPG graphs and planar CPG graphs are NP-complete problems.
Asinowski et al. [4] provided several complexity results for problems restricted to B0-VPG graphs. More
specifically, they showed that Independent Set, Hamiltonian Cycle, Hamiltonian Path and Col-
orability are all NP-complete, whereas Clique is polynomial-time solvable. It is then natural to consider
the complexity of such problems when restricted to B0-CPG graphs. The fact that every planar bipartite
graph is B0-CPG [19] immediately implies that problems which are NP-complete for this class, such as
Dominating Set, Feedback Vertex Set, Hamiltonian Cycle and Hamiltonian Path (see, e.g.,
[11, 32]), remain NP-complete in B0-CPG. It was furthermore shown in [14] that 3-Colorability is NP-
complete in B0-CPG. In Section 5, we consider Independent Set and Clique Cover and show that they
are NP-complete in B0-CPG.
It was shown in [16] that Colorability is NP-complete in B1-EPG. On the other hand, the problem
is polynomial-time solvable in B0-EPG as this class coincides with that of interval graphs. In Section 6, we
provide a complexity dichotomy for the related 3-Colorability problem restricted to EPG graphs. The
problem is NP-complete in Bk-EPG, for each k ≥ 2, since it is NP-complete in B0-CPG [14]. We complete
the picture by showing that 3-Colorability is NP-complete in B1-EPG.
We remark that all our complexity results hold even if a CPG (resp. EPG) representation of the graph
is given.
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2. Preliminaries
Throughout the paper, the considered graphs are undirected, finite and simple. For any graph theoretical
notion not defined here, we refer the reader to [15].
Let G be a graph with vertex set V and edge set E. The degree of a vertex v ∈ V is the size of its
neighborhood and a vertex is cubic if it has degree 3. For k ≥ 1, the k-subdivision of an edge uv ∈ E consists
in replacing uv by a path uv1 · · · vkv, where v1, . . . , vk are new vertices; the k-subdivision of G is the graph
obtained by k-subdividing every edge of G. The line graph L(G) of G has vertex set E and two vertices e
and e′ are adjacent if and only if they have a common endvertex in G.
A graph is subcubic if every vertex has degree at most 3. A graph is planar if it admits an embedding
in the plane where no two edges cross. Given a graph H , we say that a graph is H-free if it contains no
induced subgraph isomorphic to H . The triangle is the complete graph on three vertices and the diamond
is the graph obtained by removing an edge from the complete graph on four vertices.
A subset S ⊆ V is an independent set of G if any two vertices in S are nonadjacent; the maximum size
of an independent set of G is denoted by α(G). A subset V ′ ⊆ V is a vertex cover of G if each edge of G is
incident to at least one vertex in V ′; the minimum size of a vertex cover of G is denoted by β(G). A subset
K ⊆ V is a clique if any two vertices in K are adjacent. A clique cover of G is a set of cliques such that
each vertex of G belongs to at least one of them; the minimum number of cliques in a clique cover of G is
denoted by θ(G).
Let G = (V,E) be a CPG graph and R = (G,P) be a CPG representation of G. The grid-point lying on
row x and column y is denoted by (x, y). The path in P representing some vertex u ∈ V is denoted by Pu.
A segment of a path is either a vertical or horizontal line segment in the polygonal curve constituting the
path. We say that a path P touches a path P ′ if one endpoint of P belongs to P ′, and that P and P ′ touch
if P and P ′ have a common grid-point. We denote by ∂(P ) the endpoints of a path P . An interior point of
a path P is a point belonging to P and different from its endpoints; the interior of P , denoted by P˚ , is the
set of all its interior points. A grid-point is said to be a contact point if it belongs to more than one path,
and a k-contact point if it belongs to exactly k paths in R. We denote by T (R) the set of contact points in
R. A grid-point is of type II.a if it is a 3-contact point, an interior point of one path but a bend-point for
no path; a grid-point is of type II.b if it is a 3-contact point and the bend-point of some path (see Figure 1).
p
(a) Type II.a
p
(b) Type II.b
Figure 1: Type II grid-points.
We say that an endpoint of a path is free in the representation R if it does not belong to any other path
in R. For a vertex u ∈ V , the weight of u with respect to R, denoted by wu, is defined as follows. Let q
i
u
(i = 1, 2) be the endpoints of the corresponding path Pu and consider, for i = 1, 2,
wiu = |{P ∈ P : q
i
u ∈ P˚}|+
1
2
· |{P ∈ P : P 6= Pu and q
i
u ∈ ∂(P )}|.
Then wu = w
1
u + w
2
u. It is easy to see that w
i
u ∈ {0,
1
2
, 1, 3
2
}, for any u ∈ V and i = 1, 2, and that
|E| ≤
∑
u∈V wu (see [14]).
Given a Bk-CPG graph G and a k-bend representation R = (G,P) of G, the grid G and the paths in
P are encoded as follows. For the grid G, we only keep track of the grid-step σ, that is, the length of a
grid-edge. A path P ∈ P is given by a sequence s(P ) of grid-points (x1, y1), (x2, y2), . . . , (xℓP , yℓP ), where
(x1, y1) and (xℓP , yℓP ) are the endpoints of P and all the other points are the bend-points of P in their order
of appearance while traversing P from (x1, y1) to (xℓP , yℓP ) i.e., for any i ∈ [ℓP − 1], [(xi, yi), (xi+1, yi+1)] is
a segment of P . Clearly, ℓP ≤ k + 2.
3
The length of a path in P is the number of grid-edges it contains. The refinement of a grid G having
grid-step σ is the operation adding a new column (resp. row) between any pair of consecutive columns (resp.
row) in G and setting the grid-step to σ/2. Notice that this operation does not change the sequences s(P ).
3. Planar CPG graphs
In this section we show that, for any k ≥ 0, the class of Bk+1-CPG graphs strictly contains that of
Bk-CPG graphs, even within the class of planar graphs. To this end, for k ≥ 0, consider the planar graph
Gk depicted in Figure 2. We refer to the vertices αi, for 1 ≤ i ≤ 20, as the secondary vertices, and to the
vertices uij , for 1 ≤ j ≤ k + 2 and a given 1 ≤ i ≤ 19, as the (i, i+ 1)-sewing vertices. A (k + 1)-bend CPG
representation of Gk is given in Figure 3 (the blue paths correspond to sewing vertices and the red paths
correspond to secondary vertices).
H1 H2 H19
a
b
α1 α2 α3 α19 α20
(a) The planar graph Gk.
αi αi+1
ui
1
ui
2
ui
3
ui
k+1
ui
k+2
(b) The gadget Hi.
Figure 2: The construction of Gk.
Given a CPG representation R = (G,P) of Gk, a path in P corresponding to a secondary vertex (resp.
an (i, i+1)-sewing vertex) is called a secondary path (resp. an (i, i+1)-sewing path). A secondary path Pαi
is pure if no endpoint of Pa or Pb belongs to Pαi . We now use the graph Gk to prove the following.
Theorem 1. For any k ≥ 0, there exists a planar graph which is Bk+1-CPG but not Bk-CPG.
Proof. We show that in any CPG representation R = (G,P) of Gk, there exists a path with at least k + 1
bends. Since Gk is Bk+1-CPG (see Figure 3), this would conclude the proof. We first observe the following.
Observation 1. If a path Pαi is pure, then one endpoint of Pαi belongs to Pa and the other endpoint belongs
to Pb.
Pa
Pb
Pα1
Pα20
(a) k is even.
Pa
Pb
Pα1
Pα20
(b) k is odd.
Figure 3: A (k + 1)-bend CPG representation of Gk (the endpoints are marked by an arrow).
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We next prove the following two claims.
Claim 1. Let Pαi and Pαi+1 , with 1 ≤ i ≤ 19, be two pure paths and let u
i
j and u
i
j+1, with 1 ≤ j ≤ k + 1,
be two (i, i+ 1)-sewing vertices. If a grid-point x belongs to Pui
j
∩ Pui
j+1
, then x corresponds to an endpoint
of both Pui
j
and Pui
j+1
, and a bend-point of either Pαi or Pαi+1 .
Proof. It follows from Observation 1 and the fact that uij and u
i
j+1 are nonadjacent to both a and b,
that no endpoint of Pαi or Pαi+1 belongs to Puij or Puij+1 . Consequently, one endpoint of Puij (resp. Puij+1 )
belongs to Pαi and the other endpoint belongs to Pαi+1 . By definition, x corresponds to an endpoint of at
least one of Pui
j
and Pui
j+1
, which implies that x belongs to either P˚αi or ˚Pαi+1 . But then x must be an
endpoint of both Pui
j
and Pui
j+1
; in particular, x is a grid-point of either type II.a or type II.b. Without
loss of generality, we may assume that x ∈ P˚αi . We denote by yuij (resp. yuij+1) the endpoint of Puij (resp.
Pui
j+1
) belonging to Pαi+1 . Suppose, to the contrary, that x is of type II.a. The union of Pui
j
, Pui
j+1
and the
portion of Pαi+1 between yuij and yuij+1 defines a closed curve C dividing the plane into two regions. Since
Pa and Pb touch neither Pui
j
nor Pui
j+1
, Pa and Pb lie entirely in one of these regions. Moreover, since a and
b are adjacent and Pαi+1 is pure, Pa and Pb in fact belong to the same region. On the other hand, since one
endpoint of Pui
j
(resp. Pui
j+1
) belongs to Pαi while the other endpoint belongs to Pαi+1 , and both endpoints
of Pαi are in Pa ∪Pb, it follows that x ∈ C is the only contact point between Puij (resp. Puij+1 ) and Pαi . But
αi and αi+1 are nonadjacent, which implies that Pαi crosses C only once and has therefore one endpoint in
each region. However, both endpoints of Pαi belong to Pa ∪ Pb, contradicting the fact that Pa and Pb lie in
the same region. Hence, x is of type II.b, thus concluding the proof. ♦
Claim 2. If two paths Pαi and Pαi+1 are pure, for some 1 ≤ i ≤ 19, then one of them contains at least ⌊
k+1
2
⌋
bends and the other contains at least ⌈k+1
2
⌉ bends. Moreover, all these bend-points belong to (i,i+1)-sewing
paths.
Proof. For each 1 ≤ j ≤ k+1, consider a point xj ∈ Pui
j
∩Pui
j+1
. By Claim 1, xj is a bend-point of either
Pαi or Pαi+1 . Since xj and xj+1 are the endpoints of Puij+1 , one of them belongs to Pαi while the other
belongs to Pαi+1 . Therefore, {xj : 1 ≤ j ≤ k + 1 and j ≡ 0 (mod 2)} is a subset of one of the considered
secondary path and {xj : 1 ≤ j ≤ k + 1 and j ≡ 1 (mod 2)} is a subset of the other secondary path. ♦
Finally, we claim that there exists an index 1 ≤ j ≤ 17 such that Pαj , Pαj+1 , Pαj+2 and Pαj+3 are all
pure. Indeed, if it weren’t the case, there would be at least ⌊20/4⌋ = 5 secondary paths which are not pure.
But at most 4 secondary paths can contain endpoints of Pa or Pb, a contradiction. It now follows from
Claim 2 that Pαj+1 has at least ⌊
k+1
2
⌋ bends (which belong to (j, j + 1)-sewing paths) and that Pαj+2 has
at least ⌊k+1
2
⌋ bends (which belong to (j + 2, j + 3)-sewing paths). Furthermore, one of Pαj+1 and Pαj+2
has at least ⌈k+1
2
⌉ bends which are endpoints of (j +1, j + 2)-sewing paths. Therefore, there is a path with
at least ⌊k+1
2
⌋+ ⌈k+1
2
⌉ = k + 1 bends.
Corollary 2. For any k ≥ 0, Bk-CPG is strictly contained in Bk+1-CPG, even within the class of planar
graphs.
Although not every planar graph is CPG [14], we may still define the bend number, with respect to CPG
representations, of the class of planar graphs which are CPG. From Theorem 1, we deduce the following.
Corollary 3. The class of planar CPG graphs has unbounded bend number with respect to CPG represen-
tations.
4. Recognition
In this section, we show that Recognition is NP-complete for Bk-CPG graphs with k ≥ 1, as well as
for planar Bk-CPG graphs with k ≥ 3. As a corollary, we also show that Recognition is NP-complete for
CPG graphs and remains NP-complete for planar CPG graphs.
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We begin by showing membership in NP. This is trivial in the case of Bk-CPG graphs. Indeed,
as a polynomial certificate it is enough to consider, for each path P , a sequence s(P ) of grid-points
(x1, y1), (x2, y2), . . . , (xℓP , yℓP ), where (x1, y1) and (xℓP , yℓP ) are the endpoints of P and all the other points
are the bend-points of P in their order of appearance while traversing P from (x1, y1) to (xℓP , yℓP ) (no-
tice that ℓP ≤ k + 2). In the case of CPG graphs the situation is more subtle and we need the following
adaptation of [25, Theorem 1].
Theorem 4. Every CPG graph on n vertices admits a CPG representation on a grid of area O(n2). In
particular, recognizing CPG graphs belongs to NP.
Proof. Let G be a CPG graph on n vertices with CPG representation R = (G,P). We first build a plane
graph G′ as follows. The vertices of G′ are the contact points in R and the free endpoints of paths in P . The
edges of G′ are the portions of paths in P between the vertices. Since there are at most 2n contact points
in R, |V (G′)| = O(n). Since G′ has maximum degree at most 4, it has O(n) edges. Therefore, denoting by
H the 1-subdivision of G′, we have that H is a simple planar graph with maximum degree at most 4 and
|V (H)| = O(n).
By [35], every planar graph on n vertices with maximum degree at most 4 admits an embedding on
the grid where vertices are mapped to grid-points, edges are mapped to pairwise interiorly disjoint grid-
paths connecting the two grid-points corresponding to the endvertices and the area of the smallest rectangle
enclosing the embedding is O(n2). Therefore, H admits such an embedding on a grid of area O(n2) and
so G admits a CPG representation on a grid of area O(n2). In this representation, every path P has a
polynomial (in n) number of bends and we provide the sequences s(P ) as a polynomial certificate.
We now show NP-hardness of Recognition for Bk-CPG graphs. Our hardness proof is based on that of
[25, Theorem 4]. We reduce from Planar Exactly 3-Bounded 3-Sat, shown to be NP-complete in [13].
This problem is defined as a special case of the classical Planar 3-Sat used in [25, Theorem 4]: the instance
is a formula Φ with variable set V and clause set C such that each clause has size at most 3, each variable
appears in exactly 3 clauses and the bipartite graph H with vertex set V ∪ C and an edge between x ∈ V
and c ∈ C if either x ∈ c or ¬x ∈ c is planar. Before turning to the proof, we first provide some preliminary
results. Note that the following easy observation holds up to symmetry and rotation.
Observation 2. Let G be a B1-CPG graph and R be a 1-bend CPG representation of G. Suppose that there
exist two distinct grid-points p = (x1, y) and q = (x2, y) with x1 < x2 and three paths P , P
′ and P ′′ such
that (see Figure 4):
• p is an endpoint of P and P uses the grid-edge above p;
• p is an endpoint of P ′ and P ′ uses the grid-edge below p;
• q is an endpoint of P ′′ and P ′′ does not use the grid-egde to the left of q.
Then one of the three cases depicted in Figure 4 occurs. If (a) occurs, then either P ′′ and P touch or P ′′
and P ′ touch but not both; and if (b) (resp. (c)) occurs, then P ′′ cannot touch P ′ (resp. P ).
The following is a variation of [25, Lemma 4.1].
Lemma 5. Let R be a CPG representation of a graph G containing f free endpoints of paths and no 4-
contact point. Then R must contain at least |E(G)|− 2 · |V (G)|+ f contact points corresponding to pairwise
edge-disjoint triangles in G.
Proof. We construct a map t : E(G)→ T (R) that assigns to each e ∈ E(G) a contact point ofR representing
the edge e. If an edge e is represented by more than one contact point, we arbitrarily choose one of them.
Then, for any 2-contact point x, |t−1(x)| ≤ 1; and for any 3-contact point x, |t−1(x)| ≤ 3.
Let T (R) = T1 ∪T2 ∪T3 be a partition of the contact points in R where T1 = {x ∈ T (R) : |t
−1(x)| ≤ 1},
T2 = {x ∈ T (R) : |t
−1(x)| = 2} and T3 = {x ∈ T (R) : |t
−1(x)| = 3}. Note that any contact point in T3
corresponds to a triangle in G and that two such triangles cannot share an edge by definition of t. Further
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PP ′
P ′′
x1 x2
y
Case (a)
P
P ′
P ′′
x1 x2
y
Case (b)
P
P ′ P ′′
x1 x2
y
Case (c)
Figure 4: P , P ′ and P ′′ cannot pariwise touch in a 1-bend CPG representation.
observe that in any contact point in T1, at least one path ends; and since any contact point in T2 or T3 is a
3-contact point, at least two paths end in it. Thus, by counting the number of endpoints of paths in R, we
obtain that |T1|+2|T2|+2|T3| ≤ 2|V (G)|−f . But from the map t we know that |E(G)| ≤ |T1|+2|T2|+3|T3|
and so |E(G)| − 2|V (G)|+ f ≤ |T3|, which concludes the proof.
The rest of this section is organized as follows. In Section 4.1, we introduce three gadgets, referred
to as end-eating graphs, which we use in subsequent constructions. In Section 4.2, we describe the actual
reduction.
4.1. The end-eating graphs
The end-eating graph E1 depicted in Figure 5 will be used in the proof of the NP-hardness of Recogni-
tion restricted to B1-CPG graphs; the end-eating graph E2 depicted in Figure 6 will be used in the proof
of the NP-hardness of Recognition restricted to B2-CPG graphs; and the end-eating graph E3 depicted in
Figure 7 will be used in the proof of the NP-hardness of Recognition restricted to planar Bk-CPG graphs,
for k ≥ 3. These gadgets are used to capture endpoints of paths: if a vertex u of some other graph is adjacent
to the special vertex v of E1 (or to any vertex v of E2 or E3), then the edge uv can only be represented by
using one endpoint of the path Pu and an interior point of Pv, as shown in the following Lemmas.
v
s
t
a
b
c
s′
t′
a′
b′
c′
Pv
Ps
Pt
Pa
Pb
Pc
Ps′
Pt′
Pa′
Pb′
Pc′
Figure 5: The end-eating graph E1 and a 1-bend CPG representation of it.
Lemma 6. There exists no CPG representation of Ei, for i = 2, 3, in which a path has a free endpoint.
Proof. The result for i = 2 follows from the fact that E2 is 6-regular; indeed, if there exists a path Pu in a
CPG representation of E2 having a free endpoint, then wu ≤ 3/2 (see Section 2) and thus
|E(E2)| ≤
∑
v∈V
wv ≤ 3|V (E2)| −
3
2
,
a contradiction.
The result for i = 3 follows from the fact that E3 is K4-free and has 22 vertices, 60 edges but only 16
pairwise edge-disjoint triangles: hence, by Lemma 5, no CPG representation of E3 contains free endpoints
of paths.
7
12
3
4
5
6
7
8
910
12 13
11 14
1516
17 18
P1
P4
P2
P3
P5
P8
P6
P7P14
P11
P15
P18
P17
P16
P9
P10
P13
P12
Figure 6: The end-eating graph E2 and a 2-bend CPG representation of it.
1′
2′
3′
4′
5′
4
3 2
1
5
P
1′
P
2′
P
3′
P
4′
P
5′
P1
P2
P3
P4
P5
Figure 7: The end-eating graph E3 and a 3-bend CPG representation of it.
Lemma 7. There exists no 1-bend CPG representation of E1 in which the path Pv has a free endpoint.
Proof. Notice that E1 consists of two copies of the graph G(v) depicted in Figure 8, where the copies of v
have been identified. Hence, it suffices to prove that in any 1-bend CPG representation of G(v), the path
Pv has at most one free endpoint.
Let R be a 1-bend CPG representation of G(v). Suppose, to the contrary, that both endpoints of Pv
belong to no other path in R. Then, every other path touches the interior of Pv and since any clique of size
4 contains v and both endpoints of Pv are free, R contains no 4-contact point. Now G(v) has 6 vertices, 12
edges and at least 2 free endpoints and so, by Lemma 5, R must contain at least two 3-contact points p and
q representing edge-disjoint triangles in G(v), which we denote by Tp and Tq, respectively. Note that since
every triangle of G(v) shares an edge with the triangle (v, s, t), neither Tp nor Tq is (v, s, t). But then, both
Tp and Tq share an edge with (v, s, t) and so Tp and Tq have exactly one common vertex, which is either v,
s or t. If it is v, then we may assume without loss of generality that Tp is (v, s, a) and Tq is (v, t, b), as a,
b and c have a symmetric role. Otherwise, it is s or t, and we may then assume without loss of generality
that Tp is (v, s, a) and Tq is (s, t, b). Thus, the following holds.
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a b c
v s t
Pv
Ps
Pt
Pa
Pb
Pc
Figure 8: The graph G(v) and a 1-bend CPG representation of it where Pv only has one free endpoint
Fact 1. There exist two 3-contact points p and q in R such that p ∈ Pv ∩ Ps ∩ Pa and one of the following
holds:
• q ∈ Pv ∩ Pt ∩ Pb;
• q ∈ Ps ∩ Pt ∩ Pb.
As a consequence, we now show the following.
Claim 3. There exists a path P ∈ {Pb, Pc} such that P touches the interior of Ps and contains an endpoint
of Pt.
Proof. Since Pv has two free endpoints, p must be an interior point of Pv and an endpoint of Ps and Pa.
But then Ps has only one endpoint left and so Ps cannot touch both the interior of Pb and the interior of
Pc. It follows that one path P ∈ {Pb, Pc} must touch the interior of Ps and since P touches the interior of
Pv, P cannot touch the interior of Pt. ♦
Back to the proof of Lemma 7, we now distinguish two cases, depending on whether p is a bend-point of
Pv or not.
Case 1. p is a bend-point of Pv. By possibly rotating and reflecting, we may assume without loss of
generality that Pv lies on the left and below p, with Ps coming from above and Pa coming from the right.
Figure 9a depicts the four possible ways for Pt to touch the interior of Pv. In subcase 1, Pt and Pa neces-
sarily touch as depicted in Figure 9b. By Claim 3, there exists a path P touching an endpoint of Pt and the
interior of Ps. In order to touch the interior of Ps, P must belong to the green area depicted in Figure 9b;
but then, P cannot touch an endpoint of Pt, a contradiction. In subcase 2 (resp. subcase 3), an observation
similar to Observation 2 shows that Pt and Ps (resp. Pt and Pa) cannot touch, a contradiction. Finally, in
subcase 4, Pt and Ps necessarily touch as depicted in Figure 9c. Thus, Ps ∩ Pt is reduced to one point is,t
and Pv ∩Pt is reduced to one point iv,t (see Figure 9c). Then, by Fact 1, either Pb contains is,t and touches
Pv, or Pb contains iv,t and touches Ps. In both cases, Pb needs to have at least two bends, a contradiction.
Case 2. p is not a bend-point of Pv. By possibly rotating and reflecting, we may assume without loss of
generality that Pv goes through p horizontally, with Ps coming from above and Pa from below (see Figures
10 and 11). If Pt touches the horizontal segment of Pv, it then follows from Observation 2 that either Pt
and Ps cannot touch, or Pt and Pa cannot touch, a contradiction. Thus, Pv must have a bend and Pt must
touch a point of the vertical segment of Pv distinct from the bend-point by Observation 2. Let us assume,
without loss of generality, that the bend-point of Pv is on the right extremity of its horizontal segment.
Suppose first that the vertical segment of Pv is above its horizontal segment (see Figure 10). If Pt touches
Pv from the left, then Pt and Pa necessarily touch as depicted in Figure 10a. By Claim 3, there is a path P
touching an endpoint of Pt and the interior of Ps. In order to touch the interior of Ps, P must belong to the
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Pv
Ps
Pa
subcase 1
subcase 2
subcase 3
subcase 4
(a) Every possible way for Pt (in
red) to touch Pv
Pv
Ps
Pa
Pt
(b) Subcase 1.
Pv
Ps
Pa
Pt
iv,t
is,t
(c) Subcase 4.
Figure 9: Case 1. p is a bend-point of Pv.
green area depicted in Figure 10a; but then P cannot touch an endpoint of Pt, a contradiction. Otherwise,
Pt touches Pv from the right and so Pt and Pa necessarily touch as depicted in Figure 10b. Then, the only
way for Ps and Pt to touch is depicted in Figure 10b; but then, Ps ∩Pt and Pv ∩Pt are reduced to one same
point i as shown in Figure 10b and so, by Fact 1, Pb contains i, a contradiction.
PvPs
Pa
Pt
(a) Pt touches Pv from the left.
Pv
Ps
Pa
Pti
(b) Pt touches Pv from the right.
Figure 10: p is not a bend-point of Pv and the vertical segment of Pv is above its horizontal segment.
Finally, suppose that the vertical segment of Pv lies below its horizontal segment (see Figure 11). If Pt
touches Pv from the left, then Pt and Ps necessarily touch as depicted in Figure 11a. But then, Ps ∩ Pt is
reduced to one point is,t and Pv ∩ Pt is reduced to one point iv,t (see Figure 11a) and so, by Fact 1, either
Pb contains is,t and touches Pv, or Pb contains iv,t and touches Ps. In both cases Pb needs to have at least
two bends, a contradiction. Otherwise, Pt touches Pv from the right and so Pt and Ps necessarily touch as
depicted in Figure 11b. But then, Ps ∩ Pt is reduced to one point is,t and Pv ∩ Pt is reduced to one point
iv,t (see Figure 11b) and so, by Fact 1, either is,t belongs to Pb and Pb touches Pv, or iv,t belongs to Pb and
Pb touches Ps. In both cases Pb needs to have at least two bends, a contradiction.
As in both Case 1 and Case 2 we obtained a contradiction, Pv cannot have two free endpoints in R.
4.2. The reduction
Given an instance Φ of Planar Exactly 3-Bounded 3-Sat, with variable set V and clause set C,
we construct a graph G1(Φ) (resp. G2(Φ); G3(Φ)) which is B1-CPG (resp. B2-CPG; planar Bk-CPG
with k ≥ 3) if and only if Φ is satisfiable. We may assume that each variable has at most 2 positive
occurrences and at most 2 negated occurrences (recall that each variable appears in 3 clauses): indeed, if
some variable has only positive (resp. negated) occurrences, we may reduce the formula by setting this
variable to TRUE (resp. FALSE). The graphs G1(Φ), G2(Φ) and G3(Φ) differ only in the end-eating graph
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Ps
Pa
Pt
iv,t
is,t
(a) Pt touches Pv from the left.
Pv
Ps
Pa
Pt
iv,t
is,t
(b) Pt touches Pv from the right.
Figure 11: p is not a bend-point of Pv and the vertical segment of Pv is below its horizontal segment.
used and are constructed as follows. Starting from the planar bipartite graph H , with V (H) = V ∪ C and
E(H) = {xc : x ∈ c or ¬x ∈ c}, we replace each variable vertex x ∈ V with the variable gadget Vx depicted
in Figure 12a, and each clause vertex c ∈ C with the clause gadget Cc depicted in Figure 12b. In every
subsequent figure, the double-circles schematically represent the copy of the end-eating graph Ei for Gi(Φ)
(i = 1, 2, 3) connected to vertices. More precisely, a vertex t ∈ V (Gi(Φ)) with i = 2, 3 (resp. t ∈ V (G1(Φ)))
is incident to a double-circle if and only if t is adjacent to a vertex v of Ei (resp. to the vertex v of E1).
It follows from Lemmas 6 and 7 that in any CPG representation of Gi(Φ), one endpoint of Pt belongs to
Pv. In the following, the pairs of vertices (b, c) and (d, a) (resp. (a, b) and (c, d)) in Vx are called positive
terminals (resp. negative terminals); the pairs of vertices (pi, qi), for i = 1, 2, 3, in Cc are called terminals ;
furthermore, we denote by Vx the graph Vx without the end-eating graphs.
a
bc
d
e
x
x
¬x ¬x
(a) The variable gadget Vx.
op1
q1 p2
q2
p3q3
(b) The clause gadget Cc.
Figure 12: The gadgets for the reduction (the double-circles schematically represent the copie of the end-eating gadget Ei for
Gi(Φ) connected to the vertices).
We next replace each edge xc of E(H) by a connector Lx,c (see Figure 13a): the vertex txc is linked to a
positive or negative terminal of Vx depending on whether x occurs positive or negated in c; and the vertex
tcx is linked to a terminal of Cc. These transformations are done in such a way that no (positive, negative)
terminal is used twice. Finally, if a clause c has only two literals, we link the last free terminal to a false
terminator (see Figure 13b).
We now define the R-value of a (positive, negative) terminal given a CPG representation R of Gi(Φ),
for i = 1, 2, 3, as follows. A terminal (y, z) belonging to a clause gadget has an R-value of 0 if there is a
grid-point r which is an endpoint of both Py and Pz and an interior point of Po; otherwise, it has an R-value
of 1. A (positive, negative) terminal (y, z) belonging to a variable gadget has an R-value of 0 if there exists
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txc tcx
Vx Cc
(a) Connector between Vx and Cc.
tf
Cc
(b) False terminator.
Figure 13: The connector and false terminator.
no grid-point belonging to (Py ∩ Pz) \ Pe; otherwise, it has an R-value of 1. We next prove the following
claims.
Claim 4. Let R be a CPG (resp. 1-bend CPG) representation of Gi(Φ) with i = 2, 3 (resp. G1(Φ)). Then
in every clause gadget Cc, at least one terminal has an R-value of 0.
Proof. Since Po has two endpoints, there exists at least one terminal (pi, qi) such that no endpoint of
Po belongs to Ppi ∪ Pqi . It follows that one endpoint r of Ppi and one endpoint r
′ of Pqi belong to P˚o. On
the other hand, since Ppi and Pqi each have one endpoint taken by an end-eating graph (Lemmas 6 and 7),
necessarily r = r′, for otherwise Ppi and Pqi would not touch. Thus, the terminal (pi, qi) has an R-value of
0. ♦
Claim 5. Let R be a CPG (resp. 1-bend CPG) representation of Gi(Φ) with i = 2, 3 (resp. G1(Φ)) and let
Vx be a variable gadget. Then in the representation induced by R of a triangle (x, y, e) of Vx, exactly one
endpoint of either Px or Py is used. Furthermore, if one endpoint of Px is used, then one endpoint of Pz is
used in the representation induced by R of the triangle (x, z, e) of Vx.
Proof. Clearly, since the edge xy has to be represented in R, either one endpoint of Px belong to Py or
one endpoint of Py belongs to Px. Suppose, to the contrary, that Px and Py have a common endpoint. It
follows from Lemmas 6 and 7 that no endpoint of Px (resp. Py) belongs to Pz (resp. Pt), where (x, z, e)
(resp. (y, t, e)) is a triangle of Vx. But then, one endpoint of Pz (resp. Pt) must be used to represent the
edge xz (resp. yt) and we conclude by Lemmas 6 and 7 that no endpoint is available to represent the edge
zt, a contradiction. Thus, Px and Py have distinct endpoints and we may assume without loss of generality
that Px touches P˚y. Since by Lemmas 6 and 7 the other endpoint of Px is taken by an end-eating graph,
Pz must necessarily touch the interior of Px, where (x, z, e) is the other triangle of Vx to which x belongs,
which concludes the proof. ♦
Claim 6. Let R be a CPG (resp. 1-bend CPG) representation of Gi(Φ) with i = 2, 3 (resp. G1(Φ)). Then
in every connector Lx,c, at least one of tcx and txc is connected to a terminal of R-value 1.
Proof. Observe first that if a vertex t belonging to Lx,c is connected to a terminal (y, z) of R-value 0,
then one endpoint of Pt is a point of P˚y and the other is a point of P˚z . Indeed, if (y, z) belongs to a clause
gadget, then Py and Pz share a common endpoint which is a point of P˚o by definition. Since their other
endpoints belong to an end-eating graph, Pt must touch the interior of Py and the interior of Pz . Now if
(y, z) belongs to a variable gadget, then either Py and Pz share a common endpoint which also belongs to
Pe by definition and so, Pt must touch P˚y and P˚z, as Py and Pz have their other endpoints taken by an
end-eating graph. Otherwise, we may assume without loss of generality that Py touches the interior of Pz
on a grid-point which is an endpoint of Pe by definition. But then, by repeated applications of Claim 5, one
endpoint of Pz belongs to some path Pr with r 6= y, e and so, since Pz and Py have their other endpoints
taken by an end-eating graph, Pt must touch P˚y and P˚z.
Suppose now, to the contrary, that both tcx and txc are connected to a terminal of R-value 0. Since
the induced path Q connecting tcx and txc in Lx,c has 6 edges, its CPG representation requires at least 6
distinct endpoints of paths corresponding to vertices in Q. However, as shown previously, both endpoints of
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Ptcx and Ptxc are used and the remaining vertices are connected to end-eating graphs; thus, only 5 endpoints
are available, a contradiction. ♦
Finally, we prove the following key Lemma.
Lemma 8. Given an instance Φ of Planar Exactly 3-Bounded 3-Sat, the following hold.
• The graph G1(Φ) is B1-CPG if Φ is satisfiable, but has no 1-bend CPG representation if Φ is not
satisfiable.
• The graph Gi(Φ), for i = 2, 3, is Bi-CPG if Φ is satisfiable, but has no k-bend CPG representation,
for any k ≥ 0, if Φ is not satisfiable.
Proof. Suppose that there exists a k-bend CPG (resp. 1-bend CPG) representation R of Gi(Φ) with i = 2, 3
(resp. G1(Φ)) for some k ≥ 0. We construct a truth assignment satisfying Φ as follows. By Lemma 5,
the representation in R of Vx must contain at least (8 − 2 × 5 + 4) = 2 contact points corresponding to
pairwise edge-disjoint triangles in Vx; and since Vx does not contain three pairwise edge-disjoint triangles,
the representation in R of Vx contains exactly two such contact points r and r
′. We claim that r and r′ are
the two endpoints of Pe. Indeed, if say r is not an endpoint of Pe, then r is an endpoint of the two other
paths, say Pa and Pb without loss of generality. Then, r
′ necessarily belongs to Pc ∪ Pd ∪ Pe, as (c, d, e) is
the only triangle in Vx not sharing any edge with (a, b, e). In particular, r
′ is an endpoint of at least one of
Pc and Pd, say without loss of generality Pc. But then Pb and Pc cannot touch, as their other endpoint is
taken by an end-eating graph, a contradiction. Thus, r and r′ are the two endpoints of Pe. It follows that,
for any variable x ∈ V , there are only two ways to represent Vx: either r and r
′ correspond to (a, b, e) and
(c, d, e), respectively, or r and r′ correspond to (a, d, e) and (b, c, e), respectively.
Consider the first case. We claim that (a, b) and (c, d) have R-value 0, whereas (a, d) and (b, c) have
R-value 1. Clearly, r is an endpoint of either Pa or Pb. By symmetry, it is enough to show the claim when r
is an endpoint of Pa. But if r is an endpoint of Pa, then r
′ is an endpoint of Pc, for if r
′ is an endpoint of Pd,
Pa and Pd cannot touch as their other endpoints are taken by end-eating graphs. Therefore, Pd touches P˚a
and Pb touches P˚c. This implies that (a, b) and (c, d) have R-value 0, whereas (a, d) and (b, c) have R-value
1.
In the second case, we conclude similarly that (a, d) and (b, c) have R-value 0, whereas (a, b) and (c, d)
have R-value 1 (we leave the verification as an easy exercise).
We then set x to TRUE if the positive terminals have R-value 1 and set x to FALSE if the negative
terminals have R-value 1. By Claim 4, every clause gadget has at least one terminal of R-value 0. By
Claim 6, this terminal is connected to a terminal of R-value 1 in the variable gadget. Therefore, each clause
contains a TRUE literal and so Φ is satisfiable.
Conversely, suppose that Φ is satisfiable. We build a 1-bend CPG representation R of G1(Φ), G2(Φ) and
G3(Φ) where all the copies of the end-eating graphs have been removed (note that without the copies of the
end-eating graphs, G1(Φ), G2(Φ) and G3(Φ) are isomorphic); we then add i-bend CPG representations of the
copies of the end-eating graph Ei to the representation R, without adding any bends to the existing paths,
to obtain an i-bend CPG representation Ri of Gi(Φ). In all subsequent figures, double-circles schematically
represent a CPG representation of the copy of the appropriate end-eating graph.
Consider a truth assignment of the variables that satisfies Φ. We set the R-values of terminals beforehand
as follows. For every variable x ∈ V , if x is set to TRUE (resp. FALSE), then the positive terminals of Vx
have an R-value of 1 (resp. 0) and the negative terminals have an R-value of 0 (resp. 1). For every clause
c ∈ C, we then choose a variable x whose occurrence satisfies c: the R-value of the terminal of Cc connected
to Vx is then set to 0 while the R-values of the other terminals of Cc are set to 1. It is worth noticing that
in this way no connector is linking two terminals of R-value 0.
Recall that H is the graph with vertex set V (H) = V ∪ C and edge set E(H) = {xc : x ∈ c or ¬x ∈ c}.
Since H is planar with ∆(H) ≤ 4, we can find in linear time an embedding H on the grid where vertices
are mapped to grid-points and edges are mapped to pairwise interiorly disjoint grid-paths with at most 4
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bends connecting the two grid-points corresponding to the endvertices [35]. For every vertex u ∈ V (H), we
then replace the corresponding grid-point in H with an empty square that we assume to be large enough to
contain the representations we subsequently construct.
Given a variable x ∈ V , we construct a 1-bend CPG representation of Vx as follows. We denote by E1,
E2 and E3 the grid-paths in H corresponding to the edges incident to x in H . For any j = 1, 2, 3, the edge
Ej corresponds to a connector incident to Vx; we denote by tj the vertex in the corresponding connector
adjacent to vertices in Vx, and by Pj the path in the CPG representation we are constructing corresponding
to tj . We now explain how to construct the CPG representation of Vx∪{t1, t2, t3} depending on the R-value
of the terminal to which tj (j = 1, 2, 3) is connected. Recall that, by construction, t1, t2 and t3 are not all
connected to terminals of the same R-value.
Suppose first that exactly two of them are connected to terminals of Vx of R-value 0, say t1 and t2
without loss of generality. If E1 and E2 are on opposite sides of x in H, then we fill the corresponding
square as shown in Figure 14a. Otherwise, we may assume without loss of generality that E1 and E3 are
on opposite sides of x in H in which case we fill the corresponding square as shown in Figure 14b (the blue
dotted paths in both figures correspond to the neighbours of t1 and t2 in their respective connector gadget).
Note that since the terminal to which t3 is connected has R-value 1, the corresponding paths have a contact
point r which belongs to no other path; P3 is then added in such a way that r is one of its endpoints.
xE1 E2
E3
⇒
Pe
P1
P2
P3
(a) E1 and E2 are on opposite sides of x in H.
xE3 E1
E2
⇒ Pe
P1
P2
P3
(b) E1 and E3 are on opposite sides of x in H.
Figure 14: The 1-bend CPG representation of Vx when exactly two terminals have an R-value of 0 (the dotted square in both
figures represents the square corresponding to x).
Suppose now that exactly one of t1, t2 and t3 is connected to a terminal of Vx of R-value 0, say t3 without
loss of generality. If E1 and E2 are on opposite sides of x in H, then we fill the corresponding square as
shown in Figure 15a. Otherwise, we may assume without loss of generality that E1 and E3 are on opposite
sides of x in H in which case we fill the corresponding square as shown in Figure 15b (the blue dotted path
in both figures corresponds to the neighbour of t3 in its connector gadget). Note that since the terminal to
which t1 (resp. t2) is connected has R-value 1, the corresponding paths have a contact point r (resp. r
′)
which belongs to no other path; P1 (resp. P2) is then added in such a way that r (resp. r
′) is one of its
endpoints.
Next, given a clause c, we construct a 1-bend CPG representation of Cc as follows. Denote by E1, E2 and
E3 the edges incident to c in H (if c is of degree 2 in H , we proceed similarly by adding an edge consisting
of one grid-edge incident to c in H). Each of these edges corresponds either to a connector or to a false
terminator; for i = 1, 2, 3, we denote by ti the vertex in the gadget corresponding to Ei with neighbors in
Cc, and by Pi their corresponding path in the representation we are constructing. We now explain how
to construct the representation of Cc ∪ {t1, t2, t3} depending on the R-value of the terminal to which tj
(j = 1, 2, 3) is connected. Recall that, by construction, only one terminal has been assigned an R-value of
0.
Suppose, without loss of generality, that t1 is connected to a terminal of Cc of R-value 0. If E2 and E3
are on opposite sides of c in H, then we fill the corresponding square as shown in Figure 16a. Otherwise, we
may assume without loss of generality that E1 and E3 are on opposite sides of c in H in which case we fill
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xE1 E2
E3
⇒
Pe
P3
P1
P2
(a) E1 and E2 are on opposite sides of x in H.
xE1 E3
E2
⇒
Pe
P3
P1
P2
(b) E1 and E3 are on opposite sides of x in H.
Figure 15: The 1-bend CPG representation of Vx when exactly one terminal has an R-value of 0 (the dotted square in both
figures represents the square corresponding to x).
the corresponding square as shown in Figure 16b (the blue dotted path in both figures corresponds to the
neighbour of t1 in its gadget). Note that since the terminal to which t2 (resp. t3) is connected has R-value
1, the corresponding paths have a contact point r (resp. r′) which belongs to no other path; P2 (resp. P3)
is then added in such a way that r (resp. r′) is one of its endpoint.
cE2 E3
E1
⇒
Po
P1
P2 P3
(a) E2 and E3 are on opposite sides of c in H.
cE1 E3
E2
⇒ Po
P1
P2
P3
(b) E1 and E3 are on opposite sides of c in H.
Figure 16: The 1-bend CPG representation of Cc (the dotted square in both figures represents the square corresponding to c).
It now remains to complete the representation of the connectors. Given an edge xc ∈ E(H), we construct
a 1-bend CPG representation of Lx,c as follows. By construction, either txc or tcx is connected to a terminal
in Gi(Φ) that has an R-value of 1. Since x and c have a symmetric role, we may assume without loss of
generality that tcx is linked to a terminal of R-value 1, which implies that Ptcx has a free endpoint r. We
denote by v1, . . . , v5 the vertices in the path from tcx to txc in Lx,c, where v1 is adjacent to tcx. Since the
grid-path L in H corresponding to the edge xc has at most 4 bends, we replace each segment of L with at
least one 0-bend path so as to obtain five paths. Then, we either extend or add a bend to each of these
paths so that r is a bend-point of Pv1 and, for 1 ≤ i < 5, one endpoint of Pvi is an interior point (possibly
a bend-point) of Pvi+1 while the other endpoint of Pvi is taken by an end-eating graph (see Figure 17 for
examples).
Now, it is easy to see that the graph G3(Φ) is planar. Hence, we have proved the following.
Theorem 9. Recognition is NP-complete in Bk-CPG for any k ≥ 1, and remains NP-complete in planar
Bk-CPG for any k ≥ 3.
Observe that, by Lemma 8, the graph G3(Φ) is CPG if and only if Φ is satisfiable. Combining this with
Theorem 4, we immediately obtain the following.
Theorem 10. Recognition is NP-complete in CPG and remains NP-complete in planar CPG.
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r(a) The grid-path L in H corresponding to xc has 4
bends.
r
(b) The grid-path L in H corresponding to xc has 2
bends.
Figure 17: A 1-bend representation of Lx,c (the paths in red correspond to txc and tcx in both figures).
5. Complexity results for B0-CPG graphs
In this section, we show the NP-completeness of Independent Set and Clique Cover restricted to
B0-CPG graphs. To this end, we first state the following two auxiliary results.
Lemma 11. For any k = 0, 1 and any subcubic triangle-free Bk-CPG graph G, we can find in polynomial
time a k-bend CPG representation of G such that the following hold:
(a) Paths pairwise touch at most once;
(b) A path P strictly contains one endpoint of another path if and only if the vertex corresponding to P is
cubic;
(c) No path touches another path at a bend-point.
Proof. Let R = (G,P) be a k-bend CPG representation of G. Observe first that, since k ≤ 1, paths pairwise
touch at most twice. Consider a path P ∈ P with sequence s(P ) given by (x1, y1), (x2, y2), . . . , (xℓP , yℓP ).
We can check in linear time whether there exists P ′ such that P and P ′ touch twice. Indeed, this happens if
and only if either both endpoints of a path belong to the other (say, without loss of generality, both endpoints
of P belong to P ′) or one endpoint of P belongs to P ′ and one endpoint of P ′ belongs to P . Consider the first
case i.e., (x1, y1) and (xℓP , yℓP ) both belong to P
′. Since G is triangle-free, these two grid-points belong to
no path other than P and P ′. Since k ≤ 1, P ∩P ′ = {(x1, y1), (xℓP , yℓP )} and both P and P
′ have a bend (in
particular, ℓP = 3). Now let (x, y) be the contact point in P closest to (x1, y1) i.e., on the portion of P from
(x1, y1) to (x, y) there is no grid-point belonging to a path distinct from P . Notice that such a grid-point can
be found in polynomial time by considering all endpoints of paths P ′′ 6= P belonging to P and sorting them
in their order of appearance on P , with (x1, y1) being the smallest such point. If (x, y) = (x3, y3), we replace
s(P ) with the sequence (x2, y2), (x3, y3). Otherwise, (x, y) 6= (x3, y3) and if (x, y) ∈ [(x1, y1), (x2, y2)], we
replace s(P ) with the sequence (x, y), (x2, y2), (x3, y3), whereas if (x, y) ∈ [(x2, y2), (x3, y3)], we replace s(P )
with the sequence (x, y), (x3, y3). The case where one endpoint of P belongs to P
′ and one endpoint of P ′
belongs to P is addressed similarly. By proceeding in this way for all the paths in P , we update the k-bend
CPG representation of G to obtain a new representation R = (G,P) satisfying (a).
For each P ∈ P , with sequence s(P ) given by (x1, y1), . . . , (xℓP , yℓP ), we now check in linear time whether
(x1, y1) is a free endpoint. If it is not, we leave s(P ) as it is. Otherwise, we find in polynomial time the
contact point (x, y) in P closest to (x1, y1). If (x, y) = (xℓP , yℓP ), the vertex corresponding to P has degree
one and does not strictly contain a grid-point which is an endpoint of some other path and so we leave the
sequence s(P ) as it is. Otherwise, (x, y) /∈ {(xℓP , yℓP ), (x1, y1)}, and we replace s(P ) with the sequence
(x, y), (xi, yi), (xℓP , yℓP ), where i ∈ {2, 3} is such that (x, y) ∈ [(xi−1, yi−1), (xi, yi)]. For each P ∈ P , with
sequence s(P ) given by (x1, y1), . . . , (xℓP , yℓP ), we finally check in linear time whether (xℓP , yℓP ) is a free
endpoint and proceed with the shortenings as above. In this way, we obtain a k-bend CPG representation
R satisfying (b). As the only operations done are shortenings of paths, it still satisfies (a).
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Given a path P ∈ P , we can clearly check in linear time whether a path touches P at a bend-point.
Suppose that there exists a path P ′ touching P at a bend-point (x, y) and suppose, without loss of generality,
that P lies above and on the right of (x, y) and that P ′ uses the grid-edge below (x, y) as shown in Figure 18
(the other cases are symmetric).
P
P ′
σ
σ′
y
x
Figure 18: P ′ touches P at one of its bend-point (x, y).
Since G is triangle-free, the grid-point (x, y) belongs to no path other than P and P ′. We first refine the
grid once by setting the grid-step to σ′ = σ/2 so as to ensure that every subsequent transformation does
not introduce unwanted contacts. Then, for any path having either one endpoint (x, y′) on column x with
y′ ≤ y, or a segment [(x, y1), (x, y2)] on column x with y1 < y2 ≤ y, we do the following. In the first case,
we replace (x, y′) with (x + σ′, y′) in the sequence describing the considered path, whereas in the second
case, we replace (x, y1) with (x + σ
′, y1) and (x, y2) with (x + σ
′, y2). It is easy to see that repeating these
operations for each path P , we obtain a k-bend CPG representation satisfying (a), (b) and (c).
Lemma 12 (Folklore). If Independent Set is NP-complete for a graph class G, then it is NP-complete
for 2-subdivisions of graphs in G.
Theorem 13. Independent Set is NP-complete for triangle-free subcubic B0-CPG graphs.
Proof. We exhibit a polynomial reduction from Independent Set restricted to 2-subdivisions of cubic
planar graphs. Since Independent Set is NP-complete for cubic planar graphs [30], Lemma 12 implies
that it remains NP-complete for the considered class.
Given a 2-subdivision G = (V,E) of a cubic planar graph, we construct a B0-CPG graph G
′ as follows.
Since G is planar and triangle-free, it follows from [8] that we can obtain a 1-bend CPG representation of
G in linear time. By Lemma 11, we can further obtain in polynomial time a 1-bend CPG representation
R = (G,P) of G in which paths pairwise touch at most once, a path strictly contains one endpoint of another
path if and only if its corresponding vertex is cubic and no path touches another path at its bend-point. We
then refine the grid four times, so that each segment of a path contains at least 16 grid-edges and let σ be
the new grid-step.
For a path P ∈ P , let PP = {P
′ ∈ P : P ∩P ′ 6= ∅} be the subset of paths touching P . If P has no bend,
consider the middle grid-point p of P with coordinates (xp, yp), where xp = x1 + (x2 − x1)/2 and yp = y1,
if P is horizontal with x1 < x2, and xp = x1 and yp = y1 + (y2 − y1)/2, if P is vertical with y1 < y2. If
the grid-point p belongs to a path other than P , we set p to be the grid-point with coordinates (xp + σ, yp),
if P is horizontal, and (xp, yp + σ), if P is vertical. Now p naturally divides P into two line segments
S1 = [(x1, y1), (xp, yp)] and S2 = [(xp, yp), (x2, y2)] partitioning PP into P
i
P = {P
′ ∈ PP : P
′ ∩ Si 6= ∅}, for
i = 1, 2 (see Figure 19a). Note that both S1 and S2 contain at least 4 grid-edges. If P has a bend, we let
P1P and P
2
P be the subsets of paths touching the horizontal segment S1 and the vertical segment S2 of P ,
respectively (see Figure 19b). (P1P ,P
2
P ) is a partition of PP in this case as well.
We now subdivide each path P into five 0-bend paths P1, P2, P
1, P 2, P 3, in such a way that P 1 (resp. P 2;
P 3) touches only P1 and P
2 (resp. P 1 and P 3; P 2 and P2) as depicted in Figure 20. More precisely, if P has
no bend, suppose without loss of generality that P is horizontal and P2P = ∅; then, P1 = [(x1, y1), (xp, yp)],
P j = [(xp + (j − 1)σ, yp), (xp + jσ, yp)] for j = 1, 2, 3, and P2 = [(xp + 3σ, yp), (x2, y2)]. On the other
hand, if P has a bend, suppose without loss of generality that P2P = ∅; then, P1 = [(x1, y1), (x2, y2)],
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PpS1 S2
(a) P has no bend.
P
S2
S1
(b) P has a bend.
Figure 19: Partitioning the set of paths PP touching P into the subset of paths P1P touching S1 and the subset of paths P
2
P
touching S2.
P j = [(x2, y2 + (j − 1)σ), (x2, y2 + jσ)] for j = 1, 2, 3 assuming that y2 < y3 (otherwise, subtract the
multiples of σ), and P2 = [(x2, y2 + 3σ), (x3, y3)].
P1 P2P 1P 2P 3
(a) P has no bend.
P2
P1P 1
P 2
P 3
(b) P has a bend.
Figure 20: Subdividing a path P into five 0-bend paths such that, for any j = 1, 2, 3, P j touches no path outside of
{P 1, P 2, P 3, P1, P2} and paths touching P touch either P1 or P2.
Let G′ be the graph corresponding to the resulting 0-bend representation. Clearly, G′ is a graph obtained
from G by replacing every vertex u ∈ V with a path u1u
1u2u3u2, where ui (resp. u
i) corresponds to Pi (resp.
P i), and apportioning the neighborhood of u among u1 and u2. We now show that α(G
′) = α(G) + 2|V |,
which would conclude the proof.
Given a maximum independent set S of G, we construct an independent set S′ of G′ as follows. If u ∈ S,
then add u1, u2 and u
2 to S′. Otherwise, add u1 and u3 to S′. Clearly, S′ is an independent set of G′ and
α(G′) ≥ |S′| = |S|+ 2|V | = α(G) + 2|V |.
Conversely, given a maximum independent set S′ of G′, we construct an independent set S of G as
follows. Observe that by maximality of S′, for any vertex u ∈ V , at least two vertices of {u1, u2, u
1, u2, u3}
are in S′. Indeed, if for some u ∈ V we have that S′ ∩ {u1, u2, u
1, u2, u3} contains at most one vertex x,
then (S′\{x})∪{u1, u3} is a strictly larger independent set of G′. Furthermore, we may assume that for any
vertex u ∈ V , either both u1 and u2 are in S
′ or none of them is. Indeed, if ui is the only such vertex in S
′, it
suffices to consider the maximum independent set (S′\{ui, x})∪{u
1, u3}, for the unique x ∈ S′∩{u1, u2, u3}.
Also note that if both u1 and u2 are in S
′, then u2 is also in S′. We now add u ∈ V to S if and only if both u1
and u2 are in S
′. Clearly, S is an independent set of G and so α(G) ≥ |S| = |S′| − 2|V | = α(G′)− 2|V |.
Remark. Since any triangle-free B0-CPG graph is planar [14], Theorem 13 implies that Independent
Set is NP-complete for planar B0-CPG graphs.
In the following, a snake is a 0-bend CPG representation of a path.
Theorem 14. Clique Cover is NP-complete for B0-CPG line graphs.
Proof. We exhibit a polynomial reduction from Vertex Cover restricted to 2-subdivisions of triangle-
free subcubic B0-CPG graphs, which is NP-complete by Theorem 13 and Lemma 12 (recall that S is an
independent set of a graph G if and only if V (G) \ S is a vertex cover of G). Given a 2-subdivision G′
of a triangle-free subcubic B0-CPG graph G, we show that its line graph L(G
′) is B0-CPG. Since for any
triangle-free graph H we have β(H) = θ(L(H)) (see, e.g., [31]), this would conclude the proof.
Consider a 0-bend CPG representation R = (G,P) of G in which a path strictly contains one endpoint
of another path if and only if the corresponding vertex is cubic (see Lemma 11). We first show how to
construct a 0-bend CPG representation R′ of the 2-subdivision G′ of G.
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We start by refining the grid twice and let σ be the new grid-step. In this way, any path corresponding
to a vertex of degree at most 2 has length at least 4 and, for any path P corresponding to a cubic vertex,
both segments [(x1, y1), (x, y)] and [(x, y), (x2, y2)], where (x, y) is the contact point contained in P , contain
at least 4 grid-edges. Now, for every contact point p of R, arbitrarily choose one path P in P having p as an
endpoint, shorten P so that p is no longer an endpoint of P and add two paths P1 and P2, with P1 having
p as endpoint and touching P2, and P2 touching P . More precisely, suppose that P is horizontal and that
p = (x2, y2) is the right endpoint of P , the other being (x1, y1) (the other cases are symmetric). We set
s(P ) = (x1, y1), (x2−2σ, y2) and add two paths P1 and P2 such that s(Pj) = (x2−jσ, y2), (x2−(j−1)σ, y2),
for j = 1, 2 (see Figure 21 for some examples).
p
P P P2P1
p
(a) p is an interior point of a path.
P
p P1
P2
P
p
(b) p is an endpoint of two paths.
Figure 21: 2-subdividing the edge e of G represented by p.
Observe now that the 0-bend representation R′ of G′ thus obtained satisfies the following property:
every maximal snake in the representation obtained from R′ by removing every path whose corresponding
vertex is cubic contains at least two paths lying either on the same row or on the same column. We
now derive from R′ a 0-bend CPG representation of L(G′) as follows. We first refine the grid once so
that the previously introduced paths have length at least two and let σ be the new grid-step. Consider
a path P strictly containing an endpoint p = (x, y) of another path P ′ with s(P ) = (x1, y1), (x2, y2) and
s(P ′) = (x′1, y
′
1)(x
′
2, y
′
2). Suppose, without loss of generality, that P is vertical with y1 < y2 and P
′ is
horizontal with x′1 < x
′
2, and that p is the left endpoint of P
′, that is, (x, y) = (x′1, y
′
1) (the other cases are
treated similarly). We then split P into two paths P1 = [(x1, y1)(x, y)] and P2 = [(x, y), (x2, y2)] so that p is
an endpoint of these two paths, shorten P ′ so that p is no longer an endpoint of it by updating its sequence
to s(P ′) = (x+σ, y), (x′2, y
′
2) and add a path P3 = [(x, y), (x+σ, y)] touching P
′ and having p as an endpoint
(see Figure 22). We refer to this operation as a triangle implant. Note that since no two cubic vertices of
G′ are adjacent (as G′ is the 2-subdivision of G), no endpoint of P is strictly contained in another path.
P
p
P ′
P1
P2
p
P3P ′
Figure 22: A triangle implant.
Next, we remove all the paths introduced by the triangle implants. The resulting representation is then
a disjoint union of maximal snakes, each containing at least two paths lying either on the same row or on
the same column. For every maximal snake, consider any two such paths and merge them into one path.
By then reintroducing all the removed paths from the triangle implants, it is easy to see that we obtain a
0-bend CPG representation of L(G′).
6. 3-coloring B1-EPG graphs
It was shown in [14] that 3-Colorability is NP-complete in B0-CPG. Since B0-CPG is a subclass of
B2-EPG, it follows that this problem is NP-complete in B2-EPG. On the other hand, 3-Colorability is
polynomial-time solvable in B0-EPG as this class coincides with that of interval graphs. We now settle the
open case by showing that 3-Colorability is NP-complete in B1-EPG.
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Theorem 15. 3-Colorability is NP-complete for planar B1-EPG graphs.
Proof. We exhibit a polynomial reduction from 3-Colorability restricted to planar graphs of maximum
degree 4, which was shown to be NP-complete in [20]. Given a planar graph G = (V,E) of maximum degree
4, we construct a planar B1-EPG graph G
′ such that G′ is 3-colorable if and only if G is 3-colorable. By [35],
we can find in linear time an embedding of G on a grid with area O(|V |2), such that vertices are mapped to
grid-points and edges are mapped to pairwise interiorly disjoint grid-paths with at most 4 bends connecting
the two grid-points corresponding to the endvertices. Let E = (V ,P) be such an embedding of G, where V
is the set of grid-points in one-to-one correspondence with V and P is the set of grid-paths in one-to-one
correspondence with E.
For any vertex u ∈ V , we denote by (xu, yu) the grid-point in V corresponding to u. For any edge
uv ∈ E, we denote by Puv the path in P corresponding to uv and described by the sequence s(Puv) =
(xu, yu), (xv, yv), if Puv has no bend, or by the sequence s(Puv) = (xuyu), (x1, y1), . . . , (xk, yk), (xv , yv)
where, for each i = 1, . . . , k, (xi, yi) is a bend-point of Puv (note that k ≤ 4). The graph G
′ is then obtained
as follows. For any edge uv ∈ E, if the path Puv ∈ P contains k bends (for some k = 0, 1, 2, 3, 4), we replace
the edge uv with a sequence duv of k + 1 diamonds by identifying u with the vertex of degree 2 in the first
diamond of the sequence and connecting v to the vertex of degree 2 in the last diamond of the sequence (see
Figure 23a where Puv has 3 bends and Pu′v′ has no bend). Clearly, G
′ is planar. We then construct from E
a 1-bend EPG representation of G′ as follows.
u′ v′
u v
(a) Sequences of diamonds duv and du′v′ in G
′
substituting the edges uv and u′v′ of G, respec-
tively.
u
v
Puv
u′
v′
Pu′v′
(b) The corresponding embedding of uv and u′v′ in E .
Figure 23: Replacing an edge in G with a sequence of diamonds.
We first refine the grid 3 times and let σ be the new grid-step. Clearly, each segment of a path in P
contains now at least 8 grid-edges and any two grid-points in V lying on the same column are separated by
at least 8 grid-edges. We then associate with each vertex u ∈ V a vertical path Pu containing the grid-point
(xu, yu) as follows. If the grid-edge above (resp. below) (xu, yu) is not used by any path in P , then the
top (resp. bottom) endpoint of Pu is (xu, yu + σ) (resp. (xu, yu − σ)); otherwise, the top (resp. bottom)
endpoint of Pu is (xu, yu+2σ) (resp. (xu, yu− 2σ)) (see Figure 24). Then, for any v ∈ V such that uv ∈ E,
we will construct the paths corresponding to vertices in duv so that the following hold.
• If Puv uses the grid-edge above (xu, yu) then the paths(s) corresponding to the neighbor(s) of u in duv
will intersect Pu on the grid-edge [(xu, yu + σ)(xu, yu + 2σ)].
• If Puv uses the grid-edge below (xu, yu) then the paths(s) corresponding to the neighbor(s) of u in duv
will intersect Pu on the grid-edge [(xu, yu − σ)(xu, yu − 2σ)].
• If Puv uses the grid-edge to the left of (xu, yu) then the paths(s) corresponding to the neighbor(s) of
u in duv will intersect Pu on the grid-edge [(xu, yu)(xu, yu + σ)].
• If Puv uses the grid-edge to the right of (xu, yu) then the paths(s) corresponding to the neighbor(s) of
u in duv will intersect Pu on the grid-edge [(xu, yu)(xu, yu − σ)].
We now explain how the construction satisfying the properties above is done. Consider an edge uv ∈ E
and suppose that u has been identified with a vertex of degree two in duv and v is adjacent to the other
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(xu, yu)
Pu
Figure 24: Constructing the path Pu (in blue) corresponding to the vertex u in the case the grid-edge above (xu, yu) is used
by some path in P and the grid-edge below (xu, yu) is used by no path in P.
vertex of degree two in duv. Assume first that Puv has no bend. If Puv is horizontal, say Puv lies to
the right of (xu, yu) (the other case is symmetric), then we add the following three paths corresponding
to the other vertices of the diamond: s(P1) = s(P2) = (xu, yu − σ), (xu, yu), (xu + 2σ, yu) and s(P3) =
(xu+σ, yu), (xv, yv), (xv , yv+σ) (see Figure 25a). Otherwise Puv is vertical, say Puv lies above (xu, yu) (the
other case is symmetric), in which case we add the following three paths corresponding to the other vertices
of the diamond: s(P1) = s(P2) = (xu, yu + σ), (xu, yu + 3σ) and s(P3) = (xu, yu + 2σ), (xv, yv − σ) (see
Figure 25b).
u v
Puv
⇒ Pu Pv
P1 = P2
P3
(a) Puv is horizontal.
u
v
Puv ⇒
Pu
Pv
P1 = P2
P3
(b) Puv is vertical.
Figure 25: Puv has no bend.
Second, assume that Puv has one bend (the cases where Puv has more than one bend are dealt with
similarly). Suppose first that the segment [(xu, yu), (x1, y1)] of Puv is horizontal, say it lies to the right
of (xu, yu) (the other case is symmetric). Further suppose that y1 < yv (the other case is symmetric).
Then, we add the following six paths corresponding to the other vertices in duv: s(P1) = s(P2) = (xu, yu −
σ), (xu, yu), (xu+2σ, yu), s(P3) = (xu+σ, yu), (x1, y1), (x1, y1+2σ), s(P4) = s(P5) = (x1, y1+σ), (xv, yv−2σ)
and s(P6) = (xv , yv − 3σ), (xv , yv − σ) (see Figure 26a). Suppose now that the segment [(xu, yu)(x1, y1)]
is vertical, say it lies above (xu, yu) (the other case is symmetric). Further suppose that x1 < xv (the
other case is symmetric). Then, we add the following six paths corresponding to the other vertices in duv:
s(P1) = s(P2) = (xu, yu + σ), (xu, yu + 3σ), s(P3) = (xu, yu + 2σ), (x1, y1), (x1 + 2σ, y1), s(P4) = s(P5) =
(x1 + σ, y1), (xv − σ, yv) and s(P6) = (xv − 2σ, yv), (xv , yv), (xv, yv + σ) (see Figure 26b).
By proceeding in this way for every edge of G, we obtain a 1-bend EPG representation of G′. Since in
any 3-coloring of the diamond the vertices of degree 2 have the same color, it is then easy to see that G is
3-colorable if and only if G′ is 3-colorable.
7. Concluding remarks
In this paper, we showed that it is NP-complete to recognize CPG graphs and Bk-CPG graphs for any
k ≥ 0 (the case k = 0 was addressed in [14]). Moreover, the problem remains NP-hard even within the class
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uv
Puv
⇒
Pu
Pv
P1 = P2
P3
P4 = P5
P6
(a) The segment [(xu, yu), (x1, y1)] of Puv is horizontal.
u
v
Puv
⇒
Pu
Pv
P1 = P2
P3
P4 = P5
P6
(b) The segment [(xu, yu), (x1, y1)] of Puv is vertical.
Figure 26: Puv has one bend.
of planar graphs for k ≥ 3. We leave as an open problem to determine the complexity of recognizing planar
Bk-CPG graphs for k ≤ 2.
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