Let G be a simple graph with order n and adjacency matrix A(G). Let φ(G; λ) = det(λI − A(G)) = n i=0 a i (G)λ n−i be the characteristic polynomial of G, where a i (G) is called the i-th adjacency coefficient of G. Denote by B n,m the set of all connected graphs having n vertices and m edges. A bipartite graph G is referred as bipartite optimal if a 4 (G) = min{a 4 (H)|H ∈ B n,m }.
Introduction
Throughout the paper all graphs are undirected and simple. Let G = (V, E) be a graph with vertex set V = {v 1 , v 2 , . . . , v n } and edge set E. The adjacency matrix A = A(G) = (a ij ) n×n of G is defined as a ij = 1 if and only if v i is adjacent to v j , and a ij = 0 otherwise. The characteristic polynomial of G, denoted by φ(G; λ), is defined by φ(G; λ) = n i=0 a i (G)λ n−i = det(λI − A).
Hereafter, a i (G) is called the i-th adjacency coefficient of G. More results concerning the characteristic polynomial of graphs can be found in the literature [3, 4, 6, 7, 9, 16, 17] and references therein. For a general, not necessary be simple, graph G, as we known that the coefficient a i (G) has a combinatorial interpretation in terms of i-Sachs subgraphs as follows; see
where the summation is over all i-Sachs subgraphs contained in G. Therefore, we sometimes refer a i (G) as i-Sachs number for convenience.
A graph having n vertices and m edges is referred as an (n, m)-graph. Denoted by B n,m the set of all connected bipartite (n, m)-graphs. An r-matching in a given graph G is a subset with r edges such that every vertex of V (G) is incident with at most one edge in it. The r-matching number, denoted by m r (G), is defined as the number of r-matchings contained in G.
Let G be a given graph. The i-th adjacency coefficients a i (G) contains abundant structural information and spectral information of such a graph obviously. Thus there have close relationships among them. For instance, if G is acyclic, m i (G) = (−1) i a 2i (G) for each i(1 ≤ i ≤ ⌊ n 2 ⌋); if G is bipartite, then a i (G) = 0 for each odd number i and (−1) j 2 a j (G) ≥ 0 for each even number j; see for example [3, 6, 7, 14] .
For any given (n, m)-graph G, from Eq. (1.1), we have a 0 (G) = 1, a 1 (G) = 0, a 2 (G) = −m, a 3 (G) = −2c 3 and a 4 (G) = m 2 (G) − 2c 4 ,
where c 3 and c 4 denote respectively the number of triangles and quadrangles contained in G. From (1.2), adjacency coefficients a 0 (G), a 1 (G) and a 2 (G) are fixed, independent to the structure of such a graph. Then it is interesting to investigate the relationship between the i-th adjacency coefficient a i and the structural properties of a given graph. Moreover, a 3 (G) = 0 if and only if G contains no triangles. For more results concerning extremal triangle-free graphs, one can see [2, 5, 12] and references therein. Naturally, it is interesting to study the relationships between 4-Sachs number of a given graph and its structural properties.
A bipartite graph G is referred as bipartite optimal if a 4 (G) = min{a 4 (H)|H ∈ B n,m }.
The value min{a 4 (H)|H ∈ B n,m } is called the minimal 4-Sachs number in B n,m , denoted byā 4 (B n,m ).
In this paper, we will investigate the bipartite optimal graphs and the corresponding minimal 4-Sachs numberā 4 (B n,m ). The rest paper is organized as follows. In section 2, we give some preliminary results, including the notation threshold graphs, difference graphs together with their properties, and some other lemmas. In section 3, we first give a compression operation that make graphs minimize its 4-Sachs number.
Then we show that each bipartite optimal graph is a difference graph. In section 4, we deduce some structural properties on bipartite optimal graphs. As applications of those properties, we determine all bipartite optimal (n, m)-graphs together with the corresponding minimal 4-Sachs number, for n ≥ 5 and n − 1 ≤ m ≤ 3(n − 3), in section 5. Finally, we experss the problem of computing the minimal 4-Sachs number as a class of combinatorial optimization problem, which relates to the partitions of positive integers in section 6.
Preliminary
Firstly, we introduce some preliminary results. Let G = (V, E) be a graph with u ∈ V .
Denote by N G (u) and d G (u) the neighbors and the degree of the vertex u, respectively.
, and the join of G 1 and G 2 , denoted by
cycle and the path of order n are denoted by C n and P n , respectively. The complete bipartite graph with bipartition (X; Y ) is denoted by K |X|,|Y | . The graph K |X|,|Y | is sometimes called a star if min{|X|, |Y |} = 1.
Definition 1. [15]
A graph G = (V, E) is said to be a threshold graph if there exists a threshold t and a function w :
Threshold graphs have a beautiful structure and possess many important mathematical properties such as being the extreme cases of certain graph properties, see e.g. [13, 15, 18] . They also have applications in many areas such as computer science and psychology. For more information on threshold graphs, one can see the book [15] and the references therein. Difference graphs are called threshold bipartite graphs in [15] and chain graphs in [19] . A threshold graph can be obtained from a difference graph by adding all possible edges in one of the partite sets (on either side). The following lemmas are useful to us. Let G be a difference graph with bipartition (X; Y ). Suppose that X = ∪ k i=1 X i and Y = ∪ p i=1 Y i such that, for each i, both X i and Y i are non-empty, and all elements in X i (resp. Y i ) are duplicate. By Lemma 3 we can further suppose that
Obviously, p = k. Furthermore, applying Lemma 3,
Consequently, the vertex set sequence (X 1 , X 2 , . . . , X k ; Y 1 , Y 2 , . . . , Y k ) determines the difference graph G and vice versa. Let |X i | = x i and |Y i | = y i for i = 1, 2, . . . , k. For convenience, we refer (X 1 , X 2 , . . . , X k ; Y 1 , Y 2 , . . . , Y k ) and (x 1 , x 2 , . . . , x k ; y 1 , y 2 , . . . , y k ) as the vertex bipartition and the vertex-eigenvector of the difference graph G, respectively. The integer k above is called the character of G. Then the complete bipartite graph K n,m is a difference graph with character 1 and vertex-eigenvector (n; m).
Let G be a difference graph with vertex bipartition (X 1 ,
In the final of this section, we give a preliminary Lemma, which will be used in Section 5.
Lemma 5. Let integers n, m and y satisfy n > 6, 2(n − 2) < m < 3(n − 3) and
Then
Proof. Since y > 0, it is sufficient to show that 
An operation
In this section, we first give a compression operation that make graphs minimize their 4-Sachs numbers. Then we show that each bipartite optimal graph is a difference graph.
Let u and v be two vertices of the graph G. Define
Let G u→v be the graph formed by deleting all edges between u and N G (u,v) and adding all edges from v to N G (u,v). This operation is called the compression of G from u to v; see Definition 2.4 in [18] . It is clear that G u→v has the same number of edges as G.
Due to Keough and Radcliffe [18] , a result on comparing the number of k-matchings between G and G u→v is given as follows. 
Applying the method parallel to the proof of Lemma 6; see Lemma 4.1 in [18] , we can obtain a more strengthen result on counting the number of k-matchings, k ≥ 2, of a graph. Since the proof is similar to that of Lemma 6, we omit the detail.
Applying Lemma 7, we have
Proof. Let H := G u→v . Denote by Q(G) the set of all quadrangles of G and set
, then applying Lemma 7 it is sufficiency to prove that
To prove (3.1), we construct an injection from Q(G)\Q(H) to Q(H)\Q(G) that preserves the number of quadrangles. Firstly, we define a replacement function r :
Given e ∈ E(G), we claim that r(e) is an edge in H.
where C is an arbitrary 4-cycle of Q(G)\Q(H). Then C must contain an edge uw It remain to show that φ has a left inverse. Consider r ′ :
Thus φ has a left inverse and so φ is injective.
Consequently, the result follows.
Remark 9. Let G be a graph with u, v ∈ V (G). Then by the same method the
The restriction ensure that the resultant graph G u→v is connected.
Combining with Lemmas 3, 4 and Theorem 8, we have Theorem 10. Each bipartite optimal graph is a difference graph.
Proof. Let G be a bipartite optimal graph. From Lemma 4, G is difference if and only if G is P 5 -free. Assume that G contains the induced subgraph P 5 , then there exist vertices u and v such that u and v lie in the same partite and satisfying
Applying Theorem 8 a 4 (G) > a 4 (G u→v ), which is a contradiction to Lemma 3.
Computing the minimal 4-Sachs number in B n,m
In this section, we study the problem of computing the minimal 4-Sachs number in B n,m . From Theorem 10, each bipartite optimal graph is difference. Henceforth, we focus on difference graphs. We begin our discussion with a formula on 4-Sachs number of a difference graph.
Let G be a graph, C an even cycle of G with length 2l and H a 2r-Sachs subgraph of G. Suppose that r ≥ l. We say the cycle C is embedded in H if C ∩ H forms a 2l-Sachs subgraph and C ∪ H forms a 2r-Sachs subgraph; see [10] . Applying the formula (1.1), we have Then
where the summation is over all 2r-Sachs subgraphs of H(C 4 , 2r). 
If r > 2, then each H ∈ H(C 4 , 2r) contains either M 1 or M 2 or C 4 as a subgraph.
As a consequence of Lemma 11, a formula on 4-Sachs number of difference graphs can be obtained.
Proof. Recall that a 2 (G) is the opposite of the number of edges contained in G by Eq.(1.2). By the discussion above, E(G) can be partitioned as
Applying Lemma 11, to compute a 4 (G), it is sufficiency to count the number of all 2-matchings in which no two edges are contained in any quadrangle. Let M be such
Conversely, each pair edges (e 1 , e 2 ) with
Y j ] forms a 2-matching which does not embedded in any quadrangle. Consequently, the result follows.
Let (X 1 , X 2 , . . . , X k ; Y 1 , Y 2 , . . . , Y k )(k ≥ 1) be the vertex bipartition of the difference graph G. By the symmetry, we have
Therefore, without loss of generality, we in the following always suppose that
Difference graphs can be represented by Young diagrams intuitively [18] . To compute the minimal 4-Sachs number, we need to introduce another matrix, named as the characteristic matrix, as follows.
Definition 14.
Let (x 1 , x 2 , . . . , x k ; y 1 , y 2 , . . . , y k ) be the vertex-eigenvector of the difference graph G. The characteristic matrix T (G) = (t ij ) k×k is defined as follows:
Let A = (a ij ) n×n be a matrix and S, T be two sub-index sets of {1, 2, . . . , n}.
Set {1, 2, . . . , n} =: n andS := n \S. Denote by A(S; T ) the submatrix of A by deleting the rows indicated by S and the columns indicated by T . The column matrix A( n ; {i}) will be written as A(·; i) for simplify. In addition, we use s(A) to denote the sum of all entries of A. Then we have 
Note that the number of edges contained in G[∪ i j=1 X j ; Y k−i+1 ] is s(T (·; k − i + 1)) and the number of edges contained in
). Thus the result follows.
Based on Theorem 15, we can deduce some properties on the vertex-eigenvector of the bipartition optimal graphs.
Theorem 16. Let G be a bipartition optimal graph in B n,m . Let also (x 1 , x 2 , x 3 , . . . , x k ;
Proof. Assume to the contrary that x 1 ≤ y 1 , say y 1 = x 1 + y * 1 with y * 1 ≥ 0. Let G 1 be the difference graph with vertex-eigenvector (x 1 +x 2 , x 3 , . . . , x k , y k ; x 1 , y * 1 , y 2 , . . . , y k−1 ). Then
One find that both T 1 and T 2 are square matrices with order k. Applying Theorem 15, we have
which yields a contradiction to the minimality of 4-Sachs number of G. Consequently, the result follows.
Further, we have
Theorem 17. Let G be a bipartition optimal graph in B n,m . Let also (x 1 , x 2 , x 3 , . . . , x k ; y 1 , y 2 , . . . , y k )(k ≥ 3) be its vertex-eigenvector. Suppose that k i=1 x i ≥ k−1 j=1 y j , then
Proof. By Theorem 16 the result follows if y 2 = 1. Suppose now that y 2 ≥ 2.
Assume to the contrary that y 1 < x 1 < y 1 +y 2 , say x 1 = y 1 +y * 2 and y 2 = y * 2 +y * * 2 with y * 2 , y * * 2 ≥ 1. Let T 1 := T (G) and G 1 be the difference graph with vertex-eigenvector (x 1 + x 2 , x 3 , . . . , x k−1 , y k , x k ; y 1 , y * 2 , y * * 2 , y 3 , . . . , y k−1 ). Then one can verify that G and G 1 have the same number of edges, and
Thus, we have
In addition, we need to define a compression move that makes difference graphs having more minimal 4-Sachs number. is an in-corner, and (i, j) and (p, q) are not adjacent, we use Y ij→pq to denote the matrix obtained from Y by setting y i,j = 0 and y p,q = 1. This is called the difference compression of Y from (i, j) to (p, q).
It is clear that Y ij→pq is also the Young matrix of a difference graph and those two graphs have the same number of edges. Theorem 20. Let Y and Y ′ be the Young matrices of the difference graphs G and
if and only if ij ≤ pq and inequality holds if ij < pq.
Proof. By Definition 18, (i, j) is a out-corner and (p, q) is an in-corner of Y . Denote by Y * the matrix obtained from Y by replacing the entry y pq by 1. One can verify that Y * is also the Young matrix of a difference graph, denoted by G * . Then it is sufficiency to show that the cardinality of M(ij) is no less than that of M(pq), where M(ij) (resp. M(pq)) denotes all 2-matchings containing the edge ij (resp. pq) and embedding no even cycles.
By Lemma 19
Thus the result follows.
By the method similar to Theorem 20, we have 
Bipartite optimal graphs
Applying all preliminary results above, we determine some bipartite optimal graphs together with the corresponding minimal 4-Sachs number. First of all, The following result is obviously.
Theorem 22. Let positive integers t, n and m satisfy m = t(n − t). Then the complete bipartite graph K t,n−t is the unique bipartite optimal graph in B n,m .
Therefore, we focus on those integer pair (n, m) satisfying t(n − t) < m < (t + 1)(n − t − 1) for some integer t. Especially, we have Theorem 23. Let n ≥ 6 and n − 1 < m < 2(n − 2). Then the difference graph with vertex eigenvector (1, 1; m − n − 2, 2n − 4 − m) is the unique bipartite optimal graph in B n,m .
Proof. Let G be the bipartite optimal graph in B n,m . By Theorem 10, G is difference.
Suppose that the vertex-eigenvector of G is (x 1 , x 2 , . . . , x k ; y 1 , y 2 , . . . , y k ). Since n − 1 < m < 2(n − 2), k ≥ 2. By Theorem 22 y 1 = 1. Then
with equality if and only if k = 2. Moreover,
with equality if and
with equality if and only if k i=1 y i = 2. Consequently,
with equality if and only if k = 2 and y 2 = 1. Thus the vertex eigenvector of G is
, whose character is 2. Consequently, the result follows. Proof. Before beginning our proof, we should point out that 3n − m − 9 is always even if m = 7n 3 − 7. In addition, we sometimes use a 4 (G, w) to denote the 4-Sachs number of the difference graph G with vertex-eigenvector w for differentiation. By Theorem 10, G is difference. Suppose that the vertex-eigenvector of G is (x 1 , x 2 . . . , x k ; y 1 , y 2 . . . , y k ). Without loss of generality, suppose that
, then y 1 ≤ 2 by Theorem 22.
If y 1 = 2, then
with equality if and only if k i=1 y i = 3. Consequently,
with equality if and only if k = 2 and y 2 = 1. Then the vertex-eigenvector of G is w 1 = (m − 2n + 6, 3n − 9 − m; 2, 1), that is, a 4 (G, w 1 ) = 2(3n − 9 − m)(m − 2n + 6). (5.1)
If y 1 = 1, then
with equality if and only if k = 2. Recall that 2(n−2)
with equality if and only if k = 2 and y 2 = 2. In such a case the vertex-eigenvector of G is w 2 = ( m−n+3 2 , 3n−9−m 2 ; 1, 2), that is,
The condition that ( m−n+3 2 , 3n−9−m 2 ; 1, 2) being of the vertex-eigenvector of G compels that 3n − m − 9 is even as 3n−9−m 2 is integer. Then it remain to consider the case that y 1 = 1 and 3n − m − 9 is odd.
For y 1 = 1 and 3n − m − 9 is odd, we below divide our proof into five assertions to show that the vertex-eigenvector of the desired difference graph G is Assume to the contrary that the character is 2. Then
Recall that 3n − m − 9 is odd, then y 2 > 2. Moreover, if m ≤ 7n 3 − 7, then x 1 y 2 > m − n + 3 > 4(m − n + 6) and x 2 = (1+y 2 )(n−1−y 2 )−m Therefore, suppose that the vertex-eigenvector of G is w = (x 1 , x 2 , . . . , x k ; 1, y 2 , . . . , y k ) with k ≥ 3.
Assertion 2. y 2 = 1. Assume to the contrary that y 2 ≥ 2. By Theorem 17
x 1 ≥ y 1 + y 2 ≥ 3. Then G contains the difference graph with vertex-eigenvector
which contradicts to that G has minimal 4-Sachs number in B n,m . Consequently,
By Assertion 2 the vertex-eigenvector of G is (x 1 , x 2 , . . . , x k−1 , x k ; 1, 1, . . . , y k−1 , y k ).
We divide two steps to prove that x k−1 = 1. Firstly, we show that x k−1 ≤ y 3 . Assume to the contrary that x k−1 > y 3 . Let x k−1 = p(1 + y 3 ) + q with p ≥ 1 and 0 ≤ q ≤ y 3 . 3) is an inner corner, then by Corollary 20
Note that (
Let now G ′ be the the difference graph with vertex eigenvector (x 1 , x 2 , . . . , x k−2 + p, x k−1 − py 3 − p, x k + py 3 ; 1, 1, y 3 , . . . , y k−1 , y k ). Then the characteristic matrix of G ′ is
One find that G and G ′ have the same number of edges. By a directly calculation, we have Thus
(by (5.4)) ≤ py 3 (2q − y 3 x k−1 ) (as x k−1 ≥ 3 by (5.4) and T heorem 17
Let also G 0 = G and G j = G j−1 − P j + Q j for j = 1, . . . , x k−1 − 1. Then one can find that for each j P j is a outer corner and Q j is an inner corner of
Then a 4 (G x k−1 ) < a 4 (G) by Corollary 21, a contradiction. Consequently, x k−1 = 1. Up to now, we show that the difference graph G having minimal 4-Sachs number has vertex-eigenvector w 3 = ( m−n+2 2 , 1, 3n−m−10 2 ; 1, 1, 1) if y 1 = 1 and 3n − m − 9 is odd.
Comparing a 4 (G, w i )(i = 1, 2, 3, 4), we have a 4 (G, w 1 ) < min{a 4 (G, w 2 ), a 4 (G, w 3 )} if m < 7n 3 −7; a 4 (G, w 1 ) = a 4 (G, w 2 ) if m = 7n 3 −7; a 4 (G, w 1 ) > a 4 (G, w 2 ) if m > 7n 3 −7 and 3n − m − 9 is even; and a 4 (G, w 1 ) > a 4 (G, w 3 ) if m > 7n 3 − 7 and 3n − m − 9 is odd. Consequently, the proof is complete.
Combining Theorem 23 and Theorem 25. Theorem 26. Let G be a difference graph with Young matrix Y (G), defined as above.
Denote by r 1 , r 2 , . . . , r h the row sum of Y , respectively. Then
Proof. Suppose that (X 1 , X 2 , . . . , X k ; Y 1 , Y 2 , . . . , Y k ) is the vertex-bipartition of G.
If r i − r i+1 > 0 for some i, then there exists an integer t such that t s=1 |X s | = i thus (c i −c i+1 )i denotes the number of edges contained in G[∪ t j=1 X j ; Y k−t+1 ] and h j=i+1 r j denotes the number of edges contained in the difference graph G[∪ t j=1 X j ; Y k−t+1 ]. Then combining with Theorem 12, the result follows.
A partition of a positive integer n is any non-increasing sequence of positive integers whose sum is n. The problem on partitions of positive integers was first studied by G. W. Leibniz; see [1, 8] . Let (x 1 , x 2 , . . . , x k ; y 1 , y 2 , . . . , y k ) be the vertex-eigenvector of the difference graph G with k i=1 x i ≥ k i=1 y i . As we known that the row sum sequence r 1 , r 2 , . . . , r h of its Young diagram is a non-increase positive sequence satisfying r 1 + h = n − 1 and h i=1 r i = m. Then the problem of computing the minimal 4-Sachs number, in B n,m , can be expressed as a optimization problem related to the partition of a positive integer with the following restrictive conditions.
Unfortunately, we say nothing on minimal 4-Sachs number from the restrictive conditions above.
