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Abstract
This paper describes generalized polylogarithms, multiple polylogarithms,
and multiple zeta values, along with their implementation in Maple 2018.
This set of related functions is of interest in high energy physics as well as
in number theory. Algorithms for the analytical manipulation and numerical
evaluation of these functions are described, along with the way these features
are implemented in Maple.
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amplitudes.
PROGRAM SUMMARY
Program Title: The functions GeneralizedPolylog, MultiPolylog, and MultiZeta.
Programming language: MAPLE 2018
Nature of problem:
Manipulation and numerical evaluation of generalized polylogarithms, multiple
polylogarithms, and multiple zeta values.
Solution method:
The numerics is implemented through the infinite sum that defines the multiple
polylogarithm. Outside their convergent region functions are mapped thereto us-
ing various identities along with integral level transformations. For the multiple
zeta values and for badly convergent cases, the convergence is accelerated using
∗Corresponding author.
E-mail address: hjalte.frellesvig@kit.edu
Preprint submitted to Computer Physics Communications June 11, 2018
Hölder convolution. The analytical aspects are implemented in a package, and in
the Maple Transformations framework for special functions.
1. Introduction
Generalized polylogarithms[1, 2] (Also known as Goncharov polyloga-
rithms, generalized harmonic polylogarithms, or hyperlogarithms) are a class
of functions that frequently appear in analytical expressions for Feynman in-
tegrals.
Feynman integrals are mathematical objects that are needed for precise
predictions for the results of high energy particle scattering processes, as
they take place for instance at the Large Hadron Collider at CERN. (For
overviews of the mathematical aspects of Feynman integrals, see e.g. refs.
[3, 4, 5].) This means that tools for their manipulation and evaluation are of
high importance to physicists trying to derive concrete predictions from the
theory of elementary particles.
Generalized polylogarithms are a generalization of functions such as the
logarithm, the classical (or Euler) polylogarithm, and the harmonic polylog-
arithm [6], which all appear as special cases.
When evaluated at certain special values, generalized polylogarithms re-
duce to a set of numbers called multiple zeta values [7, 8, 9], which are a
generalization of the values of the Riemann zeta function evaluated at posi-
tive integers. Aside form their appearance in physics, these numbers are also
of interest in pure mathematics such as number theory.
Various numerical implementations [10, 11, 12] of these and related func-
tions exist and are used by the high energy physics community. Addition-
ally various packages for symbolic manipulations of these functions exist
[13, 14, 15]. The Maple 2018 implementation described in this paper is,
however, the first general implementation that combines the analytical and
numerical aspects into one integrated whole, which aims for broad utility to
mathematicians and physicists alike.
The aim of this paper is to describe the three functions the generalized
polylogarithm, the multiple polylogarithm, and the multiple zeta values, in-
cluding all those aspects thereof that are part of the Maple implementation.
In section 2 we define the various functions, and list a number of their
properties and some relations between them. In section 3 we define the
algorithms used for their numerical implementation. And in section 4 we list
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the various Maple procedures implementing the functions and relations, as
they appear in Maple 2018.
2. Definitions and relations
This section contains descriptions of all those features of the polylogarith-
mic functions that are part of the Maple implementation. Section 2.1 contains
the definition of the implemented functions, and section 2.2 describes their
divergences. Section 2.3 describes a number of relations between the func-
tions, and section 2.4 describes some special values. Section 2.5 describes
how to take derivatives of polylogarithmic functions, and finally section 2.6
describes the “symbol algebra” sometimes used for their manipulation.
2.1. Definitions
The Generalized Polylogarithm (GPL) is defined[1, 2] recursively, as
G(a1, . . . , an; x) ≡
∫ x
0
dy
y − a1
G(a2, . . . , an; y) . (1)
The recursion stops, as G(; x) ≡ 1. When all the ai indices equal 0, an
alternative definition is needed:
G(0, . . . , 0︸ ︷︷ ︸
n
; x) ≡
logn(x)
n!
. (2)
The number of indices n is known as the weight of the GPL. Whenever one
of the ai is on the straight line in the complex plane connecting 0 and x,
the integral of eq. (1) is badly defined and a regularization prescription is
needed. Following refs. [10, 12], we choose
G(a1, . . . , an; x)→ G(a1, . . . , an; x(1− iǫ)) (3)
where ǫ is a small positive number.
A related function is the Multiple Polylogarithm (MPL), which is defined1
1We note that unfortunately, the opposite definition is also prevalent in the litera-
ture. In that case L̂im1,...,mn(z1, . . . , zn) =
∑
∞
0<k1<···<kn
z
k1
1
k
m1
1
· · ·
zkn
n
k
mn
n
. The relation be-
tween the two definitions is L̂im1,...,mn(z1, . . . , zn) = Limn,...,m1(zn, . . . , z1). The am-
biguity is inherited by the multiple zeta values, with the alternative definition being
ζ̂m1,...,mn =
∑
∞
0<k1<···<kn
1
k
m1
1
···k
mn
n
related to the ζ of eq. (6) as ζ̂m1,...,mn = ζmn,...,m1
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as the sum
Lim1,...,mn(z1, . . . , zn) ≡
∞∑
k1>···>kn>0
zk11
km11
· · ·
zknn
kmnn
, (4)
where all mi are taken to be positive integers. The sum converges whenever
|z1| ≤ 1, |z1z2| ≤ 1, . . ., and |z1 · · · zn| ≤ 1. The number of indices n is known
as the depth of the MPL, and we note that eq. (4) is consistent with the
definition of the classical polylogarithm Lim(z), which the MPL reduces to
when the depth is 1.
The relation between MPLs and GPLs is
Lim1,...,mn(z1, . . . , zn) =
(−1)nG
(
0, . . . , 0︸ ︷︷ ︸
m1−1
, 1
z1
, 0, . . . , 0︸ ︷︷ ︸
m2−1
, 1
z1z2
, . . . , 0, . . . , 0︸ ︷︷ ︸
mn−1
, 1∏n
i=1
zi
; 1
)
. (5)
Finally the Multiple Zeta Values (MZVs) are defined as
ζm1,...,mn ≡
∞∑
k1>···>kn>0
1
km11 · · ·k
mn
n
= Lim1,...,mn
(
1, . . . , 1︸ ︷︷ ︸
n
)
, (6)
with the mi being positive integers. This definition is consistent with that
of the Riemann zeta function evaluated at positive integers ζm = ζ(m). The
MZVs can be expressed as GPLs as
ζm1,...,mn = (−1)
nG
(
0, . . . , 0︸ ︷︷ ︸
m1−1
, 1, 0, . . . , 0︸ ︷︷ ︸
m2−1
, 1, . . . , 0, . . . , 0︸ ︷︷ ︸
mn−1
, 1; 1
)
, (7)
in accordance with eq. (5).
In addition to the GPL, the MPL, and the MZVs, we will define two
additional polylogarithmic functions, both of which are intermediate cases
between the GPL/MPL and the classical polylogarithm Lin. The first is the
harmonic polylogarithm[6]
H(a1, . . . , an; x) ≡ (−1)
µG(a1, . . . , an; x) (8)
where the ai are taken from the set {−1, 0, 1} and where µ denotes the
number of ai that equal 1. The other such intermediate function is Nielsen’s
polylogarithm defined as
S(n, p, z) ≡ (−1)pG(0, . . . , 0︸ ︷︷ ︸
n
, 1, . . . , 1︸ ︷︷ ︸
p
, z) . (9)
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A comment on the restriction on the indices of the MPL and the MZV
as defined in eqs. (4) and (6) to positive integers is in order: The classical
polylogarithm Lin(z) and the Riemann zeta function ζ(x) (as well as Nielsen’s
polylogarithm mentioned above) are defined for general complex values of all
indices and arguments, suggesting that such an extension could be made for
the generalized cases as well. Inside the convergent region of the MPL, the
extension of the allowed values of the mi from positive integers to arbitrary
complex numbers seems obvious. The reason such cases are not discussed
here, nor implemented in Maple, is that the exact nature of the analytical
continuation that would be required for such cases, still is an open question
mathematically[16]. One reason is that non-integer values of the indices
do not allow for the relation to the GPL integral form through eq. (5), and
therefore mappings of naïvely divergent MPLs to the convergent region using
integral relations as will be described in section 3, is no longer possible. One
additional reason for the restriction to positive integers, is that these cases are
the only ones appearing in physics (to the best of the author’s knowledge).
Generalizations to regions other than positive integers have been discussed
in the literature, see e.g. ref. [16].
2.2. Divergences
The generalized polylogarithm G(a1, . . . , an; x) diverges whenever x = a1.
The only exceptions to this are G(1, 0, . . . , 0; 1) which evaluates to finite
constants, and G(0, a2, . . . , an; 0) which vanishes unless all the ai equal zero,
in which case it does diverge.
The divergence of the GPL is inherited by the MPLs and the MZVs, as
Li1,m2,...,mn(1, z2, . . . , zn) is divergent and so is ζ1,m2,...,mn .
2.3. Relations
Before listing some of the many relations obeyed by the polylogarithmic
functions, we will mention a property that they all share: conservation of
weight. For GPLs, the weight is defined as the number of ai indices, and for
the MPLs and the MZVs that corresponds to the sum of the m-indices. The
definition can be extended such that the product of two objects with weights
w1 and w2, will have weight w1 + w2, and in addition rational numbers gets
assigned weight 0. With these definition, all relations listed in this paper
conserve this quantity[1, 16] in the sense that if the object on the left hand
5
side of an equation has weight w, so will each individual term on the right
hand side2.
The most significant relation for GPLs, is the rescaling relation
G(a1, . . . , an; x) = G(za1, . . . , zan; zx) (10)
where z can be any non-zero complex number. The relation is only valid if
an 6= 0.
Additionally there is the shuffle relation[17] for the product of two GPLs:
G(a1, . . . , am; x)G(b1, . . . , bn; x) =
∑
c∈aшb
G(c1, . . . , cm+n; x) (11)
where aшb denotes the shuffles of the lists a = {a1, . . . , am} and b = {b1, . . . , bn},
which is defined as the set of those of all possible lists containing the elements
of a and b, for which the ordering of the elements of a and b are the same as
in the original lists. The MPLs and the MZVs, inherits the shuffle relation
through eqs. (5) and (6).
A similar kind of relation, but this time naturally expressed in terms of
MPLs, is the stuffle (or quasi-shuffle) identity [17, 5]. Here the stuffle щ of
two list is defined as
a
◦
щb =
⋃
j=0
Mj◦
(
aшb
)
(12)
whereM◦(x) is an operator acting on a list x, which returns the set of all lists
which may be obtained by taking two adjacent elements of x and replacing
them with one element that equals the original two joined by the operator
◦, under the condition that one of the two elements come from the list a
and the other from b. Given this definition, the stuffle product rule may be
expressed as
Lim1,...,ma(x1, . . . , xa)Lin1,...,nb(y1, . . . , yb) =
∑
i
Liui(zi) . (13)
where i runs over the members of u = m
+
щn and z = x
×
щy. Note that it is
important that the lists u and z are sorted in the same way.
2Care has to be taken, when integrations or differential operators are involved, or when
a relation contains an infinite number of terms.
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The GPLs and MZVs inherits the stuffle rule, through their relations to
the MPL.
Another relation is the Hölder relation (or Hölder convolution) [17, 10]
G(a1, . . . , an; 1) =
n∑
j=0
(−1)jG(1− aj, 1− aj−1, . . . , 1− a1; 1− q)G(aj+1, . . . , an; q)
(14)
where q is a number that may take values from a subset of C that includes
the real numbers. The Hölder relation holds only if a1 6= 1 and an 6= 0.
Picking q = 0 in eq. (14), gives a particularly simple form
G(a1, . . . , an; 1) = (−1)
nG(1− an, 1− an−1, . . . , 1− a1; 1) (15)
For the cases of MPLs and MZVs, this is known as the duality relation[9].
Mapping between MPLs and GPLs is almost one-to-one and is done using
eq. (5). The exception is GPLs for which an = 0, which is seen to not
correspond to a MPL directly. Such GPLs are said to have trailing zeros.
If mapping to MPLs is desired for such a case, the zero(s) first have to be
removed using the shuffle relation of eq. (11). If an−1 6= 0 the relation[11] is
G(a1, . . . , an−1, 0; x) = G(a1, . . . , an−1; x)G(0; x)−G(0, a1, . . . , an−1; x)
− . . .−G(a1, . . . , an−2, 0, an−1; x) (16)
where each of the terms on the right hand side can be mapped to MPLs, with
the exception of G(0; x) = log(x). For GPLs with more than one trailing zero,
a similar procedure may be used.
Another, similar, use of the shuffle product, is for isolating the divergences
of a GPL. As described in section 2.2, a GPLG(x, a2, . . . , an; x) will in general
diverge. The divergent part can, however, always be isolated as powers of
a divergent logarithm G(x; x) = log(0). This can be done using the shuffle
rules as above, an example (valid for a2 6= x) being
G(x, a2, . . . , an; x) = G(a2, . . . , an; x)G(x; x)−G(a2, x, a3, . . . , an; x)
− . . .−G(a2, . . . , an, x; x). (17)
A similar procedure can be applied when the list of indices of the GPL, begins
with more than one x.
It should be mentioned that generalized polylogarithms have a large num-
ber of relations between each other in addition to those listed in this section
(which are those implemented in Maple). See e.g. refs. [18, 1, 2, 17, 10, 19,
20, 14, 12].
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2.4. Special values
At certain special values of the arguments, GPLs, MPLs, and MZVs can
be expressed in terms of simpler functions.
Whenever the last argument of a GPL is zero, it vanishes3, and so does
MPLs with any zero argument:
G(a1, . . . , an; 0) = 0 , Lim1,...,mn(z1, . . . , zk−1, 0, zk+1, . . . , zn) = 0 . (18)
For GPLs a simple relation is given by eq. (2), and additional simple
relations are
G(a, . . . , a︸ ︷︷ ︸
n
; x) =
logn
(
1− x
a
)
n!
(19)
G(0, . . . , 0︸ ︷︷ ︸
n−1
, a; x) = −Lin
(
x
a
)
(20)
For the case of MPLs, eq. (20) becomes the relation to the classical polylog-
arithm, while eq. (19) has no such simple interpretation.
MPLs for which all arguments equal one, are given by MZVs as by eq.
(6). If instead the arguments are taken from the set {1,−1} the values are
known as oscillating multiple zeta values[9]. Examples of oscillating multiple
zeta values, not covered by the above relations, are
Li1,1,1(−1, 1,−1) =
1
8
ζ3 −
1
6
log3(2), (21)
Li2,2(1,−1) = 4Li4
(
1
2
)
+
1
6
log4(2)−
π2
6
log2(2) +
7
2
ζ3 log(2)−
71
1440
π4. (22)
The GPLs inherits these values from the MPLs through eq. (5). A GPL
without trailing zeros, for which all ai equal either 0 or x will be given by a
MZV, while a GPL without trailing zeros for which all ai ∈ {0, x,−x} will
be given by an oscillating multiple zeta value.
In general the shuffle and stuffle relations together allows for the mapping
of GPLs to a minimal set of independent functions[19]. For weight ≤ 4, that
set has been shown[12] to consist of the functions Lin(x) and Li2,2(x, y).
In general such mappings will contain a number of step-functions in order
3with the exceptions of G(; 0) = 1, and G(0, . . . , 0; 0) which diverges.
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to pick the right branches of the polylogarithmic functions, but when the
arguments are taken from the set of zero along with at most two constants,
one expression can be shown to cover all of argument space. At weight
two the non-trivial (in the sense of not being covered by previous relations)
identities are
G(a, 0; x) = Li2
(
x
a
)
+ log(x) log
(
1− x
a
)
, (23)
G(a, x; x) = −Li2
(
x
x−a
)
, (24)
while at weight three, an example is
G(a, x, a; x) = −2Li3
(
a
a−x
)
− Li2
(
a
a−x
)
log
(
1− x
a
)
−
π2
6
log
(
1− x
a
)
+ 2ζ3.
(25)
For MZVs, there are multiple additional relations that would qualify as
special values, some of which are without direct analogues for MPLs or GPLs.
Examples are
ζm,m =
(
ζ2m − ζ2m
)
/2, (26)
ζ2,1,...,1 = ζd+1, (27)
where d denotes the depth (i.e. the number of arguments) of the ζ on the
left hand side. Eq. (27) is a special case of the duality relation mentioned
above as eq. (15).
Another relation[21], known as a parity relation, is
ζm,n = (−1)
m
(ν−3)/2∑
s=0
((
ν − 2s− 1
m− 1
)
+
(
ν − 2s− 1
n− 1
)
− δ2s,n + (−1)
mδs,0
)
ζ2sζν−2s
(28)
where ν = n+m has to be odd. To use eq. (28) we need to use ζ0 ≡ ζ(0) =
−1
2
.
As for the case of GPLs, the shuffle and stuffle relations together allow
for the reduction of all MZVs up to a given weight, to linear combinations of
a small subset thereof. For weights ≤ 7 that set consists of only the standard
zeta values, e.g. the Riemann zeta function evaluated at positive integers.
As even zeta values (i.e. ζ2n) are proportional to powers of π with rational
coefficients and therefore to each other:
ζ2 =
π2
6
, ζ4 =
π4
90
=
2
5
ζ22 , ζ6 =
π6
945
=
8
35
ζ32 , . . . (29)
9
this means that all multiple zeta values for weight ≤ 7 can be expressed in
terms of only the four zeta values π2/6, ζ3, ζ5, ζ7. Examples are
ζ3,1,2 =
53
22680
π6 −
3
2
ζ23 , (30)
ζ4,2,1 =
7
180
π4ζ3 +
11
12
π2ζ5 −
221
16
ζ7 . (31)
At higher weights that is no longer the case, at weight 8 one double zeta
value has to be added to the basis, and if ζ5,3 is chosen, an example is
ζ2,3,3 =
793
1134000
π8 +
1
3
π2ζ23 − 9ζ3ζ5 −
27
10
ζ5,3 , (32)
and further double and multiple zeta values have to be added to the basis at
higher weights.
2.5. Derivatives
The derivative of a GPL with respect to the argument follows trivially
from eq. (1) and is given by
∂
∂x
G(a1, . . . , an; x) =
G(a2, . . . , an; x)
x− a1
(33)
both for arbitrary and zero-valued ai.
A derivative with respect to one of the indices is more intricate[10]. When
there is only one index, G(a; x) = log(1− x/a), and the result is
∂
∂a
G(a; x) =
−1
x− a
−
1
a
. (34)
For a general GPL, the derivative with respect to the first index is
∂
∂a1
G(a1, a2, a3, . . . , an; x) (35)
=
(
1
a2 − a1
−
1
x− a1
)
G(a2, a3, . . . , an; x)−
1
a2 − a1
G(a1, a3, . . . , an; x),
the derivative with respect to the last index is
∂
∂an
G(a1, . . . , an−2, an−1, an; x) (36)
=
(
1
an − an−1
−
1
an
)
G(a1, . . . , an−2, an−1; x)−
1
an − an−1
G(a1, . . . , an−2, an; x),
10
and for an intermediate index, we get
∂
∂ak
G(a1, . . . , ak−1, ak, ak+1, . . . , an; x)
=
(
1
ak+1 − ak
+
1
ak − ak−1
)
G(a1, . . . , ak−1, ak+1, . . . , an; x) (37)
−
1
ak+1 − ak
G(a1, . . . , ak, ak+2, . . . , an; x)−
1
ak − ak−1
G(a1, . . . , ak−2, ak, . . . , an; x).
It may appear from eqs. (35) to (37), that singularities will appear when
two adjacent indices are identical. But that merely reflect the fact that a
partial derivative does not capture the full functional dependence in such
cases. In that case one needs to take the derivative with respect to both of
the identical indices, and then the apparent singularity will cancel:
d
dy
G(a1, . . . , ak−1, y, y, ak+2, . . . , an; x)
=
((
∂
∂ak
+
∂
∂ak+1
)
G(a1, . . . , ak−1, ak, ak+1, ak+2, . . . , an; x)
) ∣∣∣∣
ak=ak+1=y
=
(
1
y − ak−1
+
1
ak+2 − y
)
G(a1, . . . , ak−1, y, ak+2, . . . , an; x) (38)
−
1
ak+2 − y
G(a1, . . . , ak−1, y, y, ak+3, . . . , an; x)
−
1
y − ak−1
G(a1, . . . , ak−2, y, y, ak+2, . . . , an; x).
Derivatives of MPLs with respect to the arguments, should be done by
mapping them to GPLs using eq. (5), do the derivative there using the above
relations, and then map back.
Derivatives of MPLs or MZVs with respect to the indices are not defined,
as these indices only take values in the positive integers and therefore the
functional dependence thereon is not differentiable.
2.6. Symbol algebra
For applications in physics, it is common to perform manipulations and
simplifications of expressions containing GPLs and related functions, using
an algebraic object known (in physics) as the symbol [2, 19]. Symbol is
short for Chen symbol after ref. [22]. The symbol is designed to capture the
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algebraic parts of relations between polylogarithmic functions, while ignoring
the analytic parts of such relations, such as branch cuts.
For a function f(x) of a set of variables x, for which the total derivative
may be expressed as
df(x) = g(x) dlog(h(x)), (39)
the symbol S of the function is defined recursively as
S(f(x)) = S(g(x))⊗ h(x). (40)
The recursion stops as S(log(x)) = x.
For the GPL, this gives the symbol
S(G(a1, . . . , an; x)) =
n∑
i=1
(
S
(
G(a1, . . . , aˆi, . . . , an; x)
)
⊗ (ai − ai−1)
− S
(
G(a1, . . . , aˆi, . . . , an; x)
)
⊗ (ai − ai+1)
)
, (41)
where an+1 ≡ 0 and a0 ≡ x, and where aˆi indicates that the ai entry is left
out.
The symbol operator S obeys
S(qf(x)) = qS(f(x)) (42)
S(f(x) + g(x)) = S(f(x)) + S(g(x)) (43)
S(f(x)g(x)) = S(f(x))шS(g(x)) (44)
where q is a rational number, and where ш denotes the shuffle operator
defined in section 2.3.
The symbol of certain transcendental constants, such as MZVs vanish:
S(ζm1,...,mn) = 0 , S(iπ) = 0, (45)
but please note that not all symbols of constants have to vanish, it is fully
consistent[19] to put for instance
S(log(q)) = q (q ∈ Q). (46)
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Other simple special cases are
S(Lin(x)) = −
(
(1− x)⊗ x⊗ · · · ⊗ x︸ ︷︷ ︸
n−1
)
, (47)
S(logn(x)) = n!
(
x⊗ · · · ⊗ x︸ ︷︷ ︸
n
)
. (48)
The symbol itself, also obeys various relations, that it inherits from the
logarithmic differential of eq. (39):(
· · · ⊗ xy ⊗ · · ·
)
=
(
· · · ⊗ x⊗ · · ·
)
+
(
· · · ⊗ y ⊗ · · ·
)
, (49)(
· · · ⊗ xq ⊗ · · ·
)
= q
(
· · · ⊗ x⊗ · · ·
)
(q ∈ Q) , (50)(
· · · ⊗ 1⊗ · · ·
)
= 0 , (51)(
· · · ⊗ −x⊗ · · ·
)
=
(
· · · ⊗ x⊗ · · ·
)
. (52)
We will not here do any examples of how the use the symbol to simplify
calculations with GPLs. For summaries, see e.g. refs. [19, 23, 5].
3. Numerical evaluation
The algorithm for numerical evaluation of generalized polylogarithms dis-
cussed in this section, follows largely the algorithm discussed in ref. [10].
The sum defining for the MPL Lim1,...,mn(z1, . . . , zn), given by eq. (4),
converges whenever |z1| ≤ 1, |z1z2| ≤ 1, . . ., |z1 · · · zn| ≤ 1, as described
in section 2.1. For GPLs G(ai, . . . , an; x), this criterion translates to a re-
quirement that ∀ai|ai 6=0 : |ai| ≥ |x|. When that is not the case, the GPL
in question has to be mapped to GPLs that have this property, for instance
using the following algorithm:
Let us consider a GPL for which the argument with the smallest non-zero
absolute value is not x but one of the ai, which we will denote s. The goal is
now to map this GPL to GPLs with arguments taken from the same set, but
where s is either at the last position so the GPL converges, or not present
at all in which case the argument with the smallest non-zero value will be a
different (but larger) one, and the algorithm will have to be repeated. All the
cases discussed below are for GPLs without trailing zeros. If trailing zeros
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are present, they first have to be removed using the algorithm described in
and around eq. (16).
The simplest imaginable case is G(s, x). Using eq. (19), we get
G(s; x) = log
(
1− x
s
)
= G(x; s)−G(0; s) +G(0,−x) + 2πiΦ
(
−x, 1
s
)
(53)
where Φ is a function of the complex phases of its arguments, designed to
have the property
log(ab) = log(a) + log(b) + 2πiΦ(a, b) (54)
for any values of a and b. We see that eq. (53) have the required property
that all GPLs on the right hand side are either independent of s, or have s
as its last argument.
The second-simplest case is GPLs for which s is the last of the ai argu-
ments, but the remaining ais equal zero. In that case we may use eq. (20)
to map to the classical polylogarithm Lin(x/s), and then use the inversion
relation for Lin [18]
Lin(z) = (−1)
n−1Lin
(
1
z
)
+ 2
⌊n2 ⌋∑
r=0
logn−2r(−z)
(n− 2r)!
(
21−2r − 1
)
ζ(2r) (55)
The Lin appearing on the right hand side of eq. (55) can be expressed as the
GPL G(0, . . . , 0, x; s), and the logarithms can be written as
log
(
−x
s
)
= −G(0; s) +G(0,−x) + 2πiΦ
(
−x, 1
s
)
(56)
so we see that all terms on the right hand side will have the desired form.
The next case we will consider, is cases where s is the last of the ai, but
where not all of the remaining ai are zero. For a GPL where s is preceded
by ν − 1 zeros (i.e. zero or more), we will re-express it as
G(a1, . . . , ak, 0, . . . , 0︸ ︷︷ ︸
ν−1
, s; x) = G(a1, . . . , ak; x)G(0, . . . , 0︸ ︷︷ ︸
ν−1
, s; x) (57)
−
∑
remaining shuffle terms
where “shuffle terms” refers to all the other terms one would obtain from
applying the shuffle product rule eq. (11) to G(ai, . . . , ak; x)G(0, . . . , 0, s; x).
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Those shuffle terms would all either have s as the last ai but preceded by less
than ν−1 zeros in which case eq. (57) should be applied again recursively, or
it would not have s as the last of the ai in which case the following paragraph
applies.
The last case, is the case where s is not the last of the ai indices. For
such cases we utilize the obvious relation
G(a1, . . . , ak−1, s, ak+1, . . . , an; x) = (58)
G(a1, . . . , ak−1, 0, ak+1, . . . , an; x) +
∫ s
0
∂
∂t
G(a1, . . . , ak−1, t, ak+1, . . . , an; x) dt
Here the first term is independent of s, and for the second one, the derivative
can be evaluated[10, 14] using the expressions listed in section 2.5 such as eqs.
(35) and (37). Performing the derivative will give some terms for which the t-
integration has to be done over a term of the form 1/(t−a) times a GPL with
no dependence at all on t, which is easily evaluated to the GPL times another
GPL of weight one. There will also be terms where the integration has to be
done over the 1/(t − a) factor times a GPL that retain the dependence on
t, but which has a weight that is lowered by one compared to the original.
For such terms eq. (58) should be applied recursively until the integration is
over 1/(t− a) multiplied either with constants or with GPLs that have t as
its last argument, in which case the integration can be done using eq. (1).
The procedure for mapping a given argument of a GPL to the last po-
sition, described in eqs. (53) to (58), are occasionally referred to as “super
shuffle identities”.
The above procedure depends on the ability to distinguish the phases
and the absolute values of different indices of the GPL. But numerically
it may well happen that arguments have the same absolute value or the
same phase, so to avoid ambiguities, factors corresponding to infinitesimal
changes of arguments (1 − iǫ) or absolute values (1 − ǫ) are multiplied on
when necessary, in accordance with the regularization prescription given by
eq. (3).
The rate of convergence of the series of eq. (4) is heavily dependent on the
values of the terms in the numerator. In the language of GPLs, convergence
requires that |x| ≤ the absolute value of the smallest of the non-zero ai.
But if the two values are close, the convergence may be very slow and an
alternative method is desirable. The MZVs form a limiting case, in the sense
that x and all non-zero ai are identical for that case.
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One such method[10] is to rescale x to one, and then apply the Hölder
convolution of eq. (14) with q = 1
2
. Doing so will map most badly convergent
cases to a combination of GPLs that are all either well convergent (for MZVs
this includes all terms), or non-convergent in a way that can be mapped to
well convergent cases by the algorithm described in the beginning of this
section. For a few unlucky cases, applying the Hölder convolution a second
time may be needed [10].
4. Implementation in Maple 2018
In this section we will describe the Maple functions GeneralizedPolylog,
MultiPolylog, and MultiZeta, as well as the Maple package PolylogTools
containing tools for the manipulation thereof.
4.1. GeneralizedPolylog
GeneralizedPolylog is the name of the Maple implementation of the
generalized polylogarithm as defined in eq. (1). The function should be
called as
> GeneralizedPolylog(a::list, x)
where x and the elements of a should be Maple constants.
When called, GeneralizedPolylog first checks for singularities. If there
is a singularity according to the criterion given in section 2.2, GeneralizedPolylog
will return an error. Otherwise, it will continue by looking for special values.
Expressions for the special values are described in section 2.4, and they are
implemented in the following order:
Special values reference
G(; x) = 1 −
G(a1, . . . , an; 0) = 0 eq. (18)
Logarithms eqs. (2) and (19)
Classical polylogarithms eq. (20)
Multiple zeta values (MZVs) eq. (7) and section 4.3
Oscillating multiple zeta values eqs. (21) and (22), and ref. [9]
Special reductions eqs. (23) to (25), and ref. [12]
The mappings to logarithms, classical polylogarithms, and MZVs are ap-
plied whenever possible. The oscillating multiple zeta values are implemented
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as a table up to weight six, but by default the mappings are only applied for
weights ≤ 4, as they do not provide much simplification at higher weights.
The “special reductions” are implemented for all applicable cases at weights
≤ 3.
The numerical evaluation of GPLs is done by the Maple function
EvalfGeneralizedPolylog(a::list, x), which applies the algorithm de-
scribed in section 3. When evalf is called on a GeneralizedPolylog,
EvalfGeneralizedPolylog gets called automatically. As usual
evalf(GeneralizedPolylog(a,x)) applies the special values mentioned above
before doing the numerical evaluation, so if the user wants to access the nu-
merics directly, they will have to call EvalfGeneralizedPolylog specifically.
A number of relations for the GPL, are implemented in the Transformations
environment used for special functions in Maple[24]. They are called as
> GeneralizedPolylog:-Transformations["Name"][number]( ... )
Eight such transformations are implemented as listed below. As the names
suggest, some identities are implemented in several ways in order for them
to be as useful as possible.
Transformations["Rescaling"][1](a::list, x) applies the rescaling
relation eq. (10) to G(a1, . . . , an; x). That relation is only valid when an 6= 0,
otherwise the transformation will return nothing. The q appearing on the
right hand side of eq. (10), is implemented as a local variable in GeneralizedPolylog:
GeneralizedPolylog:-q.
Transformations["Shuffle"][1](a::list, x, b::list, y) applies the
shuffle relation eq. (11) to G(a1, . . . , an; x)G(b1, . . . , bm; y). The relation is
only valid if x = y, and otherwise the relation will return nothing.
Transformations["Shuffle"][2](a::list, x, b::list, y) also ap-
plies the shuffle relation eq. (11) to G(a1, . . . , an; x)G(b1, . . . , bm; y), but is a
more flexible and general implementation. If none of the GPLs have trailing
zeros, the rescaling identity is applied, rescaling both GPLs to GPLs with
argument q, where the q local to GeneralizedPolylog mentioned above is
used, and then the shuffle product rule is applied. If just one of the GPLs
have trailing zeros, the other GPL will get rescaled such that its argument is
the same as the argument of the GPL with the trailing zeros, and then the
shuffle rule is applied. If both GPLs have trailing zeros, the behaviour is the
same as for Transformations["Shuffle"][1].
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Transformations["Shuffle"][3](a::list, x) uses the shuffle iden-
tity to re-express G(a1, . . . , an; x) in terms of G(a1, x) and GPLs where the
first index is different from a1. This is similar to the algorithm for the
isolation of divergences described in and around eq. (17), except that no
divergences have to be present.
Transformations["Shuffle"][4](a::list, x) uses the shuffle iden-
tity to re-express G(a1, . . . , an; x) in terms of G(an, x) and GPLs where the
last index is different from an. This is similar to the algorithm for the re-
moval of trailing zeros described in and around eq. (16), except that an does
not have to equal zero.
Transformations["Stuffle"][1](a::list, x, b::list, y) applies the
stuffle product rule given by eq. (13) toG(a1, . . . , an; x)G(b1, . . . , bm; y). This
is done by first mapping the two GPLs to MPLs using eq. (5), applying the
stuffle product rule, and then mapping the resulting MPLs back to GPLs. As
the mapping to MPLs only works directly when no trailing zeros are present,
nothing will be returned otherwise.
Transformations["Holder"][1](a::list, x) applies the Hölder iden-
tity eq. (14) to G(a1, . . . , an; x). Before the Hölder identity is applied, the
rescaling identity is used to give the GPL argument 1. For the q appearing on
the right hand side of eq. (14), the local variable GeneralizedPolylog:-q
is used. As eq. (14) is valid only when a1 6= x and an 6= 0, nothing will be
returned otherwise.
Transformations["Holder"][2](a::list, x) applies the Hölder iden-
tity for the special case with q = 0, as it is given in eq. (15). As that identity
is valid only when a1 6= x and an 6= 0, nothing will be returned otherwise.
An interface to the transformations listed above, is provided by the Maple
Identities environment[24]. It may be called as either
> GeneralizedPolylog:-Identities(a::list, x)
or
> GeneralizedPolylog:-Identities(a::list, x, b::list, y)
i.e. with either two or four arguments. This function lists those of the
transformations listed above, that are valid for the given arguments, along
with additional requirements on their validity.
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4.2. MultiPolylog
MultiPolylog is the Maple implementation of the multiple polylogarithm
as defined by eq. (4). The function should be called as
> MultiPolylog(m::list, z::list)
where m and z should have the same length, and where the elements of m
should be consistent with being positive integers.
When called, MultiPolylog first checks if its two arguments are lists of
the same length, and if the first has members consistent with being positive
integers. If not an error is returned. Then it checks for singularities. If there
is a singularity according to the criterion given in section 2.2 (i.e. if m[1] = 1
and z[1] = 1), MultiPolylog will also return an error. Otherwise, it will
search for special values. Expressions for the special values are described in
section 2.4, and they are implemented in the following order:
Special values reference
Li() = 1 (no arguments) −
Lim1,...,mn(z1, . . . , 0, . . . , zn) = 0 eq. (18)
Classical polylogarithms −
Multiple zeta values (MZVs) eq. (6) and section 4.3
Logarithms eq. (19)
Oscillating multiple zeta values eqs. (21) and (22), and ref. [9]
Special reductions eqs. (23) to (25), and ref. [12]
As for the GPL implementation described above, the cases of classical
polylogarithms, logarithms, and multiple zeta values, are used whenever ap-
plicable. The oscillating multiple zeta values are tabulated up to weight six,
but are only by default applied for weights ≤ 4. The special reductions are
applied whenever applicable, at weights ≤ 3.
The numerical evaluation of MPLs are implemented as the procedure
EvalfMultiPolylog(m::list, z::list), which is a member of EvalfGeneralizedPolylog
as it is the same evaluation procedure that is applied, but which can be called
as if it were an ordinary function. Applying evalf to MultiPolylog will call
EvalfMultiPolylog. As for other cases, evalf(MultiPolylog(m,z)) will
first apply the above mappings to special values before performing the nu-
merics.
As for the GPLs, a number of transformations valid for MPLs are imple-
mented using the Maple Transformations environment. These are:
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Transformations["Stuffle"][1](m::list, z::list, u::list, y::list)
applies the stuffle product identity eq. (13) to Lim1,...,mn(z1, . . . , zn)Liu1,...,uν (y1, . . . , yν).
The only requirement is that the lengths of the lists are pairwise identical,
as required by MPLs.
Transformations["Shuffle"][1](m::list, z::list, u::list, y::list)
applies the shuffle product identity eq. (11) to Lim1,...,mn(z1, . . . , zn)Liu1,...,uν(y1, . . . , yν),
by mapping to GPLs, applying the identity, and mapping back. Besides from
the requirement that the lengths of the lists are pairwise identical, the only
requirement is that both the MPLs are non-divergent.
Transformations["Duality"][1](m::list, z::list) applies the du-
ality relation eq. (15) to Lim1,...,mn(z1, . . . , zn). Beside from the usual re-
quirement that the lists have the same length, the only requirement for the
duality to be valid, is that the MPL is non-divergent, and the the opposite
case nothing is returned.
The transformations can be accessed using the Identities environment
as described in the previous section.
4.3. MultiZeta
MultiZeta is the Maple implementation of the multiple zeta values de-
fined by eq. (6). The function should be called as
> MultiZeta(m1,...,mn)
i.e. with a variable number of arguments from zero and up, each of which
should be consistent with being a positive integer.
When called, MultiZeta first checks if each argument is consistent with
being a positive integer. If not an error is returned. Then it checks for
singularities. If there is a singularity according to the criterion given in sec-
tion 2.2 (i.e. if m1 = 1), MultiZeta will also return an error. Otherwise, it
will continue by looking for special values. Expressions for the special values
are described in section 2.4, and they are implemented in the following order:
Special values reference
ζ = 1 (no arguments) −
Depth 1 → ζ(m) −
ζm,m eq. (26)
Depth w − 1, duality eq. (27)
ζm,n, w odd eq. (28)
Tabulated reductions eqs. (30) to (32), and ref. [9]
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The “tabulated reductions” are tabulated up to weight 10, but are only
implemented by default for weights ≤ 7, as higher weights will not in general
reduce to inherently simpler functions (see e.g. eq. (32)). The remaining
relations are applied in all applicable cases.
The numerical evaluation is implemented as the function
EvalfMultiZeta(m1,...,mn), which works using the algorithm described
in section 3. As for the GPL and MPL mentioned above, calling evalf
on MultiZeta will call EvalfMultiZeta but only after applying the special
values listed in the above table.
As for the GPLs and MPLs, a number of transformations valid for MZVs
are implemented using the Maple Transformations environment. These are
the same as for the MPL case, and are as follows:
Transformations["Stuffle"][1](m::list,u::list) applies the stuffle
product identity eq. (13) to ζm1,...,mnζu1,...,uν . This transformation is valid in
all cases.
Transformations["Shuffle"][1](m::list, u::list) applies the shuf-
fle product identity eq. (11) to ζm1,...,mnζu1,...,uν . This is done by mapping the
MZVs to MPLs, the MPLs to GPL using eq. (5), then applying the identity
and mapping back. The requirement for the transformation to be valid, is
that both MZVs are non-divergent.
Transformations["Duality"][1](m::list) applies the duality relation
eq. (15) to ζm1,...,mn, by first mapping it to GPLs as above. Also here the
only requirement is that the MZV is non-divergent.
These transformations can be accessed using the Identities environ-
ment, as described for the GPL in section 4.1.
4.4. PolylogTools
PolylogTools4 is a Maple package containing functions for the manip-
ulation of GPLs, MPLs, and MZVs. It is implemented as a member of
GeneralizedPolylog so its full name is GeneralizedPolylog:-PolylogTools.
PolylogTools has the following public members:
FindSymbol, GetAllowNumbersInSymbols, GetSymbolPreFactorSet,
IsolateDivergences, ListShuffle, ListStuffle, PHC, RemoveTrailingZeros,
4Please do not confuse this with a similarly named Mathematica package for symbol
algebra[15].
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SYM, SetAllowNumbersInSymbols, SetSymbolPreFactorSet, SuperShuffle,
ToGPL, ToMPL,
which will be described in the following.
ListShuffle(a::list, b::list) returns aшb, i.e. the list of the shuf-
fles of the two lists a and b, as defined below eq. (11). The order of the mem-
bers of aшb is fixed, for instance is the first element always {a1, . . . , ana , b1, . . . ,
bnb}.
ListStuffle(a::list, b::list) returns a
◦
щb, i.e. the list of the stuf-
fles of the two lists a and b, as defined in eq. (12). The operator ◦ is not
implemented directly, ◦ on elements ai and bj is emulated by a two-member
list with elements ai and bj , and then the user must apply the actual ◦ op-
erator. The order of the members of a
◦
щ b is fixed, such that it can be used
in the stuffle product of eq. (13).
RemoveTrailingZeros(x) works on an expression x and will return the
same expression, but with all GPLs in x having their trailing zeros shuffled
out using the method described in and around eq. (16). GPLs in the out-
put will therefore have either no trailing zeros, or have only zeros as in eq. (2).
IsolateDivergences(x) works on an expression x, and will return the
same expression, but with all divergent GPLs having the divergence isolated
as described in and around eq. (17). The divergent terms will all be of
the form GeneralizedPolylog([x],x). Please note that expressions that
directly contain a divergent GPL will return an error as described in section
4.1, and to avoid that, divergent GPLs have to be put in unevaluation quotes,
e.g. ’GeneralizedPolylog’([x,a],x).
ToGPL(x) works on an expression x, and will return the same expression,
but with all MPLs converted to GPLs with argument 1, according to eq. (5).
ToMPL(x) works on an expression x, and will return the same expression,
but with all GPLs converted to MPLs according to eq. (5). Please note that
if GPLs with trailing zeros are present, ToMPL returns an error. Trailing ze-
ros have to be removed (for instance using RemoveTrailingZeros(x)) before
calling ToMPL.
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SuperShuffle(x,s) works on an expression x, and will return the same
expression, but with all GPLs re-expressed using the algorithm described in
section 3 (eqs. (53) to (58)) such that they have either no dependence on
the constant s, or s as the last argument. If a GPL contain more than one
index that is equal to s the algorithm will fail, and return an error.
PHC(a,b) (short for PHase Compare) is an implementation of the func-
tion Φ(a, b) defined in eq. (54). PHC will be returned by SuperShuffle but
can also be used directly.
FindSymbol(x) finds the “symbol” of an expression x as described in sec-
tion 2.6. It can work on the functions GeneralizedPolylog, MultiPolylog,
and MultiZeta, as well as the pre-existing maple objects ln(x), dilog(x),
and pi, along with polylog(n,z) and Zeta(n) for n being an integer.
SYM(x1,x2,...) is used to represent the symbol as it appears in the
output of FindSymbol. The correspondence is
(· · · ⊗ a⊗ b⊗ · · · ) ↔ SYM(..., a, b, ...) .
SetSymbolPreFactorSet(x::set) sets the value of an internal variable
called SymbolPreFactorSet to x. SymbolPreFactorSet contains the set
of variables that factors outside the symbol according to eq. (42), corre-
sponding to them being treated as rational numbers. The default value of
SymbolPreFactorSet is the empty set.
GetSymbolPreFactorSet returns the current value of SymbolPreFactorSet.
SetAllowNumbersInSymbols(x::truefalse) sets the value of the inter-
nal variable AllowNumbersInSymbols. That variable determines whether or
not rational numbers in the symbol tensor puts the tensor to zero or not,
as discussed around eq. (46). The default value, true, keeps the symbol
non-zero for such cases.
GetAllowNumbersInSymbols returns the current value of AllowNumbersInSymbols.
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4.5. Other features
The harmonic polylogarithm and Nielsen’s polylogarithm defined in eqs.
(8) and (9) are not analytically implemented as the remaining functions de-
fined in section 2.1. Yet, an interface to the numerics for those functions,
have been implemented as members of EvalfGeneralizedPolylog:
EvalfGeneralizedPolylog:-evaluate_HPL(a::list, x) is a numeri-
cal implementation of the harmonic polylogarithm as defined by eq. (8).
Each member of a has to belong to the set {0, 1,−1}, while x can be any com-
plex number. evaluate_HPL is merely an interface to EvalfGeneralizedPolylog.
EvalfGeneralizedPolylog:-evaluate_Nielsen(n, p, z) where n and
p are non-negative integers, and z is a general complex number, is a numer-
ical implementation of Nielsen’s polylogarithm as defined by eq. (9). It is
merely an interface to EvalfGeneralizedPolylog.
Integration of GeneralizedPolylog and MultiPolylog with the greater set of
tools for manipulation of functions in Maple (such as convert for converting
to equivalent functions, diff for differentiation, and integrate for integra-
tion) has not been performed at the time of writing. That does not mean,
however, that these features are unavailable - at least a part of that function-
ality is present as “hidden exports” of GeneralizedPolylog:-PolylogTools.
Conversion can be done using the functions ToMPL and ToGPL described in the
previous subsection, and derivatives of GPLs with respect to their indices,
are implemented as the function
GeneralizedPolylog:-PolylogTools:-diff_of_GPL(a, x, m) which returns
∂
∂am
G(ai, . . . , am, . . . , an; x)
as given by eqs. (34) to (37).
Final comments
These days, the ongoing research on Feynman integrals is focusing on
integrals that evaluate to functions beyond those described in this paper
such as iterated integrals over elliptic integrals. (For examples, see e.g. refs.
[25, 26, 27, 28, 29].) This means that many researchers consider the gener-
alized polylogarithms and related functions as a “trivial” or solved problem.
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Yet before a reliable implementation of that class of functions exists as a
part of those mathematical tools, such as Maple, that researchers use in
their daily work, this can not really be said to be the case, at least not in the
author’s opinion. And that is why the author hopes and believes that the
implementation described in this paper will prove itself to be a useful tool
for the physical and mathematical communities.
The Maple functions described in this paper were implemented by the
author, during an internship with Maplesoft from March to May 2017. Since
then the control over the code has been with Maplesoft and not with the
author. This means that any bug-reports or suggestions should be directed
to Maplesoft through standard channels, rather than to the author.
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