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Abstract
In this paper, we are concerned with the existence and multiplicity of symmetric positive solutions for
the following second-order three-point boundary value problem
u′′(t)+ a(t)f (t, u(t))= 0, 0 < t < 1,
u(t) = u(1 − t), u′(0)− u′(1) = u(1/2),
where a : (0,1) → [0,∞) is symmetric on (0,1) and maybe singular at t = 0 and t = 1, f : [0,1] ×
[0,∞) → [0,∞) is continuous and f (·, u) is symmetric on [0,1] for all u ∈ [0,∞). Growth conditions
are imposed on f which yield the existence of at least one or at least two positive solutions. Our proof
based on Krasnoselskii’s fixed point theorem in a cone.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we are concerned with the existence of symmetric positive solutions for the
following second-order three-point boundary value problem (BVP):
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u(t) = u(1 − t), u′(0) − u′(1) = u(1/2), (1.2)
where a : (0,1) → [0,∞) is symmetric on (0,1) and maybe singular at t = 0 and t = 1,
f : [0,1] × [0,∞) → [0,∞) is continuous and f (·, u) is symmetric on [0,1] for all u ∈ [0,∞).
The three-point boundary value problems for ordinary differential equations arise in a variety
of different areas of applied mathematics and physics. For instance, the vibrations of a guy wire
of uniform cross-section and composed of N parts of different densities can be set up as a multi-
point BVP (see [17]); also, many problems in the theory of elastic stability can be handled by
multi-point problems (see [19]). The existence and multiplicity of positive solutions for nonlinear
second-order three-point boundary value problem has been studied by many authors by applying
the Leray–Schauder continuation theorem, nonlinear alternative of Leray–Schauder, coincidence
degree theory, or Krasnoselskii’s fixed point theorem and so on. For example, see [2,4–6,8,9,
13–16,18,20] and references therein. Recently, Henderson and Thompson [7], Li and Zhang
[12] studied the multiple symmetric positive and nonnegative solutions of second-order ordinary
differential equations. Yao [21] considered the existence and iteration of n symmetric positive
solutions for a singular two-point boundary value problem. Very recently, Kosmatov [10,11] has
studied the existence of positive solution for an m-point boundary value problem. Motivated by
the papers mentioned above, in this paper, we study the existence of symmetric positive solutions
of the second-order three-point BVP (1.1), (1.2). To the best of the author’s knowledge there is
no such result involving this problem. In this paper, we intend to fill in such gaps in the literature.
We give some simple criteria for the existence and multiplicity of symmetric positive solutions
to the BVP (1.1), (1.2).
This paper contains three sections besides the Introduction. In Section 2, we present some
necessary definitions and preliminary lemmas that will be used to prove our main results. In
Section 3, we discuss the existence of at least one and at least two symmetric positive solutions
for the BVP (1.1), (1.2). Finally, we give some examples to illustrate our results in Section 4.
2. Preliminaries
In this section, we shall state some necessary definitions and preliminary results.
Definition 2.1. Let E be a real Banach space. A nonempty closed convex K ⊂ E is called a cone
if it satisfies the following two conditions:
(1) x ∈ K , λ > 0 implies λx ∈ K ;
(2) x ∈ K , −x ∈ K implies x = 0.
Definition 2.2. An operator is called completely continuous if it is continuous and maps bounded
sets into precompact sets.
Definition 2.3. The function w is said to be concave on [0,1], if
w
(
rt1 + (1 − r)t2
)
 rw(t1) + (1 − r)w(t2), r, t1, t2 ∈ [0,1].
Definition 2.4. The function w is said to be symmetric on [0,1], if
w(t) = w(1 − t), t ∈ [0,1].
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is symmetric and positive on [0,1] and satisfies the differential equation (1.1) with the boundary
value condition (1.2).
We shall consider the Banach space C[0,1] equipped with norm ‖u‖ = max0t1 |u(t)|.
Denote
C+[0,1] = {w ∈ C[0,1]: w(t) 0, t ∈ [0,1]}.
Lemma 2.1. Let y ∈ C[0,1] be symmetric on [0,1]. Then the three-point BVP
u′′ + y(t) = 0, 0 < t < 1, (2.1)
u(t) = u(1 − t), u′(0) − u′(1) = u(1/2), (2.2)
has a unique symmetric solution
u(t) =
1∫
0
G(t, s)y(s) ds, (2.3)
where G(t, s) = G1(t, s) + G2(s), here
G1(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1, G2(s) =
{1 − s/2, 0 s  1/2,
(1 + s)/2, 1/2 s  1.
Proof. From (2.1) we have
u′′(t) = −y(t).
For t ∈ [0,1], integrating from 0 to t we get
u′(t) = −
t∫
0
y(s) ds + B.
Since u′(t) = −u′(1 − t), we obtain that
−
t∫
0
y(s) ds +B =
1−t∫
0
y(s) ds − B,
which leads to
B = 1
2
t∫
0
y(s) ds + 1
2
1−t∫
0
y(s) ds = 1
2
t∫
0
y(s) ds + 1
2
t∫
1
y(1 − s) d(1 − s)
= 1
2
t∫
0
y(s) ds + 1
2
1∫
t
y(s) ds = 1
2
1∫
0
y(s) ds =
1∫
0
(1 − s)y(s) ds.
Integrating again we obtain
u(t) = −
t∫
(t − s)y(s) ds + t
1∫
(1 − s)y(s) ds +A.0 0
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u′(0) − u′(1) =
1∫
0
y(s) ds,
u(1/2) = −
1/2∫
0
(
1
2
− s
)
y(s) ds + 1
2
1∫
0
(1 − s)y(s) ds +A
and (2.2) we conclude that
A =
1∫
0
y(s) ds +
1/2∫
0
(
1
2
− s
)
y(s) ds − 1
2
1∫
0
(1 − s)y(s) ds
=
1/2∫
0
(
1 − s
2
)
y(s) ds + 1
2
1∫
1/2
(1 + s)y(s) ds.
Therefore, the three-point BVP (2.1), (2.2) has a unique symmetric solution
u(t) = −
t∫
0
(t − s)y(s) ds + t
1∫
0
(1 − s)y(s) ds
+
1/2∫
0
(
1 − s
2
)
y(s) ds + 1
2
1∫
1/2
(1 + s)y(s) ds
=
1∫
0
G1(t, s)y(s) ds +
1∫
0
G2(s)y(s) ds
=
1∫
0
G(t, s)y(s) ds,
where G(t, s) = G1(t, s) +G2(s), here
G1(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1, G2(s) =
{1 − s/2, 0 s  1/2,
(1 + s)/2, 1/2 s  1.
This completes the proof. 
Lemma 2.2. Let t, s ∈ [0,1]. Then
3
4
G(s, s)G(t, s)G(s, s).
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G(t, s) = G1(t, s) +G2(s)G2(s) = 1 − s2 =
1
4
(
1 − s
2
)
+ 3
4
(
1 − s
2
)
 s(1 − s)
(
1 − 1
4
)
+ 3
4
(
1 − s
2
)
= 3
4
[
G1(s, s) + G2(s)
]= 3
4
G(s, s).
In the same way we can conclude G(t, s)  34G(s, s) for any t ∈ [0,1] and s ∈ [ 12 ,1], thus the
first inequality holds. The second inequality is evident. This completes the proof. 
Lemma 2.3. Let y ∈ C+[0,1]. Then the unique symmetric solution u(t) of the BVP (2.1), (2.2)
is nonnegative on [0,1], and if y(t) 	≡ 0, then u(t) > 0, t ∈ [0,1].
Proof. Let y ∈ C+[0,1]. From the fact that u′′(t) = −y(t)  0, t ∈ [0,1], we know that the
graph of u(t) is concave on [0,1]. From (2.2) and (2.3) we have that
u(1) = u(0) =
1/2∫
0
(
1 − s
2
)
y(s) ds + 1
2
1∫
1/2
(1 + s)y(s) ds  0.
It follows that u(t) 0, t ∈ [0,1], and if y(t) 	≡ 0, then u(t) > 0, t ∈ [0,1]. 
Lemma 2.4. Let y ∈ C+[0,1]. Then the unique symmetric solution u(t) of the BVP (2.1), (2.2)
satisfies
min
t∈[0,1]u(t)
3
4
‖u‖. (2.4)
Proof. For any t ∈ [0,1], from (2.3) and Lemma 2.2 we have that
u(t) =
1∫
0
G(t, s)y(s) ds 
1∫
0
G(s, s)y(s) ds.
Therefore,
‖u‖
1∫
0
G(s, s)y(s) ds. (2.5)
On the other hand, for any t ∈ [0,1], by (2.4) and Lemma 2.2 we have that
u(t) =
1∫
0
G(t, s)y(s) ds 
1∫
0
3
4
G(s, s)y(s) ds = 3
4
1∫
0
G(s, s)y(s) ds. (2.6)
From (2.5) and (2.6) we know that (2.4) holds. 
We shall use the following assumptions:
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0 <
1∫
0
G(s, s)a(s) ds < +∞.
(A2) f : [0,1] × [0,∞) → [0,∞) is continuous and f (·, u) is symmetric on [0,1] for all
u ∈ [0,∞).
Define an integral operator T : E → E by
T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds, t ∈ [0,1]. (2.7)
It is easy to see that the BVP (1.1), (1.2) has a solution u = u(t) if and only if u is a fixed point
of the operator T defined by (2.7). Set
K =
{
w ∈ C+[0,1]: w(t) is symmetric, concave on [0,1] and min
0t1
w(t) 3
4
‖w‖
}
.
It is easy to see that K is a cone of nonnegative functions in C[0,1].
Lemma 2.5. Suppose that (A1) and (A2) hold, then T is completely continuous and T (K) ⊂ K .
Proof. (T u)′′(t) = −a(t)f (t, u(t)) 0 implies that T u is concave, thus from Lemmas 2.1, 2.3
and 2.4, we know that T (K) ⊂ K . Now we prove that the operator T is completely continuous.
For n 2 define an by
an(t) =
⎧⎨
⎩
inf0s1/n a(s), 0 < t  1/n,
a(t), 1/n t  1 − 1/n,
inf1−1/ns1 a(s), 1 − 1/n t  1,
and Tn :K → K by
Tnu(t) =
1∫
0
G(t, s)an(s)f
(
s, u(s)
)
ds.
Obviously, Tn is compact on K for any n  2 by an application of Ascoli–Arzela Theorem
[1] because G(t, s)an(s) is continuous on [0,1] × [0,1]. Denote BR = {u ∈ K: ‖u‖  R}. We
claim that Tn converges uniformly to T as n → ∞. In fact, let MR = max{f (s, x): (s, x) ∈
[0,1] × [0,R]} < ∞. Since 0 < ∫ 10 G(s, s)a(s) ds < +∞, by the absolute continuity of integral,
we have
lim
n→∞
∫
e(1/n)
G(s, s)a(s) ds = 0,
where e(1/n) = [0,1/n] ∪ [1 − 1/n,1]. So, for any t ∈ [0,1], fixed R > 0 and u ∈ BR ,
∣∣Tnu(t) − T u(t)∣∣=
∣∣∣∣∣
1∫ [
a(s) − an(s)
]
G(t, s)f
(
s, u(s)
)
ds
∣∣∣∣∣
0
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1∫
0
∣∣a(s) − an(s)∣∣G(t, s) ds
MR
∫
e(1/n)
a(s)G(s, s) ds → 0 (n → ∞),
where we have used assumptions (A1) and (A2) and the fact that G(t, s)  G(s, s) for t, s ∈
[0,1]. Hence the completely continuous operator Tn converges uniformly to T as n → ∞ on any
bounded subset of K , and therefore T is completely continuous. 
We shall use the following notations:
f0 = lim inf
x→+0 mint∈[0,1]
f (t, x)
x
, f∞ = lim inf
x→+∞ mint∈[0,1]
f (t, x)
x
,
f 0 = lim sup
x→+0
max
t∈[0,1]
f (t, x)
x
, f∞ = lim sup
x→+∞
max
t∈[0,1]
f (t, x)
x
,
and
Λ =
( 1∫
0
G(s, s)a(s) ds
)−1
.
To conclude this section, we state the Krasnoselskii’s fixed point theorem in cones (see [1,3])
which will be needed in this paper.
Theorem 2.1. Let E be Banach space and K ⊂ E be a cone in E. Assume Ω1 and Ω2 are open
subsets of E with 0 ∈ Ω1 and Ω1 ⊂ Ω2, T :K ∩ (Ω2 \ Ω1) → K is a completely continuous
operator such that
(A) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2; or
(B) ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω1, and ‖T u‖ ‖u‖, ∀u ∈ K ∩ ∂Ω2.
Then T has a fixed point in K ∩ (Ω2 \ Ω1).
3. Main results
In this section, we study the existence of symmetric positive solutions for the BVP (1.1), (1.2).
We obtain the following existence results.
Theorem 3.1. Assume that (A1) and (A2) hold. If the following condition is satisfied:
(D1) f0 > 169 Λ and f
∞ < Λ (particularly, f0 = ∞ and f∞ = 0),
then the BVP (1.1), (1.2) has at least one symmetric positive solution.
Proof. From f0 > 169 Λ we know that there exists r > 0 such that f (s, x) 
16
9 Λx for (s, x) ∈[0,1] × [0, r]. Let Ω1 = {u: u ∈ E, ‖u‖ < r}, then for u ∈ K ∩ ∂Ω1, we have that
Y. Sun / J. Math. Anal. Appl. 329 (2007) 998–1009 1005T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds
 16
9
Λ
1∫
0
G(t, s)a(s)u(s) ds
 16
9
Λ
1∫
0
3
4
G(s, s)a(s)
3
4
‖u‖ds = ‖u‖.
Therefore,
‖T u‖ ‖u‖, u ∈ K ∩ ∂Ω1. (3.1)
On the other hand, from f∞ < Λ we know that there exists R > 0 such that f (s, x)  Λx
for (s, x) ∈ [0,1] × (R,∞). Let R > max{r, 43R}, and Ω2 = {u: u ∈ E, ‖u‖ < R}. Then, for
u ∈ K ∩ ∂Ω2, we have u(s) 34‖u‖ = 34R > R, which implies f (u(s))Λu(s) for s ∈ [0,1].
Thus
T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds

1∫
0
G(t, s)a(s)Λu(s) ds
Λ
1∫
0
G(s, s)a(s) ds‖u‖ = ‖u‖.
Hence we have
‖T u‖ ‖u‖, u ∈ K ∩ ∂Ω2. (3.2)
Therefore, from (3.1), (3.2) and Theorem 2.1, it follows that T has a fixed point u∗ ∈ K ∩
(Ω2 \ Ω1). So, u∗ is a symmetric positive solution of the BVP (1.1), (1.2). 
In the same way, we have the following result.
Theorem 3.2. Assume that (A1) and (A2) hold. If the following condition is satisfied:
(D2) f 0 < Λ and f∞ > 169 Λ (particularly, f 0 = 0 and f∞ = ∞),
then the BVP (1.1), (1.2) has at least one symmetric positive solution.
Theorem 3.3. Assume that (A1) and (A2) hold. In addition, suppose that
(D3) f0 > 16Λ and f∞ > 16Λ (particularly, f0 = f∞ = ∞),9 9
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f (t, x)Λρ1, (t, x) ∈ [0,1] ×
[
3
4
ρ1, ρ1
]
.
Then the BVP (1.1), (1.2) has at least two symmetric positive solutions u1 and u2 such that
0 < ‖u1‖ < ρ1 < ‖u2‖.
Proof. At first, in view of f0 > 169 Λ, there exists r ∈ (0, ρ1) such that
f (s, x) 16
9
Λx, (s, x) ∈ [0,1] × [0, r].
Set Ωr = {u: u ∈ E, ‖u‖ < r}. Then for u ∈ K ∩ ∂Ωr , we have
T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds

1∫
0
G(t, s)a(s)
16
9
Λu(s) ds
 16
9
Λ
1∫
0
3
4
G(s, s)a(s)
3
4
‖u‖ds = ‖u‖,
which implies
‖T u‖ ‖u‖, u ∈ K ∩ ∂Ωr . (3.3)
Next, since f∞ > 169 Λ, there exists R ∈ (ρ1,∞) such that
f (s, x) 16
9
Λx, (s, x) ∈ [0,1] ×
[
3
4
R,∞
)
.
Set ΩR = {u: u ∈ E, ‖u‖ < R}. For u ∈ K , from Lemma 2.4 we know u(t) 34‖u‖. Therefore,
for u ∈ K ∩∂ΩR , we have u(s) ∈ [ 34R,R], s ∈ [0,1], which implies f (s,u(s)) 169 Λu(s). Thus
T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds

1∫
0
G(t, s)a(s)
16
9
Λu(s) ds
 16
9
Λ
1∫
0
3
4
G(s, s)a(s)
3
4
‖u‖ds = ‖u‖,
which implies
‖T u‖ ‖u‖, u ∈ K ∩ ∂ΩR. (3.4)
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s ∈ [0,1]. Thus, from (2.7) and (D4) we obtain
T u(t) =
1∫
0
G(t, s)a(s)f
(
s, u(s)
)
ds

1∫
0
G(t, s)a(s)Λu(s) ds
Λ
1∫
0
G(s, s)a(s)‖u‖ds = ‖u‖,
which yields
‖T u‖ ‖u‖, u ∈ K ∩ ∂Ωρ1 . (3.5)
Hence, since r < ρ1 < R, from (3.3)–(3.5), it follows from Theorem 2.1 that T has a fixed
point u1 ∈ K ∩ (Ωρ1 \Ωr), and a fixed point u2 ∈ K ∩ (ΩR \Ωρ1). Both are symmetric positive
solutions of the BVP (1.1), (1.2). 
In a similar way, we can get the following result.
Theorem 3.4. Assume that (A1) and (A2) hold. If the following conditions are satisfied:
(D5) f 0 < Λ and f∞ < Λ (particularly, f 0 = f∞ = 0),
(D6) there exists a constant ρ2 such that
f (t, x) 16
9
Λρ2, (s, x) ∈ [0,1] ×
[
3
4
ρ2, ρ2
]
,
then the BVP (1.1), (1.2) has at least two symmetric positive solutions u1 and u2 such that
0 < ‖u1‖ < ρ2 < ‖u2‖.
4. Examples
In this section, we provide some examples to illustrate the results established in Section 3.
Example 4.1. Consider the three-point BVP
u′′ + 16
25
min{t,1 − t}
(
5u+ 6(1 + t (1 − t))u
1 + u2
)
= 0, 0 < t < 1, (4.1)
u(t) = u(1 − t), u′(0) − u′(1) = u(1/2). (4.2)
Set a(t) = 1625 min{t,1 − t}, f (t, u) = 5u+ 6(1+t (1−t))u1+u2 , then Λ = 6. Since f0 = 11 ∈ ( 169 Λ,∞),
f∞ = 5 ∈ [0,Λ), thus the condition (D1) holds. Hence, by Theorem 3.1, the BVP (4.1), (4.2)
has at least one symmetric positive solution.
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u′′ + 44ue
2u
25((1 + t (1 − t))eu + e2u) = 0, 0 < t < 1, (4.3)
u(t) = u(1 − t), u′(0) − u′(1) = u(1/2). (4.4)
Set a(t) = 425 , f (t, u) = 11ue
2u
(1+t (1−t))eu+e2u . A direct computation shows Λ = 6. Since f 0 = 5.5 ∈
[0,Λ), f∞ = 11 ∈ ( 169 Λ,∞), thus the condition (D2) holds. Hence, by Theorem 3.2, the BVP(4.3), (4.4) has at least one symmetric positive solution.
Example 4.3. Consider the three-point BVP
u′′ + 1
2
t (1 − t)[(1 + |2t − 1|)√u + (1 + (2t − 1)2)u2]= 0, 0 < t < 1, (4.5)
u(t) = u(1 − t), u′(0) − u′(1) = u(1/2). (4.6)
Set a(t) = t (1− t), f (t, u) = 12 [(1+|2t − 1|)
√
u+ (1+ (2t − 1)2)u2], then f0 = f∞ = ∞, thus
the condition (D3) holds. Furthermore, a direct computation shows Λ = 960197 . Let ρ1 = 4, then for
(t, x) ∈ [0,1]× [ 34ρ1, ρ1], we have f (t, x) f (1, ρ1) = 18 < 960197 × 4 = Λρ1, which implies the
condition (D4) holds. Hence, by Theorem 3.3, the BVP (4.5), (4.6) has at least two symmetric
positive solutions u1 and u2 such that 0 < ‖u1‖ < 4 < ‖u2‖.
Example 4.4. Consider the three-point BVP
u′′ + 48
225
(
1 + min{t,1 − t})u2e8−u = 0, 0 < t < 1, (4.7)
u(t) = u(1 − t), u′(0) − u′(1) = u(1/2). (4.8)
Set a(t) = 48225e8, f (t, u) = (1+min{t,1− t})u2e−u, then f 0 = f∞ = 0, thus the condition (D5)
holds. Furthermore, a direct computation shows Λ = 92e−8. Let ρ2 = 8, then for (t, x) ∈ [0,1] ×
[ 34ρ2, ρ2], we have f (t, x)  f (0, ρ2) = 64e−8 = 169 × 92e−8 × 8 = 169 Λρ2, which implies the
condition (D6) holds. Hence, by Theorem 3.4, the BVP (4.7), (4.8) has at least two symmetric
positive solutions u1 and u2 such that 0 < ‖u1‖ < 8 < ‖u2‖.
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