Abstract-Interference and collisions greatly limit the throughput of mesh networks that use contention-based MAC protocols such as IEEE 802.11. Significantly higher throughput is achievable if transmissions are scheduled. However, traditional methods to compute optimal schedules are computationally intractable (unless co-channel interference is neglected). This paper presents a practical technique to compute optimal schedules. The resulting algorithm searches for a low-dimensional optimization problem that has the same solution as the full problem. Such a low-dimensional problem is shown to always exist. The resulting algorithm converges arithmetically fast or geometrically fast, depending on whether the objective is to maximize the proportional fair throughput or to maximize the minimum throughput, where the minimum is over all flows in the network. At each iteration of the algorithm, a graph-theoretic optimization known as the maximum weighted independent set (MWIS) problem must be solved. While the general MWIS problem is NP-hard in the worst case, we find that the MWIS can be solved efficiently. Specifically, computational experiments on over 17 000 topologies indicate that the ratio of the time to solve the MWIS and the mean degree of the conflict graph grows polynomially with the number of nodes.
I. INTRODUCTION

I
EEE 802.11-based mesh networks are being deployed or planning to be deployed in over 300 cities [1] . One motivation for 802.11-based mesh networks is that mesh routers can be densely deployed with relatively low cost. A dense deployment of routers results in the typical mobile user being close to at least one router, allowing high-data-rate communication between the user and the router. However, a dense distribution of routers also results in significant interference. Due to the poor performance of CSMA/CA in environments with high interference, it is unclear if 802.11 with CSMA/CA will provide sufficient data rates for future mobile applications. An alternative to CSMA/CA is to schedule some fraction of the transmissions.
Achieving high throughput in the face of interference has been an active area of research for at least 25 years [2] . However, nearly 20 years ago it was shown that computing optimal schedules is potentially NP-hard [3] . On the other hand, it has never been shown that the cases where the throughput maximization is NP-hard actually arise in wireless networks. Notably, it has been proved that if there is no co-channel interference, then optimal schedules can be computed in polynomial time [4] . Co-channel interference arises when two nodes transmit simultaneously and, due to the interference, impede the ability of the receivers to correctly decode the messages. Under the assumption that co-channel interference does not arise, tremendous progress has been made (e.g., [4] - [9] ). Unfortunately, with the dense deployment of mesh routers, co-channel interference is expected to be significant. Moreover, schedules generated under the assumption that co-channel interference does not arise, tend to perform quite poorly when there is co-channel interference (e.g., [10] ). This paper presents practical techniques for computing optimal schedules even when co-channel interference exists. The ability to compute the schedules of a 2048-node network densely covering downtown Chicago, IL, is demonstrated. There are two key theoretical results that underpin this approach.
• Letting be the number of links in the network, a bruteforce approach requires optimization over a space with elements. However, the optimal solution requires no more than elements. If these special elements were somehow known in advance, then the optimization could be performed over a space with elements, and the result would be identical to the one found by optimizing over the space of all elements.
• From a solution of the optimization problem over an arbitrary set of elements, we have either of the following: -A new set of elements can be found that will improve the solution, which, in turn, leads to a better set of elements, and so on. -If no set of better elements exists, then the current set of elements is optimal. These observations lead to an algorithm that converges either arithmetically or geometrically, when the objective is to maximize the proportionally fair throughput or the minimum throughput, respectively. However, at each iteration, a graph-theoretic problem known as the maximum weighted independent set (MWIS) problem must be solved. The MWIS problem on general graphs is NP-hard. However, as mentioned, the MWIS problem is not necessarily NP-hard on graphs associated with scheduling on wireless networks [11] . This paper demonstrates that the MWIS problem can be solved in about 1 s for a practical network with 2048 nodes.
The remainder of this paper proceeds as follows. In Section II, the system model, notation, and problem definition are given.
Optimal scheduling is discussed in Section III. Results from numerical experiments are presented in Section IV. Concluding remarks are given in Section V. All proofs can be found in the Appendix.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A router-to-router flow is denoted by , with denoting the set of all such flows. To improve presentation, it is assumed that all flows use a single path. However, the extension to multipath is straightforward. The data rate of flow is denoted , and the path followed by flow is denoted . The set of all considered paths is . Using this notation, the total data rate sent over link is , where is the set of flows that cross link . All links are directional.
We define an assignment to be a vector , where there are links in the network and where with implying that link is active during assignment . It is possible to extend this approach to accommodate links with multiple bit rates and multiple transmit powers. The set of considered assignments is denoted by , while the set of all assignments is denoted by . In this simple case where , has assignments. The size of is the main challenge facing optimal scheduling. Thus, typically, we only consider a subset of all assignments, i.e., . The data rate across link during assignment is denoted by . In general, is a complicated function. However, here a simple binary relationship is used to define . Specifically if and for all otherwise (1) where is a set of links that conflict with , i.e., if simultaneous transmissions over and are not possible. is the nominal data rate over link . Evaluation of techniques to select the nominal data rate for a link is outside the scope of this paper. For this paper, let be the maximum data rate that the signal-to-noise ratio (SNR) across link can support. Note that this definition of neglects the possibility of transmission errors due to the aggregate interference from several links not in . However, as discussed in Section III-F, such problems can easily be addressed. All computations in this paper use this technique, and hence the computed throughputs account for multiple interferers. This definition of also neglects the possibility that can take intermediate values between and 0. For example, in the face of moderate interference, retransmissions will result in an effective data rate that is below . With a slight modification, this behavior can be supported by employing a multivalued definition of . Future work will investigate such modifications.
The set of conflicting links, , depends on the communication model. Arguably, the signal-to-interference-plus-noise ratio (SINR) protocol communication model is the most relevant and is the model used in this paper. Let be the SINR at the receiver of link when link is also active. That is, , where is the strength of the signal transmitted from the transmitter of link to the receiver of link , is the strength of the signal transmitted from the transmitter of link to the receiver of link , where is the vector of flow rates. The function is referred to as the throughput metric. Several different throughput metrics are possible. In some cases, the throughput metric is the network utility , where is the utility function for flow . Popular utility functions include [13] - [15] and [16] , where is the administrative weight. Another widely used throughput metric is [17] . This paper specifically focuses on the cases when and . In the case that , the objective function is continuously differentiable, concave, and increasing. The solvability of such problems is detailed in [18] . If , then (2) can be written as a linear programming problem, which is extensively studied in [19] .
In theory, (2) is solvable. However, there is a significant computational challenge in that if is the set of all assignments, then the vector has elements. Thus, the size of the space over which the optimization is performed must be reduced. This idea of considering a reduced space was considered in [17] and [20] , however the space was constructed arbitrarily. In this paper, the space is constructed so that the throughput found by optimizing over the reduced space is the same throughput found by optimizing over the entire space.
III. OPTIMAL SCHEDULING
A. Introduction
The objective of this section is to compute optimal schedules by optimizing over a set of considered assignments . The key questions are the following. 1) Is it possible to reduce the size of without impacting the solution? 2) If so, how can the set of considered assignments be constructed so that the value of (2) with the reduced-size is the same or near to the value when ? The answer to the first question is provided next, and Sections III-B through III-F focus on the second question.
Theorem 1: There exists with at most assignments such that the solution to (2) is the same as the solution to (2) when .
The full proof of this theorem is in Appendix A. The result, which follows from Caratheodory's Theorem (e.g., [18, Theorem B.6] ), implies that the optimal schedule can be found by considering a set that is relatively small.
B. Basics
It is well known that Lagrange multiplier theory can be applied to (2) (e.g., see [18] ). Specifically, associated with each link constraint (2b) is a Lagrange multiplier denoted by , with being the vector of such multipliers. Similarly, associated with the constraint (2c) is a Lagrange multiplier denoted by . Employing the economic interpretation of Lagrange multipliers, can be interpreted as the price/bit of sending data over links , or from the network's point of view, is the revenue that is collected for each bit that crosses link . Under this interpretation, the revenue generated by assignment is
The multiplier can be interpreted as the maximum revenue generated by any assignment in . Specifically, we have the following theorem.
Theorem 2: Let or , let be the Lagrange multiplier associated with constraint (2b), and let be the Lagrange multiplier associated with constraint (2c). Then The proof of this proposition is in Appendix A. Typically, there are many assignments in that generate revenue . The set of such assignments is referred to as the set of active assignments and is denoted , i.e., (4) From Theorem 1, the optimal schedule multiplexes between a set of no more than assignments. These assignments are contained in the set . Theorem 3: If , then . The proof of this proposition is in Appendix A. Since the revenue generated by active assignments is , the optimal schedule also generates revenue . Specifically, let be the optimal data rate across link , that is (5) where specifies the optimal schedule. Then, it can easily be shown that
C. Evaluating Candidate Assignments
A brute-force approach to construct a good set of assignments is to start with an arbitrary set of assignments , select an assignment , and evaluate the resulting throughput with the set of assignments . However, this approach is computationally complex in that (2) must be repeatedly solved. Furthermore, it is not clear if the utility of is only apparent when it is added to along with a particular set of other assignments. Alternatively, the question of whether an assignment will increase the throughput when the set of considered assignments is changed from to is answered by the following theorem.
Theorem 4: For the set of assignments , let and be the Lagrange multipliers associated with constraints (2b) and (2c) when (2) is solved with this . Now, consider an assignment . The throughput provided by is greater than that provided by if and only if (6) Corollary 5: If Lagrange multipliers that result from optimizing over are such that there does not exist an assignment that satisfies (6) , then the schedule found by optimizing over is optimal.
The proof of Theorem 4 is in Appendix A. Theorem 4 provides the main tool for constructing a good set of assignments. Invoking an economic interpretation of the Lagrange multipliers, Theorem 4 implies that an assignment will increase the utility if it generates more revenue per second than any other assignments in the set .
D. Algorithm to Maximize the Throughput
Based on Theorem 4, Algorithm 1 can be used to iteratively add assignments to such that the added assignment satisfies (6) . The intuition behind this algorithm is to compute the values of the Lagrange multipliers by solving (2) with , where is the set of assignments at the th iteration. With these multipliers, a new assignment is found that satisfies (6) . If no such assignment exists, then Corollary 5 implies that the schedule is optimal. If an assignment that satisfies (6) is found, then we set to the union of and this newly found assignment. With this new set of assignments, (2) is resolved and an improvement of the resulting throughput is guaranteed by Theorem 4. This process is repeated until no new assignments can be found (in which case the optimal schedule has been found) or until the current solution is close enough to optimal.
The first step of Algorithm 1 requires an initial set of assignments,
. This initial set of assignments must result in a solution to (2) where the flow rates are nonzero. The initial set of assignments can be found using a greedy approach given by Algorithm 2. We note that a wide range of techniques could be employed to select . An examination of the performance of these various techniques is left for future work.
The following indicates the convergence of Algorithm 1. Theorem 6: Let be the sequence of solutions given by Algorithm 1 with . Then, , the optimal solution of (2) when . The condition that has an empty null space is satisfied if no link has the exact same set of flows crossing it. In the case that the same set of flows do cross two different links, it is often the case that only one of these links will be a bottleneck, and hence will be zero for the nonbottleneck link. Under this restriction, it is straightforward to show that the conclusion of Theorem 8 holds.
Theorem 9:
Suppose that Algorithm 1 terminates after iterations with . If , then , whereas if , then . This theorem is proved in Appendix C. In our computational experiments, we found that Algorithm 1 suffers from numerical issues that reduce the rate of convergence when and are large. It appears that solving (2) when is the source of these numerical problems. Thus, when is large and , we recommend . Specifically, when , we have found that works well, but for , we use . It is hoped that improvements in solving (2) for large will allow smaller values of .
E. Finding New Assignments
Algorithm 1 changes the challenge of solving (2) over a large set of assignments to the challenge of finding assignments that solve (6) . More specifically, Algorithm 1 requires solving (8) As will be shown next, solving this maximization is equivalent to finding the maximum weighted independent set of the weighted conflict graph.
The utility of the conflict graph for finding schedules has been demonstrated in several previous works (e.g., [3] and [17] ). The conflict graph is constructed as follows. Each link in the network induces a vertex in the conflict graph. Thus, a link in the network is associated with a vertex in the conflict graph; this vertex is denoted with , where whether refers to a link in the network or a vertex in the conflict graph is clear from the context. There is an edge between vertices and if , where, as discussed in Section II, and links in cannot be active simultaneously. The weighted conflict graph is constructed by assigning the weight to vertex , where is the nominal data rate across link and is the Lagrange multiplier associated with constraint (2b).
An independent set of a graph is a set of vertices where no two vertices in the set are neighbors. Letting be an independent set, the weight of is the sum of the weights of the vertices in . Thus, an independent set of the conflict graph is a set of links that are not in conflict and hence able to be active simultaneously. Therefore, if is an independent set and is the assignment generated by via iff , then under assignment , the data rate across link is . Furthermore, the weight of is . By (1), . Thus, the goal of solving (8) is the same as finding the MWIS.
Unfortunately, for general graphs, finding the MWIS is NP-hard. On the other hand, the MWIS problem has been extensively studied. For example, it is known to be solvable in polynomial time for many classes of networks including perfect graphs [21] , interval graphs (which arise when a wireless network is confined to a road) [21] , disk graphs [22] , claw-free graphs [23] , fork-free graphs [24] , trees [25] , sparse random graphs [26] , and circle graphs [27] . Moreover, there has been extensive work on approximating the MWIS (see [28] for a review), and specialized algorithms have been developed for exactly computing the MWIS [29] - [32] . However, after evaluating several alternative approaches, we have found the MWIS can be quickly computed with a generic integer linear programming (ILP) solver. The MWIS problem can be formulated as an ILP via (9) subject to if (10) In large networks, there are many constraints (10) . The computation time can be dramatically improved if a clique 1 decomposition is used, where we define a clique decomposition to be a set of cliques such that if , then there is a clique such that and . Then, (9) becomes subject to for (11) While an optimal clique decomposition might further improve the computation time, we have found that a simple greedy clique decomposition results in a factor-of-10 improvement over (9) . Remark: This paper focuses on the SINR binary-conflict communication model. If co-channel interference does not arise, then the node exclusive model can be used, in which case the MWIS problem reduces to a maximum weighted matching (WMM) problem [21] . However, since the node exclusive model neglects co-channel interference, the schedules produced under this model perform poorly when applied to actual networks where co-channel interference exists [10] .
F. Correcting Multi-Conflicts
The model (1) is a binary model in that it only considers conflicts between two links. However, conflicts between more than two links can occur. For example, it is possible that , , and . Thus, according to the binary conflict model, links , , and can be simultaneously active. However, it is possible that the combined interference from and is strong enough that transmissions across link fail with high probability. In this case, we say that the links , 1 A clique is a set of vertices where there is an edge between each vertex in the set.
, and form a multi-conflict. Schedules that use assignments that contain multi-conflicts will have low throughput when deployed. Thus, such assignments should be removed from consideration. It should be emphasized that multi-conflicts cannot exist in the optimal schedule. Thus, removing them from consideration does not impact the optimality of the solution. More specifically, removing multi-conflicts as described below results in optimal throughput under communication models where binary and multi-conflicts can arise. Note that employing the conflict graph and (9) removes all binary conflicts from consideration, and hence new assignments will never have binary conflicts. In contrast, as described next, we only remove multi-conflicts from consideration as they arise. Nonetheless, the assignments generated do not have multi-conflicts.
Let be an assignment found by solving (8) . has a multi-conflict if there is a link with and links with and (12) This multi-conflict is defined by the set . An assignment that maximizes (8) and yet does not contain this multi-conflict can be found by solving subject to for (13) where is the number of links in the set . Note that the added constraint ensures that not all links in the multi-conflcit defined by are simulatianiously active, but the constraint does not preclude any proper subset of the links in from being active. Solving (13) will result in another assignment. If this assignment also has a multi-conflict, then the above problem is further modified. Thus, after multi-conflicts are found, new assignments are found by solving subject to for for (14) where is the th multi-conflict. Note that each time a multi-conflict is found, (14) must be resolved. Thus, a large number of multi-conflicts can result in significant computation. Section IV finds that only a small number of multi-conflicts arise when forming schedules in practical mesh networks. Also, note that it is important that the initial set of assignments constructed with Algorithm 2 is free from multi-conflicts.
IV. NUMERICAL EXPERIMENTS IN OPTIMAL SCHEDULING
A. Experimental Setup
As discussed, determining the optimal throughput has a theoretical worst-case computational complexity that makes computing throughput impractical for even small networks. However, there are many important examples where the theoretical worst-case complexity is dramatically different from the typical computational complexity. For example, it is well known that in the worst case, the simplex algorithm for solving linear programming has exponential complexity [33] . On the other hand, there is an abundance of evidence that, in practice, the computational complexity of the simplex algorithm is , where is the number of constraints and is the number of variables [19] . Moreover, despite the fact that interior point methods have polynomial worst-case performance, state-of-the-art solvers such as CPLEX [34] and XPress [35] use the simplex method. In the case of the SAT problem, which is NP-complete in general, several researchers have developed algorithms that can quickly solve randomly generated problems [36] - [39] . However, it has been found that the distribution of the problems plays an important role in the average complexity of the SAT problem [40] .
Thus, it is imperative that the computational complexity of the algorithms proposed here are examined on realistic mesh networks. To this end, the UDel Models [12] were employed. The UDel Models propagation simulator is based on ray tracing and accounts for reflections off the ground and off buildings, transmission through building walls, and diffraction around and over buildings [41] . It also accounts for the impact that different building materials have on reflections off walls and transmission through walls. As a comparison, we also consider the two-ray propagation model and the two-ray with log-normal shadowing propagation models. In the two-ray models, the antenna height was set to 1.5 m and the standard deviation of the lognormal shadowing was 4 dB [42] .
In the urban area, random topologies were based on 500 lamppost-mounted nodes that were distributed along the streets of a model of a 2-km region of downtown Chicago, as well as 6500 nodes that were distributed in the buildings within the modeled region in such a way to provide uniform coverage of each floor. In the case of the two-ray and two-ray with shadowing models, 5000 nodes were distributed in a square 15-km region. From these initial sets of nodes, subsets of nodes were selected to construct random topologies. Beyond the propagation model, four parameters are used to parameterize the topology generation, namely the number of nodes, the target bit rates, the maximum number of neighbors, and the number of nodes per gateway (e.g., one gateway per 16 nodes). The target bit rate corresponds to a specific received signal strength. Let be the minimum required received signal strength to decode, with high probability, a 1000-B transmission at data rate . Then, using 802.11g's coding and modulation, typical values of minimum are dBm dBm dBm dBm dBm dBm dBm Fig. 1 . Complementary cumulative distribution function (ccdf) of degree of the vertices in any conflict graph generated, the ccdf of the average degree of the conflict graphs generated, and the cdf of the diameters of the conflict graphs generated.
where the data rates are in megabits per second. We say that two nodes are neighbors if the propagation model results in a received signal strength that is above . Note that a node might interfere with other nodes besides its neighbors.
The nodes in the topology are selected as follows. Let denote the set of nodes in the topology. Initially, is a single node selected at random. Then, a node is selected at random among all the nodes that satisfy the following: 1) the node has between 1 and neighbors in ; and 2) adding the node to will not make any node in have more than neighbors in . If no such node exists, then the process is restarted. If a suitable node does exist, the process continues until has elements. The gateways were selected to minimize the maximum number of hops from a node to its nearest gateway. The routing was based on the solution of a max-flow interference-aware problem similar to the approach taken in [6] . The routes are constructed so that each node receives data from exactly one gateway, hence the topology is a forest. See [11] for details on this topology generation scheme.
With this approach, 17 052 topologies were generated with , , , nodes per GW and for each of the three propagation models. Note that topologies were not generated for all combinations of parameters, but for each combination of parameters used to generate a topology, at least 40 topology samples were generated.
While the networks generated are forests (each gateway is the root of a tree), the conflicts graphs are considerably more complicated and, to the best of our knowledge, this topology generation process does not impose any graph structure that makes the optimal scheduling problem especially easy, besides structures that might arise in practical networks. For example, as mentioned in Section III-E, many classes of graphs permit solving the maximum independent set problem with polynomial complexity. However, we have found chordless cycles of length five exist in all conflict graphs generated, hence the conflict graphs are not perfect graphs. Moreover, we have found that the conflict graphs are not claw-free, fork-free, nor chair-free. There has been some progress on developing polynomial algorithms for graphs that have diameter less than five and do not have certain subgraphs [43] , [44] . However, as shown in Fig. 1 , the diameters of the conflict graphs generated vary over a wide range. Fig. 1 also shows the distribution of degree and the distribution of the average degree of the conflict graphs generated. Thus, we conclude that the networks are not sparse and yet particularly dense.
On random graphs where the probability of an edge between any two vertices is 1/2, there exists an algorithm with an average complexity of [45] . We explore the "randomness" of the conflict graphs as follows. Letting be the eigenvalues of the normalized Laplacian of the conflict graph, can be used to compute a bound on the discrepancy of the graph, in the sense that the discrepancy goes to zero only when goes to zero, where, in all cases,
. Roughly speaking, a small discrepancy indicates that the graph resembles a random graph (see [46] and [47] for details). Fig. 2 shows that is large, indicating that the graph is not random, and becomes "less random" as the number of nodes increases. This conclusion is reasonable since random graphs allow edges between any vertices, but in conflict graphs, only vertices corresponding to nearby links can be neighbors. Finally, Fig. 2 shows the number of spanning trees as computed with Kirchhoff's theorem [48] . Note that a tree has exactly one spanning tree, however these conflict graphs have very large number of spanning trees. For comparison, Fig. 2 also shows the number of spanning tress for complete graphs, (i.e., balanced bipartite graphs), and hypercube graphs. As can be observed, the number of spanning trees in the conflict graphs generated for this study are below the number of spanning trees in complete or balanced bipartite graphs, but greater than those in hypercube graphs. While this analysis does not indicate that the conflict graphs do not have any special structure, they do rule out simple structures such as trees and cycle graphs. Fig. 3 shows how, in the 1024-node (992-link) topology, the throughput increases as more assignments are added. The point of maximum throughput occurs when the solution to the ILP (11) does not satisfy (6) or the stopping condition specified in Algorithm 1 is met. Thus, in this case, Algorithm 1 stopped after 186 iterations when the throughput metric was , and after 191 iterations when the throughput metric was . When , the stopping condition used , Fig. 3 . Variation in the computed capacity as assignments are added. In (a), the capacity is the total utility, i.e., log(f ). In (b), the capacity is min f . These plots are for a 1024-node (992-link) topology. while for the case of , we used . Note that since the objective functions are different, the values of should not be compared.
B. Results From Numerical Experiments 1) Number of Iterations Until Algorithm 1 Stops:
As can be observed, the number of iterations is approximately the same for both objective functions. Fig. 4 explores this behavior in more detail and shows the average number of iterations over 40 topology samples, where each sample was generated with parameters Mb/s, , and nodes per GW. Again, the number of iterations is approximately the same for both objective functions. Moreover, since the log-log scale is used, Fig. 4 indicates the number of iterations increases polynomially with the number of links. Note that Fig. 4 only shows the case of for topologies up to 1024 nodes. Due to numerical difficulties, we were not able to solve (2) for 2048 nodes even for a small number of assignments. Thus, we conclude that when , the computational bottleneck is not finding new assignments, but solving the basic nonlinear optimization (2) .
Note that only one assignment is added at each iteration. Thus, the maximum number of elements in is the number of assignments found in Algorithm 2 plus the number of iterations required by Algorithm 1. Hence, we have achieved the goal of determining the solution to (2) for by computing the solution to (2) for a small set . Note that the complexity of solving linear and nonlinear optimization problems for a small 2 set of variables is well known, and hence the complexity of solving (2) is not investigated here.
2) Time to Compute a MWIS: While Algorithm 1 converges either geometrically or arithmetically, each iteration requires solving (14) , which has complexity that is no less than the complexity of solving a MWIS problem. As mentioned, in the worst case, the MWIS is NP-hard. In order to explore the computational complexity in practical networks, Fig. 5 shows versus the number of nodes in the network, where is the time to compute the MWIS, is initialization time (e.g., time to load the solver), and is the average degree of the conflict graph. Fig. 5 shows this relationship for a wide range of networks discussed in Section IV-A. Specifically, Mb/s, nodes per GW, , and three propagation models. The behavior for other target bit rates and numbers of gateways is similar. Fig. 5 shows 104 points, representing 104 different types of topologies. For each type of topology, at least 40 samples were used. In total, Fig. 5 is based on computing optimal schedules to 5000 topologies. Fig. 5 clearly indicates that the MWIS problem that arises in these models of mesh networks can be quickly solved. In fact, Fig. 5 indicates that increases polynomially in the number of nodes. Curve fitting indicates that the ratio increases like , where . However, it also appears that slightly depends on the propagation model. We have found a similarly small dependency on the number of gateways. Note that also has a significant impact on computation time. Fig. 6 shows the relationship between and the number of nodes for different values of . As can be observed, is highly dependent on the topology. It should be noted that the computation times shown in Fig. 5 were found with a PC with two 3.0-GHz Intel quadcore processors with 16 GB RAM. However, each computation only used a single core. Also, CPLEX v10 was used; other integer linear programming solvers may give dramatically different results.
3) Number of Multi-Conflicts: As mentioned in Section III-F, in order for the throughput found by solving (2) to match the actual throughput when the schedule is deployed, the assignments used in the schedule must not have any multi-conflicts. The scheme discussed in Section III-F can be used to remove the multi-conflicts. However, each time a multi-conflict is detected and removed, an ILP problem (14) must be solved, increasing the overall computation time. Fig. 7 shows the average number of multi-conflicts found (and removed) for various sizes of networks. Roughly, the number of multi-conflicts grows with the number of nodes and the number of gateways. Comparing Fig. 7 to Fig. 4 , we observe that the number of multi-conflicts is much smaller than the total number of iterations. On the other hand, failing to remove multi-conflicts can severely impact the throughput when the schedule is deployed.
V. CONCLUSION
This paper presented practical techniques for computing optimal schedules in multihop wireless networks even when co-channel interference arises. The scheme presented iteratively improves the schedule and convergence geometrically fast if the objective is to maximize the minimum throughput and arithmetically fast if the objective is to maximize the sum of the log of the throughputs. One drawback of the approach is that it requires solving a maximum weighed independent set (MWIS) problem, which in the worst case is NP-hard. However, we find that in over 17 000 networks studied here, the MWIS problem can be solved quickly. As a result, we found that these algorithms can compute optimal schedules within a few minutes for networks with 2048 nodes and within a few seconds for networks with 128 nodes.
APPENDIX A PROOFS OF THEOREMS 1-4
The proofs here are based on the throughput metric . Thus, to simplify the notation, only singlepath routing is considered. The extension to multipath and other throughput metrics is straightforward.
Proof [Proof of Theorem 1]:
The optimal average data rate over each link is a convex sum of the links rates from different assignments, that is, the optimal bit rate over link is , where defines the optimal schedule. In other words, the set of feasible link bit rates is a convex set where the extreme points are some of the rows of . Obviously, the vector of optimal link rates is the vector , the space of vectors with elements, where is the row vector of bit rates across each link when assignment is active. Due to Caratheodory's Theorem (e.g., [18, Theorem B.6] ), a point within a convex hull in is specified by at most extreme points. That is, there exists a set, with elements such that where might be different set of weights from . Hence, the optimal link bit rates found by optimizing over , the set of all possible assignments, can be achieved by only using the set of assignments . Thus, the resulting utility is unchanged when is used as opposed to . Now, it is shown that can be selected so that has less than elements. Suppose otherwise, that is, has exactly elements, and is the smallest set such that the optimal schedule is in , the convex hull of . Since the faces of are defined by no more than extreme points, the assumption that the optimal bit rates cannot be specified by points implies that the optimal bit rates must be in the interior of . That is, there is an open set that contains the optimal point, and this open set is in the interior of . For example, letting be the vector of optimal bit rates, the vector is also in the interior of , where is small enough. Since is the optimal vector of bit rates over the interior of , the utility of must be higher than the utility of . However, this is a contradiction since the link bit rates result in uniformly large flow rates than , which will increase the throughput. Hence, can be selected to have fewer than elements.
Proof [Proof of Theorem 2 and 3]:
The relevant Lagrange function (15) After some manipulation, the dual function is found to be (16) We immediately note that if for some , then the infimum would "set"
, which results (20) Equation (19) implies that if the amount of bit rate that is applied to link is increased by a small amount , then the total utility will increase by . It is critical to note that in this analysis, the bit rate applied to link does not come at the expense of bit rates of other links. Now, consider the multiplier . The constraint can be interpreted as allowing the total bandwidth of size to be shared among all assignments. Thus, if the bandwidth is increased from size 1 to size , then the utility will increase by . Similarly, if the bandwidth is decreased by , then the utility will decrease by . While the analysis above assumed that the extra bandwidth is allocated to link without impacting the bit rate of the other links, we now consider the more relevant problem where this extra assignment comes at the expense of other links. Specifically, if we allocate assignment with of the bandwidth, then the total bandwidth allocated to the other assignments must be decreased by . In particular, let and when optimizing over the set of assignments , and let the associated optimal bandwidth allocated to be of size , where, of course, . Now, in order to allocate bandwidth to assignment , we adjust the allocation to , and hence the assignments are allocated bandwidths of width , respectively. Based on the discussion above, the change in utility is (21) which is positive if (6) holds.
APPENDIX B PROOF OF THEOREM 6
For the case when , we rewrite (2) to subject to (22) where is the number of flows that pass through link divided by the bit rate of link . Thus, with this normalization, . Now, consider the general problem subject to for all (23) and Algorithm 3 for solving this problem with . 
Define
. Define to be the vector of flow rates found during the th iteration of Algorithm 1, and let . Thus, is the optimal value of (2) after the th iteration. Let be the value of the solution to the full problem. Define and . Let . That is, is the assignment added at the th iteration. Theorem 14: Let , then for found by Algorithm 1, . Proof: Using the equivalent formulation (22) , the dual of (2) with is for all (25) Note that is a feasible (but not optimal) solution to the dual of the full problem. Thus, and
, where is the value of the solution to the dual problem, and since there is no duality gap, . Theorem 15: Let , then for found by Algorithm 1, .
Proof:
As above, we observe that is a feasible (but not optimal) solution of (23) , the dual of the full problem. Since a feasible solution of the dual problem provides a bound on the optimal solution of the primal problem Since there is no duality gap Subtracting these yields Theorem 9 follows from Theorems 14 and 15. We now focus on proving Theorem 7. The overall approach is to bound the improvement at each iteration. To this end, the following lemmas are proved. is a constant that depends on the vector given by Condition 19, and hence depends on the set of active assignments and the vector . Recall that an assignment can be represented as a vector of zeros and ones, and hence the set of active assignments is a set of vectors of zeros and one. Specifically, the set of active assignments is contained in the set where (27) From (27) where the inequality is implied by the convexity of . Therefore, Since , we have . Also, . Therefore where is the highest data rate across any link, and hence . From the above and Lemma 24, we have for some . Alternatively (28) Corresponding to the point , define flow rates , where . Clearly, this set of data rates is 3 This proof is based on a proof in [49] .
suboptimal but feasible. Similarly, is suboptimal but feasible. Hence, is suboptimal but feasible. Therefore where is the vector of optimal flow rates. Then (29) where and is the gradient of at and is the lower bound on the flow rates given in Lemma 12.
Combining (28) and (29) yields (30) Define . Thus, (30) implies (31) where . On the other hand, over the domain , is a strongly convex function (see [18, Proposition B.5]). Thus (32) for some . From (31) and (32), , or . As shown in [50] Using induction, we have, , or . Thus, .
