Abstract. The routing and wavelength assignment problem arises from the investigation of optimal wavelength allocation in an optical network that employs Wavelength Division Multiplexing (WDM). Consider an optical network that is represented by a connected, simple graph G. An all-to-all routing R in G is a set of paths connecting all pairs of vertices of G. The undirected optical index of G is the minimum integer k to guarantee the existence of a mapping φ : R → {1, 2, . . . , k}, such that φ(P ) = φ(P ) if P and P have common edge(s), over all possible routings R. A natural lower bound of the undirected optical index of G is the (undirected) edge-forwarding index, which is defined to be the minimum of the maximum edge-load over all possible all-to-all routings. In this paper, we first derive the exact value of the optical index of the complete m-ary trees, and then investigate the gap between undirected optical and edge-forwarding indices.
Introduction
Let G = (V (G), E(G)) be a connected simple graph with vertex set V (G) and edge set E(G). An edge with endpoints u and v is represented as {u, v}. A sequence of edges P = ({v 1 , v 2 }, {v 2 , v 3 }, . . . , {v , v +1 }) such that {v i , v i+1 } ∈ E(G) and v i = v j for i = j is called a path of length , with terminal vertices v 1 and v +1 . Two paths P and P are said to be conflicting if there exists an edge e ∈ E(G) such that e ∈ P and e ∈ P . A routing in G is a set of paths. An all-to-all routing R A in G is a set of paths connecting all pairs of vertices of G. Note that |R A | = |V (G) | 2 . Throughout this paper, we always consider all-to-all routings. Hence, we simply use routing to refer to an all-to-all routing and use R for R A for the sake of convenience.
Let R G denote the collection of all routings in G. For a given routing R, define the conflict graph Q(R) as the graph with vertex set R by P and P being adjacent if and only if they conflict. The chromatic number of a graph G is the smallest number of colors needed to color the vertices of G so that no two adjacent vertices share the same color. Then, define the undirected optical index of G as w(G) := min R∈R G χ(Q(R)).
Analogous parameters can be introduced when considering directed graphs. A symmetric directed graph (digraph) G = (V (G), A(G)) is a directed graph with vertex set V (G) and arc set A(G) such that if (u, v) ∈ A(G) then (v, u) ∈ A(G). On the other hand, a symmetric digraph is obtained from a graph by putting two opposite arcs on each edge. A directed path (dipath) with source s and destination d is a sequence of arcs P = ((s = v 1 , v 2 ), (v 2 , v 3 ), . . . , (v , v +1 = d)), for some > 1, such that (v i , v i+1 ) ∈ A(G) and v i = v j for v = j. Two dipaths P and P are said to be conflicting if there exists an arc e ∈ A(G) such that e ∈ P and e ∈ P . A directed (all-to-all) routing − → R in G is a set of dipaths connecting all ordered pairs of vertices of G.
where Q( R) is the conflict graph induced by R. Obviously, w(G) ≤ w(G) for any graph G. The evaluation of w(G) is known as the routing and wavelength assignment (RWA) problem, which aries from the investigation of optimal wavelength allocation in an optical network [1, 17] that employs Wavelength Division Multiplexing (WDM). For a ∈ A(G), the load of a, denoted by R (a), is the number of dipaths passing through a under the directed routing R. The arc-forwarding index π(G) [10] is defined by
Similarly, by letting R (e) be the load of an edge e ∈ E(G) under the routing R, the edge-forwarding index π(G) can be defined accordingly by
Notice that π(G) is in fact the minimum of the maximum size of cliques in Q(R), over all possible R ∈ R G , and π( R) is its directed version. Since the number of colors needed in a graph is not less than the maximum size of its cliques, we have
Remark 1. It is worth noting that, in the literature [2, 3, 5, 9 ] the undirected optical index and the edge-forwarding index are usually defined on the routings which are obtained from directed routings by replacing each dipath with a path. That is, each considered routing consists of two paths for every pairs of vertices. In such a way, in order to avoid potential confusion, we call them double undirected optical index, double edge-forwarding index, double undirected routing, and denote by w d , π d , R d , respectively. It is not hard to see that, for any simple graph G,
The study of directed optical index and arc-forwarding index has been intensive in literature. It has been proved that the equality w(G) = π(G) holds for cycles [5, 19] , trees [8] , trees of cycles [6] , some Cartesian product of paths or cycles with equal lengths [3, 18] , some certain compound graphs [2] . However, w(G) may be strictly larger than π(G) in some cases [11] . Pleaase refers to [7, 12, 14, 18, 20] for more information on directed optical index and [13, 16, 21] on arc-forwarding index. There are relatively few results on double undirected or undirected optical index. It has been shown that w d (G) = π d (G) for cycles and hypercubes [5] . In [15] , the authors showed w(C n ) = π(C n ) + 1 when 4|n, and w(C n ) = π(C n ) when 4 n, where C n refers to the cycle of size n.
In this paper we focus on the undirected optical index. After introducing two useful lower bounds in Section 2, we in Section 3 derive the exact value of w(T m,h ) for any m, h ≥ 1, where T m,h denotes a complete m-ary tree with height h. The result reveals that in the case when m > 1 is an odd integer, w(T m,h ) is strictly larger than π(T m,h ). Finally, we investigate the ratio w(G)/π(G) in Section 4.
Preliminaries
The edge-forwarding index is a natural lower bound of undirected optical index. In this section we will further introduce a lower bound of the edge-forwarding index, which is clearly to be a lower bound of undirected optical index. Given S, T ⊆ V (G), let [S, T ] denote the set of edges having one endpoint in S and the other in T . An edge cut is an edge set that can be represented as the form [S, S], where S is a non-empty proper subset of V (G) and S denotes V (G) \ S. The Edge-cut Bound for the edge-forwarding index is as follows.
Proposition 2 (Edge-cut Bound). For any simple graph G, we have
Proof. Assume C = [S, S] is the edge cut that maximizes |S|·|S| |C| . For any routing in G, there are |S| · |S| paths having one endpoint in S and the other in S. Hence the result follows by the fact that each of those paths uses at least one edge in C.
Analogous to the Edge-cut Bound for the edge-forwarding index, we introduce the Vertexcut Bound for the undirected optical index. For a vertex set
. . the components in G − S. The Vertex-cut Bound for the optical index is as follows.
Proposition 3 (Vertex-cut Bound). For any simple graph G, we have
Proof. Let R be a routing in G, and let S be a vertex cut. There are i =j |H S i | · |H S j | paths in R whose endpoints are in distinct components in G − S. Since each of such paths uses at least two edges in [S, S], at most [S, S] 2 paths can receive the same color. Then we have
and hence the result follows.
Main Results
For m, h ≥ 1, let T m,h be a complete m-ary tree with height h. Let r denote the root of T m,h , r 1 , r 2 , . . . , r m denote the children of r, r i,1 , r i,2 , . . . , r i,m denote the children of r i for 1 ≤ i ≤ m, r i,j,1 , r i,j,2 , . . . , r i,j,m denote the children of r i,j for 1 ≤ i, j ≤ m, and so on. More precisely, the vertex lying on the k-th layer is denoted by r w , where w = t 1 , t 2 , . . . , t k is a k-tuple with 1 ≤ t i ≤ m, and r w is a child of r w if and only if w = w, t k+1 for some t k+1 ∈ {1, 2, . . . , m}. Let e w denote the edge connecting the vertex r w with its parent. Moreover, we use H w to denote the subtree rooted by r w . In particular, H = T m,h . See The main result of this paper is to give the explicit value of optical index of T m,h , for any positive integers m and h. Theorem 4. We have
Since T 1,h is identical to a path of length h, the conflict graph Q(R) of the unique routing R can be viewed as the interval graph of intervals (i, j), where 1 ≤ i < j ≤ h + 1 and i, j ∈ N. By the well known result that the chromatic number of an interval graph is equal to the maximum size of its cliques, we have w(
2 . The proof of the rest three cases of Theorem 4 is put in the following subsections. If there is no danger of confusion, we assume R denote the unique routing of T m,h , as there is only one path that connects any pair of vertices.
Proof of Theorem 4(ii)
. First, we consider the lower bound of w(T 2,h ) by both Edge-cut Bound and Vertex-cut Bound.
Consider the edge cut {e 1 }. By the Edge-cut Bound we have
Consider the vertex cut S = {r 1 }. Then T 2,h − S has three components: H 1,1 , H 1,2 and r + H 2 . Since |H 1,1 | = |H 1,2 | = 2 h−1 − 1 and |r + H 2 | = 2 h , by the Vertex-cut Bound we have
Since 5 (4) and (5) yields
12 if h = 2; and
Now, we shall inductively define a coloring φ on Q(R) by using the number of colors as shown in (6) . As the colorings for h = 1 and h = 2 are shown in Table 1 and Table 2 Table 2 . 12-coloring on Q(R) for T 2,2 .
By (4), there are 2 2h − 2 h paths containing the edge e 1 . We partition these paths into the following 9 classes. See Fig. 2 for the structure of T 2,h . Class 1. The path connecting r and r 1 , i.e., the edge e 1 . Class 2. The path connecting r 1 and r 2 . Class 3. The path connecting r and one vertex in H 1,1 or H 1,2 . Class 4. The path connecting r 1 and one vertex in H 2,1 or H 2,2 . We denote by A i , i = 1, 2, . . . , 9, the set of paths in Class i. One can check that | 9 i=1 A i | = 2 2h − 2 h . The objective coloring is as follows. Canonical coloring for T 2,h .
Step 1. Each path in A i , i = 1, 2, . . . , 9, receives a distinct color. Denote the color sets by C 1 , C 2 , . . . , C 9 , respectively. Step 2. Assign the colors in C i to as many remaining paths as possible. In other words, for each i ∈ {1, 2, . . . , 9}, pick as many mutually edge-disjoint paths which are not included in A i as possible.
Step 3. Each of the remaining paths after Step 2 receives a new color. Table 3 shows how Step 2 above is accomplished. For convenience, denote by P 1 (P 2 , resp.) be the set of paths having one terminal vertex in H 1,1 (H 2,1 , resp.) and the other in H 1,2 (H 2,2 , resp.). Note that paths in P 1 should receive distinct colors, since each of them contains edges e 1,1 and e 1,2 . Similarly, all paths in P 2 should receive distinct colors.
Following Table 3 , as the number of edge-disjoint paths added for A i , 1 ≤ i ≤ 5, is equal to |C i |, we only need to claim that, for i = 6, 7, 8, 9, the number |C i | = 2 2h−2 − 2 h + 1 of colors is enough for the extra paths we added for A i . Without loss of generality, we consider the case that A 6 . Since H 1,2 is isomorphic to T 2,h−2 and |V (T 2,h−2 )| = 2 h−1 − 1, it suffices to show
This inequality always holds for h ≥ 3 due to w(T 2,1 ) = 2, w(T 2,2 ) = 12 and the induction hypothesis that w(T 2,h−2 ) = 5 · 2 2h−6 − 3 · 2 h−2 + 1 for h ≥ 5.
{r, r 2 }, one path from P 1 and one from P 2 2 1 one path from P 1 and one from P 2 3 2 h − 2 {{r, r w } : r w is in H 2,1 or H 2,2 } 4 2 h − 2 any 2 h − 2 paths from P 1 5 2 h − 2 any 2 h − 2 paths from P 2 6 2 2h−2 − 2 h + 1 paths with terminal vertices in r 1 + H 1,2 7 2 2h−2 − 2 h + 1 paths with terminal vertices in r 2 + H 2,1 8 2 2h−2 − 2 h + 1 paths with terminal vertices in r 2 + H 2,2 9 2 2h−2 − 2 h + 1 paths with terminal vertices in r 1 + H 1,1 Table 3 . Edge-disjoint paths added to each class.
After the Step 2 of the Canonical Coloring for T 2,h , all the paths left are either in P 1 or P 2 . By ignoring those paths that have received colors in Step 2, there are
paths in P 1 (and P 2 ) left in Step 3. Since Step 1 and Step 2 cost
colors, combining (7) and (8) implies that the Canonical Coloring for T 2,h valid by using 5 · 2 2h−2 − 3 · 2 h + 1 colors. This completes the proof.
Proof of Theorem 4(iii)
. In this part, we further consider a more general case. For any two positive integers k and t, let G k,t be a simple graph with a cut vertex, say r, such that G k,t − r has k components, each of which contains t vertices and connects to r by one edge. In other words, the root r is of degree k in G k,t . T m,h turns out to be a special case of G k,t by plugging k = m and t = h−1 i=0 m i . To prove Theorem 4(iii), therefore, it suffices to show the following.
Lemma 5. For any odd integer k ≥ 3 and any positive integer t, we have
Proof of Lemma 5. Denote by
Consider the vertex cut S = {r}. Since there is only one edge connecting r and each of the k components, |[S,S]| = k. By the assumption that k is odd, it follows from the Vertex-cut Bound that
To prove w(G k,t ) ≤ kt 2 , we revisit the concept of total coloring of a graph. A k-totalcoloring of a graph G is a mapping from V (G) ∪ E(G) into a set of colors {1, 2, . . . , k} such that (i) adjacent vertices in G receive distinct colors, (ii) incident edges in G receive distinct colors, and (iii) any vertex and its incident edges receive distinct colors. The total chromatic number χ (G) of a graph G is the minimum number k for which G has a k-total-coloring. The following result is known.
Lemma 6 ([22], p.16).
If n is an odd positive integer, then χ (K n ) = n.
Let R to be an arbitrary routing in G k,t . In what follows, we will define a (kt 2 )-coloring φ on Q(R). Since k is an odd positive integer, by Lemma 6, we can find f to be a k-totalcoloring on a complete graph of vertex set {v 1 , v 2 , . . . , v k } with color set {1, 2, . . . , k}. Let e {i,j} denote the edge with endpoints v i and v j . For 1 ≤ i ≤ k let P i ⊂ R denote the set of paths in R whose terminal vertices are both in V (G i ) ∪ {r}; and, for 1 ≤ i < j ≤ k, let P (i,j) ⊂ R denote the set of paths in R having one terminal vertex in V (G i ) and the other in V (G j ). It is easy to see that
Let C = C 1 C 2 · · · C k be a collection of kt 2 colors, where each C i contains exactly t 2 of them. Then, the objective coloring φ of Q(R) is defined as follows.
≤ t 2 due to k ≥ 1. Moreover, since f is a k-total-coloring, any two paths in R receive the same color under φ have no common edge(s). Hence φ is a (kt 2 )-coloring of Q(R), and thus
The result follows by combining (9) and (10).
Proof of Theorem 4(iv).
In this case, m is even and m ≥ 4. The lower bound of w(T m,h ) can be obtained directly from the Edge-cut Bound by choosing {e 1 } to be the edge cut. In what follows, we will inductively define a coloring φ on Q(R) using m h (1 + m + m 2 + . . . + m h−1 ) colors. Let D m,h be a tree obtained from two T m,h−1 's by connecting the two roots, and let A denote the left copy of T m,h−1 and B denote the right one. Denote the vertices of subtrees A and B in the same way as in T m,h−1 but replacing letter r by a and b, respectively. Also, denote by A w (B w , resp.) the subtree rooted by a w (b w , resp.) for any w. See Fig. 3 for an example of D 4,2 . In what follows, for any even number m ≥ 4, we will show both
and
by induction on h. We refer R D to the unique routing in D m,h , as R refers to that in T m,h . As it is obviously that (11) holds for h = 1, we consider w(T m,1 ). Recall that K m is (m − 1)-edge-colorable. Here, a k-edge-coloring of a graph G is a mapping from E(G) into a set of colors {1, 2, . . . , k} such that incident edges in C receive distinct colors. Let f be an (m − 1)-edge-coloring on a complete graph of vertex set {v 1 , v 2 , . . . , v m } with color set {1, 2, . . . , m − 1}. Let e i,j denote the edge with endpoints v i and v j . Then, the coloring φ of Q(R) for T m,1 can be given as follows.
Hence (12) Fix 1 ≤ i, j ≤ m. Consider the set of paths having one terminal vertex in V (A i ) and the other in V (B j ), and denote it by P i,j . Since each path in P i,j contains the edge {a, b}, it needs |P i,j | = (1 + m + m 2 + · · · + m h−2 ) 2 colors for P i,j . Let C i,j be the set of those colors. Observe that, C i,j can be used to color all the paths having one terminal vertex in V (A i 1 ) (or V (B j 1 )) and the other in V (A i 2 ) (or V (B j 2 )), whenever i / ∈ {i 1 , i 2 } (or j / ∈ {j 1 , j 2 }). Moreover, C i,j can also be used to color all the paths having both terminal vertices in V (A i ) (or V (B j )) if i = i (or j = j), since in A i (or in B j ) a routing contains
paths. By going through all 1 ≤ i, j ≤ m, it is not hard to verify that all paths in P 1 can be colored by m 2 (1 + m + m 2 + · · · + m h−2 ) 2 colors; that is,
When it comes to P 2 , the path P a,aw can receive the same color as P a,bw , while the path P b,bw can receive the same color as P b,aw . So, we have
which is equal to the number of paths in P 2 passing through the edge {a, b}. Hence (11) can be derived by combining (13) and (14) . Finally, we consider T m,h . For 1 ≤ i ≤ m let P i denote the set of paths whose terminal vertices are both in V (H i ); and, for 1 ≤ i = j ≤ m let P {i,j} denote the set of paths having one terminal vertex in V (H i ) and the other in V (H j ). Note that
where H denote the paths having r as a terminal vertex. Let C = C 1 C 2 · · · C m−1 be a collection of mutually disjoint color sets, where each C i contains exactly (1 + m + m 2 + · · · + m h−1 ) 2 colors. Recall that f is an (m − 1)-edge-coloring on {v 1 , v 2 , . . . , v m } with color set {1, 2, . . . , m − 1}. Then, for pairs {i, j} satisfying f (e {i,j} ) = 1, the paths in P {i,j} ∪ P i ∪ P j can be colored by the colors in C 1 . This can be done because P {i,j} ∪ P i ∪ P j is identical to R D , the routing defined in D m,h , whose optical index is not larger than |C 1 | by (11) . For k = 2, 3, . . . , m − 1, if f (e {i,j} ) = k, then color the paths in P {i,j} by the colors in C k . Finally, by coloring paths P {r,r i,w } and P {r,r j,w } with the same color for i = j, we can use 1 + m + m 2 + . . . + m h−1 colors for the coloring of paths in H. Hence we have
as desired.
The gap between w and π
Recall that G k,t is a simple graph with r as a cut vertex such that G k,t − r has k components having the same number t of vertices. In this section we restrict the graph G k,t to a be a tree, and use the notation G T k,t to emphasize the tree structure. The k components in
Proposition 7. Let k ≥ 2 and t be two positive integers. We have
Proof. For i = 1, 2, . . . , k let e i denote the edge connecting r and G i . By choosing the edge cut C = {e i }, for any i, following the Edge-cut Bound we have
Assume to the contradiction that π(G T k,t ) > (k − 1)t 2 + t, that is, there exists an edge, say e, passed by more than (k − 1)t 2 + t paths in the unique routing. By the Edge-cut Bound and (15), e must be in E(G i ) for some i. Let A be the component of G T k,t − e which does not contain r, and denote by a the number of vertices in A. Then, there are (kt + 1 − a)a paths containing the edge e. Note here that 1 ≤ a ≤ t − 1. Define a function f (x) := (kt + 1 − x)x on the interval [1, t − 1]. Since k ≥ 2, it follows that f (x) = −2x + kt + 1 > 0, for x ∈ [1, t − 1].
This implies the maximum number of paths containing the edge e should be f (t − 1) = (k − 1)t 2 + t − (k − 2)t − 2, which is less than (k − 1)t 2 + t for k ≥ 2 and t ≥ 1. This is a contradiction to the assumption.
By Lemma 5 and Proposition 7, in the case when k ≥ 3 is odd, we have
When t = 1, the ratio in (16) is equal to 1; while, as t → ∞, this ratio approaches to k k−1 , whose maximal value is 3 2 due to k ≥ 3. Let δ ≥ 1 be a rational number. We call δ is feasible if there exists a simple graph G such that w(G) π(G) = δ. Proof. By plugging k = 2 and t = 2 h − 1 into Proposition 7, we have π(T 2,h ) = 2 2h − 2 h . Then, the first result follows by combining it with Theorem 4(ii). The second result can be obtained directly by (16) , or Lemma 5 and Proposition 7.
We end this paper by the following two conjectures. 
