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Abstract
In this contribution we propose an efcient method for computing symbol-based extrinsic information transfer
(EXIT) charts, which are useful for estimating the convergence properties of non-binary iterative decoding. A
standard solution is to apply a priori reliability information to the a posteriori probability (APP) constituent decoder
and compute the resultant average extrinsic information at the decoder's output using multidimensional histogram
measurements. However, the employment of this technique is only feasible for a low number of bits per symbol,
since the complexity of this approach increases exponentially with the number of bits per symbol. We demonstrate
that by averaging over a function of the extrinsic APPs for a long block the extrinsic information can be estimated
at a low complexity. In contrast to using histogram measurements, the proposed technique allows us to generate
EXIT charts even for a high number of bits per symbol. Our design examples using either a non-binary serial
concatenated code or turbo trellis-coded modulation demonstrate the attractive benets of the proposed approach.
1 Introduction
Extrinsic information transfer (EXIT) charts have
recently emerged as useful tools designed for analyzing
the convergence properties of iteratively decoded con-
catenated coding schemes and for assessing the overall
performance of the underlying transmission system [1],
[2]. Their accuracy is particularly impressive, when the
interleaver block-length tends to innity. A substantial
advantage of EXIT charts is that convergence of the
entire decoding scheme can be evaluated without
performing time-consuming decoder simulations. We
will demonstrate that EXIT charts can be used for
nding powerful non-binary codes with guaranteed
convergence for a given channel Signal-to-Noise Ratio
(SNR). Specically, codes capable of approaching the
channel capacity have been successfully designed by
applying an EXIT-chart-based analysis [3], [4].
The standard method of calculating EXIT char-
acteristics is to evaluate the histogram of the
decoder's extrinsic soft output, followed by a numerical
integration in order to determine the extrinsic mutual
information. When the EXIT characteristics of two
(or more) constituent decoders are plotted within the
same diagram, the transfer of extrinsic information
between the decoders can be visualized. However, in
case of non-binary codes the histogram computation
becomes prohibitively complex even for a moderate
number of bits per symbol. This is due to the fact
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that the soft values which are exchanged between
the constituent decoders of an iterative decoding
scheme no longer consist of a single scalar value
as in the binary scenario. Instead, they are now
represented by a vector of (logarithmic) probabilities
for all non-binary symbols constituting the signaling
alphabet. Thus, multidimensional histograms have to
be determined for all vector entries, followed by a
multidimensional integration over each element of the
probability vector. Unfortunately, both the number of
histograms and integral dimensions to be evaluated
increase exponentially with the number of bits per
symbol.
Non-binary EXIT charts have been introduced in
[5], where serially concatenated systems constituted
by an inner trellis-coded modulation (TCM) and outer
space-time convolutional code have been analyzed.
Recently, in [6] this approach was applied to turbo
TCM (TTCM) [7]. However, all these approaches are
histogram-based and thus are only suitable for non-
binary symbols constituted by at most two or three
bits. By contrast, we propose an efcient technique
of computing non-binary EXIT charts from symbol-
based a posteriori probabilities (APPs). The proposed
technique represents a generalization of the approach
presented in [8] for a binary scenario. It is based on the
fact that the symbol-based APPs generated at the output
of a SISO decoder represents a sufcient statistic for
the channel observations at its input. As an advantage,
the symbol-based extrinsic mutual information can
be computed at a considerably reduced complexity
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proposed method is well suited for the analysis of non-
binary iterative decoding schemes designed for a high
number of bits per symbol, i.e., for a large signaling
alphabet. Design examples will be provided for a
non-binary serially concatenated bit-interleaved coded
modulation (BICM) scheme and a TTCM arrangement,
both employing a 16-QAM signaling alphabet.
The outline of the paper is as follows. In Section 2
our notations and decoding model are introduced, while
Sections 3 and 4 describe the non-binary EXIT-chart
generation technique proposed. Our design examples
are discussed in Section 5 and the paper is concluded
in Section 6.
2 Notations and decoding model
Random variables (r.v.s) are denoted with capital
letters and their corresponding realizations with lower
case letters. Sequences of random variables and their
realizations are indicated by boldface italics letters
(as U or u). Furthermore, boldface roman letters
denote vectors (as E or e). The symbol index is
denoted by k and the bit-index by `.
The decoding model utilized in this paper is
depicted in Fig. 1 [2]. For the iterative decoding
of an outer code in a serial concatenated scheme,
the connections marked with 1 are active in
Fig. 1 and the communication channel is not
present or completely corrupted. All other scenarios
for iterative decoding (inner serially concatenated
code and parallel concatenation) have a constituent
decoder modeled by Fig. 1 with the switches in
position 2. In Fig. 1 the stationary input symbol
sequence U = [U1;U2;:::;Uk;:::] consists of r.v.s
Uk, where the corresponding realizations uk have M
bits/symbol and are taken from a nite signaling
alphabet U = f0;1;:::;2M   1g. For each symbol a
channel code C having a rate of R = M=N generates
an N-bit encoded symbol Xk, which leads to the
sequence X = [X1;X2;:::;Xk;:::] transmitted over
the communication channel. The sequence Y is nally
observed at the channel's output.
The a priori channel models the a priori information
used at the constituent decoders. The input sequence
V = [V1;V2;:::;Vk;:::] has realizations vk from the
alphabet V = f0;1;:::;2K   1g where K = N if
the switches in Fig. 1 are in position 1 (i.e., in the
case of an outer decoder for serial concatenation) and
K = M otherwise. Thus, each vk comprises K bits
vk;`, ` 2 f1;2;:::;Kg. For the output sequence W
the same considerations hold as for the output Y of
the communication channel. Furthermore, the vector
sequence A = [A1;A2;:::;Ak;:::] contains the a
priori information in form of conditional probability
density functions (pdfs) with the vector-valued r.v.s Ak
having the realizations
ak = [p(wkjVk = 0);p(wkjVk = 1);:::;
p(wkjVk = 2K   1)]: (1)
The SISO decoder then employs both the output
of the communication and the a priori channel for
computing both the a posteriori information D =
[D1;D2;:::;Dk;:::] and the extrinsic information
E = [E1;E2;:::;Ek;:::] [9]. The latter is then used
as a priori information for the other constituent decoder.
The sequence D comprises the r.v.s Dk and has the
following realizations
dk = [P(Uk = 0jy;w);P(Uk = 1jy;w);:::;
P(Uk = 2M   1jy;w)]; (2)
where P(Uk = ukjy;w) represents the a posteriori
probabilities (APPs) for the source hypothesis Uk = uk.
The extrinsic sequence E is described by the r.v.s Ek
with
ek = [P(Vk = 0jy;w[k]);P(Vk = 1jy;w[k]);:::;
P(Vk = 2K   1jy;w[k])]; (3)
where the notation w[k] denotes that the entry
corresponding to the symbol instant k is excluded
from the sequence w.
3 Symbol-based EXIT charts
EXIT charts visualize the input/output characteristics
of the constituent SISO decoders in terms of a mutual
information transfer between the sequence V and a
priori information A at the input of the decoder, as well
as between V and E at the output, respectively. In the
following we summarize the calculation of non-binary
EXIT charts, which are essentially a straightforward
extension of the binary case [1], [2], [10].
Denoting the mutual information between two r.v.s
X and Y as I(X;Y ), for a given length Q of the
sequence V we have
IA :=
1
Q
Q X
k=1
I(Vk;Ak); IE :=
1
Q
Q X
k=1
I(Vk;Ek):
(4)
Herein, IA represents the average a priori information
and IE the average extrinsic information, respectively.
Note that these quantities are dened as approximations
of the sequence-wise mutual information per symbol
1=Q  I(V;A) and 1=Q  I(V;E), respectively. The
transfer characteristic (or function) T of the constituent
decoder is given as IE = T(IA;), where  represents
a quality parameter of the communication channel. For
example,  may represent the noise variance of an
AWGN channel. In the case of an outer decoder in a
serially concatenated scheme T does not depend on .
An EXIT chart can now be obtained by plotting the
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Fig. 1. Decoding model for parallel concatenation (switches in position 1) and an inner/outer code in a serial concatenation (switches
in position 1/2)
transfer characteristics T for both constituent decoders
within a single diagram, where the axes have to
be swapped for one of the constituent decoders [1]
(normally the outer one for serial concatenation).
The mutual information I(Vk;Ak) in (4) can be
expressed as
I(Vk;Ak) =
2
K 1 X
vk=0
Z
ak
p(akjvk)P(vk)
log2

p(akjvk)
p(ak)

dak (5)
where we have
p(ak) =
2
K 1 X
vk=0
p(akjvk)P(vk) (6)
and the a priori probabilities P(vk) for the symbols vk.
The 2K-dimensional integration in (5) can be evaluated
numerically, where the pdf p(akjvk) in many cases can
be obtained analytically (e.g., for the AWGN channel
[1]). Likewise, we can write I(Vk;Ek) as
I(Vk;Ek) =
2
K 1 X
vk=0
Z
ek
p(ekjvk)P(vk)
log2

p(ekjvk)
p(ek)

dek (7)
with the pdf p(ek) written in the same manner as in (6),
where ak is replaced by ek. The standard approach to
determine p(ekjvk) is by computing a 2K-dimensional
histogram for each symbol hypothesis vk 2 V [1],
[5], [6] which in practice is exceedingly difcult to
compute for K  3. Furthermore, the evaluation of
the 2K-dimensional integral in (5) becomes excessive
for symbol lengths K having a couple of bits. In
fact, for a discretization of the integrals with L points
corresponding to a certain interval of the logarithmic
vector elements1 in ak and ek (say, e.g., [ 20;0]) we
have to sum over L2
K
discrete numbers. The calculation
of the mutual information for K = 3bits and L =
100points (which should be sufcient according to our
experiments) involves a summation over 1016 elements.
1Instead of using the pdfs/probability mass functions in both
ak and ek directly, the logarithm of these quantities is employed
due to numerical reasons. However, this does not change the value
of I(Vk;Ak) and I(Vk;Ek).
By contrast, for K = 4 this number increases to 1032
elements. Therefore, the calculation of a symbol-based
transfer function is computationally feasible only for
two-bit symbols without loosing the computational
advantage of an EXIT-chart based design compared
to a full decoder simulation. In the next section we
will present a more effective way of computing the
symbol-based transfer characteristics, which is suitable
also for larger signaling alphabets.
4 Efcient computation of symbol-
based EXIT transfer functions
As a starting point let us consider the following lemma.
Lemma 1. Let ek be dened as in (3). Then, for all
values vk 2 V we have P(vkjek) = P(vkjy;w[k]).
Proof. The proof can be carried out as a modication
of the binary case described in [8]. The conditional pdf
of ek with respect to the symbol vk can be expressed
with the conditional pdf p(y;w[k]jVk = vk) as
p(ekjVk=vk) =
Z
y;w[k]:ek
p(y;w[k]jVk=vk)dy dw[k];
(8)
where the notation y;w[k] : ek means that for a
given ek value the integration is carried out over the
whole set given by
fy;w[k] : [P(Vk = 0jy;w[k]);P(Vk = 1jy;w[k]);:::;
P(Vk = 2K   1jy;w[k])]
! = ekg: (9)
By applying Bayes' theorem and by using the denition
ek; := P(Vk = jy;w[k]),  2 V, from (8) we obtain
for the -th entry of the vector ek
p(ekjVk=) =
ek;
P(Vk=)
Z
y;w[k]:ek
p(y;w[k])dydw[k]
=
ek;
P(Vk=)
p(ek): (10)
A similar relation to that seen in (8) is employed
for p(y;w[k]), except that it is not dependent on Vk.
Note that due to the condition (9) ek; represents a
constant with respect to the integration. From (10) we
obtain P(Vk=jek)=ek;=P(Vk=jy;w[k]), which
completes the proof for all  = vk, vk 2 V.
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which relates the extrinsic information Ek at symbol
instant k to the observed sequences Y and W at the
input of the SISO decoder in Fig. 1.
Theorem 1. Let the entries of the vector Ek represent
extrinsic APPs for the realizations vk 2 V. Then, the
vector Ek contains the same amount of information as
the sequences Y and W[k]. In other words, we have
I(Vk;Ek) = I(Vk;Y;W[k]):
Proof. The mutual information expression
I(Vk;Y;W[k]) can be expanded as
I(Vk;Y;W[k])
=
2K 1 X
vk=0
Z
y
Z
w[k]
p(vk;y;w[k])
log2

P(vkjy;w[k])
P(vk)

dy dw[k]
=
2K 1 X
vk=0
Z
y
Z
w[k]
Z
ek
p(vk;y;w[k];ek)
log2

P(vkjek)
P(vk)

dek dy dw[k] (11)
=
2K 1 X
vk=0
Z
ek
p(vk;ek) log2

P(vkjek)
P(vk)

dek = I(Vk;Ek);
where (11) utilizes Lemma 1 and the denition of a
marginal pdf.
Note that Theorem 1 represents a non-binary symbol-
based formulation of the well-known fact that the APPs
at the output of the SISO decoder represent a sufcient
statistic of the received sequences y and w[k]. In the
following we show that Theorem 1 can be used for
computing the average extrinsic information from the
extrinsic APPs available at the SISO decoder output.
Theorem 2. Let the extrinsic APP P(vjy;w[])
represent an ergodic r.v. for all values v 2 V, and let
V be a stationary symbol sequence. Then, the average
extrinsic information is given by
IE = H(V1) + lim
L!1
1
L
L X
=1
2
K 1 X
v=0
P(vjy;w[])
log2(P(vjy;w[])):
Proof. Combining Theorem 1 and (4) as well as using
the stationarity of V we can write
IE =
1
Q
Q X
k=1
I(Vk;Y;W[k])
= H(V1)  
1
Q
Q X
k=1
H(VkjY;W[k])
| {z }
=:A
: (12)
The sum over the conditional entropies denoted with
A in (12) can be further expanded as
A =  
1
Q
Q X
k=1
2K 1 X
vk=0
Z
y
Z
w[k]
P(vkjy;w[k])p(y;w[k])
log2(P(vkjy;w[k]))dy dw[k]
= E
8
<
:
1
Q
Q X
k=1
2K 1 X
vk=0
P(vkjy;w[k])log2(P(vkjy;w[k]))
9
=
;
:
(13)
Exploiting the previously stipulated ergodicity of the
extrinsic APPs and dening L := B Q, where B
denotes the number of length-Q blocks to be averaged,
proves the theorem for B ! 1.
The result of Theorem 2 can now be used for
nite values of L to approximate the average extrinsic
information IE by simply time-averaging a function
of the extrinsic APPs P(vjy;w[]) over a block of
L source symbols v. In order to achieve a small
approximation error variance, the block length L must
be reasonably large. Furthermore, the entropy H(V1)
can be readily determined from the a priori symbol
distributions P(vk). Note that Theorem 2 may also be
used to calculate the average a priori information IA.
5 Design examples
5.1 Symbol-based serially concatenated bit-
interleaved coded modulation
As a rst example, we employ the IE approximation
method suggested by Theorem 2 for designing
a non-binary serial concatenated BICM-aided 16-
QAM scheme, which exhibits near-channel-capacity
performance for transmission over perfectly interleaved
at Rayleigh fading channels. In this approach bit-
interleavers are employed for both separating the outer
from the inner encoder and the inner encoder from
the Gray-mapped 16-QAM modulator. Furthermore,
the communication channel is a perfectly interleaved
at Rayleigh channel, and the a priori channel
in Fig. 1 represents an AWGN channel. Symbol-
based iterative decoding is carried out between the
constituent decoders of the inner and outer codes,
where a symbol length of K = 3 bits is used.
In order to design such a system the outer code
was xed to Paaske's maximal minimum distance
rate-R1 = 2=3 non-systematic convolutional (NSC)
code [11], [12] having a generator polynomial
matrix G = [g1; g2] with g1 = (g11;g12;g13) =
(4;2;6)8 and g2 = (g21;g22;g23) = (1;4;7)8 in
octal form, respectively. In order to complement this
outer code, a memory-3 non-binary inner code was
sought for the sake of ensuring that its symbol-
based EXIT characteristic recorded for the Rayleigh
fading channel matches the EXIT characteristic of
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closest match was achieved by a rate-R2 = 3=4
recursive systematic convolutional code (RSC) having
feedforward (g1;:::;g3) and feedback (gr) generator
polynomials of (gr;g1;g2;g3)8 = (11;2;4;10)8. As
pointed out earlier, a symbol-length of K = 3bits
becomes excessive for a code search employing a
histogram-based computation method for determining
the EXIT characteristics of the constituent decoders.
The effective throughput of this serially concatenated
NSC-RSC-16QAM BICM scheme is given by
 = R1 R2 log2() = 2 bit/s/Hz
where  = 16 is the number of modulation levels.
Fig. 2 shows the corresponding symbol-based EXIT
characteristics and two snapshot decoding trajectories
for a blocklength of L = 10000 3-bit symbols, where
the a priori information IA is calculated by assuming
independent bits for the symbol Vk. The parameter
Eb is related to the energy per transmitted 16-QAM
symbol Eo by Eb = E0=. We can observe from Fig. 2
that convergence is achieved for Eb=N0 = 5 dB, which
is only 1 dB away from the 16-QAM Rayleigh fading
capacity evaluated at Eb=N0 = 4dB for an effective
throughput of  = 2 bit/s/Hz [13, p. 751]. The bit error
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Fig. 2. EXIT chart for the NSC-RSC-16QAM BICM scheme
and two snapshot decoding trajectories (perfectly interleaved
at Rayleigh fading channel, Gray-mapped 16-QAM, blocklength
L = 10000 K = 3bit symbols, memory-3 non-binary rate-2=3
outer NSC encoder and rate-3=4 inner RSC encoder, resp.)
rate (BER) versus Eb=N0 performance of the NSC-
RSC-16QAM BICM scheme for uncorrelated Rayleigh
fading channels is displayed in Figure 3. It can be
seen that the BER drops rapidly for Eb=N0 > 5 dB,
as the number of iterations increases. This behavior
matches the predictions of the EXIT characteristics
seen in Fig. 2, where the decoder becomes capable of
converging for Eb=N0 = 5dB.
5.2 Turbo trellis-coded modulation
In this example a TTCM scheme combined with
16-QAM is designed for a perfectly interleaved at
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Fig. 3. BER versus Eb=N0 on the communication channel
for the NSC-RSC-16QAM BICM scheme (perfectly interleaved
at Rayleigh fading channel, Gray-mapped 16-QAM, blocklength
L = 10000 K = 3bit symbols, memory-3 non-binary rate-2=3
outer NSC encoder and rate-3=4 inner RSC encoder, resp.)
Rayleigh fading channel. As in the previous example,
a code search is performed for the sake of nding
the best RSC generator polynomials based on non-
binary EXIT charts, where again, the complexity of
a histogram-based EXIT-chart computation becomes
excessive. The starting point for the code search is the
memory-3 rate-R0=3=4 RSC code having feedforward
(g1;:::;g3) and feedback (gr) generator polynomials of
(gr;g1;g2;g3)8 = (11;2;4;10)8, which were selected
from [7]. For the sake of simplicity the search was
only carried out for the feedback polynomial gr. The
RSC code with (gr;g1;g2;g3)8 = (15;2;4;10)8 was
found to require the lowest Eb=N0, where decoding
convergence was still achievable. Analogously to the
scheme proposed in [7], we employ set-partitioning
based modulation [14] and a symbol-based random
interleaver. As a benet of alternately puncturing the
upper and lower RSC encoded symbols in the decoder,
the code rate of the TTCM scheme becomes the same
as that of its constituent RSC codes, where the effective
throughput of this TTCM-16QAM scheme is given by
 = R0 log2() = 3 bit/s/Hz:
The resultant EXIT chart, which is computed using
Theorem 2 for a blocklength of L = 100000 3-bit
symbols is shown in Fig. 4, where the a priori
information IA is, again, calculated by assuming
independent bits. For Eb=N0 = Eo=(N0  ) = 8:7dB
the iterative decoder exhibits convergence, which is
only 1:1dB away from the 16-QAM channel capacity
at Eb=N0 = 7:6dB for an effective throughput of
 = 3 bit/s/Hz [13, p. 751]. Fig. 5 displays the
bit error rate (BER) versus the Eb=N0 performance
for transmission over the uncorrelated Rayleigh
communication channel. As we can observe, the water-
fall region appears to take shape at Eb=N0 > 8:7dB,
which is consistent with the EXIT characteristics for
Eb=N0 = 8:7dB seen in Fig. 4.
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Fig. 4. EXIT chart for the TTCM-16QAM approach and two
snapshot decoding trajectories (perfectly interleaved at Rayleigh
fading channel, blocklength 100000 symbols, signal set 16-QAM,
K = 3, memory-3 rate-3=4 RSC codes)
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Fig. 5. Bit error rate (BER) versus Eb=N0 on the communication
channel for the TTCM-16QAM system (perfectly interleaved at
Rayleigh fading channel, blocklength 100000 symbols, signal set
16-QAM, K = 3, memory-3 rate-3=4 RSC codes)
6 Conclusions
We have derived an efcient technique for computing
symbol-based EXIT charts from the extrinsic APPs
for the information symbols available at the output
of the constituent SISO decoders. The proposed
approach exploits the recognized fact that these APPs
represent a sufcient statistic for both the received
sequence at the output of the communication channel
and for the a priori information. This has been
shown to hold true also for the symbol-based case.
Instead of computing multidimensional histograms as
in the conventional approach, we simply have to
average over a function of the extrinsic APPs for
a long block of data. The advantage of the proposed
approach becomes particularly dominant, when the
number of bits per symbol is higher than two. In
this scenario the histogram-based EXIT characteristics
become exceedingly difcult to compute, since their
computational complexity increases exponentially with
the number of bits per symbol. The proposed technique
may be used for a large variety of non-binary
serially and parallel concatenated systems having APP
constituent decoders, as demonstrated by both the non-
binary serially concatenated BICM and by the TTCM
design examples provided.
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