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Abstract 
 
The present Master’s thesis seeks to develop a better understanding of multicollinearity, 
which is present when there is a strong correlation between independent variables in multiple linear 
regression analysis. In this frame, we will first describe methods to diagnose the problem of 
multicollinearity and then we will describe Principal Component Analysis
1
 as a method of handling 
of this adverse situation.  Finally, the method is performed in a data set related with cystic fibrosis. 
In this context the structure of the dissertation is as follows. Chapter 1 ‘Introduction’ 
analyses the concept of multicollinearity, indicates the collinearity diagnostic indexes, as well the 
problems that creates in multiple regression analysis. Afterwards, the PCA which is a method of 
handling multicollinearity is introduced.  
Chapter 2 ‘Methods & Results’, PCA method is implemented in a data set, the collinearity 
indications are detected and the results from the correction procedure by applying PCA are 
presented. 
Finally, in Chapter 3 ‘Conclusions’ findings are summarized and the importance of detecting 
and dealing with multicollinearity in multiple regression analysis is pointed out. 
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Περίληψη 
 
Στην εργασία αυτή, αναλύεται η πολυσυγγραμικότητα, η οποία δημιουργείται στην 
πολλαπλή γραμμική παλινδρόμηση όταν υπάρχει ισχυρή συσχέτιση μεταξύ των ανεξάρτητων 
μεταβλητών. Αρχικά γίνεται περιγραφή των μεθόδων εντοπισμού της πολυσυγγραμικότητας και 
στη συνέχεια αναλύεται ως μέθοδος χειρισμού και αντιμετώπισης αυτής της ανεπιθύμητης 
κατάστασης, η Ανάλυση Κύριων Συνιστωσών2. Τέλος εφαρμόζεται σε ένα σύνολο δεδομένων που 
σχετίζονται με την κυστική ίνωση. 
Στο πλαίσιο αυτό, η διάρθρωση της διπλωματικής διατριβής είναι η ακόλουθη.  Στo 
Κεφάλαιο 1 ‘Εισαγωγή’ (Introduction) αναλύεται η έννοια της συγγραμικότητας, επισημαίνονται οι 
δείκτες εντοπισμού της πολυσυγγραμικότητας καθώς και τα προβλήματα που δημιουργεί στην 
πολυμεταβλητή ανάλυση παλινδρόμησης. Έπειτα, γίνεται μια σύντομη εισαγωγή στη μέθοδο της 
Ανάλυσης Κύριων Συνιστωσών (Principal Component Analysis), η οποία χρησιμοποιείται μεταξύ 
άλλων ως μέθοδος χειρισμού του προβλήματος της πολυσυγγραμμικότητας. 
Στo Κεφάλαιο 2 ‘Μέθοδοι – Αποτελέσματα’ (Methods – Results) γίνεται εφαρμογή της 
μεθόδου ΑΚΣ σε ένα σύνολο δεδομένων, εντοπίζονται οι ενδείξεις της πολυσυγγραμικότητας και 
παρουσιάζονται τα αποτελέσματα διόρθωσης αυτής μετά την εφαρμογή της ΑΚΣ. 
Τέλος στο Κεφάλαιο 3 ‘Συμπεράσματα’, συνοψίζονται τα αποτελέσματα και επισημαίνεται 
η σπουδαιότητα ανίχνευσης και αντιμετώπισης της πολυσυγγραμικότητας στην ανάλυση 
πολλαπλής παλιδρόμησης. 
 
Λέξεις κλειδιά 
Πολυσυγγραμικότητα, Ανάλυση Παλινδρόμησης, Ανάλυση Κύριων Συνιστωσών 
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Chapter 1: Introduction 
 
One of the important assumptions in multiple regression analysis is that the independent 
variables are not strongly interrelated because otherwise the interpretation of a model may not be 
valid when linear relationship exists among predictor variables. Collinearity is an adverse situation 
when this assumption is not met i.e. there are two covariates which are moderately or highly 
correlated and when there are more than two, this is multicollinearity. False-positive results (Type I 
error) and false-negative results (Type II error) may be present when regression coefficients are 
biased by collinearity.
[1][2]
 There are two types of multicollinearity: Structural multicollinearity 
which caused by creating a new independent variable from other predictors and data-based 
multicollinearity, caused mainly by observational experiments or by the inability to interfere in the 
collection of data. The multicollinearity can be caused by insufficient data collection, dummy 
variables, or simply by including in regression analysis an independent variable which is actually a 
linear combination of other variables.
[3] 
There are numerous indicators to suggest that collinearity 
exists, such as:  
 It is possible and due to multicollinearity, none of the independent variables are not 
statistically significant, P-value > 0.05, while the F test is highly statistically significant. 
 Variance Inflation Factor: Variables with large VIF,   VIFj >10 
VIFj =  
 
     
     
   j: is the coefficient of determination of a regression of explanator j on all the other 
explanators. 
 Tolerance: When its value is less than 0.1 
Tolerance =     j 
 Condition number: A condition number greater than 1000 
Condition number is the ratio of the largest Eigenvalue to smallest Eigenvalue of matrix X. 
 Condition index: A condition index greater than 15 indicates a possible problem and a 
condition index greater than 30 suggests a serious problem with collinearity. 
Condition index is the square root of ratio of the largest Eigenvalue to each jth Eigenvalue of 
matrix X. 
 Variance-decomposition proportion: At least two regression coefficients with variance-
decomposition proportion greater than 0.5. The variance-decomposition proportion for the 
jth
 
regression coefficient associated with the ith component is defined as πij = Φij / Φj, 
where Φij = v²ij / λi,  Φj =  Φ  
 
   . 
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 The absolute value of the correlation coefficient between two independent variables in the 
correlation matrix. The Pearson correlation coefficient indicates positive linear correlation 
when r = +1, no linear correlation when r = 0, and negative linear correlation when r = -1.
[4]
 
 
After identifying the presence of collinearity in a data set, there are several methods for 
dealing with multicollinearity, such as Ridge Regression, Partial Least Squares Regression and 
Principal Component Analysis. In this thesis we are going to analyze further the last method. 
‘Principal component analysis is a widely used multivariate statistical method, which can 
transform the original variables into a set of new orthogonal variables, so that most information is 
contained in the first few components with the largest variance’.[5] The number of principal 
components may be less or equal to the number of the original variables.
  
Karl Pearson invented 
PCA method in 1901 and it was later independently developed and named by Harold Hotelling in 
the 1930s.
[6]
 The main goal of PCA was defined by Karl Pearson in his paper: ‘In many physical, 
statistical and biological investigations it is desirable to represent a system of points in plane, three 
or higher demensioned space by the ‘best fitting’ straight line or plane.’[7] 
Besides dealing with multicollinearity, Principal Components Analysis, as an exploratory 
multivariate statistical technique, capable for dimension reduction, is widely used in image 
compression, neuroscience, gene expression and other applications in many multidisciplinary fields.  
The main aim of this thesis is to detect multicollinearity between highly correlated 
independent variables, when performing multivariate analysis in a data set and apply PCA as a 
method of solving multicollinearity’s problem by using the statistical software SPSS 23.  
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Chapter 2: Methods - Results 
 
The set of data was obtained from the book ‘Biostatistics for Medical and Biomedical 
Practitioners’  by Julien Hoffman.[8] The data set includes a number of variables from patients with 
cystic fibrosis. These variables were considered most likely to predict maximal static expiratory 
pressure PEmax, a measure of malnutrition and can be tested to determine the most useful 
explanatory or predictive model. PEmax (Y) is the dependent variable and the independent variables 
are Age (X1), Sex, Height (X2), Weight (X3), Body Mass (X4), Forced Expiratory Volume (X5), 
Residual Volume (X6), Functional Residual Capacity (X7) and Total Lung Capacity (X8). We exclude 
Sex, which is a categorical variable from the independent variables.  
 
We are going to formulate a predictive model for PEmax from the set of the independent 
variables. We proceed with regression analysis with the dependent variable Y and all independent 
variables X. It is possible and due to multicollinearity, none of the independent variables are not 
statistically significant, P-value > 0.05. Table 1 provides information about the multiple regression 
model. The Adjusted R² of our model is 0.509 with R² = 0.673. This means that the linear regression 
explains 67.3% of the variance in the data. R
2
 could be affected by the number of independent 
variables and sample size, therefore the Adjusted R² is a better index for comparing the goodness of 
fit between linear models since it is designed to compensate for the optimistic bias of R
2
.
[9] 
 
 
Table 1: Multiple Regression Model Summary 
 
The linear regression's F-test has the null hypothesis that the model explains zero variance in 
the dependent variable. The F-test is highly statistically significant with P-value = 0.008 < 0.05, 
thus we can assume that the model explains a significant amount of the variance in maximum 
expiratory pressure. 
In Table 2, we detect that none of the independent variables seems to be statistical 
significant P-value > 0.05, nevertheless the regression model is statistical significant.  This is an 
indication that collinearity exists among the predictor variables. The indexes Tolerance and VIF 
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show us the magnititude of multicollinearity, since 3 of 9 independent variables are strongly 
correlated.  
 
Table 2: Collinearity Statistics and significant values of Independent Variables coefficients 
 
In Table 3, the Eigenvalues and Condition Indexes are presented. Eigenvalues indicate how 
many distinct dimensions there are among independent variables and the variables are highly 
intercorrelated when several Eigenvalues are close to 0, then the matrix is said to be ill-
conditioned.
[8]
 Condition Index values greater than 30, also reveals a severe problem of 
multicollinearity. 
 
 
Table 3: Collinearity Diagnostics 
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The Scree plot diagram shows the Eigenvalues on y-axis and the number of factors-
components on x-axis. 
 
Diagram 1: Scree Plot  
 
Finally, by extracting the Pearson’s correlation coefficient r, for all the independent 
variables, we can observe in Table 4, that there are plenty of statistically significant correlated 
independent variables, P-value < 0.05.  
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Table 4: Correlation Matrix between Independent Variables 
 
From the previous steps, it is confirmed that multicollinearity is present and the next step is 
to perform Principal Component Analysis as a method of handling it. Initially we begin by saving 
the standardized values from all the variables and also the Mean value of each dependent and 
independent variable. 
 
 
Table 5: Descriptive Statistics of Dependent and Independent Variables 
 
 Afterward, we select, Dimension Reduction  Factor, then enter the standardized 
independent variables  and in Factor Analysis: Extraction dialog box click on Method  Principal 
Components and Factors to extract  8, as the number of our independent variables. In Factor 
Analysis: Factor Scores dialog box select ‘Save as variables’, Method  Regression. In Factor 
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Analysis: Factor Descriptives dialog box select ‘KMO and Bartlett’s test of sphericity’. The SPSS 
generates the 8 Regression Factors. 
From Table 6, it is confirmed that principal component analysis is a suitable method for 
handling multicollinearity since Kaiser Meyer Olkin (KMO) statistical tool, KMO = 0.709 > 0.6. 
The KMO index ranges from 0 to 1 and when KMO is greater than 0.6, the data is appropriate for 
factor analysis. 
 
 
Table 6: KMO and Bartlett’s Test of Sphericity 
 
 
 
Table 7: The Eigenvalue and Percentage of Variance for each Principal Component 
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Table 8: Component Matrix of Standardized Independent Variables 
 
From Table 8 the form of each principal component is given. To be more specific: 
C1 = 0.826*X'1 + 0.842*X'2 + 0.892*X'3 + 0.686*X'4 + 0.675*X'5 – 0.867*X'6 – 0.876*X'7 – 
0.691*X'8  
C2 = 0.514*X'1 + 0.492*X'2 + 0.374*X'3 – 0.183*X'4 + 0.558*X'5 + 0.327*X'6 + 0.238*X'7 + 
0.259*X'8  
C3 = –0.115*X'1 – 0.037*X'2 + 0.225*X'3 + 0.608*X'4 + 0.176*X'5 + 0.022*X'6 + 0.292*X'7 + 
0.485*X'8  
C4 = 0.074*X'1 + 0.053*X'2 + 0.003*X'3 – 0.343*X'4 + 0.310*X'5 – 0.094*X'6 – 0.161*X'7 + 
0.439*X'8  
C5 = 0.070*X'1 + 0.030*X'2 + 0.049*X'3 – 0.055*X'4 + 0.325*X'5 + 0.326*X'6 + 0.156*X'7 – 
0.161*X'8  
C6 = –0.114* X'1 + 0.155* X'2 – 0.003* X'3 – 0.065* X'4 + 0.029* X'5– 0.127* X'6 + 0.165* X'7 – 
0.037* X'8  
C7 = –0.123* X'1 + 0.135* X'2 – 0.034* X'3 + 0.036* X'4 – 0.010* X'5 + 0.100* X'6 – 0.114* X'7 + 
0.020* X'8 
C8 = 0.055* X'1 + 0.032* X'2 – 0.097* X'3 + 0.032* X'4 + 0.009* X'5 – 0.006* X'6 + 0.014* X'7 + 
0.009* X'8 
 
where X'1, X'2, X'3, X'4, X'5, X'6, X'7, X'8 denotes the standardized values (Zscore) of the respective 
independent variable. 
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At the last step, we conduct regression analysis, excluding the constant in equations, with 
dependent variable the standardized Y value and as independent variables the regression factors that 
have been generated in the previous step. 
 
Table 9 displays the Adjusted R² and the statistical significance of each model and by 
comparing the values of Adjusted R², we conclude that model 5 has the largest Adjusted R² value 
(0.516) and the smallest Standard Error of Estimate (0.68). Its F value is equal to 6.621 which is 
statistical significant with P-value = 0.018 < 0.05.  
 
 
Table 9: Model Summary 
 
From Τable 10, we extract the Standardized Coefficients for model 5 and the Eq. (1) is  
   i = B i Ci            (1) 
 
After taking into consideration the largest Adjusted R², the smallest Standard Error of 
Estimate and the significance level of each factor, we are prepared for the formation of our model. 
Thus, the equation Eq. (1) is the following: 
 
   5 = 0.544*C1 + 0.343*C4 + 0.358*C5        (1)
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Table 10: Standardized Coefficients of Regression Factors 
 
After substituting C1, C4, C5, respectively in Eq. (1), we obtained the standardized linear 
regression equation,     =         , Eq. (2) 
 
   = 0.50*X 1 + 0.49*X 2 + 0.50*X 3 + 0.24*X 4 + 0.59*X 5 – 0.39*X 6 – 0.48*X 7 – 
0.28*X 8                (2)   
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Subsequently, we are going to obtain the general linear regression equation with the original 
set of variables through the following procedure. In SPSS, select Analyze  Correlate  Bivariate, 
in Bivariate Correlations: Options we choose ‘Cross-product deviations and covariances’ and the 
Table 11 is generated.  
 
Table 11: Sum of Squares and Cross-products 
           
Partial regression coefficients and constant were computed as shown in Eq. (3), Eq. (4). 
 
bo =    -                                             (3)  
where   ,     were obtained from Table 5. 
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bi = bi  *  
   
     
                 (4) 
  : the ith
 
partial regression coefficient of general linear regression equation 
  
 : the ith partial standardized coefficient of standardized linear regression equation 
Lyy: the Sum of Squares of the dependent variable Y 
     : Sum of Squares of the ith independent variable Xi 
  : the constant of the general linear regression equation 
where Lyy, Lxixi were obtained from Table 11 and are the following: 
Lyy = 26832.640, Lx1x1 = 614.240, Lx2x2 = 11094.000, Lx3x3 = 7688.230, Lx4x4 = 3459.040, Lx5x5 = 
3009.040, Lx6x6 = 176134.000, Lx7x7 = 45872.000, Lx8x8 = 6910.000    
 
Finally, transforming the standardized linear equation, Eq. (2), into the general linear 
regression equation as shown in Eq. (5). 
 
  = bo +                      (5) 
           
  = - 43.9 + 3.30*X1 + 0.76*X2 + 0.94*X3 + 0.66*X4 + 1.76*X5 – 0.15*X6 – 0.36*X7 – 
0.56*X8            (5) 
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Chapter 3: Conclusions 
In this thesis, we manage to detect and address the problem of multicollinearity by applying 
Principal Component Analysis in this medical related data set, where Age, Height and Weight were 
the independent variables that are highly correlated. We end up with a new set of variables, the 
principal components, which are uncorrelated and which are ordered so that the first few retain the 
most of variation present in all of the original variables.
[10]
 Principal Component Analysis is 
performed easily and effectively with SPSS statistical package.   
In the literature, the adverse impact of ignoring multicollinearity is very well documented as 
Vatcheva et al. point out in the paper ‘Multicollinearity in Regression Analyses Conducted in 
Epidemiologic Studies’. They encourage researchers to proceed in Multicollinearity Diagnostics in 
regression analysis by reviewing epidemiological literature in PubMed from January 2004 to 
December 2013 and presenting the significance of detecting highly correlated predictors. The 
search that their team conducted reveals that in PubMed the terms collinearity, multicollinearity, 
collinear or multicollinear were found in only 0.12% of the studies that used multivariable 
regression. A percentage that it is presented skeptically since it was not clear if these studies had 
actually multicollinear data sets.
[11]
 
In view of all that has been mentioned so far, it is important to consider multicollinearity 
diagnostics when analyzing data using regression models, avoiding misleading and erroneous 
interpretations of the results. 
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