The multi-fluid plasma model only assumes local thermodynamic equilibrium within each fluid, e.g. ion and electron fluids for the two-fluid plasma model. Derivation of the MHD model involves several asymptotic and simplifying assumptions that can limit its applicability. Therefore, the two-fluid plasma model more accurately represents the appropriate physical processes. Physical parameters indicate the importance of the two-fluid effects: electron to ion mass ratio m e /m i , ion skin depth δ i , and ion Larmor radius r L . The MHD model assumes m e /m i = 0, δ i = 0, and r L = 0. Asymptotic approximations of the two-fluid model, Hall-MHD, has an unbounded Whistler wave that requires artificial dissipation. No unbounded waves exist in the two-fluid model. An algorithm is developed for the simulation of plasma dynamics using the two-fluid and multi-fluid plasma models. The algorithm implements a discontinuous Galerkin method that uses an approximate Riemann solver[1] to compute the fluxes of the fluids and electromagnetic fields at the computational cell interfaces. The two-fluid plasma model has time scales on the order of the electron and ion cyclotron frequencies, the electron and ion plasma frequencies, the electron and ion sound speeds, and the speed of light. Such disparate time scales motivate a semi-implicit time-stepping scheme to overcome the severe time step restrictions of explicit schemes. The algorithm is validated with several test problems including the GEM challenge magnetic reconnection problem [2] and the generation of dispersive plasma waves which are compared to analytical dispersion diagrams. The algorithm is applicable to study advanced physics calculations of plasma dynamics including magnetic plasma confinement and astrophysical plasmas. Three-dimensional solutions of the Z-pinch and the field reversed configuration (FRC) magnetic plasma confinement configurations are presented.
The two-fluid plasma algorithm is implemented in a flexible code framework (WARPX) that allows easy extension of the physical model to include multiple fluids. WARPX has demonstrated a three-fluid (electrons, ions, and neutrals) simulation of a plasma sheath formation. Atomic reactions are incorporated that describe the effects of collisions between the species explicitly, allowing for the identification of regions of ionization/recombination, and interspecies momentum and energy transfer. Using a multi-fluid model captures electron inertial effects such as the Langmuir wave in the sheath development. Typically, sheath simulations require an elliptic solver to evolve the electric field using Gauss's law. Using the purely hyperbolic form of Maxwell's equations allows the use of the same hyperbolic solver that is used for the fluid evolution. This work is applied to the study of plasma actuators for high speed aerospace vehicles.
The construction of non-local artificial boundary conditions (ABCs) is applied to Maxwell's equations with the intent of eliminating artificial (numerical) wave reflections in unbounded domain problems. The fundamentals of the ABCs implementation is presented for hyperbolic solutions. These ABCs can handle artificial boundaries of irregular shape on regular grids with no fitting/adaptation needed and no accuracy loss induced while keeping temporal non-locality fixed and limited.
WARPX is a flexible code both in its application capabilities and for future software development. It is written with advanced modularity supported by the C++ language. In order to adapt the WARPX code to the many-core systems that will be characteristic of the next generation of high performance computers, strategic portions of the WARPX computation demand are being ported to the OpenCL language. The OpenCL language is young, but is likely the best option to balance coding efforts with the current uncertainties of expected future computers architectures. Specifically, OpenCL code can currently be executed on graphics processors (GPUs), multi-core CPUs, and even more specialized devices like the IBM Cell processor. Early performance results are presented from moving the approximate Riemann flux calculations to GPU hardware.
