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Abstract 
Animal colour patterns are complex and highly diverse traits that are used for intra- 
and inter-specific communication, thermoregulation and predator avoidance, including 
aposematism, camouflage and mimicry. To understand the evolution and design of 
such colouration, it is essential to quantify animal colour patterns and how they appear 
against their natural background. Visual signals comprise multiple elements, such as 
luminance, chromaticity and pattern geometry, and the integrated perception of these 
elements against the background determine how an animal appears to predators, prey 
and conspecifics. However, despite considerable attention in the literature, the ability 
of visual ecologists to achieve a comprehensive analysis of complex visual signals has 
been limited, mainly due to quantitative and qualitative limitations of data acquisition. 
Importantly, existing pattern analyses failed to integrate the perception of colour-, 
luminance- and pattern geometry contrast of complex animal colour patterns against 
their natural background. 
In this thesis, I have overcome many limitations of colour pattern analyses by 
combining calibrated digital photography, visual modelling and comprehensive colour 
pattern analysis. I first developed a new colour pattern analysis framework (QCPA) 
(Chapter 2) in a collaborative effort. This resulted in user friendly and open source 
software running on two separate software platforms (Matlab & ImageJ), accompanied 
by a website hosting manuals, user guides, worked examples, tutorials and videos, 
and a user forum.  
I used this new methodology to investigate the evolution and design of colour 
patterns in nudibranch molluscs (Chapter 3). I investigated morphological differences 
in colour patterns between dorid nudibranchs exclusively active during the night and 
those active during daytime at dive sites in rocky shore sites in Nelson Bay, NSW, 
Australia. This chapter investigated a key assumption underlying the use of nudibranch 
molluscs for the study of defensive colouration, namely that selection pressure by 
visual predators is the primary cause for colour pattern evolution in nudibranchs. To 
do this, I obtained a calibrated image database of 23 species of dorid nudibranchs 
against their natural backgrounds. I found distinct differences in colour pattern 
morphology between species active at either time of the day, supporting the hypothesis 
that colour pattern morphology is indeed correlated with daytime activity.
iii 
To test assumptions on parameter and model choices using QCPA and deepen 
our understanding of animal vision, I conducted behavioural experiments using 
Picasso triggerfish (Rhinecanthus aculeatus) to determine thresholds of luminance 
contrast detection and discrimination of reef fish (Chapter 4). This study found profound 
context dependant differences in luminance discrimination thresholds, questioning the 
current use of visual models to describe luminance contrast perception in animals. 
The work in this thesis greatly contributes to the ability of researchers to 
investigate visual perception in non-humans at a quantitative scale, while contributing 
to our understanding of how animal might perceive spatiochromatic information. My 
thesis greatly reduces current boundaries to visual modelling and colour pattern 
analysis by creating a comprehensive and user friendly open-source software and 
online user platform. My work innovates and expands upon currently used tools for the 
study of animal vision, while investigating the use of the receptor noise limited model. 
It also provides specific solutions while outlining potential for future research and 
development. I also provide a specific example of how to calibrate parameter choice 
for the QCPA. Finally, the thesis provides a first application of the QCPA framework 
while highlighting the great suitability of nudibranchs as a model organism of growing 
importance for the study of defensive animal colouration.  
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Preface to the Thesis 
When I started my PhD, my primary goal was to understand how colourful visual 
signals were perceived in complex visual scenes through the eyes of animals. 
However, suitable tools to do that did not exist. The literature and expert opinions at 
the time suggested to use either hyperspectral cameras or digital imaging. However, 
hyperspectral cameras, especially when taken underwater, were far too expensive, 
delicate, slow and of low resolution. On the other hand, the use of digital cameras, 
although accepted for modelling spatial acuity and describing achromatic patterns, was 
considered highly unsuitable and problematic for the modelling of colour vision.  
During my Masters’ thesis, I had started to use Prof. John Endler’s pattern 
analyses and knew that this approach to the quantification of colour patterns posed 
powerful advantages over (and addition to) alternative tools being used by researchers 
at that time. The problem I saw was that John’s pattern analyses, despite going back 
to the late 70s, had never really found their way into the mainstream visual ecology 
literature. This was largely due to a lack of accessibility and complex literature but also 
because these methods require segmented images. At the time, breaking an image 
down into its colour pattern elements was an incredibly tedious and subjective manual 
process that could not be applied to complex natural scenes.   
This meant that my first approaches to the quantitative analysis of colour 
patterns involved the taking of digital images which were manually redrawn to 
reconstruct the shape, size and location of colour pattern elements. Extensive Matlab 
scripts developed in collaboration with John would then connect these pattern 
elements with a library of spectral reflectance measurements in order to allow the 
implementation of spatiochromatic pattern analyses. This early stage of pattern 
analysis - in combination with a user input guided Matlab script that I had started to 
write - was the seed of what would become the QCPA.  
The publication of the MICA toolbox in late 2015 proved to researchers that 
using calibrated photography to reliably obtain photoreceptor stimulation for entire 
visual scenes was possible and could allow for image segmentation using animal 
vision. This was the crucial step needed for the implementation of John’s analyses at 
a quantitative scale. After about a year of development, a first prototype of the QCPA 
was functional and presented at international conferences in mid-2017. The framework 
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at that stage would complete colour vision modelling and image segmentation in 
ImageJ to produce input for a sophisticated graphical Matlab user interface that would 
perform spatial acuity modelling, region of interest (ROI) selection, colour pattern 
analysis and data visualisation. The Matlab side of QCPA ultimately became integrated 
into ImageJ while growing substantially, leading to the software presented in this 
thesis. 
QCPA was first published as a pre-print at the end of March 2019, coinciding 
with the launch of an extensive online platform featuring hundreds of pages of user 
guides, articles, tutorials, video and a user forum followed by its eventual peer-
reviewed publication in December 2019. However, I do not present that content in this 
thesis and neither do I present the roughly 300 A4 pages of carefully annotated code 
that make up the ImageJ and Matlab programmes. Despite having spent considerable 
time conducting behavioural experiments for chapter 3 and collecting data for chapter 
4, a large part of my PhD has been dedicated to the development, testing and 
implementation of the QCPA. Was it worth it?  
Feedback from the scientific community and the general public seems to 
support the notion that this work will have a significant impact in the field of visual 
ecology. The pre-print has been read and downloaded thousands of times, the website 
has been visited by thousands of people and the final publication has been covered by 
media throughout the world at an impressive level. The QCPA already has dozens of 
researchers around the world actively using it for their work and as such, I am confident 
that our work has left a mark in the scientific community. 
The QCPA has implications beyond the final piece of code for ImageJ or the 
associated manuscript and supplementary material provided in this thesis. This project 
saw the revision of not just fundamental modelling aspects of animal colour, luminance 
and spatial vision but also colour pattern analyses which have been developed over 
the course of decades. However, it does significantly more than revise and comment 
on these tools: it provides a unified concept of how to combine these tools into a 
dynamic workflow, which supports our current understanding of animal vision. This 
process has been shaped by a long history of active communication across various 
international and national conferences and subsequent discussions with researchers 
across the field of visual ecology, for which I am extremely grateful. 
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The development of the QCPA falls into the context of a growing interest by the 
scientific community to pursue the development of tools for the investigation of 
spatiochromatic aspects of animal colouration at and beyond the retinal level. As a 
result, I have been engaging in efforts to develop community platforms, literature and 
collaborations across formerly ‘competing’ entities in the field of visual ecology in order 
to facilitate unified efforts and exchange of know-how.  
The QCPA has opened many discussions and questions regarding the 
modelling of animal vision and the analysis of visual signals. A vast list of questions 
which await careful analysis across a range of visual systems and perceptual contexts. 
But QCPA didn’t just pose questions: we now have a valuable addition to a growing 
set of tools and methods that we can use to address some of these questions in ways 
which we previously couldn’t have.  
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Chapter 1 
General Introduction 
 
 
 
 
“For the rays, to speak properly, are not coloured”  
- Newton, 1718 
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Chapter 1 - General Introduction 
1.1 Preface 
Animal colour patterns are complex and highly diverse morphological traits (Fig. 1.1A-
F) that drive fundamental interactions between animals. They are used as signals in 
sexual selection, territorial defence, predator avoidance and social behaviour (Endler, 
1978). The perception of colourful signals are influenced by the size and shape of 
colour pattern components, signaller behaviour, environmental parameters, as well as 
viewer physiology and psychology (Endler, 1978, 1990; Dawkins, 1993; Guilford & 
Dawkins, 1993; Renoult & Mendelson, 2019). The diversity of animal colour patterns 
are therefore thought to be the cumulative result of complex interactions and trade-
offs, rather than a response to a single selective pressure (Endler, 1978; Merilaita, 
Lyytinen, & Mappes, 2001). Understanding these interactions and trade-offs is the key 
to understanding the design and evolution of animal colouration (Cott, 1940; Endler, 
1978; Stevens & Merilaita, 2011; Stevens & Ruxton, 2012; Ruxton, Allen, Sherratt, & 
Speed, 2018). This thesis focuses primarily on fixed (permanently displayed and/or 
static) colour patterns and only secondarily on the perception of colour patterns in a 
temporal and/or motion context (but see Chapter 2). While not of primary concern in 
this thesis, colour patterns (pigments in general) can serve functions outside of visual 
signalling such as UV-protection (e.g. Tartarotti & Sommaruga, 2006), 
thermoregulation (e.g. Lindstedt, Lindström, & Mappes, 2009) or abrasion resistance 
(Cuthill et al., 2017), increasing the complexity of selective pressures acting on the 
evolution of colour patterns in nature. 
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Colour patterns consist of multiple components: 1) brightness (Fig 1.2A), which 
refers to the perceived luminance of pattern elements; 2) chromatic properties such as 
hue (colour categories such as red or blue) (Fig 1.2B) and saturation (purity, or 
proximity to grey) (Figure 1.2D); and 3) the spatial alignment of colour pattern 
elements, which defines the geometry of the pattern (Fig 1.2C, E, F). All three 
components have strong implications for the functionality of an animal’s colour pattern. 
I will first provide a brief review on colour, vertebrate colour vision, luminance, 
luminance vision and colour pattern geometry before discussing fundamental aspects 
of defensive animal colouration, as well as tools and methods available for their study. 
 
1.2 Vertebrate Vision 
To understand the selective forces shaping the evolution of animal colouration we 
require an understanding of animal visual systems. It is – with the exception of colours 
used in thermoregulation - these visual systems which signals emitted or obscured by 
animal colouration are targeting (Cronin, Johnsen, Marshall, & Warrant, 2014; 
Figure 1.1: A) A nudibranch mollusc, and B) a poison dart frog displaying conspicuous warning 
colouration; C) A tiger using its stripes to hide in tall grass; D) A Peacock spider and E) a male 
peacock using conspicuous colour patterns for courtship displays; F) A chameleon, which can  
change colour for camouflage and signalling to conspecifics. Image credits: A) Cedric v. d.  
Berg, B) Christin Froehlich, C) Steve Winter, D) Juergen Otto, E) User ‘Windydy’ on 
deviantart.com, F) Thorsten Negro. 
 
A B C 
E F D 
7 
 
Stevens, 2016). All visual systems start the process of visual perception with the 
absorption of photons mediated by specialised neuronal cells, the photoreceptors 
(Land & Nilsson, 2012).  
There are two types of photoreceptor cells in vertebrate eyes: rods and cones. 
Most vertebrate eyes possess both in their retinas. Rods are designed for dim-light 
vision and extreme light sensitivity, and are often long and cylindrical (Cronin et al., 
2014, Fig 1.3A). Cones are used in bright-light vision: they are relatively short with 
tapered sets of membrane (Fig. 1.3C) and are more finely tuned to a broader range of 
specific wavelengths than rods, which are usually maximally sensitive to light at around 
500nm wavelength (Bowmaker, Heath, Wilkie, & Hunt, 1997; Hart, 2001b, 2001a; 
Cheney, Newport, McClure, & Marshall, 2013; Henze & Oakley, 2015; Marshall, 
Cortesi, de Busserolles, Siebeck, & Cheney, 2018). In vertebrates, rods and cones are 
usually distributed unequally across the retina leading to different visual properties in 
different parts of the visual field. A good example of this is the human retina with 
increased luminance contrast sensitivity in dim-light peripheral vision and peak colour 
contrast sensitivity and acuity at the fovea during daytime. These differences are due 
to a high abundance of cones at the fovea and rods at the periphery of the retina 
(Bruce, Green, Georgeson, & Dynan, 2010). However, similar retinal heterogeneity in 
rod and cone density can be found in many vertebrates (e.g. Hart, 2001; Dalton, de 
Busserolles, Marshall, & Carleton, 2017). 
Figure 1.2: The four components of colour patterns. A) Luminance; B) hue; C) achromatic 
pattern; D) saturation; E) chromatic pattern; F) pattern with the same colours as E but different 
pattern. Note how the colours blend together to a different hue at distance despite identical colour 
composition. 
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The absorption of photons is enabled by photopigments located in the outer 
segments of the photoreceptors (Fig. 1.3B & D). The photopigment itself is made up of 
the chromophore molecule and a covalently bound opsin protein, which determine the 
spectral sensitivity of a given photoreceptor (Loew, 1995; Yokoyama & Yokoyama, 
1996). Initiated by a conformational change in the chromophore molecule a series of 
chemical processes is triggered, called the ‘phototransduction cascade’. This process 
ultimately leads to the depolarisation of the photoreceptor cell and the subsequent 
emission of a neuronal signal (Pugh & Lamb, 2000). 
1.2.1 Colour Vision 
Colour vision is the ability to detect differences in light spectra based on their 
wavelength distribution (how much light is there at each wavelength), independent of 
light intensity. Colour vision has convergently evolved in both vertebrates and 
invertebrates and the ability of animals to perceive colours varies considerably 
between taxa (e.g. Marshall, Land, King, & Cronin, 1991; Briscoe & Chittka, 2001; 
Arrese, Hart, Thomas, Beazley, & Shand, 2002; Osorio & Vorobyev, 2008; Jacobs, 
2009). To detect colour, vertebrate eyes need to have at least two different cone 
photoreceptors with different spectral sensitivities (Fig. 1.4).  
Absorbed photons produce a retinal response which in turn enters a 
complicated neuronal circuit and is ultimately processed by the brain. At the earliest 
level of colour vision, the relative stimulation of photoreceptors, mediated by ON and 
OFF bipolar cells, are integrated by retinal ganglion cells into ‘receptive fields’ which 
B C D A 
Figure 1.3: Schematic representations of a rod (A) and a cone (C) photoreceptor with their 
respective outer segments (B & D). Modified from Cronin et al., (2014). 
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underlie colour, luminance and spatial vision (Cronin et al., 2014). The integration of 
signals from a population of upstream neurons reflecting a specific special 
arrangement is a common neurophysiological design principle that enables refined 
signal interpretation and modulation which features repeatedly throughout visual 
processing pathways (Bruce et al., 2010). The perception of colour in vertebrates 
largely depends on opponent processing of photoreceptor outputs (Kelber, Vorobyev, 
& Osorio, 2003, but see Shapley & Hawken, 2011). Opponent processing refers to the 
antagonistic (opponent) processing of separate colour pairs in distinct neural channels 
(Jameson & Hurvich, 1955; Wyszecki & Stiles, 2000, Fig. 1.5). The stimulation of 
opponent channels relative to each other subsequently determines the perceived hue 
& saturation of an object. However, photoreceptors have an intrinsic level of noise 
generated by stochastic excitation of the photopigments. Only when the stimulation of 
a photoreceptor is higher than the noise present is a signal leading to colour perception 
transmitted (Vorobyev & Osorio, 1998).  
Figure 1.4: Varied spectral sensitivities of vertebrates and invertebrates. (A) Cuttlefish, Sepia 
lessoniana. (B) Dolphin, Tursiops truncates including the rod spectral sensitivity (dotted line), 
as this may be involved in color vision. (C) Shrimp, Systellaspis debilis. (D) Dog, Canis 
familiaris. (E) Honeybee, Apis mellifera. (F) Human, Homo sapiens. (modified from Cronin et 
al., 2014). 
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1.2.2 Luminance Perception 
A significant amount of visual information is encoded by light intensity (luminance), 
irrespective of relative wavelength distribution (Fig. 1.6). Brightness refers to the 
perceived luminance of objects and surfaces whereas lightness refers to their 
perceived reflectance (for a review see Kingdom, 2011). Vertebrate eyes are thought 
to perceive brightness & lightness using either one or the cumulative output of single, 
as well as double cones (Macuda & Timney, 1999; Osorio & Vorobyev, 2005; Siebeck, 
Wallis, Litherland, Ganeshina, & Vorobyev, 2014). It is thought that luminance is widely 
used by animals to perceive spatial information and motion (Osorio, Mikló, & Gonda, 
1999; Willis & Anderson, 2002; Osorio & Vorobyev, 2005). For example, primates use 
achromatic signals to identify the location, shape and motion of objects, as opposed to 
chromatic information, which is used to infer surface quality (Livingstone & Hubel, 
1988). Evidence from across different vertebrates such as primates, birds and fish 
suggests that detection of fine spatial detail relies primarily on achromatic signals 
(Livingstone & Hubel, 1988; Osorio, Mikló, et al., 1999; Newport et al., 2017). 
Luminance contrast has been shown to constitute important parts of defensive animal 
colouration by modulating within-animal pattern contrast as well as animal-background 
contrast (Siddiqi, Cronin, Loew, Vorobyev, & Summers, 2004; Prudic, Skemp, & Papaj, 
2007; Bradburry & Vehrencamp, 2011; Stevens & Merilaita, 2011; Ruxton et al., 2018).  
 
Figure 1.5: Three possible opponent processing circuit schema for a blue-green opponent 
circuit in mammal receptive fields. Modified from Baden & Osorio, (2019). 
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The perception of achromatic information can be achieved by all visual systems 
and in photopic conditions is usually mediated by a specific class of photoreceptors, 
such as the medium or longwave sensitive cones (Whittle, 1986; Osorio & Vorobyev, 
2008). In bees, the long-wavelength photoreceptors are thought to be responsible for 
luminance vision (Backhaus, 1991; Giurfa et al., 1997; but see Ng et al., 2018), while 
primates sum the output of the medium and long-wavelength sensitive cones (Whittle, 
1986; Osorio & Vorobyev, 2008). Birds segregate achromatic and chromatic signals 
by allocating single cones to colour perception and use double cones in luminance 
perception (v. Campenhausen, Kirschfeld, Campenhausen, & Kirschfeld, 1998; 
Osorio, Mikló, et al., 1999; Osorio & Vorobyev, 2005). Fish may use individual or 
summed output of the medium or long-wavelength cones (Neumeyer, Wietsma, & 
Spekreijse, 1991; Siebeck et al., 2014); however, this is not clear.   
Figure 1.6: A koala sitting on a tree: A) picture in colour, and B) picture with only luminance 
information (black and white). Note how much spatial information is still encoded when 
removing colour. Image by Cedric v. d. Berg. 
A B 
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1.3 Defensive Animal Colouration 
The ability to see chromatic and achromatic visual information has led to visually 
guided predation being one of the key ecological processes in any given ecosystem. 
To reduce predatory attacks, prey species have evolved physical and behavioural 
defence mechanisms to reduce the likelihood of being preyed upon. Primary defences 
act before a predator initiates any interaction with the prey, whereas secondary 
defences act once a predator-prey interaction has commenced (Ruxton et al., 2018). 
Animal colour patterns can reduce the likelihood of detection (camouflage, e.g. Fig. 
1.1C) or warn potential predators of the unprofitability of the prey (aposematism, e.g. 
Fig. 1.1A & B, Poulton, 1890). However, how the design of such colour patterns 
decreases the chances of predatory recognition (crypsis) or improves avoidance 
learning (aposematism) remains relatively unclear (Ruxton et al., 2018). Crypsis is a 
broad term that encompasses various functional sub-categories, and it is important to 
differentiate between the strategies that aim to avoid detection (camouflage) (e.g. Fig. 
1.8), and the ones aiming at avoiding recognition, namely masquerade and mimicry 
(Fig. 1.7, Stevens & Merilaita, 2011). 
 
A B 
Figure 1.7: A) An Australian leaf insect (Phyllum monteithi) masquerading as a leaf. B) A spiny 
stick insect (Extatosoma tiaratum) masquerading as lichen on a stick. Images courtesy of 
Jessa Haley Thurman. 
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1.3.1 Crypsis through Background Matching 
A color pattern is cryptic if it ‘resembles a random sample of the background perceived 
by predators at the time and age, and in the microhabitat where the prey is most 
vulnerable to visually hunting predators’ (Endler, 1978). This general need for similarity 
between animal and background holds for pattern, chromatic and luminance contrast, 
as any one of them can be used to set an object apart from its background and make 
it detectable (Endler, 1978). The need for a general resemblance to a visual 
background is intuitive, for example when looking at a moth (Hypomecis roboraria) 
camouflaging against tree bark (Fig. 1.8A) or a southern leaf-tailed gecko (Phyllurus 
platurus) (Fig. 1.8B). While explaining a key functional element of camouflage, Endler’s 
definition of crypsis holds true for background matching, however it does not 
adequately incorporate the importance of additional cryptic colouration design 
principles which I briefly introduce in subsequent sections.  
 
1.3.2 Disruptive Colouration 
Background matching through average resemblance to a background (Fig. 1.8) does 
not necessarily increase the protective value of an animal colour pattern because the 
Figure 1.8: A) A moth (Hypomecis roboraria) resting on tree bark. The animal is almost 
perfectly camouflaged, largely due to its pattern, luminance and colour matching the visual 
background. Modified from Kang, Stevens, Moon, Lee, & Jablonski, (2015). B) A southern leaf-
tailed gecko (Phyllurus platurus) matching the colour and pattern of a tree it camouflages 
against. Image courtesy of Jessa Haley Thurman. 
B A 
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outline of an animal could set it apart from its background (Thayer, 1909; Cott, 1940). 
Edge detection plays a crucial role in object detection and recognition; therefore, 
patterns that break up the outline of the general animal body shape or body parts (Fig. 
1.9) help in achieving camouflage. Disruptive colouration is especially effective if: 
 
(i) pattern elements are more contrasting inside the animal than between the 
animal and its background; 
(ii) contrast between animal pattern elements bordering the background is 
minimised; 
(iii) pattern elements randomly create a sense of continuation between 
background and animal by being disrupted by the edge of an animal’s body 
shape (Stevens & Cuthill, 2006; Endler, 2012). 
 
Despite compelling theoretical arguments for the function of disruptive colouration 
in nature, only recently have studies provided empirical evidence to highlight its role in 
protective animal colouration (reviewed by Ruxton et al., 2018). There is supporting 
evidence that most animals, including insects, birds, mammals, fish, reptiles, 
amphibians, crustaceans and cephalopods use disruptive colouration to reduce 
predation risk (Cott, 1940; Cuthill & Székely, 2009; Stevens & Merilaita, 2011; Stevens, 
2016; Ruxton et al., 2018).  
 
 
Figure 1.9: The leg of a frog (Rana temporaria) displaying disruptive patterning to obscure the 
outline of the limb (modified from Cuthill & Székely, 2009; originally drawn by Cott, 1940) 
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1.3.3 Aposematism 
Aposematism describes the use of conspicuous signals by animals to advertise some 
form of secondary defence, such as toxicity or distastefulness (Poulton, 1890). For 
example, nudibranch molluscs have been shown to use highly conspicuous colour 
patterns in combination with potent chemical defences to defend themselves (Fig. 
1.10). Other prominent examples of aposematic animals include frogs (e.g Summers 
& Clough, 2001; Dugas, Halbrook, Killius, del Sol, & Richards-Zawacki, 2015), moths 
(e.g. Honma, Mappes, & Valkonen, 2015; Henze, Lind, Mappes, Rojas, & Kelber, 
2018) and snakes (e.g. Mochida, Zhang, & Toda, 2015; Rajabizadeh, Adriaens, Kaboli, 
Sarafraz, & Ahmadi, 2015). To what extent different components of a colour pattern 
contribute to the protective value of an aposematic signal remains largely unclear. 
While experiments using birds and fish seem to indicate that colour seems to play a 
more important role in the learning of aposematic signalling than pattern or luminance 
(Roper & Wistow, 1986; Cook & Roper, 1989; Osorio, Jones, & Vorobyev, 1999; 
Newport et al., 2017), there is still little empirical knowledge on how colour, pattern and 
luminance contribute to aposematism in its ecological context (Stevens, 2015). Most 
of the work done in this area makes use of comparably simple stimuli in experimental 
setups focusing on individual pattern components such as colour contrast or highly 
simplified artificial patterns (Osorio, Jones, et al., 1999; Dimitrova & Merilaita, 2010; 
Aronsson & Gamberale-Stille, 2013) but very few studies investigate complex 
multicomponent animal colour patterns in a complex natural or nature-like context. 
 
 
A B C 
Figure 1.10: Various sympatric nudibranch molluscs from south-east Queensland, Australia, 
displaying bright colour patterns in combination with storing defensive chemicals. Note the 
commonly shared yellow rim across species. A) Chromodoris kuiteri, B) Goniobranchus 
splendidus, C) Chromodoris elisabethina. Images by Cedric v.d.Berg. 
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1.4 Considering Defensive Colouration in an Ecological Context 
The signalling properties of animal colour patterns depend on the viewing conditions 
and the properties of a viewer’s visual system (Endler, 1978). Visual signals are 
modulated by environmental factors such as the background against which they are 
displayed (Fig. 1.11) and the lighting conditions as well as the transmission properties 
of the medium (Endler, 1990; Dimitrova & Merilaita, 2010). Therefore, understanding 
the evolution and design of animal colour patterns requires careful consideration of 
both the conditions under which visual signals are displayed, and the vision of the 
intended signal receiver (Endler, 1990, 1993; Endler & Mielke, 2005; Johnsen & 
Mobley, 2012).  
Most publications on the ecology and evolution of animal colour patterns 
acknowledge the importance of the ecological context under which colour patterns are 
displayed. However, very few simultaneously analyse colour, luminance and geometry 
contrast within animals and between animals and the background they are viewed 
against (but see Troscianko et al., 2016) while also considering the physiology of a 
viewer under natural light conditions. This likely leads to a lack of understanding of the 
ecological function of animal colour patterns and subsequently their design and 
evolution. 
Figure 1.11: Bitis rhinoceros, West African Gaboon viper: (a) the snake partly on white 
background and (b) partly on background similar to the natural habitat. Note how the cryptic 
colour pattern only works in the context of the background. From Spinner et al., (2013). 
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For example, while camouflage and aposematism represent somewhat 
opposing principles of animal colouration by either promoting or avoiding 
conspicuousness, there is increasing evidence that they can co-occur within a single 
colour pattern. In fact, animal colouration can often appear both highly conspicuous as 
well as cryptic, depending on the context (Caro, Sherratt, & Stevens, 2016). For 
example, a parrot fish -a very common and colourful reef fish - appears highly 
conspicuous at close range, displaying a variety of bright and highly saturated colour 
patches. However, when disappearing into the distance, those colour patches merge 
together to produce a perfect match to the blue background of the more distant reef ( 
Marshall, 2000). Distance dependant switching from aposematism to crypsis was also 
shown in swallowtail butterfly larvae (Papilio machaon) (Tullberg, Merilaita, & Wiklund, 
2005).  
Another example highlighting the context dependence of defensive animal 
colouration was found in the tiger moth (Parasemia plantaginis). The animal usually 
displays black white and orange wings which are conspicuous when viewed against its 
natural background. However, when attacked the moths feign death by dropping to the 
ground and against this new background, the same colour pattern now provides 
camouflage (Honma et al., 2015).  Similarly, Barnett and Cuthill (2015) demonstrated 
that such distance-dependent or dual function patterns improved the survival rate of 
artificial prey (Barnett & Cuthill, 2015; Barnett, Scott-Samuel, Cuthill, & Barnett, 2016). 
 
1.5 Tools & Methods for the Study of Colour Patterns 
The development of technology used to study how animals perceive visual information 
over the last three decades, including the use of spectrophotometry, digital 
photography, high-end computation, visual modelling and innovative behavioural 
experiments, has improved our capacity to investigate selective pressures driving the 
design of animal colouration (Endler, 1978, 1990; Alatalo & Mappes, 1996; Vorobyev 
& Osorio, 1998; Stevens, Parraga, Cuthill, Partridge, & Troscianko, 2007). However, 
many mechanisms shaping the evolution of animal colour patterns remain comparably 
understudied. Indeed, this is attributable to the lack of suitable analytical frameworks 
for comprehensive and thorough animal colour pattern analysis (Stevens & Merilaita, 
2011; Endler, 2012; Stevens & Ruxton, 2012; Ruxton et al., 2018).I will give a brief 
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summary of commonly used methodology for the analysis of animal colour patterns to 
outline key properties and limitations of current analytical frameworks. 
1.5.1 Colour Contrast  
Measurements of spectral reflectance, obtained via a spectrophotometer, are used to 
determine colour contrast. There are two forms of colour contrast measured: that within 
an animal’s own colour pattern (for example, the contrast between a black and blue 
stripe) and that between an animal and its background (such as the substrate). 
Spectral reflectance measurements are then used to calculate the Euclidian distance 
between the modelled perceived colours in perceptual colour spaces (Renoult, Kelber, 
& Schaefer, 2017, Fig. 1.12). The “Receptor Noise Limited” (RNL) model (Vorobyev & 
Osorio, 1998) is the most commonly used visual model for the measurement of colour 
contrast in vertebrates. It has been shown to accurately model colour contrast and 
associated colour discrimination thresholds in a range of organisms such as insects, 
birds, fish and reptiles (Endler & Mielke, 2005; Martin Schaefer et al., 2007; 
Spottiswoode & Stevens, 2010; Chen, Stuart-Fox, Hugall, & Symonds, 2012; Champ, 
Vorobyev, & Marshall, 2016). 
 
1.5.2 Luminance Contrast  
Increasingly, the RNL model is also being used to measure luminance discrimination 
contrasts (Siddiqi et al., 2004). However, the RNL model was originally developed to 
Figure 1.12: A) The colour pattern on a nudibranch mollusc B) Spectral reflectance curves 
obtained using a spectrophotometer C) The corresponding colours plotted in colour space. The 
background measurement refers to the substrate. The perceptual distance is then calculated 
using the RNL model (figure from Cheney et al., 2014). 
 
A B C 
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estimate colour discrimination thresholds. Its common use in the literature to also 
estimate luminance discrimination thresholds has not been verified behaviourally, with 
the exception of birds (Spottiswoode & Stevens, 2010). Traditional methods of 
describing pairwise luminance contrasts such as the Michelson and Weber contrast 
indices, describe luminance contrast in the context of absolute brightness of a scene 
(Bex & Makous, 2002; Chiao, Chubb, & Hanlon, 2007). However, unlike the RNL 
model, they do not imply discrimination thresholds based on associated receptor noise 
and receptor abundance in the retina of a viewer. 
 
1.5.3 Pattern Analysis 
There are a variety of techniques to quantify spatial pattern contrast, although Fourier 
transform based approaches are most often seen in the literature (Godfrey, Lythgoe, 
& Rumball, 1987; Stoddard & Stevens, 2010; Cheney et al., 2014). Fourier transform 
analysis transforms the spatial frequencies of colour patterns into power spectrum 
curves (Fig. 1.13). This determines the difference between images, or components of 
images according to the relative distribution of spatial frequencies (Field, 1987). This 
method incorporates mechanisms of early post-retinal neuronal processing and has 
been widely used to quantify pattern contrast in terms of spatial frequencies (Stevens 
& Merilaita, 2011). There are a few alternative examples of colour pattern analyses 
such as ‘distance transform’ (Taylor, Gilbert, & Reader, 2013), adaptations of feature 
congestion analyses (Xiao & Cuthill, 2016) or variants of ‘Scale Invariant Feature 
Transform’ (SIFT) (Lowe, 1999). However, Fourier transform based approaches 
remain by far the most frequently used in the study of animal colour patterns. 
Studies using spatial frequency analyses often do not filter the visual information 
in the image according to the visual limitations of ecologically relevant viewers, such 
as predators. Furthermore, Fourier transform based pattern analyses have a limited 
ability to differentiate and parameterise colour patterns and their components. This is 
because they are designed to quantify the similarity of spatial frequency distributions 
but not to parameterise colour pattern geometry such as describing the shape and 
relative position of elements inside patterns. Furthermore, a recent study found that 
Fourier transform based pattern contrast analysis did not predict detection rates in 
human subjects viewing artificial prey on complex backgrounds, suggesting that it may 
not be an effective predictor of pattern contrast (Troscianko, Skelhorn, & Stevens, 
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2017). However, these drawbacks do not mean that Fourier transform based pattern 
analyses do not have their purpose in the analysis of spatial properties of visual 
signals, but rather that there are substantial limitations to them.  
To date, the study of animal visual signals has been limited by the absence of 
a comprehensive ‘spatiochromatic’ analysis. Such an analytical framework is required 
to provide an all-inclusive description of a signal by accounting for luminance contrast, 
colour contrast, pattern geometry, the environment of the animal and the visual 
systems of relevant viewers. In this way, the analysis produced would provide a more 
complete measure of the conspicuousness or inconspicuousness of a signal as well 
as a differentiated description and measure of colour patterns and their components, 
as perceived by ecologically relevant signal receivers (Endler, 1991, 2012; Endler & 
Mielke, 2005; Stevens & Merilaita, 2011; Veale, Hafed, & Yoshida, 2017).   
1.5.4 Visual Contrast and Colour Adjacency Analysis 
The concept of a spatiochromatic analytical framework for the analysis of colour 
patterns in nature goes back almost 40 years (Endler, 1978).  Endler’s visual contrast 
analysis (Endler, 1991; Endler & Mielke, 2005) and the “Colour Adjacency Analysis” 
(Endler, 2012) represent an important step towards the development of such 
comprehensive parametric colour pattern analyses. 
 
1.5.5 Visual Contrast Analysis 
To quantify the conspicuousness of animal colour patterns, Endler combined the 
measurement of spatial and chromatic, as well as achromatic components of animal 
colour patterns into parameters approximating their contribution to the potential 
conspicuousness of an animal. The contribution of a colour pattern element towards 
the average hue, saturation and brightness is proportional to the relative area of the 
pattern element and its contrast to the other colour pattern elements inside the animal 
(Endler, 1991). In a first step, the mean brightness of an animal colour pattern can be 
calculated by summing the individual cone capture quanta of each pattern element. 
Mean hue and saturation of a colour pattern can be expressed by summing the 
respective property of each colour pattern element after weighting by relative spatial 
abundance.  
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The visual contrast of a colour pattern is proportional to the absolute level of variation 
for a given pattern component (hue, saturation, brightness) considering the relative 
spatial abundance and chromatic as well as achromatic properties of the individual 
colour patches within the pattern (Endler, 1991; Bex & Makous, 2002; Endler & Mielke, 
2005; Arenas, Troscianko, & Stevens, 2014; Shepard, Swanson, McCarthy, & Eskew, 
2016). Thus, by calculating the standard deviation for the weighted colour pattern 
elements proxies for visual colour pattern contrast can be obtained regarding hue, 
saturation and brightness. For example, these statistics have been shown to be able 
to explain up to 70% of female guppy mate choice variance (Endler & Houde, 1995). 
1.5.6 Colour Adjacency Analysis 
The colour adjacency analysis accounts for colour pattern adjacency while providing 
highly differentiated parametric colour pattern geometry analysis based on the 
distribution of colour and luminance in two dimensional space (Endler, 2012). The 
Figure 1.13: The spatial frequency analysis of 6 simulated and real example images. Each image 
(i) is analyzed using a two-dimensional Fourier transform (ii), which is then rotationally averaged 
to produce a one-dimensional power spectrum. The simulated images (a-d) contain strict periodic 
patterns, which produce clear peaks and troughs in the frequency analysis. In contrast, more 
natural scenes (e-f) contain a wider distribution of frequencies, and therefore exhibit smoother 
power spectrum relationships. Modified from (Cheney et al., 2014) 
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fundamental principle of the colour adjacency analysis is the sampling of digital images 
along vertical and horizontal transects. Prior to the sampling process a digital image 
gets clustered into colour and luminance classes based on their RGB values. Along a 
sampling transect the identity of a sampled pixel is registered and the transitions 
between pixel classes summarized in a matrix. Statistical sampling of the transition 
matrix then allows the derivation of parameters such as pattern complexity, average 
colour patch size, aspect ratio and many more, describing the detailed geometrical 
properties of the colour pattern (Fig. 1.14 A-F). 
 
1.5.7 Quantitative Limitations 
To determine how a colour pattern will appear to a viewer, the spatial acuity of species, 
and both their colour and luminance discrimination thresholds, should be incorporated 
in the pattern analysis, as well as ecologically relevant viewing conditions (distance, 
turbidity, light, angle, etc.). Furthermore, the analysis should measure the contrast of 
the animal’s signal against natural backgrounds.  
This has been limited by the availability of suitable technology for determining 
colour and luminance contrast on a quantitatively suitable level. Spectrophotometry 
has been, traditionally speaking (before early 2016, the start of this thesis), the most 
Figure 1.14: Schematic process of the adjacency analysis. A) An 8-bit RGB image of a 
nudibranch mollusc; B) Schematic representation of 8-bit 3D RGB image matrix; C) 
Clustering of pixels per proximity of RGB triplets into zone map D) Grey scale representation 
of the resulting zone map; E) Schematic of the zone map showing cluster IDs. Red arrows 
indicate the sampling of the zone map; F) Resulting transition matrix.  
A D F 
B 
C 
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common method of acquiring measures of colour and luminance contrast as perceived 
by non-human observers. However, spectrophotometry is unsuitable for quantitatively 
sampling complex visual scenes which requires thousands or hundreds of thousands 
of point samples (Stevens et al., 2007; Stoddard & Stevens, 2010; Troscianko & 
Stevens, 2015). However, a spectrophotometer can only ever acquire a single point 
measurement at a time, making the acquisition of suitably large sampling efforts near 
impossible. Therefore, colour pattern analysis incorporating animal vision has long 
been limited to simple animal colour patterns and backgrounds. Another solution is the 
use of hyperspectral cameras (cameras able to resolve narrow bandwidth data, i.e. 
taking a pixel measurement every 5nm, as opposed to multispectral imaging using 
digital cameras, which is only taking a few measurements across the electromagnetic 
spectrum) (Long & Sweet, 2006; Russell & Dierssen, 2015). However, hyperspectral 
cameras are extremely expensive and suffer from several drawbacks for the study of 
animal colouration, such as temporal and spatial resolution as well as weight and lack 
of robustness.  
Some studies have tried to overcome this obstacle by using digital photography 
to estimate spectral reflectance curves in natural scenes using software like 
“Colourworker” (Osorio & Anderson, 2007). However, this approach is not widely used 
and suffers from the comparably poor quality of estimated spectral reflectance curves. 
The use of digital photography for visual modelling goes back more than a decade 
(Párraga, Troscianko, & Tolhurst, 2002; Stevens et al., 2007). However, the quality 
and affordability of digital cameras have increased significantly within the last decade. 
Troscianko & Stevens (2015) subsequently published an open-source ImageJ 
package which incorporated an intuitive software suite, the “Multispectral Image 
Calibration and Analysis Toolbox” (MICA) allowing for the reliable estimation of 
photoreceptor stimulation from calibrated digital images.  
 
1.6 Specific Aims and Thesis Outline 
The overarching aim of this thesis was to overcome current limitations in the study of 
defensive animal colouration. Over the past few years, I have developed a 
comprehensive methodology for the study of colour patterns (Chapter 2). The newly 
developed methodology and insights from behavioural experiments was then applied 
to the study of defensive colouration in nudibranch molluscs with the aim to increase 
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our understanding of the selective pressures shaping the design, function and 
evolution of defensive animal colouration (Chapter 3). I subsequently wanted to 
deepen our understanding of animal vision, calibrate parameter choices for colour 
pattern analysis and test the suitability of currently available tools and methods for 
visual modelling by conducting a series of behavioural experiments with trichromatic 
reef fish, the Picasso or lagoon triggerfish (Rhinecanthus aculeatus) (Chapter 4).  
 
1.7 Significance 
I have spent a large part of my time as a PhD student developing the Quantitative 
Colour Pattern Analysis (QCPA). The QCPA is of significance for a variety of reasons. 
First, it provides the first unified framework for the quantitative study of animal 
colouration. QCPA creates a coherent workflow merging the modelling of formerly 
independent aspects of animal vision, the detailed analysis of visual information and 
its visualisation. This allows researchers to approach the study of colour patterns in 
nature at an unprecedented quantitative and qualitative scale. Second, the framework 
introduces a range of novel tools and methods which provide exciting solutions to 
vision modelling as well as the analysis and visualisation of visual data. These new 
tools provide a range of future research directions aiming at increasing our 
understanding of animal vision and subsequent vision modelling.  
Second, the QCPA is designed to bring down barriers for researchers in multiple 
ways. The framework is entirely open-source and free while being designed to use 
readily accessible and cheap hardware. Furthermore, the QCPA has been seamlessly 
integrated into the MICA toolbox, providing a user-friendly and dynamic work 
environment while profiting from synergies with - and access to - an already existing 
range of powerful tools and analyses in both the ImageJ and the MICA toolbox. The 
QCPA also provides a detailed discussion of currently existing tools for the modelling 
of animal vision and colour pattern analyses further assisting researchers to find the 
right methods for their research questions. It is further supplemented by an exceptional 
amount of supporting information as well as user and community support in the form 
of an interactive online platform.  
Third, the development of the framework has greatly contributed to a growing 
sense of community and collaboration across research groups and institutes in the 
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field. It has significantly contributed to discussions and research focusing on the study 
of colour patterns in nature and will likely continue to do so, especially since its 
publication in December 2019. 
The study of the defensive colouration of nudibranch molluscs (Chapter 3) has 
seen the first case of visual modelling using an underwater application of calibrated 
digital photography to obtain images of animals in their natural habitat, while 
highlighting the powerful abilities of the QCPA for the first time. This study has greatly 
contributed to the growing importance of nudibranch molluscs as a key model organism 
for the study of defensive animal colouration while providing important insights into the 
selective pressures underlying the evolution of nudibranch colour patterns. 
Behavioural experiments conducted for Chapter 4 have significantly contributed 
to our understanding of luminance contrast perception by trichromatic reef fish while 
greatly informing the use of currently available methodology in visual modelling, 
including the QCPA and some of its components. It has also produced a broad range 
of questions and future research aiming at investigating the importance of perceptual 
context on animal vision and the development of new approaches for adjusting visual 
modelling to these insights while revealing crucial considerations for the design of 
behavioural studies aiming at investigating psychophysical properties of animal vision. 
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Chapter 2 
Quantitative Colour Pattern Analysis (QCPA): A 
Comprehensive Framework for the Analysis of 
Colour Patterns in Nature 
 
 
 
 
“Pattern recognition algorithms revolutionizing analyses of pattern and motion should 
be the next target of investigation” 
The Biology of Color - Cuthill et al., (2017) 
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Chapter 2 - Quantitative Colour Pattern Analysis (QCPA): A Comprehensive 
Framework for the Analysis of Colour Patterns in Nature 
 
2.1 Abstract 
To understand the function of colour signals in nature, we require robust quantitative 
analytical frameworks to enable us to estimate how animal and plant colour patterns 
appear against their natural background as viewed by ecologically relevant species. 
Due to the quantitative limitations of existing methods, colour and pattern are rarely 
analysed in conjunction with one another, despite a large body of literature and 
decades of research on the importance of spatiochromatic colour pattern analyses. 
Furthermore, key physiological limitations of animal visual systems such as spatial 
acuity, spectral sensitivities, photoreceptor abundances and receptor noise levels are 
rarely considered together in colour pattern analyses.  
In this chapter, a novel analytical framework is presented, called the 
‘Quantitative Colour Pattern Analysis’ (QCPA). Many quantitative and qualitative 
limitations of existing colour pattern analyses have been overcome by combining 
calibrated digital photography and visual modelling. This work has integrated and 
updated existing spatiochromatic colour pattern analyses, including adjacency, visual 
contrast and boundary strength analysis, to be implemented using calibrated digital 
photography through the ‘Multispectral Image Analysis and Calibration’ (MICA) 
Toolbox. This combination of calibrated photography and spatiochromatic colour 
pattern analyses is enabled by the inclusion of psychophysical colour and luminance 
discrimination thresholds for image segmentation, which we call ‘Receptor Noise 
Limited Clustering’, used here for the first time. Furthermore, QCPA provides a novel 
psycho-physiological approach to the modelling of spatial acuity using convolution in 
the spatial or frequency domains, followed by ‘Receptor Noise Limited Ranked 
Filtering’ to eliminate intermediate edge artefacts and recover sharp boundaries 
following smoothing. A new type of colour pattern analysis is presented, the ‘Local 
Edge Intensity Analysis’ as well as a range of novel psycho-physiological approaches 
to the visualisation of spatiochromatic data. QCPA combines novel and existing pattern 
analysis frameworks into a unified, free and open source toolbox and introduces a 
range of novel analytical and data-visualisation approaches. These analyses and tools 
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have been seamlessly integrated into the MICA toolbox providing a dynamic and user-
friendly workflow.  
 
Keywords: animal colouration, colour pattern analysis, colour perception, colour 
space, image analysis, receptor noise limited model, visual modelling   
 
2.2 Introduction 
Animal colour patterns are complex traits which serve a multitude of purposes, 
including defence against predators (such as camouflage and aposematism), social 
signalling and thermoregulation (Cott, 1940). How colour patterns are perceived by 
animals is unique to a given visual system in a specific context. It depends on the visual 
background against which they are viewed, the visual capabilities of the signal receiver, 
the distance from which the pattern is viewed and the ambient light environment 
(Endler, 1978; Lythgoe, 1979; Endler, 1990; Merilaita, Lyytinen, & Mappes, 2001; 
Cuthill et al., 2017). Animal visual systems are diverse, and vary in eye shape and size, 
visual pigment number and absorbance maxima, photoreceptor type and number, and 
retinal and post-retinal processing (Lythgoe, 1979; Cronin et al., 2014). When 
determining the perception of colour patterns in other animals, it is therefore essential 
to consider spatial acuity (and viewing distance) as well as colour and luminance 
discrimination abilities (Endler, 1978). Humans have greater spatial acuity and contrast 
sensitivity than most vertebrates, except for some birds (da Silva Souza, Gomes, & 
Silveira, 2011; Caves, Frank, & Johnsen, 2016). We also have a different number of 
receptor classes, and different spectral sensitivity ranges compared to many animals 
(Cronin et al., 2014). For example, most other mammals are dichromats (i.e. they have 
only 2 compared to our 3 cone types), while most birds, reptiles and some amphibians, 
spiders and fish possess an ultraviolet cone sensitivity and are probably tetrachromats 
(Osorio & Vorobyev, 2005, 2008; Cronin & Bok, 2016). Among invertebrates the 
number of receptor classes may exceed 10 (Cronin et al., 2014). 
To examine the perception of visual signals by animals, studies generally 
measure colour, luminance and pattern characteristics (e.g. Marshall, Vorobyev, & 
Siebeck, 2006; Cortesi & Cheney, 2010; Zylinski, How, Osorio, Hanlon, & Marshall, 
2011; Allen & Higham, 2013; Xiao & Cuthill, 2016). For example, colour (chromatic) 
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and luminance (achromatic) contrast is measured between colour patches within an 
animal, or between an animal and its background, and is calculated in terms of 
perceptual distances in colour space often using the Receptor Noise Limited Model 
(RNL) (Vorobyev & Osorio, 1998). This model assumes that the noise inside a given 
class of photoreceptors, in combination with their relative abundance and opponent 
colour processing mechanisms, is the fundamental limit of colour and luminance 
contrast perception. The relative stimulation of photoreceptors can then be used to 
map the perceptual distances between colour patches in colour space (reviewed by 
Renoult, Kelber, & Schaefer, 2017). These Euclidean, or geometric distances are 
expressed in terms of ΔS values (Vorobyev, Brandt, Peitsch, Laughlin, & Menzel, 2001; 
Siddiqi, Cronin, Loew, Vorobyev, & Summers, 2004). The model predicts that a ‘Just 
Noticeable Difference’ (JND) should be equivalent to  ΔS = 1 if model conditions and 
assumptions are met (Vorobyev & Osorio, 1998). For quantifying the spatial properties 
of patterns, Fast Fourier Transform (FFT) analyses of pixel intensity in digital images 
(Switkes, Mayer, & Sloan, 1978), pixel or location dependent transition matrices 
(Endler, 2012) or landmark based pattern metrics are often used (Lowe, 1999; 
Troscianko et al., 2017; Van Belleghem et al., 2018).  
These types of analyses aim to computationally reproduce the retinal (and early 
post-retinal) processing of visual information, but often investigate colour, luminance 
or pattern contrast in isolation. For example, Cheney et al. (2014) quantified the 
conspicuousness of nudibranch molluscs (marine gastropods) by measuring pattern 
contrast against their natural backgrounds using FFT on digital images. They then 
measured chromatic contrast (ΔS) between animal and background using point 
measurements obtained by a spectrophotometer. While useful for many studies of 
animal colouration, these individual analyses ignore the interaction of visual 
information at various perceptual stages, both at lower (i.e. ganglion cells) and higher 
level (i.e. visual cortex) stages of information processing (for discussion see 
Gegenfurtner & Kiper, 1992; Shapley & Hawken, 2011; Stevens & Merilaita, 2011; 
Rowe, 2013; Endler & Mappes, 2017; Ng et al., 2018; Ruxton et al., 2018). However, 
recent publications continue to highlight the need to use an integrated approach to 
consider visual information when investigating the perception, and therefore the 
design, function and evolution, of complex visual signals (Endler, 1978, 1984, 2012; 
Rowe & Guilford, 1999; Rowe, 1999, 2013; Osorio, Smith, Vorobyev, & Buchanan‐
Smith, 2004; Hebets & Papaj, 2005; Shapley & Hawken, 2011; Stevens & Merilaita, 
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2011; Dalziell & Welbergen, 2016; Endler & Mappes, 2017; Ruxton et al., 2018; Endler, 
Cole, & Kranz, 2018). For example, not only is the efficiency of visual signals 
dependent on the presence or absence of colours, but also how those colours are 
arranged in patterns (e.g. Endler & Houde, 1995; Troscianko et al., 2017; Green, 
Urquhart, van den Berg, Marshall, & Cheney, 2018; Sibeaux, Cole, & Endler, 2019b).  
Existing methods for spatiochromatic colour pattern analysis  (Endler & Mielke, 
2005; Endler, 2012; Endler et al., 2018), which have recently been implemented by 
PAVO 2 (Maia, Gruson, Endler, & White, 2019), parameterise geometric or chromatic 
properties of colour patterns such as geometric complexity, regularity, hue and 
saturation. They also provide parameters which themselves are simultaneously 
shaped by both spatial and chromatic properties of a colour pattern, such as 
abundance weighted chromatic contrast measures. However, such analyses require 
segmented images, meaning images in which the individual colour patches are 
delineated. Therefore, they are only suitable for processing colour patterns and visual 
scenes which have very clear colour differences (sharp boundaries with high chromatic 
and/or achromatic contrast), so that spectral data can be collected easily from each 
colour patch. Alternatively, these methods would require a prohibitively large number 
of spectral measurements to be made from a scene containing typical levels of natural 
variation; even the lowest acuity receivers would require many thousands of points to 
be measured. Digital imaging is therefore ideally suited to this type of analysis, 
because each image can rapidly and non-invasively capture millions of point samples 
which can provide the necessary chromatic and spatial information. However, currently 
available image segmentation and processing techniques do not incorporate 
physiological and cognitive limitations of ecologically relevant viewers. Indeed, many 
approaches rely on manually drawing the outlines of colour pattern elements by a 
human observer or clustering algorithms using uninterpreted RGB information inside a 
digital image (Endler & Houde, 1995; Isaac & Gregory, 2013; Winters et al., 2017). 
Such approaches inevitably introduce some degree of anthropocentric (qualitative) as 
well as quantitative bias in interpreting animal colouration, unless the colours fall in 
clear classes and they have been checked and calibrated with a spectrometer or 
calibrated digital photography.  
In this chapter, we offer a method to overcome these problems and present a 
user-friendly, open-source framework is presented, which is called ‘Quantitative Colour 
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Pattern Analysis’ (QCPA). QCPA is a comprehensive approach to the study of the 
design and function of colour patterns in nature. It combines calibrated digital 
photography (Stevens et al., 2007), visual modelling and colour pattern analysis into 
an analytical framework that is seamlessly integrated into the ‘Multispectral Image 
Calibration and Analysis Toolbox’ (MICA) (Troscianko & Stevens, 2015). QCPA 
enables the use of existing, revised and newly developed colour pattern analyses on 
an unprecedented quantitative and qualitative scale. This is enabled by image 
segmentation using combined colour and luminance discrimination thresholds (RNL 
clustering) or naïve Bayes clustering (Appendix A, page 168) as well as improved 
modelling of visual acuity (RNL ranked filtering). Pattern analyses included in QCPA 
are colour adjacency analysis, visual contrast analysis and boundary strength analysis 
(Endler & Mielke, 2005; Endler, 2012; Endler et al., 2018), which we have expanded, 
adapted and revised. For example, local edge intensity analysis (LEIA), an extension 
to boundary strength analysis (Endler et al., 2018), is introduced, which allows for 
colour pattern edge intensity analysis approximating the scale of receptive fields (Marr 
& Hildreth, 1980; Cronin et al., 2014) of a visual system while not requiring a 
segmented image. QCPA provides the user with a freely adjustable network of image 
processing tools which can convert visual information into a highly descriptive array of 
numbers and representative figures which may be used to examine a variety of 
evolutionary, behavioural and ecological questions (Fig. 2.1). Potential applications of 
QCPA include (but are not limited to): background matching, disruptive colouration, 
polymorphism, mimicry, aposematism, sexual signalling, territorial signalling, 
thermoregulation and landscape analysis.  
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2.3 Materials and Methods 
First, a brief description of the acquisition of calibrated digital images and theoretical 
visual modelling of the viewer is presented and then individual tools of the QCPA in 
more detail are described, including: 
• Modelling of spatial acuity: using an adaptation of Fast Fourier transform or 
Gaussian filters;  
• Image smoothing and edge reconstruction: using the receptor noise limited 
ranked filter; 
• Image segmentation: using receptor noise limited clustering and naïve Bayes 
clustering; 
• Pattern analysis: using adjacency, boundary strength, visual contrast 
analysis, local edge intensity analysis and particle analysis; 
• Data visualisation: using ΔS edge intensity images, XYZ chromaticity 
images, RNL saturation images and colour maps in RNL chromaticity space. 
Finally, the rich numerical output of QCPA is described that can be used to investigate 
the design, function and evolution of colour patterns in nature. Extensive additional 
technical details, a glossary are provided, including worked examples inAppendix A. 
 
2.3.1 Step 1: Acquisition of calibrated digital images 
Acquiring data suitable for analysing the spatiochromatic properties of a scene is the 
first requirement for implementing QCPA. The open-source and user-friendly MICA 
toolbox can be used to generate calibrated multispectral images and cone-catch 
images from almost any digital camera (Troscianko & Stevens, 2015). Cone-catch 
images model the photoreceptor stimulation of an animal for every pixel within an 
image, with additional support for ultraviolet (UV)-sensitive cameras when modelling 
the vision of species with UV sensitivity (Fig. 2.1 & 2.2) (Troscianko & Stevens, 2015). 
While hyperspectral cameras are, theoretically, also well-suited to this task (e.g. Long 
& Sweet, 2006; Russell & Dierssen, 2015), there are a number of limitations in their 
use including cost and image resolution. However, the QCPA framework can also be 
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used for the analysis of hyperspectral images. Precise instructions on how to obtain 
high quality calibrated image data are outlined in Troscianko & Stevens (2015).  
The MICA toolbox provides its own growing set of image analysis tools (e.g. 
Troscianko et al., 2017) to which QCPA contributes. Importantly, MICA allows the user 
to model cone captures in response to any possible light environment. This is very 
useful as it allows one to observe visual scenes in one light environment (e.g. a flower 
in a field at noon on a cloudy day) and translate them to another light environment (e.g. 
the same flower but under a long-wavelength enriched clear-sky sunrise light 
spectrum). MICA also lets the user switch between spectral sensitivities and cone 
channels of different species if that information is available (e.g. the same flower 
observed by a bee in comparison to a bird). This function is increasingly used by a 
range of researchers to introduce animal colour vision to their colour pattern studies 
(e.g. Chan, Chang, Huang, & Todd, 2019). Species-specific information on spectral 
sensitivities is often hard to obtain. However, in many cases it is possible to overcome 
this by estimating spectral sensitivities using information from closely-related species 
(Kemp et al., 2015; Olsson, Lind, & Kelber, 2018). 
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Figure 2.1: Schematic of the ‘Quantitative Colour Pattern Analysis’ QCPA framework. 
Asterisks (*) show steps in the framework which are novel or have been heavily adapted 
for use in this framework, while numbers refer to existing techniques. Cone-catch images 
are the input into the framework, which can be generated with the MICA toolbox (a 
Troscianko & Stevens 2015). Spatial acuity modelling is then used to remove visual 
information which would not be visible given the acuity and viewing distance (using either 
AcuityView 2.0, b Caves & Johnsen 2017, or a Gaussian convolution-based approach*). 
Acuity correction generates blurred images with intermediate colours that are not likely to 
be perceived by the receiver. The RNL ranked filter* is therefore used to recreate sharp 
boundaries. These images are ideal input for the local edge intensity analysis (LEIA)*, and 
for generating colour maps in RNL chromaticity space (*/d, Hempel De Ibarra et al., 2001; 
Kelber et al., 2003; Renoult et al., 2017). RNL clustering* or Naive Bayes clustering (*/c, 
Koleček et al., 2019) are then used to segment the image prior to colour adjacency analysis 
(e Endler 2012), boundary strength analysis (f Endler et al. 2018), visual contrast analysis 
(g Endler 1991; Endler & Mielke 2005), and particle shape analysis*. Numbers (1-7) indicate 
the corresponding sections (steps) in this document. 
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2.3.2 Step 2: Defining discrimination thresholds 
The chromatic (ΔSC) and achromatic contrast (ΔSL) within an image can be calculated 
as perceptual distance between any two pixels in 1 to n-dimensional colour space 
(Clark, Santer, & Brebner, 2017) using the RNL model (Vorobyev & Osorio, 1998) (as 
per Hempel de Ibarra, Giurfa, & Vorobyev, 2001 for chromatic contrast, and Siddiqi et 
al., 2004 for achromatic contrast). In its current state, QCPA uses the RNL equations 
for bright light (photopic) conditions (see discussion section of this paper for variations 
of the RNL). These contrasts can then be used to remove pixel noise (fluctuations in 
pixel intensity due to noise in the camera sensor) from a digital image, as well as for 
its segmentation into colour patterns. Species specific data on visual systems 
(particularly receptor noise) can be difficult to obtain (But see Olsson, Lind, & Kelber, 
2015). This often results in model parameters being estimated. In combination with 
deviations from assumptions of the RNL model (Vorobyev & Osorio, 1998) this 
emphasizes the need to validate discrimination thresholds and model parameter 
choices using behavioural experiments or choosing conservative thresholds (Olsson 
et al., 2018). 
Figure 2.2: Example of multispectral image stacks as an output of MICA. Note that each 
image stack has a designated luminance channel layer needed for QCPA to allow 
inferences based on luminance discrimination thresholds.  
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QCPA tools using the RNL model should be used with caution for animals that 
may lack colour opponent processing (Thoen, How, Chiou, & Marshall, 2014) or 
opponent processing that potentially differs substantially from RNL model assumptions 
(e.g. Rocha, Saito, Silveira, De Souza, & Ventura, 2008). However, QCPA provides 
alternative image segmentation tools and pattern statistics particularly designed for 
these instances (pages 129 -154 and page 164 in Appendix A). 
 
2.3.3 Step 3: Modelling of spatial acuity 
The ability of an animal to resolve patterns depends on the spatial acuity of its vision, 
which may be determined through anatomical, behavioural or physiological 
measurements (Champ, Wallis, Vorobyev, Siebeck, & Marshall, 2014), in addition to 
the distance at which objects are viewed. To understand why animals display particular 
colour patterns, it is important to investigate if a colour pattern element is visible to an 
animal from a certain distance (Endler, 1978;Marshall, 2000). For example, a worker 
bee does not perceive the intricate UV patterns of a flower that guide the bee to its 
nectar storage until it is close due to the limitations of its visual acuity (Fig. 2.3). QCPA 
adapts and expands upon existing tools for modelling spatial acuity by using an 
adaptation of AcuityView (Caves & Johnsen, 2017) and Gaussian filter mediated 
blurring.  
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2.3.4 Step 4: Eliminating problems in acuity-related processing using the RNL Ranked 
Filter 
As noted by Caves & Johnsen (2017), the blurring of images to model visual acuity 
(Step 3) is not intended to manipulate images to represent how the scene would be 
perceived by the receiver; instead, it eliminates details which the specific visual system 
cannot resolve (Caves & Johnsen, 2017). It is likely that many animals perceive clearly 
delineated spatial information as the available visual information is integrated in retinal 
or post-retinal processing. Blurred edges are also problematic for clustering techniques 
or boundary comparison techniques and may create artefacts of processing that are 
likely irrelevant to the animal. Pixel noise fluctuation in the sensor of a digital camera 
A B 
C D 
Figure 2.3: A) A flower meadow as seen by a human observer. B) UV intensity as detected by a 
worker bee with superior spatial acuity, which may lead to the false assumption of the UV 
information being available to the bee from a distance. C) UV intensity as detected by a worker 
bee with a spatial acuity of 0.5 cycles/degree at 1m distance. D) Medium-wavelength sensitive 
photoreceptor stimulation (used for luminance detection) of a worker bee at 1m distance. Note: 
the white standard (bottom left) remains detectable in all pictures. The scale in the top right of 
each image shows the relative stimulation of the given receptor channel. Note that the UV signal 
contributes to the perception of chromaticity as part of a colour opponency channel in the bee’s 
visual system and is not interpreted individually. 
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can also interfere with the clustering process, creating false edges, artificial colour 
pattern elements or influencing edge structure of colour pattern elements. 
 To overcome these issues, we have developed a filter that can be applied to an 
image prior to clustering, which we call the ‘RNL Ranked Filter’. The filter resembles 
the ‘Smart Blur’ used in photo editing software (such as the ‘Adobe Creative Cloud’) 
and other rank selection filters, which rank the pixels in a kernel and modify them based 
on that ranking. However, our custom written algorithm uses an estimate of an animal’s 
psychophysical ability (Using the RNL model) to discriminate between colours and 
luminance to recreate sharp edges and reduce pixel noise in a cone catch image (Fig. 
2.4C, pages 157 – 159 in Appendix A). While the RNL ranked filter provides a possible 
solution to reconstruct sharp edges, the extent to which it reflects the perception of 
spatial information in a given species should be validated with behavioural 
experimentation.  
 
2.3.5 Step 5: Psychophysical image segmentation using RNL Clustering 
A range of pattern analyses, including granularity analysis (Stoddard & Stevens, 2010) 
or NaturePatternMatch (Stoddard, Kilner, & Town, 2014) can be applied to an 
unsegmented picture (Steps 1-4). Other pattern analyses, such as Patternize (Van 
Belleghem et al., 2018) or most analyses in QCPA require an image segmented into 
colour pattern elements. However, image segmentation is often created subjectively 
using human perception: for example, a researcher estimating how many colour 
elements there are within a pattern. This may be sufficient for simple patterns but is 
likely to introduce significant anthropocentric bias when analysing complex patterns 
and when the visual system of the animal differs dramatically from a human visual 
system. Here, we present an agglomerative hierarchical clustering approach (Day & 
Edelsbrunner, 1984) which uses colour and luminance discrimination thresholds of an 
animal, either in combination with each other or separately. By comparing each pixel 
to its neighbours, we can use the log-transformed RNL model to determine whether 
any two pixels could be discriminated based on colour and/or luminance contrast 
perceived by an animal. Once completed across an entire sample, this process results 
in an image that is segmented according to an animal’s psychophysiological 
discrimination thresholds (Fig. 2.4D). This approach shares similarities with image 
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segmentation techniques in computer vision such as statistical region merging (Nock 
& Nielsen, 2004). Given the variability in previous investigations examining the 
relationship between the perception of spatial, chromatic and achromatic information 
(e.g. Shevell & Kingdom, 2008; Shapley & Hawken, 2011; Clery et al., 2013; Miquilini 
et al., 2017), we recommend such combined thresholds be confirmed using 
contextualised behavioural experiments. For more information on the mechanism of 
the RNL clustering as well as the combination and weighting of chromatic and 
achromatic thresholds seepages 159 – 161 in Appendix A. 
 
2.3.6 Step 6: Colour pattern analysis 
At this point of the QCPA workflow (Fig. 2.1), the user has an image which has been 
filtered and modified according to the physiological and psychophysical limitations of 
Figure 2.4: A) Reconstructed RGB image of a daisy using cone stimulation of the short, medium 
and long-wavelength sensitive photoreceptor channels of a blue tit (Cyanistes caeruleus). The 
UV photoreceptor is not shown for simplicity. B) The image after FFT filtering using a spatial 
acuity of 4.8 cycles/degree and a viewing distance of 2m. C) Recreation of sharp edges using 
RNL ranked filtering. D) Clustering the image into colour pattern elements with RNL clustering. 
C & D assume a conservative cone receptor noise of 0.05 and a cone ratio of 1:2:3:3 (Hart, 
Partridge, Cuthill, & Bennett, 2000). Clustered using a colour discrimination threshold of 3 ΔS 
and a luminance discrimination threshold of 4 ΔS. See Step 1 (Fig. 2.1) for details on 
multispectral imaging. E) UV information without acuity modelling as perceived by a worker bee 
(Apis melifera). F) Acuity modelled at 15cm viewing distance and 0.5 cycles/degree. G) RNL 
ranked filtered with uv receptor noise of 0.13 (Vorobyev & Osorio, 1998). H) RNL clustered UV 
layer using a chromatic threshold of 3 ΔS and an achromatic threshold of 4 ΔS. The scale on the 
top right of the images indicates the stimulation of the uv receptor channel. 
A B C D 
E F H  G 
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an animal visual system, in the context of the physical environment. This information 
can now be quantified to investigate questions on the design and function of a colour 
pattern. 
In this section, a range of secondary image statistics is presented that can be 
derived from unclustered (not using the RNL clustering or alternative image 
segmentation), filtered (using the RNL Rank Filter) as well as clustered images. We 
have, for this purpose, adapted and interpreted analytical frameworks such as colour 
adjacency analysis (Endler, 2012), visual contrast analysis (Endler, 1991; Endler & 
Mielke, 2005) and boundary strength analysis (Endler et al., 2018). We also present 
new parameters and alternative outputs of these frameworks, new types of pattern 
analysis as well as various ways of visualising and plotting image and pattern 
properties (Table 2.1, Fig. 2.1).  
 
6.1: Colour Adjacency Analysis (CAA) 
Colour adjacency analysis (CAA) provides an approach for measuring the geometric 
properties of colour patterns and entire visual scenes (Endler, 2012). The concept is 
based on measuring the frequencies of transitions along transects across an image 
parallel and perpendicular to an animal's body axis. The information is captured in a 
transition matrix which can then be used to derive pattern parameters relative to pattern 
geometry and potential function. While comparably novel to visual ecology, the use of 
transition matrices for the quantification of patterns and their emerging properties is 
well established in landscape ecology (McGarigal & Marks, 1994; Wickham, Riitters, 
O’Neill, Jones, & Wade, 1996). In addition to providing frequently used metrics 
describing pattern geometry (e.g. aspect ratio and patch size), CAA enables the 
quantification of the specific spatial arrangement (adjacency) of colour pattern 
elements (Fig. 2.5). 
CAA can be used for (but is not limited to) the quantification of mimicry and 
colour pattern polymorphism, aposematism, camouflage, sexual signalling and studies 
on evolutionary genetics and evolutionary development of colour patterns (see Endler, 
2012 for detailed discussion). For example, in many cases of mimicry, the mimic only 
replicates the presence or absence of model colours in their patterning, without 
precisely matching the model’s spatial arrangement (e.g. Winters et al., 2018). To 
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human observers this imperfect mimicry might be immediately apparent, but the 
intended receiver is unable to distinguish between model and mimic (Mallet & Joron, 
1999; Chittka & Osorio, 2007; Dalziell & Welbergen, 2016). In a hypothetical case, 
CAA could be used to quantify imperfect sexual mimicry of orchids (Fig. 2.5) where the 
plant mimics the visual and chemical appearance of a potential mate (e.g. Vereecken, 
2008; Gaskett & Herberstein, 2010). For further discussion of the biological relevance, 
worked examples, potential future investigations, and guidance on parameter choices 
see Endler (2012), Rojas, Devillechabrolle, & Endler (2014), Ligon et al., (2018) and 
Winters et al. (2018). For details on CAA parameters available in QCPA see pages 
133 -137 in Appendix A. 
 
6.2: Visual Contrast Analysis (VCA) 
Visual contrast analysis (VCA) is designed to investigate colour, pattern and luminance 
simultaneously by providing pattern statistics which combine spatial and chromatic 
Figure 2.5: A) Ophrys ciliata, a bee mimicking orchid (Vereecken, 2008). B) Measuring colour 
pattern complexity as the proportion of off-diagonal transitions in the transition matrix resulting 
from horizontal and vertical transects (red dotted lines) across the segmented central flower 
pattern as seen in A. The diagonal transitions (synonymous) are proportional to the relative 
size of the colour pattern elements whereas the off-diagonals are proportional to the amount 
of border colour pattern elements share. C) Measuring colour pattern complexity of a 
hypothetical mimic. While the transition matrix clearly captures the difference between colour 
pattern B and C, the complexity of the two patterns is identical. Image credit Fig. 1.5A: Nicolas 
Vereecken.  
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properties of colour patterns such as abundance weighted chromaticity measures 
(Endler & Mielke, 2005,). The perception of visual contrast is a combination of spatial 
(relative size and position of colour pattern elements), chromatic (hue and saturation), 
and achromatic (luminance) properties of a colour pattern due to lower and higher level 
neuronal processing of visual information (e.g. Pearson & Kingdom, 2002; Simmons & 
Kingdom, 2002; Willis & Anderson, 2002; Shapley & Hawken, 2011; White et al., 2017). 
Furthermore, interactions between the absolute and relative size of colour pattern 
elements and their chromatic and achromatic properties includes simultaneous colour 
contrast and colour constancy mechanisms that are understood in very few visual 
systems (e.g. Simpson, Marshall, & Cheney, 2016). VCA provides a set of metrics that 
are designed to capture some of these effects. We have adapted some of these metrics 
to use known or assumed colour opponency mechanisms to measure chromaticity 
(pages 138 – 145 in Appendix A). Using the previous orchid example, VCA could be 
used to investigate how polymorphism in our hypothetical population interacts with 
pollinator learning or differences in attractiveness to pollinators (Fig. 2.6). SeeAppendix 
A (pages 127 – 128 and 138 – 145), original publications (Endler, 1991; Endler & 
Mielke, 2005) and empirical studies (Endler & Houde, 1995; Sibeaux, Cole, et al., 
2019b) for further information. 
 
6.3: Boundary Strength Analysis (BSA) 
Boundary strength analysis (BSA, Endler et al., 2018) is an extension of CAA (Endler, 
2012). The transition matrices generated in the process of adjacency analysis can be 
used to measure properties of boundaries between colour pattern elements. The 
underlying argument for this type of analysis is that the relative size, abundance, 
colour, brightness and adjacency of the patches within a colour pattern, and the 
chromatic or achromatic contrast of the boundaries between adjacent patches, 
influence its signalling properties (Shapley & Hawken, 2011; Endler et al., 2018; Green 
et al., 2018). These parameters also define the properties of the edges between and 
within parts of visual scenes and textures. BSA (as well as CAA and VCA) is also 
capable of quantifying possible effects of viewer perspective and movement (Endler et 
al., 2018). For a detailed introduction to BSA, possible future research, and guidance 
on parameter choices, please refer to the original publication (Endler et al., 2018) and 
empirical studies using BSA (e.g. Sibeaux, Cole, et al., 2019b). For detailed equations 
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and information on modifications of parameters since original publication, see pages 
129 – 154 in Appendix A. 
 
6.4: Local Edge Intensity Analysis (LEIA) and ΔS Edge Maps 
BSA depends on a segmented image with clearly delineated (clustered) colour pattern 
elements (Endler et al., 2018). However, the segmentation process removes a large 
degree of subthreshold information, particularly smooth gradients of brightness and 
colour which the viewer may perceive. For this purpose, we provide ‘Local Edge 
Intensity Analysis’ (LEIA), as a way of quantifying edge properties in an image or ROI 
(Region of interest) that does not rely on a segmented input. By comparing each pixel 
to its horizontal, vertical and diagonal neighbours LEIA quantifies edge intensities in 
Figure 2.6: Using visual contrast analysis to quantify differences in appearance of a 
hypothetical polymorphism in O.ciliata (Fig. 2.5A). Average saturation (distance from the 
achromatic point in the log-transformed RNL colour space, ΔSsat) in the colour pattern can be 
expressed as an abundance weighted mean. The relative abundance of each colour pattern 
element can be calculated as the proportion of diagonal transitions compared to the sum of all 
diagonal transitions (fi). Note how the off-diagonal transitions between morphs change 
marginally in comparison to Figure 2.5, however, the level of overall colour pattern saturation 
for this kind of polymorphism differs substantially due to the increased relative abundance of 
saturated yellow.  
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terms of colour and luminance contrast in log-linear RNL opponent space (Renoult et 
al., 2017). The result can be visualised as ‘ΔS Edge Images’ (Fig. 2.7). BSA weights 
the strength of boundary classes according to their global (across an entire image or 
ROI) relative abundance, whereas LEIA provides a local measurement of edge 
intensity on roughly the scale of an edge detecting receptive field. This approach allows 
one to consider edge contrast at the scale of the functional units (receptive fields) at 
which low level edge and feature detection are thought to take place (Marr & Hildreth, 
1980; Marr, 2010). While LEIA is suited to the investigation of similar aspects of colour 
pattern design and function as BSA, it can do this without the need for clustering an 
image, while using a more neurophysiological approach than BSA. We recommend 
that LEIA should be used on images which have first been controlled for acuity (to 
remove imperceptible edge/gradient information) and images which have also been 
through the RNL ranked filter, so that local chromatic and luminance edges have been 
reconstructed to their maximal values. LEIA also provides numerical output describing 
the distribution of edge intensities across an image. These parameters are specifically 
designed to be robust in the case of non-normally distributed edge intensities in an 
image (e.g. a small conspicuous object on a homogeneous background). Local edge 
contrast can be visualised as ΔS edge intensity images (Fig. 2.7 B & C). 
 
 
 
Figure 2.7: A) The RNL filtered flower from Fig. 2.4C. B) Edge intensities of chromatic ΔS 
contrast. Different colours indicate different angles of hypothetical edge detecting receptive 
fields, the intensity reflects the contrast. C) Edge intensities of achromatic (luminance) ΔS 
contrast. Colours show edge angle whereas intensity shows edge strength. 
A B C 
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2.3.7 Step 7: Data visualisation 
A range of novel approaches for data visualisation is provided. Calibrated digital 
photography and the coupled transformation of image data into psychophysical colour 
spaces provides a challenge but also an opportunity for visualisation. We have already 
introduced the ΔS edge intensity images and extend that selection with colour maps, 
XYZ opponency images and saturation images. 
 
7.1 ‘Colour Maps’ and ‘XYZ Chromaticity & Saturation Images 
The representation of chromatic information in colour spaces is a useful tool for data 
visualisation in visual ecology (Endler & Mielke, 2005; Maia, Eliason, Bitton, Doucet, & 
Shawkey, 2013; Renoult et al., 2017; Gawryszewski, 2018). To date, most studies 
present their data as a scattering of points, which are either discrete measurements 
taken with spectrometers, or the mean centroids of image ROI cone-catch values. 
Techniques such as area or volume overlap between point clouds, or permutation 
analysis are then used to determine how dissimilar two colour patches are (e.g. Endler 
& Mielke, 2005; Stoddard & Prum, 2008; Kemp et al., 2015; Maia & White, 2018).  
Colour space data visualisations generally do not incorporate any spatial (colour 
pattern) information. The use of calibrated digital imaging provides thousands, or even 
millions of colour measurements within each ROI, capturing the entire range of 
chromatic gradients present in any natural pattern. Using the log transformed opponent 
colour space (Hempel de Ibarra et al., 2001; Kelber et al., 2003; Renoult et al., 2017) 
we provide representations of spatiochromatic information in a perceptually calibrated 
colour space. ‘Colour Maps’ allow for the representation of entire visual scenes in a 
chromaticity diagram, in addition to the abundance of colours across part of the image 
(Fig. 2.8). Among other purposes, colour maps may be used for visualisations and 
investigations of chromatic background matching. The overlap of ROIs in colour space 
can be expressed as an abundance weighted percentage. QCPA integrates tools 
which enable colour maps to be flexibly combined and compared between image 
sections, or measurements taken from multiple images.   
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Figure 2.8: Colour map in a log-transformed RNL chromaticity space of the non-UV 
information in figure 5c. The axes are automatically labelled based on the names of the 
receptor channels used to create each dimension of colour, for example the X-axis (RNL 
X dimension) is mw:lw, showing that mw-dominant colours are on the left, and lw-
dominant colours are on the right of the plot. X and Y are defined in equation 4 of Hempel 
de Ibarra et al. (2001). Darker parts of the cloud indicate more pixels in that ROI are 
located at that coordinate. The boundary around each ROI pixel cloud reflects 1 ΔS. In 
this case, the flower and its background do not overlap. For tetra-chromatic colour maps 
the Z-axis is represented as a stack of X&Y maps (see Supplementary Material).  
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We also introduce the ability to convert cone-catch images to RNL XYZ chromaticity & 
saturation images, allowing visualisation and measurement of the independent axes of 
colour in a di- tri- or tetra-chromatic image (showing the Euclidean distance of each 
pixel’s RNL XYZ axes coordinates), in addition to generating a saturation image 
(Euclidean distance of each pixel to the achromatic point) (Fig. 2.9).  
2.3.8 Step 8: Interpreting QCPA output  
QCPA provides a huge range of metrics from each image (currently 181 parameters). 
Some of these parameters likely correlate well with aspects of animal evolution, 
behaviour and neurophysiology, while others are likely to show no signal. Likewise, 
some parameters will operate synergistically with each other, while others are 
independent or antagonistic. Moreover, these relationships could be fundamentally 
different between taxa, meaning caution should be used when comparing results 
between highly divergent taxa (such as vertebrate versus invertebrate systems). 
QCPA can be used to address specific hypotheses linking one or a small subset of 
parameters (e.g. mean animal vs. background luminance contrast) to a response 
variable (e.g. predator attack rates) based on the context of the task. Such experiments 
require highly calibrated environments and stimuli where confounding influences on 
Figure 2.9: An example of the red-green (lw:mw) opponent channel (X), blue-yellow 
((lw+mw):sw) channel (Y) and the UV channel (Z) where the colour indicates the position of a 
pixel along that axis. The saturation map shows the Euclidean distance of each pixel to the 
achromatic point. 
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the perception of specific spatial, chromatic or temporal properties of a visual stimulus 
are controlled for (reviewed in Shapley & Hawken, 2011). However, colour patterns 
can be quantified in a great number of parameters, all of them capturing different 
aspects of chromatic, achromatic and spatial properties or combinations thereof (of 
which QCPA only captures a few).  
Commonly used terms such as ‘Complexity’, ‘Conspicuousness’ or ‘Similarity’ 
should be considered as umbrella terms describing perceptual consequences caused 
by the variation of physical properties of colour patterns and their visual backgrounds 
(which often cannot be described by a single parameter). The lack of empirical testing 
of many QCPA parameters (and those of most other pattern analyses) makes it hard 
to offer broad recommendations for parameter choice across the huge diversity of 
possible contexts, especially when making observations in natural or nature-like levels 
of spatiochromatic complexity. The ‘simpler’ the research question and the more 
controlled the experiment, the more adequate it is to consider one or a few pattern 
parameters in isolation. 
Therefore, when there is no a priori reason to choose specific parameters, we 
recommend the use of multidimensional data analyses, such as principal component 
analysis (PCA), metric- and non-metric multidimensional scaling (MMDS/NMDS) or 
similar multivariate approaches such as factor analysis to identify correlations between 
pattern analysis output and animal behaviour (e.g. Sibeaux, Cole, et al., 2019b) or to 
distinguish between taxa (e.g. Ligon et al., 2018; Winters et al., 2018; Chan et al., 
2019). Doing so can be thought of as operating in a multidimensional pattern space 
(for discussion see Cuthill, 2019 and Stoddard & Osorio, 2019). Such a pattern space 
can include categorical data (e.g. presence/absence), data from other pattern analyses 
(table 1) as well as environmental data. Such dimensionality reduction may then be 
used to identify latent colour pattern parameters or combinations thereof (e.g. a 
principal component) that could be used to obtain scores for each species or individual.  
Reducing the dimensionality of such data comes with considerable statistical 
challenges. However, it is possible to avoid many issues such as bias from the 
structure of datasets or false positives. For example, by adjusting statistical tests for 
the likelihood of false-positives  (Benjamini & Hochberg, 1995) or by aiming for suitable 
observation to number of parameter ratios to increase the accuracy of dimensionality 
reduction approaches (Osborne, Osborne, Costello, & Kellow, 2011). While obvious 
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for the use of QCPA, interpreting many potentially interacting pattern parameters is of 
increasing importance given a steadily growing diversity of analytical methods (Table 
2.1) and the desire to incorporate effects of higher-level processing of visual 
information into the analysis of visual signals. 
2.4 Discussion 
 
Quantitative Colour Pattern Analysis (QCPA) is a framework for the analysis of colour 
patterns in nature at an unprecedented quantitative and qualitative level. At its core, 
QCPA uses the advantages offered by calibrated digital photography to enable the use 
of existing spatiochromatic colour pattern analyses (Fig. 2.1). It also improves existing 
methodologies used in visual ecology by introducing a user-friendly and open-source 
framework which incorporates the ability to contextualise visual scenes according to 
photoreceptor spectral sensitivities, receptor noise levels and abundances, natural 
light environments, complex natural backgrounds, spatial acuity and viewing distance. 
The individual modelling components of QCPA rely on approximations and 
assumptions, which are based on our best current understanding of the underlying 
biological processes. As such, it is important to be aware of the limitations and 
underlying assumptions of the individual components of QCPA, some of which we 
discuss. QCPA makes extensive use of the receptor noise limited model (RNL) which 
has been behaviourally validated in various species including: humans, honeybees, 
birds, lizards, reef fish and freshwater fish (e.g. Vorobyev & Osorio, 1998; Vorobyev et 
al., 2001; Champ, Vorobyev, & Marshall, 2016; Escobar-Camacho, Marshall, & 
Carleton, 2017). However, the RNL model and RNL colour space is one of various 
available visual models and colour spaces that have also considered behavioural 
context to some degree and which may be considered as alternatives (reviewed in 
Renoult et al., 2017; Gawryszewski, 2018). 
The RNL model (or any other visual model) is unlikely to represent the 
perceptual complexity of natural visual scenes for all species across all light regimes. 
To avoid making false assumptions it is necessary to consider the perceptual context 
in which it is applied and how this context may violate model assumptions (Lind, 2016; 
Olsson et al., 2018; Kelber, 2019; Price, Stoddard, Shevell, & Bloch, 2019). For 
example, behavioural experiments have shown varying sensitivity to differences in 
colour in specific quadrants of colour space relevant to the behavioural ecology of 
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species (Caves et al., 2018; Sibeaux, Cole, & Endler, 2019a). Another aspect that 
needs further investigation is the question of how distances in RNL colour space scale 
with behavioural thresholds across a wide range of visual systems and perceptual 
contexts (e.g. Fleishman et al., 2016). QCPA applies the log-transformed RNL colour 
space to minimize, but not remove, the impact of such threshold distortions (Vorobyev 
& Osorio, 1998; Vorobyev et al., 2001; Gawryszewski, 2018). Overall, the less 
validated model parameters are, and the more profound assumption violations may 
be, the more likely deviations from the assumption that 1 ΔS equates to a behavioural 
threshold (e.g. a 75% success rate in a pairwise choice paradigm) will occur. 
Furthermore, the photopic version of the RNL, which is used here, was developed to 
model colour discrimination near the achromatic point under photopic conditions 
(Vorobyev & Osorio, 1998; Vorobyev et al., 2001). However, when visual systems 
operate in crepuscular or scotopic conditions, the retinal stimulation to visual 
information becomes the result of both cone and rod stimulation or rod stimulation only 
(Vorobyev & Osorio, 1998; Kelber, Balkenius, & Warrant, 2002; Osorio et al., 2004; 
Veilleux & Cummings, 2012; Olsson et al., 2015). Another example highlighting context 
specific threshold modelling is the distinction between detection and discrimination 
thresholds which has direct implications on the application of the RNL (Lind, 2016; 
Price et al., 2019). 
 QCPA enables the application of known sensory limitations to filter the 
information that is subsequently processed by low-level vision. While a range of 
parameters provided by the QCPA have been shown to be of importance in some 
species (e.g. Endler & Houde, 1995; Rojas et al., 2014; Winters et al., 2018), many 
remain to be applied and investigated in a broad range of behavioural contexts and 
visual systems. To what extent the observed parameterisation of visual information 
bears ecological or behavioural significance subsequently must be inferred and 
calibrated using behavioural experimentation (Olsson et al., 2018). QCPA provides 
numerous parameters based on concepts shown to be relevant to a range of natural 
contexts (Endler, 1991, 2012; Endler & Houde, 1995; Rojas & Endler, 2013; Rojas et 
al., 2014; Endler et al., 2018; Winters et al., 2018; Sibeaux, Cole, et al., 2019b). 
However, it also provides parameters which are yet to be validated, particularly on a 
quantitative scale. This provides great potential for future research as well as 
parameter calibration using behavioural experiments and highlights the importance 
and feasibility of a reductionist approach to the quantification of colour patterns and 
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their function (sensu Stoddard & Osorio, 2019). Given the ability to link QCPA 
parameters and animal behaviour we encourage the use of QCPA to design carefully 
calibrated behavioural experiments in the context of complex colour patterns and visual 
backgrounds. 
 There is considerable potential to improve QCPA by continuing to refine, test 
and develop its components. For example, we currently have not considered the loss 
of spatial and chromatic information due to light scattering or absorption, particularly in 
aquatic or dusty environments (e.g. Nilsson, Warrant, & Johnsen, 2014). Furthermore, 
many animal eyes do not have uniform retinas which, in combination with diversity in 
eye movements and eye shapes, leads to a little investigated diversity of visual 
perception in addition to the already discussed perceptual diversity in animal visual 
systems (Wiener, 1957; Land, 1999; Willis & Anderson, 2002; Daly, How, Partridge, & 
Roberts, 2018; Hughes, 2018; Sibeaux, Keser, Cole, Kranz, & Endler, 2019). QCPA 
could also be adapted to investigate moving patterns (e.g. Endler, 2012; Endler et al., 
2018), given recent advances in the understanding of colour pattern functionality in the 
context of motion (Fleishman, 1986; Hughes, Troscianko, & Stevens, 2014; Ramos & 
Peters, 2017; Murali, 2018; Nityananda et al., 2018; Cuthill, Matchette, & Scott-
Samuel, 2019; Umeton, Tarawneh, Fezza, Read, & Rowe, 2019). There are types of 
visual information we have barely begun understanding, such as polarisation vision, 
the use of fluorescence as well as their interaction with an animal’s perception of colour 
and brightness (Foster et al., 2017; Marshall & Johnsen, 2017; Marshall et al., 2018; 
Smithers, Roberts, & How, 2019). 
Recent years have seen growing diversity of colour pattern analyses (Table 
2.1). While some use conceptually similar pattern statistics to QCPA, others provide 
alternative approaches such as scale invariant feature (SIFT) analysis based metrics 
(Lowe, 1999) and combinations with models to describe cognitive aspects of attention 
(Rosenholtz, Li, Jin, & Mansfield, 2010). The concept of QCPA based pattern analysis 
is entirely compatible with any of these methods. In fact, QCPA does not currently 
include any computer vision mediated object recognition or figure-ground segregation. 
However, QCPA provides a promising platform for future implementations of 
computational approaches to higher level neuronal processing of visual information 
(e.g. Serre, 2014). 
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QCPA provides an unprecedented level of accessibility and user-friendliness by 
being free, open-source, graphical user interface mediated and accompanied by a vast 
body of support material. QCPA presents a comprehensive, dynamic and coherent 
work process starting with the acquisition of calibrated digital images and ending with 
the extraction of behaviourally and neurophysiologically contextualised pattern space. 
ImageJ has been the software platform of choice for image analysis for decades. Its 
architecture minimises the risk of non-compatibilities due to future patches of co-
dependant packages (Often seen in R or Matlab) making QCPA (and MICA) well 
equipped for the future. ImageJ and MICA provide their own, rich, sets of image and 
pattern analysis and manipulation tools that QCPA profits from and can interact with. 
For example, GabRat (Troscianko et al., 2017) can be used in combination with QCPA 
to investigate chromatic aspects of disruptive colouration in the context of spatial 
Table 2.1: A comparison of the QCPA framework to other existing pattern analyses and 
frameworks. For patternize see Belleghem et al. (2018). For PAT-GEOM see Chan et al. (2018). 
For PAVO see Maia et al. (2019). For NaturePatternMatch see Stoddard et al. (2014). For 
Colourvision see Gawryszewski (2018). We would also like to point out an approach by Pike 
(2018) which shares similarities with NaturePatternMatch. 
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acuity. Furthermore, it is possible to use QCPA and MICA with a simple smartphone 
or cheap digital camera and a colour chart for calibration. While it is advantageous to 
have access to spectrophotometry for comparison of modelling output, this is no longer 
a requirement and reduces the cost for equipment drastically.  
In conclusion, there are many theories and predictions regarding the design, 
function and evolution of colour patterns in nature which, if at all, have only been 
investigated in comparably simplistic or qualitative ways. QCPA provides a powerful 
framework to investigate these theories in a novel quantitative and qualitative context. 
 
Data accessibility 
The latest version of QCPA and its open source code (JAVA script) are available for 
download as part of the MICA toolbox at www.empiricalimaging.com. The website 
provides detailed manuals, tutorials, FAQs, a dedicated forum and updates. If you 
intend to use QCPA and/or the micaToolbox, please use the website to familiarise 
yourself with the latest updates. We do encourage users to use the website and 
Appendix Aas their primary source of information on how to use QCPA. The version of 
the code used at the time of publication can be found at: 
https://doi.org/10.5281/zenodo.3517896.  
A fully functional MATLAB based precursor of QCPA can be accessed at 
https://doi.org/10.5281/zenodo.3518682.  
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Chapter 3 
The Effects of Diel Activity on the Defensive 
Colouration of Nudibranch Molluscs 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“In all works on Natural History, we constantly find details of the marvelous 
adaptation of animals to their food, their habits, and the localities in which they are 
found.” 
 
- Alfred Russel Wallace, 1853 
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Chapter 3 - The Effects of Diel Activity on the Defensive Colouration of 
Nudibranch Molluscs 
 
3.1 Abstract 
Empirical evidence linking defensive colour pattern morphology with visual predation 
is rare due to many factors confounding the function of animal colouration such as 
thermoregulation and intraspecific signalling. Nudibranch molluscs are a promising 
model organism for the study of defensive animal colouration as, unlike other systems, 
their poor visual capabilities and marine habitat remove many such confounding 
factors. Visual predation is therefore likely to be the predominant force of selection for 
colour pattern morphology. However, there is little empirical evidence to support this 
assumption. Recent research has identified distinct daytime specific nudibranch 
species assemblages occurring off the coast of Nelson Bay, NSW, Australia. Given the 
assumed importance of visual predation, I hypothesized that species occurring 
exclusively during the night would differ in their appearance from those found during 
the day. I modelled the visual perception of triggerfish (Rhinecanthus aculeatus), a 
trichromatic generalist feeder, using quantitative colour pattern analysis (QCPA) and 
have quantified the appearance of colour pattern morphology in 23 species of dorid 
nudibranchs found either exclusively during the night, day or both. Using quantitative 
colour pattern analysis (QCPA), we show that the morphology of dorid nudibranchs 
found during night-time is significantly different from that of species found exclusively 
during the day, supporting the hypothesis that visual predation indeed may act as a 
key selective force shaping defensive colouration in nudibranch molluscs. 
Keywords: Quantitative colour pattern analysis, aposematism, mimicry, colour pattern 
analysis, animal colouration, visual modelling 
 
3.2 Introduction 
Camouflage and aposematism are two key strategies of visual defence that are used 
by animals in their fight for survival (Ruxton et al., 2018). However, how such defensive 
mechanisms have evolved has puzzled scientists for over 100 years: whilst many 
pivotal theories exist, empirical studies of such hypotheses with real prey species are 
severely lacking (for review see Endler & Mappes, 2017; Ruxton et al., 2018). Visually 
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hunting predators are considered the main selective force shaping the evolution of 
defensive animal colouration (Cott, 1940; Endler, 1978; Ruxton et al., 2018). While 
strong evidence for this exists from studies of post-industrial melanisation of moths 
(see Majerus, 2009 for a detailed review), more recent empirical examples linking 
specific defensive colour pattern design and survival in a natural context (i.e. using real 
predators and real prey animals in their natural environment) remain rare (but see 
Troscianko et al., 2016b) and as such, observations of the effects of selection on colour 
pattern morphology are much more common (e.g. Allen, Moreno, Gamble, & Chiari, 
2019).However, as covered in detail in Chapter 2, until recently such studies would 
analyse colour and pattern in isolation and often without a comprehensive analysis of 
the ecological context which shapes the evolution of defensive animal colour patterns 
(van den Berg & Troscianko et al. 2020).  
There is little empirical knowledge on how profound and prolonged changes in 
terrestrial light environments that go along with diurnal and nocturnal activity correlate 
with general adaptations in defensive colouration (but see Kamilar, 2009; Allen et al., 
2019; Galván, Vargas-Mena, & Rodríguez-Herrera, 2020). However, the aquatic, and 
especially the marine environment, seems to be a particularly good environment to 
observe adaptations both in colouration and visual systems to permanent and 
fundamental changes in the light environment (Lythgoe, 1979; Marshall, Jennings, 
McFarland, Loew, & Losey, 2003; Marshall et al., 2018; Cronin et al., 2014; Price, 
2017). Examples of evolutionary responses to changes in selective pressures 
associated to such changes in the light environment can be found in many deep-sea 
marine fish species which have repeatedly evolved red, orange or black colouration as 
a response to the lack of long-wavelength light (Douglas & Partridge, 1997; Johnsen, 
2005) or animals which spend their entire life time in the absence of light such as cave 
dwelling animals which have evolved to be completely white or translucent (Poulson & 
White, 1969).  
Within most light environments, transient changes also occur due to seasons, 
weather, changes in habitat growth and diurnal rhythms. As a result, many animals 
have adapted their daily activity patterns to avoid visual predation. For example, billions 
of animals, such as planktonic crustaceans and other zooplankton, migrate daily from 
the depths of the ocean to feed under the cover of darkness, avoiding visually guided 
predators (Enright, 1977). This is considered to be the largest animal migration on the 
planet (Stich & Lampert, 1981; Wiebe, Copley, & Boyd, 1992).  Surprisingly, despite 
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drastic changes in the light environment between day and night-time, the impacts this 
has on the design of defensive animal colouration remains a largely unstudied area 
(Hanlon et al., 2007 but see Endler, 1987).  Most of the animals many people would 
naturally associate with elaborate chromatic visual defences (particularly warning 
colouration), such as bees, are active, at least partially, during the day. In contrast, 
strictly nocturnal animals often lack permanently displayed distinct coloured patterning, 
and defence mechanisms associated with them. This seems intuitive, as the lack of 
illumination at night prevents the perception of colour in the vast majority of predators 
capable of colour vision (Cronin et al., 2014). Hence, why evolving colourful defences 
in the first place? 
However, many examples of sophisticated (albeit predominantly achromatic) 
patterning for the purpose of crypsis (but also aposematism, e.g. with skunks) can be 
found in nocturnal and crepuscular animals, most likely to avoid predation by visual 
predators during daytime periods of rest or protection from nocturnal visual predators. 
For example, Hanlon et al. (2007) demonstrated that a significantly larger proportion 
of cuttlefish showed background matching camouflage during night-time as opposed 
to daytime. Following this finding, Warrant (2007) suggested that visual ecologists 
studying the evolution of defensive colouration might underestimate the importance of 
visual predation during night-time, while also suggesting the likely existence of various 
potential predators with visual systems well developed for visual hunting during the 
night such as fish or cephalopods. Indeed, visual processes (such as colour vision), 
which were previously thought to be limited to daylight conditions, are now known to 
be used by animals at night (Warrant, 1999, 2017, 2019; Kelber et al., 2002). Such 
findings could alter our understanding of selective pressures acting on visual defences 
of nocturnal species.  
Finding a suitable model organism for the study of defensive colouration is 
difficult due to animal colouration often serving multiple purposes aside from visual 
defence, such as sexual signalling, territorial displays and thermoregulation (Cott, 
1940; Caro, Merilaita, & Stevens, 2008; Cuthill et al., 2017). This makes it difficult to 
isolate the effect of visual predation, particularly in non-laboratory conditions (but see 
Troscianko et al., 2016). For example, poison dart frogs are considered a flagship 
species for the study of aposematic colouration (e.g. Darst et al., 2006), yet it remains 
unclear to what extent their colouration is confounded by thermoregulation, in addition 
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to sexual and territorial  signalling. Similar constrains apply to moths and butterflies, 
(e.g. Lindstedt et al., 2009; Honma et al., 2015).   
Many of these constraints do not apply to marine invertebrates, such as 
nudibranchs, due to their rudimentary vision (basic phototaxis) and their aquatic habitat 
(Barth, 1964; Eakin, Westfall, & Dennis, 1967; Purchon, 1977; Tabata & Alkon, 1982; 
Behrens, Petrinos, & Schrurs, 2005). Therefore, predation by visually hunting 
predators is deemed the main selective pressure on nudibranch colouration (Edmunds, 
1987, 1991). Nudibranch molluscs are a highly diverse and colourful marine group, 
with more than 3000 described species world-wide (Wägele & Willan, 2000). While 
being increasingly important indicators of ecosystem health (Smith, 2005), 
nudibranchs are an intriguing model organism for the study of defensive animal 
colouration, particularly camouflage and warning colouration (e.g. Cortesi & Cheney, 
2010; Cheney et al., 2014; Winters et al., 2017). Recent studies have provided 
empirical evidence that some species of nudibranchs are nocturnal while others are 
active either only during the day or in both day and night, leading to distinct species 
assemblages present at either day or night with substantial seasonal variation (Chang, 
Chen, Willan, Mok, & Yu, 2013; Larkin, Smith, Willan, & Davis, 2017). However, to 
what extent the activity patterns of these species correlate with their morphology 
remains unknown.  
In this chapter, I hypothesized that there would be differences in colour pattern 
morphology between diurnal, cathemeral (active during both, day and night) and 
nocturnal species assemblages as perceived by an ecologically relevant observer. 
Specifically, I hypothesized a lack of highly contrasting colour patterns and signs of 
mimicry in nocturnal species. To test this, I conducted analysis on dorid nudibranchs 
(Suborder: Doridina, Bouchet et al., 2017) as these are among the best studied clade 
of nudibranch molluscs in terms of phylogenetics (e.g. Valdés, 2002; Hausdorf & 
Bouchet, 2005; Johnson & Gosliner, 2012), chemical defences and feeding ecology 
(e.g. Faulkner & Ghiselin, 1983; Okuda & Scheuer, 1985; Rudman & Bergquist, 2007; 
Haber et al., 2010; Carbone et al., 2013; Cheney et al., 2016), but are also known for 
their highly diverse colouration (e.g. Rudman, 1986; Ortea, Valdes, & Espinosa, 1994; 
Haber et al., 2010; Layton, Gosliner, & Wilson, 2018). 
Using the ‘Quantitative Colour Pattern Analysis’ (QCPA) presented in Chapter 
2 (van den Berg et al., 2020) we quantified the colour pattern design of daytime specific 
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assemblages of dorid nudibranchs in Nelson Bay, New South Wales, Australia (Larkin 
et al., 2017). Here, for the first time, the design and function of defensive colouration 
in nudibranchs was investigated using calibrated digital photography (Troscianko & 
Stevens, 2015). Using QCPA, the visual system of a trichromatic triggerfish 
(Rhinecanthus aculeatus) was used as a model predator, to understand how 
nudibranchs would be perceived in their natural context.  I examined how 29 QCPA 
pattern parameters were related to daytime activity of 23 dorid nudibranch species 
(Fig. 3.1, Table 3.2) using comparative phylogenetic regression analysis (Grafen, 
1989).  
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3.3 Materials and Methods 
3.3.1 Sampling 
I acquired calibrated images (Troscianko & Stevens, 2015, Chapter 2) on SCUBA 
during three consecutive fieldtrips to Nelson Bay, NSW (32°42'53.0"S 152°09'00.7"E), 
(Trip 1: 16.3.2016 – 21.3.2016, Trip 2: 17.3.2018 – 24.3.2018, Trip 3: 2.6.2019 – 
11.6.2019) at the following dive sites: Little Beach, Fly Point, Pipeline and Seahorse 
Garden. Sampling effort was conducted during 38 dives, distributed roughly equally 
between sites and different times of the day (18 night / 20 day) depending on tides (low 
and high) and weather conditions. Night dives were conducted after sunset or before 
sunrise (6pm-6am). We captured images of 369 individuals from 54 species of sea 
slugs, of which 49 were identified as nudibranchs. This equates to about 25% of all 
known sea slugs in the area and possibly as much as 50% of all nudibranch species 
(Nimbs & Smith, 2017). Of these 49 species 23 were identified as dorids (Suborder: 
Doridina) for which phylogenetic information was available and were used in this 
analysis (Table 3.2, Fig. 3.6). 12 species of dorid nudibranch could not be used due to 
a lack of phylogenetic data. Of these species, 3 were cathemeral and 9 were nocturnal. 
Post-dive species identification was achieved using various identification books as well 
as the expertise of nudibranch taxonomists and local experts. All images were taken 
at depths between 1-18 meters. Dives were performed in groups of 2-4 divers, with 
one dedicated photographer taking images and other divers searching the environment 
haphazardly for individuals to sample.  
3.3.2 Photography 
All images contained a custom-made resin cast colour & grey standard (Fig. S3.1) to 
allow for image linearization and normalisation (Troscianko & Stevens, 2015). The 
standard was crafted from a Tiffen Color Separation Guide and Gray Scale (small) (Q-
13) (Tiffen, NY, USA) which was cast into clear resin and dried in a vacuum to remove 
any trapped air (detailed instructions can be found on www.empiricalimaging.com). We 
calibrated an Olympus E-PL5 PEN camera with a 60mm macro lens (Fig. S3.2) in the 
corresponding Olympus PT-EP10 housing. The camera was equipped with two 12,000 
lumen VK6 Pro Scubalamp and two 6,500 lumen PV6S Scubalamp video lights 
providing a total of 37,000 lumen of white LED light (Fig. S3.2). All pictures were taken 
in RAW format using manual aperture and shutter speed with automatic white 
balancing and a fixed ISO of 200. 
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3.3.3 Colour Pattern Analysis 
Images were analysed using the QCPA framework (van den Berg et al., 2020, Chapter 
2). Images were linearised and normalised using the ‘estimate black point’ option in 
MICA with a grey standard tile, which was calibrated against a 99% Spectralon (Ocean 
Insight, FL, USA) white standard to control for eventual staining of the resin. The 
images where then transformed into cone catch images as per the photoreceptor 
stimulation of a Picasso triggerfish (Rhinecanthus aculeatus) (spectral sensitivities of 
photoreceptors from Cheney et al., 2013) at a slightly greenish illumination (typical for 
NSW coastal waters) as measured at 5m depth (Fig S3.2). R. aculeatus was chosen 
as a representative for an ecologically relevant observer as they are abundant, are 
omnivorous and have a comparatively well studied trichromatic visual system 
representative of many fish in shallow coastal waters (Losey et al., 2003). The amount 
of spatial information perceived by the fish was modelled using a combination of 
Gaussian acuity filtering followed by image smoothing using the RNL ranked filter, both 
implemented in QCPA (Chapter 2). Images were rendered assuming a spatial acuity 
of 2.75 cycles/degree (Champ et al., 2014), a 10cm viewing distance and weber 
fractions of 0.07:0.05:0.05:0.05 (sw:mw:lw:dbl) derived from a relative receptor 
abundance of 1:2:2 (sw:mw:lw) (Cheney et al., 2013), with luminance contrast 
perception mediated by the double cone receptors measured as (mw+lw)/2 (Pignatelli, 
Champ, Marshall, & Vorobyev, 2010). The nudibranchs were manually isolated from 
their visual backgrounds prior to acuity modelling using ‘Region of Interest’ (ROI) 
selection tools in ImageJ, which was followed by image segmentation into colour 
pattern elements using RNL clustering with a chromatic threshold of 2 ΔS and an 
achromatic threshold of 4 ΔS, which were based on behavioural experiments (Chapter 
4, Cheney et al., (2019)). Each animal ROI was then analysed using QCPA’s modified 
versions of the ‘Colour Adjacency Analysis’ (CAA) (Endler, 2012), ‘Visual Contrast 
Analysis’ (VCA) (Endler & Mielke, 2005) and the ‘Boundary Strength Analysis’ (Endler 
et al., 2018) as described in Chapter 2. A total of 29 pattern parameters containing no 
missing data (as some statistics can only be calculated with complex colour patterns) 
were selected from the QCPA output (Table 3.1). Species averages were calculated 
using between 1 and 8 individuals per species, depending on availability of suitable 
pictures (Table 3.2). 
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Parameter Abbreviation Parameter Description 
CAA.Sc 
(Simpson colour diversity) 
How evenly all (k) available colours are distributed across a pattern. 
Based on inverse Simpson diversity index. Range: 0-k 
CAA.Jc 
(Normalised Simpson colour diversity) Normalised CAA.Sc. Range: 0-1 
CAA.St 
(Simpson transition diversity) 
How regularly all possible boundaries (n) between colour patches are 
distributed across a pattern. Based on inverse Simpson diversity 
index. Range: 0-n 
CAA.Jt 
(Normalised Simpson transition diversity) Normalised CAA.St. Range: 0-1 
CAA.Hc 
(Shannon colour diversity) 
How evenly all (k) available colours are distributed across a pattern. 
Based on inverse Shannon diversity index. Range: 0-ln(k) 
CAA.Qc 
(Normalised Shannon colour diversity) Normalised CAA.Qc. Range 0-1 
CAA.Ht 
(Shannon transition diversity) 
How regularly all possible boundaries (n) between colour patches are 
distributed across a pattern. Based on Shannon diversity index. 
Range: 0-ln(n) 
CAA.Scpl  
(Colour complexity) 
Assuming highest complexity if CAA.Jt and CAA.Jc are highest. Range 
0-1 
CAA.C 
(Pattern complexity) Amount of borders between patches (patchiness). Range: 0-1 
VCA.ML 
(Mean luminance contrast) 
Relative abundance weighted mean luminance channel stimulation. 
Range: 0-1 
VCA.sL 
(Standard deviation of ML) 
Standard deviation of abundance weighted luminance channel 
stimulation. 
VCA.CVL 
(Coefficient of variation luminance) 
Coefficient of variation of abundance weighted luminance channel 
stimulation   
VCA.MSL 
(Mean RNL luminance) 
Relative abundance weighted mean luminance contrast measured in 
ΔS using the RNL model 
VCA.sSL 
(Standard deviation of MSL) Standard deviation of abundance weighted RNL luminance contrast 
VCA.CVSL 
(Coefficient of variation RNL luminance) 
Coefficient of variation of abundance weighted RNL luminance 
contrast 
VCA.MS 
(Mean colour contrast) 
Abundance weighted RNL chromaticity contrast as colour contrast 
between all colour pattern elements in ΔS 
VCA.sS 
(Standard deviation of colour contrast) Standard deviation of abundance weighted colour contrast 
VCA.CVS 
(Coefficient of variation colour contrast) Coefficient of variation of abundance weighted colour contrast 
VCA.MSsat 
(Mean saturation contrast) 
Abundance weighted mean RNL saturation. Measured as Euclidean 
distance to the achromatic point in ΔS. 
VCA.sSsat 
(Standard deviation of saturation contrast) Standard deviation of abundance weighted saturation contrast 
VCA.CVSsat 
(Coefficient of variation saturation contrast) Coefficient of variation of abundance weighted saturation contrast 
VCA.MDmax 
(Mean Dmax contrast) 
Abundance weighted Dmax contrast (assuming most contrasting 
possible opponent processing) 
VCA.sDmax 
(Standard deviation Dmax contrast) Standard deviation of abundance weighted Dmax contrast 
VCA.CVDmax 
(Coefficient of variation Dmax contrast) 
Coefficient of variation of abundance weighted 
Dmax contrast 
BSA.BML 
(Mean luminance contrast) 
Relative abundance weighted mean luminance channel stimulation of 
boundary contrasts. 
BSA.BMSL 
(Mean RNL luminance contrast) 
Relative abundance weighted mean RNL luminance contrast of 
boundaries. 
BSA.BMS 
(Mean boundary colour contrast) 
Relative abundance weighted mean RNL colour contrast of 
boundaries. 
BSA.BMSsat 
(mean boundary saturation contrast) 
Relative abundance weighted mean RNL saturation contrast of 
boundaries. 
BSA.BMDmax 
(mean boundary Dmax contrast) Relative abundance weighted mean Dmax contrast of boundaries. 
 
Table 3.1: Summary of the 29 QCPA pattern parameters used. Colour adjacency analysis (CAA) 
parameters in light blue, visual contrast analysis (VCA) parameters in yellow, boundary strength 
analysis parameters in light green. For a detailed description and equations of the parameters 
see Appendix A.  
64 
 
Species (n=23) Daytime activity (Larkin et al. 2017) Numbers of individuals 
Glossodoris angasi Day 2 
Goniobranchus albonares Day* 1 
Hypselodoris tryoni Day* 2 
Ceratosoma amoenum Both 7 
Ceratosoma brevicaudatum Both 6 
Ceratosoma tenue Both 3 
Doriprismatica atromarginata Both 5 
Goniobranchus daphne Both 3 
Goniobranchus splendidus Both 8 
Hypselodoris bennetti Both 3 
Hypselodoris obscura Both 6 
Goniobranchus aureopurpureus Both 8 
Nembrotha purpureolineata Both 2 
Goniobranchus collingwoodi Both 5 
Goniobranchus geometricus Both 6 
Dendrodoris krusensterni Both 4 
Polycera capensis Both 4 
Thecacera pennigera Both 1 
Kaloplocamus ramosus Night 2 
Plocamopherus imperialis Night 3 
Plocamopherus tilesii Night 3 
Chromodoris cf striatella Night 2 
Doriopsilla miniata Night 1 
 
3.3.4 Nudibranch Phylogeny 
To create a phylogeny for our focal species, data for COI and 16S were taken from 
GenBank and aligned in Geneious V11 (Biomatters, Kearse et al., 2012) using the plug 
in for MAFFT (Katoh & Standley, 2013). Auto options were used for aligning COI and 
16S was aligned with the iterative algorithm FFT-NS-I x1000 using default scoring 
matrix 200PAM. Primer regions were removed and both datasets were concatenated 
and analysed with maximum-likelihood in IQ-tree (Trifinopoulos, Nguyen, von 
Haeseler, & Minh, 2016). The resulting tree was rooted, made ultrametric and basal 
polytomies were resolved using the ape package (Paradis & Schliep, 2019) in R 
software (R Core Team, 2015). 
 
Table 3.2: Summary of all species, daytime activity and number of individuals available for 
calculating species means. Activity marked with an asterix were not observed by Larkin et 
al. (2017) but categorised from when observed in this study. 
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3.3.5 Statistical Analysis 
The resulting data was then mean-centered, normalised ((parameter-min(parameter)) 
/ (max(parameter) - min(parameter))) and analysed using a centered and scaled 
phylogenetic PCA analysis (phyl.pca) in the phytools package in R (Revell, 2009, 
2012). The first five PCA component scores (>90% cumulatively explained variance) 
were analysed using a Bayesian approach with a MCMC GLMM (Markov chain Monte 
Carlo Sampler for Multivariate Generalised Linear Mixed Models) (formula = daytime 
activity ~ PC1 + PC2 + PC3 + PC4 + PC5 -1) from the MCMCglmm package (Hadfield, 
2010) and convergence diagnostics using the ‘Gelman and Rubin’s convergence 
diagnostic’ (Gelman & Rubin, 1992; Brooks & Gelman, 1998) to deal with the 
comparably strong level of uncertainty in the phylogenetic tree (Fig. 3.6). The model 
was run with 24’000 iterations, a burnin of 40’000 and a thinning interval of 100. Priors 
were set as R/G: (V = 1, nu = 0.002) and B left at default. Daytime activity was 
determined using data from Larkin et al., (2017) with missing values filled-in according 
to when specific species were found during sampling (Table 3.2). Species where 
determined either nocturnal or diurnal if only a small minority of animals in Larkin et al., 
(2017) would be found at the opposite daytime. If substantial proportions of a species 
were found at both, night and day, the species was determined to be cathemeral. Post 
hoc analysis was done using pairwise permutation tests on pattern parameters 
(daytime activity ~ parameter) (Mangiafico, 2016) to allow for non-parametric analysis 
with a Benjamini & Hochberg adjusted p-value (Benjamini & Hochberg, 1995). 
Differences in variance were tested using a Kruskal-Wallis rank sum test (Hollander & 
Wolfe, 1973) from the stats package (R Core Team) (daytime activity ~ parameter). 
Colour maps were produced by creating pixel weighted species and community 
averages using the ‘Colour Map’ tool in QCPA (van den Berg et al., 2020). 
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3.4 Results 
The first five PCA components explained 93.35% of the variance in the dataset (PC1: 
62.02%, PC2:12.78%, PC3: 10.50%, PC4: 4.62%, PC5: 3.43%) (Fig. 3.2, 3.3 & 3.4). 
MCMC GLMM analysis shows that PC3 (post. mean (95% CI) = -0.52 (-0.97 – 0.00), 
p=0.041) and PC 4 (post. mean (95% CI) = 0.80 (0.18 – 1.55), p=0.026) significantly 
correlate with daytime activity (Fig. 3.5). The phylogenetic signal using the MCMglmm 
approach was strong (H = 0.88, Fig. 3.6). PC1 seems mostly linked to describing 
variation in colour pattern geometry, whereas subsequent PCs capture mostly variation 
concerning the brightness and saturation of the average animal (Fig. 3.3). Thus, PC3 
& 4 mostly describe differences in animal saturation and luminance. While not 
significant in explaining the differences between daytime activity, PC2 shows that 
animals with a high level of average saturation among colour pattern elements 
(VCA.MDmax & VCA.MSsat) tend to have weakly contrasting borders between colour 
pattern elements with regard to both, luminance and saturation (BSA parameters) (Fig. 
3.3). PC3 shows that bright animals (VCA.ML & VCA.MSL) tend to have a lot of 
variation in luminance among their colour pattern elements (VCA.sL & VCA.sSL) but 
tend to be overall less saturated (VCA.MDmax & VCA.MSsat) with very little saturation 
contrast between patches (BSA.BMS) (Fig. 3.3). PC4 shows that dark animals 
(VCA.ML & VCA.MSL) tend to have a comparably strong variation in luminance among 
colour pattern elements relative to the mean luminance of the animal (VCA.CVL) while 
also having a more regular pattern (CAA.Jc & CAA.Qc) with comparably little variation 
in saturation among patches (VCA.sSsat & VCA.sS) (Fig. 3.3).  
Post hoc analysis using pairwise permutation testing showed night-time species 
had a significantly lower VCA.MSL (mean abundance weighted patch contrast 
measured in RNL luminance contrast) than both daytime species and those active 
during both day and night (adjusted p=0.049). BSA.BMSL (mean abundance weighted 
border contrast measured in RNL luminance contrast) was also significantly lower in 
night-time species than it was in both, diurnal and cathemeral species (adjusted 
p=0.05) (Fig. 3.5). None of the other parameters were significantly correlated with 
daytime activity and no parameter showed significant differences in variance across 
daytime groups, although general trends towards differences in luminance and 
saturation are apparent (Table 3.3). 
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Notable differences in chromaticity, particularly saturation (distance to the 
achromatic point), can be visualised on colour maps (Fig. 3.7), with the centre of colour 
density being closest to the achromatic point for the daytime species average and 
furthest for the night-time species. The daytime species have the most restricted 
spread in RNL colour space while species found at both day and night-time cover a 
substantially larger diversity of colours. Night-time species on the other hand have a 
much more even spread across colour space, indicating more solid colouration as 
opposed to colour patterns with smaller highly chromatic (i.e. ‘blue’ or ‘yellow’) colour 
patches (Fig. 3.7).  
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Pattern 
Parameter 
Pairw. Permut. 
Adjusted P-
value 
Fligner-Killeen 
Test P-value 
(df =2) 
Pattern 
Parameter 
Pairw. Permut. 
Adjusted P-
value  
Fligner-Killeen 
Test P-value 
(df =2) 
CAA.Sc 0.662 0.510 VCA.MSsat 0.075 0.430 
CAA.Jc 0.051 0.933 VCA.sSsat 0.071 0.108 
CAA.St 0.482 0.690 VCA.CVSsat 0.446 0.500 
CAA.Jt 0.737 0.925 VCA.MSL 0.049 0.144 
CAA.Hc 0.624 0.548 VCA.sSL 0.305 0.918 
CAA.Qc 0.192 0.100 VCA.CVSL 0.705 0.916 
CAA.Ht 0.447 0.846 VCA.MS 0.092 0.069 
CAA.Scpl 0.514 0.777 VCA.sS 0.240 0.427 
CAA.C 0.647 0.530 VCA.CVS 0.420 0.715 
VCA.ML 0.551 0.080 BSA.BML 0.051 0.924 
VCA.sL 0.109 0.109 BSA.BMDmax 0.738 0.841 
VCA.CVL 0.624 0.372 BSA.BMSsat 0.733 0.925 
VCA.MDmax 0.073 0.651 BSA.BMSL 0.050 0.866 
VCA.sDmax 0.064 0.135 BSA.BMS 0.086 0.146 
VCA.CVDmax 0.380 0.229    
Table 3.3: Summary of all pairwise permutation and homoscedasticity tests. Parameters 
with values below or equal to  p=0.1 are highlighted in bold. Blue = CAA parameters, yellow 
= VCA parameters, green = BSA parameters. 
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Figure 3.2: A scatterplot of all 23 species of dorid nudibranchs using PC3 and PC4. 
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Figure 3.3: Relative contribution (loadings) of each colour pattern parameter. A) Loadings of the 
first 4 principal components of the dataset. B) Mean of the sum of absolute differences of the first 
two principal components within each group to the first two principal components of the entire 
dataset. Values close to 1 mean that there is a strong average difference of the PC between the 
within group variance and the variance in the entire dataset. Note how PC1 is comparably similar 
between the entire dataset (PC1 in A) and each of the daytime groups, whereas PC2 is not. 
B A A 
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Figure 3.4: Correlation plot of the principle components 1 (A) and 2 (B) of each daytime group 
compared against the first two principal components for the entire dataset. 
 
B A 
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Figure 3.5: Boxplot of PC1 – PC5 (A-E) and pattern parameters highlighted in Figure 3.3. F) 
Normalised Simpson colour diversity G) Normalised Shannon colour diversity H) Mean 
abundance weighted Dmax colour patch contrast I) Standard deviation of abundance weighted 
Dmax colour patch  contrast J) Mean abundance weighted RNL saturation patch contrast K) 
Standard deviation of abundance weighted RNL saturation patch contrast  L) Mean abundance 
weighted RNL luminance patch contrast M) Mean abundance weighted luminance patch 
contrast N) Mean abundance weighted patch RNL colour contrast O) Mean abundance 
weighted boundary luminance contrast P) Mean abundance weighted RNL luminance contrast 
Q) Mean abundance weighted RNL colour contrast boundary contrast.   
A B C 
D E 
F 
O P Q 
G H 
I J K 
L M N 
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Figure 3.6: Normalised parameters plotted against the phylogeny of the 23 species. Circle 
size indicates relative strength of parameter contribution. Bootstrap values are presented 
for node support. VCA.MSL and BSA.BMSL are plotted as they are representative for the 
key differences between the assemblages (i.e. key contributors to PC2). Night-time species 
are highlighted in blue, daytime species in red and cathemeral (both) species in green. 
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A B 
C 
Figure 3.7: Colour maps of species assemblages calculated as the mean of all species in 
a given assemblage. A: Night-time assemblage, B: Both (cathemeral), C: Daytime 
assemblage 
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3.5 Discussion 
3.5.1 Summary of results 
We show that dorid nudibranch species assemblages varied significantly in colour 
pattern characteristics according to time of the day, as perceived by a trichromatic reef 
fish (Rhinecanthus aculeatus). Specifically, species found exclusively during night-time 
differed significantly from those exclusively found during the day. Species found during 
both day and night did not differ from exclusively nocturnal or diurnal species. 
Differences in appearance between the communities can be characterized by 
significant contributions from parameters including overall animal luminance 
(VCA.MSL), luminance contrast within a colour pattern (VCA.sL & BSA.BML) and 
overall saturation (VCA.MSsat & VCA.MDmax). Species found during the night tend to 
be significantly darker and more saturated than those found exclusively during the day, 
while generally lacking vividly contrasting markings in terms of luminance (e.g. black 
and white/yellow markings, Fig. 3.1). The strong phylogenetic signal supports the 
notion of correlated evolution between colour and activity time.  
PC1 predominantly described variation within the assemblages, and as such, it 
seems intuitive to find parameters linked to describing the geometry of colour patterns 
equally contributing to PC1 (Fig. 3.3 & 3.4) given the predictable degree of correlation 
between colour pattern parameters (e.g. if a colour pattern gets more complex, pattern 
elements tend to get smaller etc.). Considering unequal sample sizes between 
assemblages it is also not surprising that most of the variation in appearance (PC1) is 
attributed to parameters capable of describing differences within the largest group, i.e. 
nudibranchs found both during day and night-time, which display a considerable 
degree of variability in colour pattern morphology (Fig. 3.1 & 3.3).  
The observed differences in colour pattern morphology and behaviour, in 
combination with a strong phylogenetic signal, can partially be explained by what is 
currently known about the evolution of nudibranch molluscs. First, assuming visual 
predation to be the predominant selective pressure shaping nudibranch colouration 
(Rudman, 1986, 1991; Cortesi & Cheney, 2010; Cheney et al., 2014) matches our 
finding that species found during the night lack vivid patterning. Furthermore, none of 
the species identified by Winters et al., (2018) as belonging to the red-spot mimicry 
group in Nelson Bay (Rudman, 1991) were found to be active during the night, neither 
in this study nor Larkin et al., (2017). This further supports the notion of nudibranch 
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colour patterns being predominantly shaped by visual predation and a therefore 
probable absence of aposematism and mimicry in nocturnal species. 
3.5.2 Daytime activity and nudibranch evolution 
Nudibranchs are assumed to have undergone a transition from an ancestral 
state with a shell (lacking sophisticated defences or aposematic colouration) to the 
currently present radiation in chemical defences and associated aposematic 
colouration (Wägele & Klussmann-Kolb, 2005). Being (or becoming) nocturnal could 
be a formidable way of reducing the need for investing into producing costly shells, 
especially when there is no need for daylight given the absence of dedicated visual 
capabilities. In other words, light is not needed for foraging or finding mates. The switch 
to nocturnality as a precursor to losing the shell (or vice versa) not only bears the 
benefit of reduced metabolic investment in a shell, it provides the benefit of not needing 
to adapt to specific visual backgrounds for camouflage, thus providing facilitated 
access to a broad range of resources and mating opportunities in the environment, 
hypothetically laying the foundation for the adaptive radiation observed in dorid 
nudibranchs (and nudibranchs in general) today. Given ongoing efforts to resolve the 
evolutionary tree of nudibranchs (e.g. Wägele & Willan, 2000; Grande et al., 2004; 
Wilson & Lee, 2005; Layton et al., 2018) this study thus provides a rationale for 
increasing sampling and DNA sequencing efforts targeting nocturnal species. 
Subsequently improved phylogenies could then be used for more reliable ancestral 
state reconstructions.  
The increase in saturation (VCA.MSsat) for nocturnal species seems counter-
intuitive in the light of the previous arguments, given that many aposematic colour 
patterns use highly saturated colours to convey their warning signal, such as poison 
dart frogs (Maan & Cummings, 2012) or insects (Briolat, Zagrobelny, Olsen, Blount, & 
Stevens, 2018). However, VCA.MSsat describes an abundance weighted mean of 
colour pattern saturation. This means that a species with intricate but highly saturated 
markings (i.e. a rim or stripes) displayed on a comparatively achromatic body will 
generally score very low (but high on the standard deviation of saturation contrast). 
This is further amplified by the loss of spatial detail, preventing such small markings to 
be detected at a distance (in this case 10cm). However, most of the nocturnal species 
in this study are dominated by highly saturated longwave dominated hues, such as 
orange or red. The shortwave-shifted visual systems of many trichromatic fish (such 
77 
 
as R. aculeatus used in this study) tends to perceive pure reds, such as seen in the 
red-spot mimicry group in Winters et al., (2018) as dull browns, as their receptors are 
not sensitive to long wavelengths. However, many of the more orange (‘shortwave 
shifted red’) hues closer to the spectral sensitivity of the longwave-sensitive 
photoreceptor remain highly chromatic, albeit considerably darker than how they 
appear to us humans. These two arguments together likely explain the observed 
difference between the communities in terms of colour saturation (and overall 
luminance, VCA.ML) and is further supported by the distribution of the species-
assemblage-specific relative abundance of hue and saturation in colour space (Fig. 
3.6).  
In fact, assuming that shortwave-shifted visual systems are the norm, rather 
than the exception in marine ecosystems (Lythgoe, 1979; Losey et al., 2003; Marshall 
et al., 2018), displaying long-wavelength shifted body colouration (often observed in 
deep sea fish (Johnsen, 2005)) is a parsimonious way of appearing dark and 
achromatic while blending in with ubiquitous amounts of red macro algae (common in 
Nelson Bay) as well as red-encrusting algae often dominating rocky reefs and cracks 
and crevices across the benthic environment. Being red is furthermore energetically 
less expensive, given that less pigmentation is needed to obtain a red colouration as 
opposed to a truly black one, especially given the abundance (Bandaranayake, 2006) 
of red pigment in the marine environment. It would therefore be interesting to 
investigate these species assemblages using a variety of predator visual systems. 
In summary, there is ample variation in luminance, colour and pattern across 
the three communities. However, the species analysed in this study tend to be brighter 
and less saturated if active exclusively during the day as opposed to their nocturnal 
counterparts. Species active during both, day and night (cathemeral) made up most of 
the dataset and can be characterised by a huge diversity of colours and patterns, 
featuring the most contrastingly coloured species. The cathemeral group also had the 
strongest sings of colour patterns that might serve aposematic or mimicking purposes 
which can only be explained by visual predation. However, nocturnal species tended 
to be the most saturated in terms of colours, many featuring regular or uniform dark 
red and/or orange colouring. 
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3.5.3 Limitations & future research 
Despite providing intriguing insights into the ecology and evolution of 
nudibranch colouration, this study was subject to several limitations. First, the amount 
of species for which phylogenetic information was available had a strong influence on 
the resulting species featured in this study. Unfortunately, nocturnal species of dorid 
nudibranchs were comparatively poorly represented. This could reflect a systematic 
bias in that there is a strong interest in diurnal aposematic nudibranch species for their 
ecotoxicology, or investigations of mimicry and aposematism (e.g. Cheney et al., 2016; 
Layton et al., 2018; Winters et al., 2018). Sampling by researchers also occurs more 
frequently during the day. Given the strong trends observed regarding differences in 
daytime assemblages, chances are that an increased availability of nocturnal species 
for comparative phylogenetic analysis will help to further differentiate and accentuate 
these differences while allowing for more sophisticated statistical methods to be 
applied.  
Second, in order to comment on the presence or absence, let alone relative 
strength, of aposematism in the respective species assemblages, it is crucial to 
investigate the strength of chemical defences (e.g. Tullrot, 2013; Winters et al., 2018) 
as well as the function of colour patterns relative to the visual background against 
which they are presented (e.g. Michalis et al., 2017). Neither of these aspects have 
been investigated at this point and are likely to provide further insights into the adaptive 
properties of colour patterns in dorid nudibranchs. Furthermore, a recent study has 
demonstrated considerable phenotypic plasticity present within each species (Layton 
et al., 2018), which, in combination with the need to adequately sample the diversity of 
visual backgrounds, warrants the need for a substantial increase of sample sizes per 
species. Increasing sample size is also key to a third limitation, the use of statistical 
methods to infer on morphological differences between species assemblages.  
The present dataset is over-parameterised (29 pattern parameters for 23 
observations) which makes detailed investigations problematic due to a lack of 
statistical power as well as non-parametric properties of such a dataset such as the 
prominent lack of normality and heteroscedasticity. Specifically, limitations of such 
over-parametrisation and lack of parametric properties impair the adequate use of 
multivariate regression models such as GLMs, especially when interactions between 
variables need to be considered without prior dimension reduction (see discussion 
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Chapter 2). The best way of overcoming these limitations is to substantially increase 
sample sizes in terms of number of species (to have a more even representation of 
taxonomic levels such as families and genera across daytime assemblages) but also 
in terms of individuals per species. This would then facilitate to analyse communities 
at the level of individuals animals, rather than using species averages. Most importantly 
it would allow to apply more sophisticated methods to identify key parameters (or 
combinations thereof) capable of best describing morphological differences between 
daytime assemblages. This said, it is important to distinguish between the identification 
of individual pattern parameters and the identification of latent variables which can be 
explained by a partial contribution of individual parameters (see Chapter 2). 
Nevertheless, dimensionality reduction remains key. PCA is designed to find 
vectors describing the maximum amount of variation within a dataset. Alternatively, 
Multi-Dimensional-Scaling (MDS) allows a similar approach by compressing a distance 
matrix into n dimensions resulting in the biggest distance between observation. 
However, similar to a PCA, this approach is not guided by the goal to maximise the 
ability to differentiate between two pre-defined subgroups of a dataset but rather 
‘blindly’ identifies principal components or dimensions. Chan et al., (2019) have 
elegantly described how to achieve that goal by using a linear discriminant analysis 
(LDA). Alternatively, a discriminant function analysis (DFA) could be used (e.g. 
Breitman et al., 2013). However, in order to train an LDA model or apply a traditional 
DFA, a much larger number of individuals per species is necessary. Amey et al., (2018) 
show an elegant solution to deal with the issue of an over-parameterised dataset 
containing substantial amount of autocorrelation, using a regularised discriminant 
analysis (Friedman, 1989). This approach certainly seems promising, especially given 
that we have used but 29 out of more than 181 parameters available in QCPA. 
This study has identified significant differences in the perceived morphology of 
colour patterns in dorid nudibranch assemblages. However, this study has only 
observed differences at an observed distance of 10cm. While being a realistic distance 
at which a fish might decide on whether to take a bite out of a slug, a substantial amount 
of spatial information is no longer perceivable. This indicates that a large amount of 
colour pattern geometry is potentially designed to deliver a signal upon closer distance, 
possibly upon actual physical contact. This warrants the analysis of the image data at 
closer distance which might lead to additional differences between assemblages and 
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potentially a stronger contribution of parameters designed to capture differences in 
colour pattern geometry.  
 This study presents the first application of the QCPA framework in order to 
investigate a biological question. The presented findings highlight the formidable 
descriptive ability of the QCPA while showcasing the framework’s unique ability to 
obtain a large amount of highly contextualised quantitative data. It is important to keep 
in mind that this study does not just simply describe morphological differences between 
species assemblages, it comprehensibly describes the visual perception of 
morphological differences between them. While certainly providing a satisfying proof 
of concept, this study has also highlighted issues that need addressing. First, using the 
RNL clustering algorithm has proven highly efficient for handling the segmentation of 
complex visual information. However, applying a uniform luminance discrimination 
threshold of ΔS = 4 across an entire image irrespective of local and global contrast as 
well as spatial frequency (discussed in detail in Chapter 4) leads to a suboptimal 
degree of object and pattern coherence, likely misrepresenting the actual perception 
of colour pattern geometry and thus influencing many spatiochromatic parameters in 
the QCPA output. Applying a more context sensitive algorithm for luminance contrast 
perception would certainly help as a range of solutions would available (discussed in 
Chapter 4, but also see Marr, 2010). Alternatively (and to investigate the potential 
impact of this issue) it would be meaningful to analyse images using QCPA’s naïve 
Bayes clustering algorithm and use a post-clustering confirmation of colour and 
luminance contrast among colour pattern elements sensu Maia et al., (2019). 
 Second, given the high dynamic contrast in many images, very dark colour 
pattern elements are in danger of being calculated as highly chromatic due to small 
absolute (but strong relative) differences in camera receptor stimulation resulting from 
dark noise. Future versions of the QCPA will be equipped to deal with this problem by 
preventing chromaticity calculations below a certain luminance threshold. However, 
the currently analysed data still potentially suffer from this issue. Third, throughout the 
three years of taking calibrated images it has become clear that the search for a 
Lambertian underwater standard will be crucial to further increase the quality of 
obtained image data (due to viewing angle restrictions) as well as to facilitate the taking 
of pictures in the first place.  
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Chapter 4 
Context dependant luminance contrast sensitivity in 
a coral reef fish (Rhinecanthus aculeatus) 
 
 
 
 
“Thus, studying only photon flux and ignoring perception cannot lead us to an 
understanding of how camouflage works” 
How Camouflage Works - Merilaita, Scott-Samuel, & Cuthill, (2017) 
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Chapter 4 - Context dependant luminance contrast sensitivity in a coral reef 
fish (Rhinecanthus aculeatus) 
 
4.1 Abstract 
Achromatic (luminance) vision is used by animals to perceive motion, pattern, space 
and texture. The perception of luminance contrast is complex and is affected by 
contextual changes in spatiotemporal and spatiochromatic aspects. However, studies 
investigating how such changes influence perception in non-human animals are 
limited. Luminance contrast sensitivity thresholds obtained from a variety of 
behavioural contexts are often poorly standardised, and then applied uniformly across 
a diverse range of perceptual contexts and visual systems to make conclusions on the 
ecology of visual signals. However, the use of such a single threshold ignores the 
influence of the perceptual context on luminance contrast perception. Furthermore, 
luminance contrast sensitivity thresholds are often estimated solely based on the 
quantum catch and noise levels of photoreceptors using colour vision modelling, such 
as the Receptor Noise Limited model (RNL). However, the suitability of the RNL model 
to describe luminance contrast perception remains poorly tested, despite its increasing 
use in studies on the design, function and evolution of visual signals.   
We investigated the ability of the RNL model to describe luminance 
discrimination thresholds of triggerfish (Rhinecanthus aculeatus) discriminating 
relatively large achromatic stimuli (spots) against uniform achromatic visual 
backgrounds of varying absolute and relative luminance contrasts in both a detection 
(detect a spot) context and a ‘discrimination’ (odd one out) context using a noisy 
achromatic background. The RNL model was not able to reflect threshold scaling 
across scenarios as predicted by the Weber-Fechner law, highlighting limitations in the 
use of the RNL model to quantify luminance contrast perception. Our results suggest 
there are differences in psychophysical thresholds between the discrimination of 
objects that are darker or brighter than their visual background (detection) or identically 
shaped distractors (discrimination), largely agreeing with the Weber-Fechner law 
regarding threshold scaling as a result to overall luminance of a visual scene. Thus, 
our results confirm that luminance contrast perception is complex, and luminance 
discrimination thresholds obtained in one context may not be applicable to others.   
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Keywords: Receptor Noise Limited Model, experimental psychophysics, perceptual 
thresholds, visual ecology. 
 
4.2 Introduction 
The perception of chromatic (colour) and achromatic (luminance) information from the 
surrounding environment enables animals to perform complex behaviours such as 
navigation, mate choice, territorial defence, foraging and predator avoidance. 
Chromatic information is largely used to assess the spectral composition and quality 
of objects or other organisms (Osorio & Vorobyev, 2008; Lotto, Clarke, Corney, & 
Purves, 2011), whereas achromatic information is predominantly used for object 
grouping, pattern and texture detection, figure-ground segregation, and the perception 
of motion and depth (Elder & Sachs, 2004; Gilchrist, 2008; Elder & Velisavljević, 2009; 
Gilchrist & Radonjić, 2009; Anderson, 2011; Brooks, 2014).  
Behavioural experiments to examine colour and luminance discrimination 
thresholds are important to enable inferences on the perception of visual information 
by non-human observers. However, such thresholds are impacted by spatiochromatic 
and spatiotemporal properties of a visual scene, as the perception of colour, pattern, 
luminance and motion interact when low-level retinal information is processed along 
pathways in the visual cortex (Monnier & Shevell, 2003; Shevell & Kingdom, 2008; 
Shapley & Hawken, 2011). For example, the perception of luminance contrast in 
animals is influenced by absolute and relative brightness (perceived illumination) and 
lightness (perceived reflectance), in addition to various spatial and temporal properties, 
such as depth perception, adaptation, stimulus geometry, viewer expectation of 
stimulus position, and shape of a stimulus (Craik, 1938; Hochberg & Beck, 1954; 
Adelson, 1993; Heinemann & Chase, 1995; Eagleman, Jacobson, & Sejnowski, 2004; 
Corney & Lotto, 2007; Gilchrist & Radonjić, 2009; Kurki, Peromaa, Hyvärinen, & 
Saarinen, 2009; Kingdom, 2011; Lind, Sunesson, Mitkus, & Kelber, 2012; Pelli & Bex, 
2013). The influence of post-photoreceptor and particularly post-retinal neuronal 
processing on luminance perception are often illustrated by visual illusions. In 
simultaneous contrast illusions, squares of equal intensity appear to differ in brightness 
due to the surrounding intensity: a square surrounded by a darker grey appears 
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brighter, whereas a square surrounded by a lighter achromatic background appears 
darker (Adelson, 2000; Shapiro & Todorovic, 2017, Fig. 4.1). We must understand the 
influence of such perceptual context sensitivity to the perception of visual information 
to investigate the design, function and evolution of animal visual signals.   
The perception of achromatic information may follow different processing 
pathways depending on the task. For example, detection tasks require an animal to 
identify the mere presence or absence of a stimulus, while a discrimination task might 
require an individual to perceive a difference between identically shaped stimuli of 
differing intensity, either from memory or adjacent contrast (Sagi & Julesz, 1984; 
Laming, 1988; Gescheider, 1997; Straube & Fahle, 2011). Detection is thought to be 
perceptually simpler, mediated by pre-attentive, parallel processing and perceptual 
learning. Whereas discrimination can be a serial process requiring attention (Sagi & 
Julesz, 1984; Laming, 1988; Gescheider, 1997; Straube & Fahle, 2011) and 
conceptual learning (Gordon, 2004). However, the terms discrimination and detection 
are often used interchangeably with a moderate level of confusion in the literature. 
Problems can arise from both a mix-up of terminology (referring to discrimination when 
actually meaning detection) or using discrimination thresholds to assess the 
detectability of objects (e.g. Rodriguez-Morales et al., 2018). In this study, we refer to 
the task of discriminating a stimulus from its background as a detection task, as this 
reflects a common use of the achromatic contrast modelling in visual ecology, most 
prominently when quantifying the efficiency of animal camouflage (e.g. Troscianko et 
al., 2016). 
Figure 4.1: The simultaneous contrast effect. The left square appears brighter than the 
right one as a result of the background contrast against which they are viewed. From 
Adelson, 2000.  
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The impact of such context dependant processing on psychophysical thresholds 
remains largely unstudied in non-human animals (but see Lind, 2016 and Price et al., 
2019). However, evidence from human studies suggests that luminance thresholds for 
detection are often, although not always, lower than those for more complex 
discrimination tasks (Furchner, Thomas, & Campbell, 1977; Bradley & Ohzawa, 1986; 
Gescheider, 1997; Purves, Lotto, Williams, Nundy, & Yang, 2001; Monnier & Shevell, 
2003; Straube & Fahle, 2011). 
Luminance contrast of objects against their visual background or between 
objects can be measured in a number of different ways, including Michelson contrast 
(MC), Weber contrast (WC) and Root Mean Square (RMS) (Moulden, Kingdom, & 
Gatley, 1990; Vorobyev & Osorio, 1998; Bex & Makous, 2002). While MC is commonly 
used to describe the contrast between two comparably sized objects or sine gratings 
(Bex & Makous, 2002; Pelli & Bex, 2013), the WC, particularly popular is 
psychophysics, is designed to describe the contrast of an object against a dominating 
background, accounting for the Weber-Fechner law which states that psychometric 
thresholds scale with stimulus intensity at a constant ratio, the so-called Weber fraction 
(Treisman, 1964; Norwich, 1987; Dzhafarov & Colonius, 1999). In animals, luminance 
discrimination thresholds have traditionally been determined using MC (e.g. 
Scholtyssek et al., 2008; Lind et al., 2013) and (more interestingly) WC by using 
behavioural experiments. Human discrimination thresholds are between 0.11 and 0.14 
WC (Cornsweet & Pinsker, 1965), which is similar to seals (0.11-0.14 WC) 
(Scholtyssek et al., 2008; Scholtyssek & Dehnhardt, 2013). Other animals have poorer 
discrimination capabilities, such as birds (0.18-0.22 WC) (Lind et al., 2013), dogs (0.22-
0.27 WC) (Pretterer, Bubna-Littitz, Windischbauer, Gabler, & Griebel, 2004), manatees 
0.35 WC (Griebel & Schmid, 1997) and horses (0.42- 0.45 WC) (Geisbauer, Griebel, 
Schmid, & Timney, 2004). 
Behavioural experiments to validate perceived intensity of the luminance 
contrast by an animal viewer are often not possible, especially when studying non-
model organisms. This can be due to logistic restrictions, i.e. inability to obtain and/or 
keep the animal of interest in captivity, as well as behavioural restrictions, i.e. inability 
of getting a specific animal to perform tasks. Therefore, the ‘Receptor Noise Limited’ 
(RNL) model  (Vorobyev & Osorio, 1998) has been adopted as a means of estimating 
whether luminance contrast is perceivable to a signal receiver, both within and between 
animal colour patterns, or between animals and their backgrounds (Siddiqi et al., 
86 
 
2004). The RNL model assumes that signal discrimination is limited by noise 
originating in the receptors (Vorobyev & Osorio, 1998; Vorobyev et al., 2001). It was 
originally designed to estimate when a signal receiver could discriminate between two 
colours that were spectrally similar, adjacent, of fixed size and luminance, and close to 
the achromatic point. To do so, the model calculates the responses of colour opponent 
channels in the context of relative photoreceptor abundance in the retina and 
corresponding photoreceptor noise while disregarding the stimulation and confounding 
effects of luminance contrast perception. The point at which the contrast between two 
stimuli surpasses a behaviourally determined threshold (e.g. 75% correct choice in a 
pairwise choice paradigm) is then expressed as a ‘Just Noticeable Difference’ (JND) 
corresponding to a Euclidian distance (ΔS) in an n-dimensional space, where n is the 
number of colour or luminance processing channels (Hempel de Ibarra et al., 2001). 
The model predicts a JND is equal to 1 ΔS if all model assumptions are met (Vorobyev 
& Osorio, 1998; Vorobyev et al., 2001).  
The RNL model has been used to assess luminance contrast in a large number 
of studies, expanding on its initial purpose of colour contrast modelling (e.g. 
Spottiswoode & Stevens, 2010; Stoddard & Stevens, 2010; Troscianko & Stevens, 
2015; Marshall, Philpot, & Stevens, 2016). However, the neuronal pathways leading to 
the perception of luminance contrast vary significantly from those involved in the 
perception of colour contrast. For example, the pronounced context sensitivity of 
luminance contrast perception is partly due to the fact that achromatic vision in 
vertebrates lacks a process as potent as colour constancy (Wallach, 1948; Land, 1986; 
Kelber et al., 2003; Osorio & Vorobyev, 2008), which enables the perceived color of 
objects to remain relatively constant under varying illumination conditions (but see 
Lotto & Purves, 2000; Simpson et al., 2016).  
Therefore, assuming receptor noise levels to be the limiting factor shaping both 
chromatic and achromatic contrast perception, behavioural validations of perceptual 
distances calculated using the RNL model are required in various visual contexts (e.g. 
Olsson, Lind, & Kelber, 2018 but see Skorupski & Chittka, 2011; Vasas, Brebner, & 
Chittka, 2018). Furthermore, Olsson et al. (2018) have suggested a conservative 
threshold of up to 1JND = 3ΔS for colour discrimination, as both parameter choice and 
behavioural threshold validation are often difficult. The use of such conservative 
chromatic discrimination thresholds in perceptually complex contexts has recently 
been supported by empirical work (Cheney et al., 2019; Escobar-Camacho et al., 2019; 
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Sibeaux, Cole, et al., 2019a). However, no empirical evidence exists for choosing 
conservative luminance (achromatic) contrast thresholds using the RNL model. 
In this study, we performed behavioural experiments with triggerfish, 
Rhinecanthus aculeatus, to determine luminance discrimination thresholds in a 
foraging task using large stimuli (spot 1.6 cm diameter) under well-illuminated 
conditions. We trained fish to both a detection and a discrimination task. For the 
detection task fish were required to locate a target spot randomly placed on an A4 
sized homogenous, achromatic background from which the spot differed only in 
luminance and peck it to receive a food reward. The discrimination task required the 
animals to discriminate the odd-one-out among four identically shaped achromatic, 
non-adjacent stimuli presented against a noisy achromatic background. Luminance 
discrimination and detection thresholds were measured for both increasing and 
decreasing luminance, on both a relatively bright and a dark background. We report 
thresholds in terms of Michelson and Weber contrast, but then translate these 
thresholds into achromatic ΔS using the log transformed RNL model, as per Siddiqi et 
al. (2004). 
 
4.3 Materials and Methods 
4.3.1 Study Species  
We used triggerfish Rhinecanthus aculeatus (n = 15), which ranged in size from 6 to 
16 cm (standard length, SL). This species inhabits shallow tropical reefs and temperate 
habitats throughout the Indo-Pacific and feeds on algae, detritus and invertebrates 
(Randall, Allen, & Steene, 1997). They are relatively easy to train for behavioural 
studies (e.g. Green et al., 2018), and their visual system has been well-studied 
(Pignatelli et al., 2010; Cheney et al., 2013; Champ et al., 2014, 2016). They have 
trichromatic vision based on one single cone, containing short-wavelength visual 
pigment (photoreceptor λmax = 413 nm); and a double cone, which houses the medium-
wavelength pigment (photoreceptor λmax = 480 nm) and long-wavelength pigment 
(photoreceptor λmax = 528 nm) (Cheney et al., 2013). The double cone members are 
used independently in colour vision (Pignatelli et al., 2010), but are also thought to be 
used in luminance vision (Siebeck et al., 2014), as per other animals such as birds and 
lizards (Lythgoe, 1979).   
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Fish were obtained from an aquarium supplier (Cairns Marine Pty Ltd, Cairns), 
shipped to The University of Queensland, Brisbane and housed in individual tanks of 
120L (W: 40cm; L: 80 cm, H: 40cm). They were allowed to acclimatise for at least one 
week before training commenced. Experiment 1 was conducted in September-
November 2017 and Experiment 2 was conducted in March-April 2018. All 
experimental procedures for this study were approved by the University of Queensland 
Animal Ethics Committee (SBS/077/17). 
Aquaria were divided in two halves by a removable grey, opaque PVC partition. 
This enabled the fish to be separated from the testing arena while the stimuli were set 
up. Stimuli were displayed on vertical, grey, PVC boards and placed against one end 
of the aquaria. Tanks were illuminated using the same white LED lights (EcoLight KR96 
30W) used for stimulus calibration. To ensure equal light levels in all tanks, sidewelling 
absolute irradiance was measured using a calibrated OceanOptics USB2000 
spectrophotometer, a 180˚ cosine corrector and a 400nm optic fibre cable fixed 
horizontally in the tank (Fig. S4.4, Appendix C).   
We randomly allocated fish into two groups prior to training. For the detection 
scenarios (Experiment 1), group 1 (n = 7) had to find and peck at target spots that were 
brighter (Tbd)  or darker (Tdd) than a relatively dark background (Fig. 4.2A, table 4.1); 
group 2 (n = 8) had to find and peck target spots that were brighter (Tbb) or darker (Tdb) 
than a relatively bright background (Fig. 4.2B, Table 4.1). These groups (the same fish) 
were then subsequently used for the discrimination experiment (Experiment 2) where 
group 1 (n = 7) had to find and peck at target spots that were brighter (Dbd) or darker 
(Ddd) than relatively dark distractors (Fig. 4.2C, table 4.1); group 2 (n = 7) had to find 
and peck target spots that were brighter (Dbb) or darker (Ddb) than relatively bright 
distractors (Figure 4.2D, Table 4.1). The fish were kept in the same groups to maximise 
the potential for the fish to associate a specific grey level (background for detection = 
distractors for discrimination) as unrewarded and therefore facilitate training. Fish were 
not trained for the discrimination task first (resulting in a truly crossed experimental 
design) due to the natural succession in task complexity from detection to 
discrimination and training.  
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4.3.2 Stimulus Creation and Calibration 
We used a custom programme in Matlab (MathWorks, 2000) to create the stimuli (Fig. 
4.2, Table 4.1) for both the detection and the discrimination experiments. This 
programme allowed us to specify the RGB values of the background and target spot, 
and randomly allocate the target spot (1.6cm diam) to a position on the background. 
The size of spot was chosen to be well within the spatial acuity of R. aculeatus (Champ 
et al., 2014) and could be easily resolved by the fish from anywhere in their aquaria. 
Stimuli, distractors and backgrounds were printed on TrendWhite ISO 80 A4 recycled 
paper using a HP Laserjet Pro 400 color M451dn printer. This specific type of paper 
was used to ensure greys were as close to the achromatic point as possible as 
bleached paper is whitened, causing a reflectance peak at around 350-450nm. For the 
detection task (Experiment 1), stimuli were then laminated using matte laminating 
pouches to try to reduce specular reflection (Fig. 4.2 A & B). Variation in stimulus 
contrast is a result of variation in print outs as well as a consequence of the method 
used to identify suitable RGB values. 
For the discrimination experiment (Experiment 2), we used an ‘odd one out’ 
paradigm (Fig. 4.2 C & D), in which fish were required to locate the spot which differed 
from three distractors. This was chosen over a traditional pairwise choice contrast (e.g. 
Goldsmith & Butler, 2003; Olsson, Lind, & Kelber, 2015) to simulate a level of 
complexity found in nature and allow simultaneous testing of multiple target stimuli 
without re-training (Cheney et al., 2019). The four choices were displayed against a 
noisy background (Fig. 4.2 C & D) formed by randomising pixel intensity (pixel size of 
1mm2; resolvable by the fish from 16cm away), to be one of 255 (8-bit) RGB grey 
levels, ranging from 0/0/0 (black) to 255/255/255 (white). Target and distractor stimuli 
were printed using the previously described Matlab programme, laminated, cut and 
glued onto the noisy background. This ensured that the edge of any given stimulus or 
distractor could be easily detected by the fish while simulating achromatic noise 
comparable to that found in a shallow underwater environment (Matchette, Cuthill, & 
Scott-Samuel, 2019). Any stimuli with detectable scratches or damage were replaced.  
To ensure all stimuli were achromatic, reflectance measurements were plotted 
in colour space as per Cheney et al. (2019). Target and background colours were < 1 
ΔS from the achromatic locus in the RNL colour space as per equations 1-4 in Hempel 
de Ibarra et al. (2001). Photoreceptor stimulation was calculated using spectral 
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sensitivities of triggerfish from Cheney et al. (2013). Measures of photoreceptor noise 
are not available in this species, therefore we assumed a cone ratio of 1:2:2 
(SW:MW:LW) with a standard deviation of cone noise (univariant Weber fraction) of 
0.05 as per (Champ et al., 2016; Cheney et al., 2019). The cone abundance was 
normalised relative to the LW cone, which resulted in channel noise levels of 
0.07:0.05:0.05 (SW:MW:LW). 
We quantified luminance contrast using calibrated digital photography (Stevens 
et al., 2007), taking pictures of each stimulus combination with an Olympus E-PL5 
Penlight camera fitted with a 60mm macro lens (see page 188 in Appendix C). Two 
EcoLight KR96 30W white LED lights were used to provide even illumination between 
400-700nm wavelength (page 187 in Appendix C). Pictures were analysed using the 
‘Multispectral Image Calibration and Analysis’ (MICA) Toolbox (Troscianko & Stevens, 
2015) to calculate cone capture quanta of the double cone. The double cone 
stimulation was calculated as the average stimulation of the medium-wavelength (MW) 
and long-wavelength (LW) cone as per Pignatelli et al. (2010). We used a spatial acuity 
estimation of 2.75 cycles per degree (Champ et al., 2014) at 15cm viewing distance 
using AcuityView (Caves & Johnsen, 2017) implemented in MICA’s QCPA package 
(van den Berg et al., 2020).  
Stimulus contrast was measured as Michelson contrast using the MICA derived 
cone catch values of the double cones. The stimuli contrasts were evenly spaced 
around an area of interest in which the threshold was expected to lie, according to pilot 
trials (van den Berg, unpublished data). Weber contrast of the thresholds was 
calculated as ΔIt/Is (where ΔIt is the stimulus contrast at threshold and Is is the intensity 
of the distractor or background respectively) as per Lind et al., 2013. Achromatic ΔS 
values were calculated according to equation 7 in Siddiqi et. al (2004) (Eq. 4.1). 
 
𝛥𝛥𝛥𝛥 = |𝛥𝛥𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑/𝜔𝜔| 
 
Where 𝛥𝛥𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑 describes the contrast in von Kries corrected double cone 
stimulation between the stimulus (𝑓𝑓𝑡𝑡) and its background/distractors (𝑓𝑓𝑑𝑑), calculated as 
Equation 4.1 
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per equation 4 in Siddiqi et. al (2004) (Eq. 4.2) in relation to the weber fraction (𝜔𝜔) of 
the double cone channel.  
 
𝛥𝛥𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑙𝑙𝑙𝑙(𝑓𝑓𝑡𝑡) − 𝑙𝑙𝑙𝑙(𝑓𝑓𝑑𝑑). 
 
Each scenario (e.g. Tbb or Ddb) consisted of 6 stimuli ranging from very easy 
(positive control) to very hard (negative control) contrast detectability (Table 4.1). Each 
of these stimuli would then be tested as specified below for each experiment. 
 
  
Experiment 2 (Discrimination) 
 
Figure 4.2: Schematic representation of stimulus for experiment 1: Detection scenarios (A&B) 
and experiment 2: Discrimination scenarios (C&D) treatment groups. Figures are not to scale. 
The contrasts displayed here are the maximum contrast for each scenario. The number of fish 
used for each scenario are indicated in brackets. 
Experiment 1 (Detection) 
A B C D
Group 1 (n=8) Group 2 (n=7) Group 1 (n=7) Group 2 (n=7) 
Tbd Tbb 
Tdd Tdb 
Dbd 
Ddd 
Dbb 
Ddb 
Equation 4.2 
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 Dark Background (Group 1) 
[ΔS] / [Michelson Contrast] 
Bright Background (Group 2) 
[ΔS] / [Michelson Contrast] 
Detection 
(n=8, Tbd) 
Discrimination 
(n=7, Dbd) 
Detection 
(n=7, Tbb) 
Discrimination 
(n=7, Dbb) 
Bright 
Spot 
15.34 / 0.37* 14.28 / 0.34* 17.87 / 0.42* 17.36 / 0.41* 
5.98 / 0.15 7.18 / 0.18* 8.84 / 0.22 7.74 / 0.20* 
4.82 / 0.12 5.83 / 0.14 5.19 / 0.13 6.92 / 0.19 
3.94 / 0.10 5.12 / 0.13 3.98 / 0.10 3.29 / 0.08 
2.34 / 0.06 4.76 / 0.12 1.82 / 0.05 1.47 / 0.04 
0.58 / 0.01 3.80 / 0.09 0.84 / 0.02 1.31 / 0.03 
Dark 
Spot 
9.26 / 0.23* 10.23 / 0.25* 15.51 / 0.37* 21.78 / 0.50* 
6.55 / 0.16 8.70 / 0.21* 7.99 / 0.20 8.60 / 0.21* 
5.04 / 0.13 4.59 / 0.11 5.92 / 0.15 6.42 / 0.16 
3.03 / 0.08 3.69 / 0.09 4.65 / 0.12 6.05 / 0.15 
1.24 / 0.03 1.70 / 0.04 2.46 / 0.06 5.64 / 0.14 
0.89 / 0.02 0.61 / 0.02 1.58 / 0.04 2.87 / 0.07 
 
 
Table 4.1: Summary of the contrasts used for training (*) and trials for both groups in ΔS 
and Michelson contrast. Contrasts were calculated as per equations 4.1 & 4.2.  
93 
 
4.3.3 Experiment 1: Detection scenario 
Fish were trained to peck at the target dot using a classic conditioning approach. 
First, fish were trained to pick a small piece of squid off a black or white (randomly 
chosen) spot (1.6 cm diam) on the grey background corresponding to the treatment 
group (‘bright’ background/distractor or ‘dark’ background/distractor, Table 4.1). We 
trained the fish to detect target spots on both brighter and darker 
backgrounds/distractors to reduce hypersensitivity through anticipation by applying the 
principle of ‘constant stimuli’ thresholds (Laming & Laming, 1992; Colman, 2008; Pelli 
& Bex, 2013). This approach intended to produce thresholds more closely related to a 
natural context as prey items in the natural environments can be both brighter or darker 
than their natural background. Second, once fish consistently removed the food reward 
from the black and white target spots, a second food reward was immediately 
presented from above using forceps. Once fish were confident with this, the final stage 
of training was a food reward given from above once they had tapped at the target 
stimulus (without food). For both experiments, training consisted of up to two sessions 
per day, with six to ten trials per fish/session. Fish moved to the testing phase when 
fish were successful in performing the task in > 80% trials over at least 6 consecutive 
sessions. A trial was considered unsuccessful if the fish took longer than 90 seconds 
(timeout) to make a choice or if it pecked at the background more than twice. Testing 
was suspended for the day if the fish showed multiple timeouts for training contrasts, 
assuming the fish was not motivated. 
As with the training of the animals, the target spots were presented in a random 
position against an A4 sized achromatic background in two sessions per day consisting 
of 6-10 trials per session and fish, depending on the appetite of the fish. The trials for 
each session were chosen pseudo-randomly from all possible contrasts, thus fish were 
presented with both darker and brighter spots compared to their background/distractor 
in each session. For the ‘detection’ scenarios each stimulus was presented a minimum 
of 6 times with higher levels of replication for intermediate levels of contrast. For both, 
detection and discrimination, motivation was considered low when the animal did not 
engage in the trial immediately (>10s) and, if this occurred, trials were ceased for that 
fish until the next session. A trial was considered unsuccessful if the fish took longer 
than 90 seconds (timeout) to make a choice or if it pecked at the background more 
than twice (‘detection’) or once (‘discrimination’). Wrong pecks were recorded and time 
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to detection was recorded as the time between the moment the fish moved past the 
divider and the successful peck at the target spot. 
 
4.3.4 Experiment 2: Discrimination scenario 
Following the detection scenario trials, seven out of the eight fish from group 1 (dark 
background, Table 4.1) and all seven fish from group 2 (bright background, Table 4.1) 
were retrained to complete the discrimination experiment. Retraining was conducted 
by first habituating the fish to the noisy background and then, following the same 
stepwise approach from the detection experiment, training the fish to find the odd one 
out using black and white target stimuli against the grey distractors for the respective 
scenarios (Table 4.1). Habituation to the noisy background was achieved by placing a 
noisy background into the tanks for several hours at a time and gradually switching a 
uniform background with the new noisy background in training. Fish easily adapted to 
the new task and continued to peck the odd spot to receive a food reward. To ensure 
fish did not learn specific contrast but instead learnt that the task was an odd-one-out 
scenario, an easy intermediate contrast was added to the training stimuli resulting in 
each fish being trained with two easy-to-discriminate bright spots and two dark spots 
(Table 4.1). 
For the discrimination scenarios each target intensity level was presented 
between 9 and 25 times per fish. We carried out more trials for target intensity levels 
close to the threshold, and fewer towards the asymptotes accounting for a higher 
variability in success rates closer to threshold. Using four possible choices reduced the 
chance of the animals randomly locating the target spot from 50% compared with a 
paired choice test, therefore we allowed fish one wrong peck (2/4= 50%), as per Pelli 
& Bex (2013).  
 
4.3.5 Statistical Analysis 
Psychometric curves were fitted to the data (% correct choice per stimulus vs. stimulus 
contrast measured in Michelson contrast) using the R package quickpsy (Linares & 
Lopez-Moliner, 2015; R Core Team, 2015). Using these curves, we interpolated the 
50% correct choice thresholds with a 95% confidence interval. We also provide a 30% 
(less conservative) correct choice threshold for the detection task because the chance 
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of selecting the correct location by chance, was extremely low (<2%) which makes a 
50% correct choice threshold very conservative (pages 186 to 187 in Appendix C). 
The best model fit was determined using AIC as per Yssaad-Fesselier & 
Knoblauch (2006) and Linares & Lopez-Moliner (2015). Thresholds between summed 
graphs for each scenario were compared as per Jörges et al. (2018) using the 
Bootstrap (Boos, 2003) implemented in quickpsy (100 permutations). The Bonferroni 
method (Bland & Altman, 1995) was used to adjust the significance level of the 
confidence intervals to 1-0.05/n, with n corresponding to the number of comparisons.  
 
4.4 Results 
4.4.1 Experiment 1: Detection Scenarios 
We conducted a total of 1365 detection trials across all fish and scenarios, resulting in 
a mean number of 7.6 trials/fish/stimulus. The total success rate was 68.5% across all 
24 stimuli with a median (±sd) time to detection of 3.1±12.6 seconds with the fastest 
success at 0.3 seconds and the slowest at 90.0 seconds. The median time for 
successful detection was similar across all scenarios (±sd): Tdd = 2.9±12.9 seconds, 
Tbd = 2.8±10.8 seconds, Tdb = 3.1±13.5 seconds, Tbb = 3.22±12.58 seconds. Detection 
thresholds (50% correct choice) for all scenarios are presented in Figure 4.3 and Table 
4.2. The sum of AIC across all four detection scenarios (fit=cumulative normal) was 
162.4 (Tdd=24.2, Tbd=50.8, Tbb=50.1, Tdb=37.3). When comparing thresholds within 
groups, the detection thresholds for group 1 (dark background) were not significantly 
different from each other (Tbd - Tdd = 0.01 MC, CIdiff [0 - 0.02]) whereas the detection 
thresholds for group 2 (bright background) were significantly different from each other 
(Tdb - Tbb = -0.03 MC, CIdiff [0.02 – 0.04]).  
When comparing between groups 1 and 2, thresholds for detecting a dark spot 
differed significantly between a dark and a bright background (Tdb - Tdd = 0.01 MC, CIdiff 
[0-0.02]) as did the threshold for detecting a bright spot (Tdb - Tdd = 0.03 MC, CIdiff [0.02-
0.04]). However, the threshold for detecting a bright spot on a bright background was 
not significantly different from detecting a dark spot on a dark background (Tbb - Tdd = 
0.04 MC, CIdiff [0.03-0.05]). Finally, the thresholds for the exact inverse of the 
scenarios, detecting a bright spot on a dark background and vice versa, are not 
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significantly different from each other (Tbd - Tdb = 0 MC, CIdiff [-0.01-0.01]) (Fig. 4.3 – 
4.5, Table 4.2). 
 
 
 
 
Figure 4.3: Logistic regression fitted to the detection data. Thresholds for each 
scenario in Michelson contrast, error bars represent the 95% confidence intervals.  
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Figure 4.4: Individual detection thresholds of the dark 
background scenarios (group 1). Error bars represent the 95% 
confidence intervals. 
Figure 4.5:  Individual detection thresholds of the bright background 
scenarios (group 2). Error bars represent the 95% confidence 
intervals. 
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Scenario Michelson Contrast (95% CI) Weber Contrast (95% CI) ΔS (95% CI) 
 
 
 
 
0.06 (0.06-0.07) 0.31 (0.28-0.35) 2.54 (2.29-2.83) 
 
  
0.06 (0.05-0.06) 0.28 (0.24-0.31) 2.25 (1.96-2.51) 
 
  
0.09 (0.08-0.10) 0.32 (0.29-0.35) 3.80 (3.38-4.18) 
 
  
0.07 (0.06-0.07) 0.23 (0.20-0.25) 2.66 (2.32-2.98) 
Table 4.2:  Summary of results for the 50% correct choice threshold contrasts. Group 1 & 2 
(dark & bright background) are indicated by bold borders. 
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4.4.2 Experiment 2: Discrimination Scenarios 
At total of 3230 trials were conducted combined across group 1 (n=7) and 2 (n=7). 
Each stimulus was tested between 9 and 31 times per fish. The sum of AIC across all 
four detection scenarios (fit=cumulative normal) was 314.1 (Ddd=95.6, Dbd=62.8, 
Dbb=48.2, Ddb=107). The results are shown and summarized in Figure 4.6 and Table 
4.3. The threshold for discriminating a dark spot (Ddd & Ddb) was not different between 
the different groups, nor was the threshold for discrimination a bright spot (Dbd & Dbb). 
All other threshold comparisons are significant (Fig. 4.6 – 4.8, Table 4.3).  
 
 
  
Figure 4.6: Logistic regression fitted to the discrimination data. Thresholds for each 
scenario in Michelson contrast, error bars represent the 95% confidence intervals. 
Note that the fit for these graphs is possibly not meaningful in case of the dark spot 
against a dark background due to poor fit.  
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Figure 4.7: Individual discrimination thresholds of the dark background 
scenarios (group 1). Error bars represent the 95% confidence intervals. 
Figure 4.8: Individual discrimination thresholds of the bright background 
scenarios (group 2). Error bars represent the 95% confidence intervals. 
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Scenario Michelson Contrast (95% CI) Weber Contrast (95% CI) ΔS (95% CI) 
 
0.13 (0.11-0.15) 0.67 (0.55-0.76) 5.35 (4.44 – 6.07) 
 
0.24 (0.23-0.25) 1.23 (1.14-1.23) 10.00 (9.20-10.01) 
 
0.14 (0.12-0.16) 0.46 (0.40-0.53) 5.48 (4.71-6.33) 
 
0.28 (0.24-0.31) 0.94 (0.8-1.04) 11.47 (9.99–12.73) 
  
Table 4.3: Summary of the discrimination thresholds across the ‘discrimination’ 
experiments. Values are calculated relative to the luminance of the corresponding 
distractors.  
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4.5 Discussion 
4.5.1 Preface 
The results of this study suggest that there is a range of fundamental issues which 
need to be addressed prior to a detailed discussion. While the detection scenarios do 
not suffer from any major issues, this is not at all the case for the discrimination 
scenarios. For example, it seems as if only the ‘bright spot against bright distractors’ 
discrimination scenario has truly worked as intended (Fig. 4.6). However, its 
counterpart (‘dark spot against bright distractors’), tested with the same animals at the 
same time (see Materials & Methods), shows a clear outlier (Fig. 4.6). The guess ratio 
of close to 25% suggests that all animals of group 2 have perceived the stimulus as 
different to its distractors and, as a result, pecking the distractors more often than it 
would be the case if the stimulus was not discriminable to them. However, we were not 
able to find out why the animals developed a systematic avoidance of that stimulus, 
despite vigorous re-testing and repeated replacements of the stimulus to exclude the 
possibility of any scratches or other distractions. The overall guess ratio of close to 
50% suggests that all fish in group 2 have truly learned the concept of being rewarded 
for finding the odd one out. This proves that the concept of this study, in principle, is 
feasible. Furthermore, the data also suggests that the animals might have indeed 
remembered the position of a non-rewarded stimulus after a wrong first peck, making 
the overall guess rate slightly higher than 50%. To show this being the case could be 
an interesting future investigation into the cognitive abilities (e.g. counting, spatial and 
temporal memory capacities and decision making) of R. aculeatus in the context of 
variable reward and punishment contexts sensu Aurorès-Weber et al., (2010) and 
Howard et al., (2019). 
The results from group 1 warrant far more caution than those from group 2 (Fig. 
4.6). Despite having trained the fish to learn to identify the odd one out for the two most 
contrasting stimuli (Table 4.3) of each scenario, the results show that this did not lead 
to reliable stimulus discrimination under trial conditions. In fact, detailed analysis of our 
data suggests that this was the case right from the beginning of trials (rather than a 
gradual extinction of the learned behaviour). The ‘dark spot against dark distractors’ 
scenario suggests that the animals almost showed a preference for the distractors or 
possibly were even avoiding the rewarded stimulus, except for the most contrasting 
stimulus which was clearly preferred. This could suggest that the animals did not in 
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fact learn an ‘odd one out’ scenario but rather remembered that the most contrasting 
stimulus (or certain levels of grey) was always rewarded. This might have been 
influenced by interactions on contrast perception by the noisy background, i.e. if the 
fish used cues relative to the background intensity. Given the high numbers of trials, it 
could also hint at the fish not being hungry or motivated enough to make careful 
choices i.e. they got sloppy. Personal observations suggest this to be the case at least 
for some individuals. This could be prevented by reducing the amount of trials in 
combination with the introduction of punishing wrong choices using distasteful food 
rewards. Furthermore, the scenario shows a clear outlier for the second lowest contrast 
(Fig. 4.6). As this contrast is far too low to be readily detected by the animals this can 
only be explained by some systematic cue from the target stimulus other than its 
relative contrast to the distractors. This, in addition to issues with conceptual learning, 
could have been due to the way the stimuli were printed, laminated or glued, possibly 
hinting at issues with the general experimental design.  
The ‘bright sport against dark distractors’ (Dbd) scenario seems to further hint at 
issues with experimental design. Given that the grey (RGB) values chosen for the 
scenarios were identical to the ones used in the ‘detection’ experiments it is surprising 
to see clear differences between the stimulus contrasts when comparing the 
discrimination and the detection stimulus contrasts, particularly the clumping of 
stimulus contrasts for the ‘bright spot against dark distractors’ (Dbd) scenario. This 
could be due to variation in prints. However, while that certainly might have been the 
case, deviations and variation is stimulus contrast could have been introduced by 
variation in lamination. Furthermore, despite extreme levels of care, the cutting, 
laminating and gluing of stimuli to the noisy backgrounds could have introduced cues 
or distractions such as variation in the amount of glue underneath or adjacent to stimuli, 
minute differences in the shape of the stimuli or differences in angle magnified by 
specular reflection when viewed underwater. Thus, given the tedious venture of 
calibrating luminance in a behavioural setup (as opposed to randomising luminance 
noise as if often done in colour vision experiments) we thoroughly discourage the use 
of printers for future studies and recommended to conduct research on luminance 
discrimination and detection thresholds using calibrated screens or projectors (e.g. 
Smithers, Roberts, & How, 2019). The use of calibrated screens would further help to 
truly randomise stimulus positioning. This could further be aided using more than just 
3 distractors, i.e. by using an achromatic ishihara stimulus sensu Cheney et al., (2019). 
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4.5.2 ‘Detection’ Scenarios 
Our study demonstrates that for Rhinecanthus aculeatus, RNL luminance 
discrimination thresholds in a ‘detection’ scenario vary significantly (ΔS 2.25 - 3.80) 
according to the perceptual context in which they are measured. We found effects of 
both the background luminance as well as the target luminance on the ability of our 
animals to detect a large uniform achromatic stimulus on a uniform achromatic 
background. The magnitude of these effects agrees with the Weber-Fechner law with 
thresholds falling in a comparable range of Weber contrasts with a noticeable effect of 
the absolute target stimulus contrast, i.e. both bright spot scenarios have a more similar 
WC compared to each other (WC 0.23 – 0.28) in comparison to the dark spot scenarios 
(0.31 – 0.32), indicating both global (absolute luminance contrast) and local influences 
(relative luminance contrast) on luminance contrast perception.  
The relationship of absolute (background + stimulus) and relative luminance 
(background vs. stimulus) contrast is not reflected when expressing thresholds as ΔS. 
This is a result of the equations used in Siddiqi et al. (2004). The exclusion of signal 
intensity is a fundamental assumption when calculating chromatic contrasts using the 
RNL (Vorobyev & Osorio, 1998) which has been designed to quantify contrast 
perception between two weakly chromatic stimuli viewed against an achromatic 
background. As a result, the RNL equations used by Siddiqi et al. (2004) calculate a 
relative comparison of two background adapted receptor responses without scaling the 
difference in photoreceptor stimulation between stimulus and background in relation to 
the overall brightness of a scene. Therefore, the commonly used RNL equations in 
Siddiqi et al. (2004) fail to reflect the Weber-Fechner law for the discrimination of a 
stimulus from its background, often described as a detection threshold. This directly 
contradicts Olsson et al. (2018) who clearly state that the achromatic RNL equations 
in Siddiqi et al. (2004) conform with the weber-Fechner law despite not showing any 
empirical proof for it (neither do the authors of the original study). 
A possible approach to this problem is to use the Weber contrast as a guide as 
to what is detectable by a visual system. Thus, if the contrast of a stimulus against the 
average luminance response to its visual background (WCS) is smaller than the WC at 
a conservative threshold (WCT), then the stimulus is likely not detectable by a visual 
system (Eq. 4.3): 
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This approach could provide an elegant solution to the need to quantify 
luminance contrast detectability of large stimuli against varying levels of background 
luminance without the need for knowledge on photoreceptor abundances or noise. In 
fact, introducing receptor noise seems like an unnecessary complication given that the 
WC simply describes the behavioural proof of what an animal can do in a specific 
perceptual context. However, this implicitly requires behavioural validation of a 
threshold and therefore does not fulfil the function of the RNL model, which allows to 
draw conclusions without the need for such threshold validation. However, as we show, 
neither does the achromatic RNL model in the way it is currently used. Furthermore, 
while this solves the problem of scaling contrast sensitivity with absolute luminance, it 
does not account for the difference in detection between the dark spot and the bright 
spot scenarios, independently of background intensity i.e. the relative importance of 
local scaling at the level of a receptive field.  
The difference in WC between dark and bright spots (Table 4.2) suggests 
intensity mediated luminance contrast sensitivity scaling at smaller spatial scales, i.e. 
edge detecting receptive fields. This would explain why the MC thresholds for the 
completely inverse scenarios (Tbd vs. Tdb) are almost identical to each other despite 
having different WC (Which only accounts for the background intensity). To a receptive 
field which spans only a fraction of the stimulus surface these two scenarios would not 
be discriminable in terms of relative intensity contrast (MC).  Furthermore, our results 
match findings that humans are consistently better at detecting darker stimuli 
(decrements) (e.g. Bowen, Pokorny, & Smith, 1989; Emran et al., 2007; Lu & Sperling, 
2012), and has also been shown in  non-human vertebrate  (e.g. Baylor, Hodgkin, & 
Lamb, (1974) using turtles) and invertebrate visual systems (e.g. Smithers, Roberts, & 
How, (2019) using fiddler crabs). Research suggests that increasing and decreasing 
luminance changes are processed differently. Decrements are detected by off-centre 
ganglion cells, while increments are detected by on-centre ganglion cells (Schiller, 
Sandell, & Maunsell, 1986). Decrements are indicated by the depolarization of 
photoreceptors, whereas increments are detected as hyperpolarization (Baylor et al., 
1974). For example, investigation of turtle photoreceptors has shown that decrements 
Equation 4.3 
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result in much greater depolarization of photoreceptors, than the magnitude of 
hyperpolarization resulting from increments (Baylor et al., 1974).  
However, any guesses on the specific mechanisms causing the observed 
difference in WC between the detection of a dark spot and a bright spot (or 
mathematical approximations thereof) are speculative. Further investigations will 
require substantial advances in the understanding of neurophysiological mechanisms 
underlying luminance contrast perception in R. aculeatus. These include knowledge 
on the detailed anatomy and receptor noise of double cone photoreceptors in R. 
aculeatus, the relative contribution of each double-cone member to luminance contrast 
sensitivity (Siebeck et al., 2014) as well as the precise mechanism by which 
photoreceptor stimulation is integrated in post-receptor structures such as edge 
detecting receptive fields. Behavioural experiments with closely related species with 
different retinal morphologies would be of interest to further investigate e.g. the role of 
retinal neuroanatomy on luminance contrast perception.  
For now, we propose using the highest WC as a conservative threshold choice 
as the difference in WC seems constant across varying background luminance. 
However, this is a superficial (although efficient) fix and does not account for the effects 
of spatial frequency on luminance contrast sensitivity when discriminating objects 
against visual backgrounds. This is probably the most notable confounding effect on 
low-level processing of luminance contrast as a result of post-receptor lateral-inhibition 
(Veale et al., 2017). One possible approach would be the use of contrast sensitivity 
functions (CSF) to scale Weber fractions as a function of spatial frequency in a visual 
scene. However, given that these are determined using a perceptually different 
experimental setup (da Silva Souza et al., 2011) this should be investigated using 
context specific behavioural experimentation. 
4.5.3 ‘Discrimination’ Scenarios 
As with the ‘detection’ experiments presented in the main manuscript, this study shows 
distinct effects of the perceptual context on luminance discrimination thresholds of non-
adjacent stimuli. However, while there are systematic similarities to the ‘detection’ 
scenarios, there also are clear differences. Importantly, there are obvious issues 
regarding outliers in the data as well as the seemingly large differences in performance 
across scenarios. I will first discuss what the data indeed could be showing us and will 
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then discuss possible explanations for the observed irregularities, flaws of 
experimental design and possible future improvements and further research. 
We must assume that luminance contrast perception scales with the overall 
level of luminance of a scene. However, the variation across Weber contrasts (if scaled 
according to the luminance of the distractors (Table 4.3)) as well as their impossibly 
high contrast value suggest that the contrast perception of the animals is probably not, 
or only partially, influenced the luminance of the distractors. This makes sense, as 
most of the visual scene is now made up by the noisy background (blurred at a distance 
or resolved close up) rather than the distractors. Indeed, if we scale the Michelson 
contrast at threshold of each scenario (Table 4.3) in relation to the luminance of the 
noisy background (In) we can establish almost identical Weber fractions across the 
different relative intensity contrasts (dark on dark = 1.05, bright on dark = 0.57, dark on 
bright = 1.20, bright on bright = 0.58). This shows that indeed, contrast perception is 
likely subject to the overall luminance of a visual scene. These discrimination Weber 
fractions are still substantially larger than those of the detection thresholds. However, 
this is in line with the literature discussed in the introduction (Furchner et al., 1977; 
Bradley & Ohzawa, 1986; Gescheider, 1997; Purves et al., 2001; Shevell, 2003; 
Straube & Fahle, 2011). These Weber contrasts relative to the noisy background are 
also more uniform than their distractor scaled equivalents. Despite the suspiciously 
high values, this shows that the discrimination thresholds likely scale with absolute 
intensity, just like the detection scenarios. Therefore, again, we must exclude the 
suitability of the RNL model for luminance discrimination due to its inability to 
adequately scale with global intensity (Table 4.2, discussion in Chapter 2).  
As with the detection scenarios, there seems to be a systematic difference 
between the fish having to find a dark spot or a bright spot. However, the Weber 
fractions for the dark spots are worse than for the bright spots which contradicts the 
findings and discussion from Chapter 2 which agreed with the literature suggesting 
increased sensitivity for decreasing (‘darker than’) contrasts. However, the double 
cone stimulation that corresponds to a given discrimination threshold is always lower 
than the average double stimulation from the noisy background (b1…4-n). This might 
hint at the influence of the noisy background luminance on the discrimination 
thresholds. Interestingly, this difference in double cone catch is in the range of 5-10% 
cone stimulation across all scenarios, precisely the range of contrasts determined as 
the detection thresholds (Table 4.2). 
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Our findings therefore suggest interactions between both, the relative contrast 
of target stimuli against the distractors, in addition to influences of the luminance of the 
background against which they are compared. If we assume the perception of the 
threshold contrast (relative to the distractors) to be scaled with the intensity of the noisy 
background, we can express the perceptual distance of the Michelson contrast of each 
scenario to the distractors at threshold in relation to its distance to the luminance of the 
noisy background as: 
 
𝑄𝑄𝑖𝑖=|𝛥𝛥𝛥𝛥𝑡𝑡−𝛥𝛥𝑛𝑛| 
 
Where Qi is the absolute difference between the Michelson contrast at threshold 
of a given scenario (ΔIt) and the average luminance of the noisy background (In). This 
is not to be confused with the Weber scaling introduced in the next paragraph. It simply 
expresses how ‘close’ to the background luminance that comparison is being made, 
assuming that: the further the distance between that relative contrast (target vs. 
distractor) and the luminance of the background, the stronger the contrast perception.  
Based on our previous observation we can assume that this relative contrast 
perception is then scaled by the global luminance which is dominated by the noisy 
background. This adjusted Weber contrast for the discrimination threshold of a given 
scenario i (𝛥𝛥𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑,𝑖𝑖) can be expressed as: 
 
𝛥𝛥𝑑𝑑𝑖𝑖𝑑𝑑𝑑𝑑,𝑖𝑖 = 𝑄𝑄𝑖𝑖/𝐼𝐼𝑛𝑛  
 
Surprisingly, this yields Weber fractions which seem very reasonable (Wdisc,dd = 
0.05, Wdisc,bd = 0.43, Wdisc,db = 0.20, Wdisc,bb = 0.41) and suggests the notion of 
increased salience of stimuli which are darker than their distractors in relation to the 
visual background against which the comparison is being made. This holds especially 
true if we assume the Michelson contrast for the ‘dark spot with dark distractors’ 
scenario to be slightly higher (i.e. identical to the dark on bright scenario), which our 
data suggests being possible (Table 4.3). Therefore, this approach might be able to 
Equation 4.4 
Equation 4.5 
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capture subtle interactions between the absolute and relative luminance contrast when 
discriminating non-adjacent stimuli against an achromatic background. 
4.5.4 Summary 
Despite some profound experimental issues with the discrimination scenario, our study 
shows both significant differences and similarities between luminance contrast 
perception in various perceptual contexts. Similar findings have been made for the use 
of the chromatic RNL model in contexts which deviate from model assumptions (e.g. 
Caves et al., 2018; Sibeaux, Cole, et al., 2019a). A commonly stated solution to these 
threshold deviations is to ‘behaviourally calibrate’ the RNL model for a given species 
and a given perceptual context (e.g. Olsson et al., 2018). However, as various 
researchers have repeatedly pointed out (particularly those studying human & bee 
vision), our perception of colour and luminance contrast are highly context dependent 
and co-dependant and in most natural contexts subject to various degrees of post-
retinal neuronal processing. In fact, some researchers openly doubt that such a 
‘behavioural calibration’ of the RNL to natural contexts is impossible as the model is 
not capable (and certainly not designed) to reflect these higher-level aspects of visual 
perception (Skorupski & Chittka, 2011; Vasas et al., 2018). The standard reply from 
many researchers using the RNL model is twofold. Firstly, the RNL model was never 
developed to precisely quantify colour vision across all sorts of perceptual contexts. 
Visual ecologists therefore ought to only use it very conservatively (i.e. assuming 
thresholds of 3 ΔS) to give an initial guess at how likely it is a certain colour contrast is 
perceivable in the first place. Secondly, the RNL model, at least for colour vision, has 
been shown to do a fairly good job across various visual systems, largely independent 
of the perceptual context in which it has been applied. Thus, it is fair to attribute 
biological effect to RNL contrast measurements.  
However, our research seems to (at least regarding the use for achromatic 
contrast perception in a trichromatic visual system) contradict this notion. My data 
suggest fundamental incompatibility of the RNL model for achromatic contrast 
perception in natural perceptual contexts be it for detection or discrimination. Given the 
potentially profound impact on a popular tool in visual ecology (The RNL model) we 
strongly advise further investigation of context dependant contrast perception in 
conjunction with efforts to further understand the neurophysiology of both lower and 
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higher-level pathways of the visual system of R. aculeatus. The study (and its 
shortcomings) presented in this chapter can and should be used to guide these efforts.  
The discrimination experiment also produced a surprising result. After multiple 
weeks of training and testing we started noticing that about 5 of our 14 fish would start 
doing complete rotations before picking the stimuli whereas most of the other fish 
would perform partial rotations. Initial discussions with other researchers in the field 
started to hint towards a visual ‘illusion’ i.e. some level of interference with the depth 
or 3D shape recognition of the fish in relation to the noisy background. The appearance 
of our stimuli shares surprisingly strong similarities with several vivid motion and shape 
illusions (e.g. Nguyen-Tri & Faubert, 2003) which might explain some of the underlying 
perceptual mechanisms involved. Indeed, unpublished research in R.aculeatus shows 
that the fish use optic flow for distance estimation (Karlsson, unpublished). 
Furthermore, when peeling the stimuli off the noisy background and re-attaching them 
with a couple of millimetres of distance (using blue tack) to create shadows and other 
cues for 3D shape estimation, the rotating behaviour would stop in 100% of the cases. 
This behaviour potentially shows a key mechanism of visual perception in R. aculeatus 
worth investigating in future research.  
Despite having investigated luminance contrast sensitivity using two different 
levels of background luminance, our study only considered but two specific and highly 
calibrated contexts: the discrimination of a large, uniform and achromatic circular target 
stimulus against a uniform grey background and the discrimination of an achromatic 
circular target stimulus against identically shaped achromatic distractors. However, we 
know that a variety of factors can fundamentally influence luminance contrast 
perception in most, if not all, animals. If luminance thresholds are determined simply 
by the intensity detected by the receptors, we would expect thresholds to be 
determined solely by the difference in quantum catch in relation to the channel specific 
noise. However, as discussed in the introduction, luminance perception is rarely a 
direct outcome of the intensity, as the judgement of brightness and lightness is a 
complex, poorly understood, multistage process (Gilchrist et al., 1999; Gilchrist & 
Radonjić, 2009; Kingdom, 2011; Gilchrist, 2014; Maniatis, 2014). Unsurprisingly then, 
there is ample evidence that luminance contrast modulates the salience of objects at 
stages well beyond the retina (Einhäuser & König, 2003).  
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As such we would like to highlight the importance to quantify the context 
sensitivity of visual discrimination and detection thresholds. This should be done by 
continuing to adapt insights from studies on human psychophysics but equally 
important by conducting species and context specific behavioural experiments to 
obtain parameters by which models of contrast perception can be fine-tuned. For 
example: How does achromatic and chromatic noise contribute to such behaviourally 
determined thresholds (Gegenfurtner & Kiper, 1992; Whittle, 1992; Solomon, 2009)? 
To what extent can the context dependant processing of luminance contrast be 
generalised between different taxa (Olsson et al., 2018)? How do interactions between 
chromatic and achromatic information processing influence such species-specific 
contrast sensitivity thresholds in various spatial and temporal contexts (Gegenfurtner 
& Kiper, 1992; Syrkin & Gur, 1997; Vingrys & Mahon, 1998; Párraga et al., 2002; Willis 
& Anderson, 2002; Kachinsky, Smith, & Pokorny, 2003; Shapley & Hawken, 2011; 
Clery et al., 2013; Kelley & Kelley, 2014; Ng et al., 2018)? How does the mental state 
(e.g. motivation) of an animal contribute to behaviourally determined thresholds 
(Hanson, 1959; Aurorès-Weber, de Brito Sanchez, Giurfa, & Dyer, 2010; Webber, 
Chambers, Kostek, Mankin, & Cromwell, 2015; Chirimuuta, 2016; Howard, Avarguès-
Weber, Garcia, Greentree, & Dyer, 2019)? To what extent is this confounded by the 
degree of cognitive complexity of a task (Eskew, 2009)? To what degree is luminance 
contrast detection and discrimination determined by neural noise at various stages of 
cognitive context and complexity (e.g. Garcia et al., 2018)?  
The list of questions (and necessary future behavioural experiments) appears 
as endless as empirical evidence seems scarce and our understanding of luminance 
contrast perception in humans is certainly far more advanced than in non-human 
vertebrates, let alone invertebrates. This warrants caution in the use of uniform contrast 
sensitivity thresholds (be it achromatic or chromatic) across widely diverse perceptual 
contexts, independently of which models are used to describe them. Luminance 
discrimination, as expected, is not just limited by photoreceptor noise and therefore 
cannot be adequately represented by the use of a singular detection or discrimination 
threshold determined using the equations in Siddiqi et al. (2004) as it currently is widely 
done in visual ecology. This realisation shares many parallels with ongoing discussions 
regarding the use of the RNL model outside of model assumptions (e.g. Olsson et al., 
2018 and comments). Our results suggest the use of a conservative achromatic RNL 
threshold assumption of 3ΔS (e.g. Spottiswoode & Stevens, 2010) to be far from a 
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conservative threshold assumption, despite the possibly simplest perceptual context in 
which they could be applied, let alone the comparatively well-known visual system and 
corresponding parameter choice for R.aculeatus in this study.  
To our knowledge, this is the first time that achromatic discrimination thresholds 
have been quantified in a marine vertebrate. Furthermore, this is the first time 
discrimination thresholds have been determined using a detection and a 
‘discrimination’ task as well as doing so using animals which have been trained to 
detect and discriminate both randomly placed ‘brighter’ and ‘darker’ stimuli 
simultaneously. Finally, our findings provide important insights to the processing of 
achromatic information as well as the use of the RNL model to quantify achromatic 
discrimination and detection by non-human observers. Our study shows that the 
current use of the RNL model for the quantification of luminance contrast sensitivity 
thresholds warrants caution, due to its seeming inability to adequately reflect 
consequences of the neurophysiological differences between achromatic and 
chromatic contrast perception at both retinal and post-retinal levels. More specifically, 
our study suggests the lack of adequate scaling of thresholds by the RNL model to the 
average luminance of a scene. Furthermore, our study highlights currently unresolved 
issues of the consideration of context and species-specific differences of not just where 
those thresholds are located for a given context, but which models or parameters 
mathematically best represent them.  
We conclude that our results warrant a wide range of future investigations using 
behavioural experimentation, literature reviews as well as investigations of 
neurophysiology across a wide range of taxa. Methodological advances which facilitate 
behavioural threshold testing for more complex cognitive contexts (such as the 
adaptation of Ishihara colour tests presented in Cheney et al. (2018)) will greatly 
contribute to our ability to investigate these barely investigated aspects of animal vision 
using a combination of bottom-up and top-down approaches. Furthermore, given the 
vast range of contexts in which luminance discrimination thresholds are obtained, 
calculated and applied we ask for a fundamental increase in the standard and level of 
caution applied for the choice of context and species-specific luminance discrimination 
and detection thresholds as well as behavioural estimates thereof.  
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Chapter 5 
General Discussion 
 
 
 
 
“Exactly!" said Deep Thought. "So, once you do know what the question actually is, 
you'll know what the answer means.” 
 
- Douglas Adams, 1981 
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Chapter 5 - General Discussion 
5.1 Preface 
In this thesis I have developed, tested and applied a novel framework for the study of 
colour patterns in order to increase our understanding of the design, function and 
evolution of defensive colouration in nudibranch molluscs. In Chapter 2, I developed 
the ‘Quantitative Colour Pattern Analysis’ (QCPA), an analytical framework for the 
study of colour patterns in nature which contributes to concepts and methods available 
in visual ecology. Chapter 3 saw the application of the QCPA to study the ecology and 
evolution of defensive colouration in nudibranch molluscs. Finally, Chapter 4 focused 
on the behavioural validation of luminance discrimination and detection thresholds in 
Picasso Triggerfish (Rhinecanthus aculeatus) to inform parameter choice and as a 
general investigation into limitations of visual models implemented in QCPA. I will 
briefly discuss the context of each of these chapters and will spend a more substantial 
amount of time on future research. 
5.2 Chapter 2 – Development of the Quantitative Colour Pattern Analysis (QCPA) 
QCPA unifies a broad range of visual modelling tools into a coherent conceptual 
framework. The idea of a unified framework is the most important aspect of the QCPA 
and meant combining a variety of currently separate methodological aspects:  
1. Calibrated digital photography capable of capturing reliable quantitative data 
of visual scenes  
2. Creating a workflow that links the modelling of spatial acuity, colour and 
luminance perception  
3. Assembling an array of existing, modified and novel colour pattern analyses  
4. Providing a range of existing and novel solutions for visualising 
spatiochromatic data 
Current methodology in the field of visual ecology is diverse. Meaning that there 
is not just one ‘correct’ approach towards measuring chromatic contrast or spatial 
acuity, nor how to combine such individual tools. In fact, many of the visual modelling 
and pattern analysis tools that are currently used in visual ecology are still in the 
process of being applied and tested in various contexts, as well as validated using 
behavioural experimentation. For example, this applies to the receptor noise limited 
model for chromatic and achromatic contrast perception (e.g. Cheney et al., 2019; 
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Escobar-Camacho et al., 2019; Sibeaux, Cole, & Endler, 2019) or any kind of pattern 
analysis such as granularity analysis (e.g. Troscianko, Skelhorn, & Stevens, 2017; 
Ramírez‐Delgado & Cueva del Castillo, 2020) or, in the case of QCPA, John Endler’s 
approaches (Sibeaux, Cole, et al., 2019b). In order to provide a comprehensive 
collection of tools and methods (in addition to the pre-existing capabilities of MICA), 
the QCPA needed to provide a variety of tools for each of the four steps mentioned 
above. As a result, QCPA leaves the user the freedom to choose among a variety of 
curated options at each stage of image processing and analysis, including the option 
to skip whatever step the user deems unnecessary.  
Many of the tools and methods implemented in QCPA did exist in some form 
prior to adaptation. For example, John Endler’s colour pattern analyses have formed 
over decades (Endler, 1978) and continue to develop (Endler et al., 2018). However, 
in some cases software, having been written for multiple different software platforms 
such as R (e.g. AcuityView by Caves & Johnsen, (2017)) or Matlab (e.g. colour 
adjacency analysis (CAA) by Endler, (2012)) only possessed limited functionality. 
Furthermore others, such as the RNL model, had been adapted by multiple software 
platforms such as PAVO (Maia et al., 2013) or Colourvision (Gawryszewski, 2018) in 
forms which may vary in output.  
Creating a well-curated framework whose specific mechanics and operation 
would be transparent and well documented was key. Increasing user-friendliness 
meant operating outside of paywalls using a single software platform. As a result we 
had decided to spend a lot of effort into re-writing and expanding the QCPA as a fully 
integrated part of the MICA toolbox while spending equally substantial amounts of 
effort into: A) writing a manuscript that would objectively explain the concepts, tools 
and principles underlying the QCPA. B) compiling a comprehensive supplement 
providing additional detail, explanations and worked examples C) creating the online 
platform of www.empiricalimaging.com to provide a support-platform containing user 
guides, tutorials, a community forum as well as news and updates on the framework.  
QCPA, in many ways, is but proof of concept. Every component of the 
framework is subject to ongoing research and development, be it the modelling of 
animal colour vision, achromatic contrast perception, the combination of both or the 
modelling of spatial vision, to name a few. What we have done for QCPA is creating 
the scaffolding of the framework and placing a selection of components at each of the 
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crucial steps of the framework. At no point do we claim to have found the perfect 
solution of a given component or the conceptual approach of a unified framework itself.  
Our understanding of processes involved in the visual perception of complex visual 
information by animal observers will continue to evolve and so will our ability to 
translate these insights into computational solutions. The goal of QCPA was to provide 
a blueprint that could be used to add these insights to an adapting framework of tools 
and methods. To allow anyone access to and support for these tools and to invite 
contributions and modifications. 
As outlined in the discussion of Chapter 2, such contributions and modifications 
can range in complexity and size from the simple addition of extra pattern analysis 
output (e.g. cohesiveness weighted visual contrast or additional colour map overlap 
metrics) as a small scale adaptation, the automatization of certain scripts, 
implementation of substantial improvement on existing modules of the QCPA such as 
context sensitive visual contrast thresholds (e.g. coinciding contrast (Lotto & Purves, 
2000), retinex theory (E. H. Land, 1986)), threshold adjustments based on behavioural 
evidence (e.g. Cheney et al., 2019) and eye tracking weighted generation of transition 
matrices. Or, on the extreme end, the introduction of entirely novel capacities able to 
investigate aspects of visual perception, such as algorithms for the modelling of object 
and shape recognition beyond the level of the ‘primal sketch’ (Marr, 2010), thus 
capable of investigating higher level perceptual aspects of complex visual signals, such 
as more definite answers on the perception of shapes and elements in colour pattern 
elements, which in turn would allow for a more informed analysis of the perceptual 
importance of symmetry (Osorio, 1996; Forsman & Herretröm, 2004; Wagemans et al., 
2012). However, the feasibility of species-specific computational approaches to such 
higher-level visual processing are discussed at the end of this chapter. For now, the 
integration of methods capable of approximating more basic levels of neuronal 
mechanisms involved in object and shape recognition could serve as an interesting 
addition to the capacities of QCPA. These could include SIFT based approaches  
(Lowe, 1999) or approaches incorporating concepts of attention (Rosenholtz et al., 
2010). 
5.3 Chapter 3 – Investigating Colour Pattern Morphology in Nudibranch Molluscs 
This chapter saw the application of QCPA to investigate the perception of colour 
pattern morphology of daytime dependent nudibranch species assemblages in Nelson 
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Bay, NSW. This study provided intriguing preliminary results, supporting the 
assumption that visual predation is a driver of nudibranch colouration while applying 
the QCPA framework. However, due to the massive investment into Chapter 2 and 
substantial investment into Chapter 4 as well as substantial limitations on the extent of 
the dataset, the analysis of the data for this chapter has but scratched the surface. 
How to deal with the many parameters resulting from QCPA is one of the main 
topics originating from this chapter and has already been discussed in both the 
discussion of Chapter 2 as well as that of Chapter 3. A first step of facilitating the 
analysis of such overparameterised datasets is the increase of sample size, i.e. an 
increase of the number of individuals per species as well as the number of species for 
a given taxonomic level. An increase in sample size will also be necessary to approach 
a core ability of QCPA, the quantification of complex natural visual backgrounds and 
how these relate to colour pattern morphology. Given the huge spread in commonality 
of nudibranch species, finding enough rare species individuals will remain an important 
obstacle for future sampling efforts but key, given the frequency dependence of 
selective pressures associated with the evolution of aposematic colouration (Servedio, 
2000; Speed & Ruxton, 2005; Endler & Greenwood, 2006; Gray & McKinnon, 2007). 
However, the study of nudibranch colour pattern morphology needs to be 
approached using comparative phylogenetic analysis in order to be capable of 
distinguishing between the effect of relatedness and the influence of environmental 
factors (such as daytime). The sequencing of nudibranch DNA is a challenging job 
which, over the course of the last 20 years, has steadily progressed. However, while 
the amount of species for which genetic markers are available is steadily growing, this 
remains a bottleneck in the study of nudibranch ecology and evolution. For example, 
the currently available calibrated image database contains some 130 species of which 
roughly 30% currently cannot be used for comparative phylogenetic analyses as 
genetic information is missing. As discussed in Chapter 3, this likely includes a 
sampling bias for nocturnal and particularly well camouflaged species. Furthermore, 
investigating the evolutionary origin of traits in nudibranchs at larger scales is currently 
hampered by poor resolution at the base of the phylogeny. 
Nevertheless, Chapter 3 has demonstrated the application of QCPA in a 
challenging context. Taking calibrated images underwater in often turbid and turbulent 
environmental conditions over the course of years (2016-2017) has provided a steep 
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learning curve regarding the suitability and need for future development in procedure 
and hardware. This also includes investigating questions regarding the robustness of 
calibrated digital photography. Finding cheap and effective lambertian (or near-
lambertian) underwater grey standards will remain a top priority as current polymer 
solutions (including my resin cast version or more conventional spectralon standards) 
remain potentially problematic with poorly quantified impacts on data quality (e.g. Voss 
& Zhang, 2006). Furthermore, given the cost and effort involved in achieving 
satisfactory image illumination (discussed in Chapter 2 and pages 124-126 in Appendix 
A), quantifying the impact of the light environment on cone-catch calculations is also a 
crucial topic in need of attention. 
 
5.4 Chapter 4 - Investigating Luminance Detection and Discrimination 
Thresholds in Rhinecanthus aculeatus 
This chapter saw the quantification of psychophysical luminance contrast detection 
and discrimination thresholds in one of the currently best studied coral reef visual 
systems (Rhinecanthus aculeatus). The visual system of R. aculeatus has been used 
in a range of studies to model the visual perception of animal colouration or visual 
stimuli (e.g. Cheney, Newport, McClure, & Marshall, 2013; Cheney et al., 2019; 
Newport et al., 2017; Green, Urquhart, van den Berg, Marshall, & Cheney, 2018) and 
features as the visual system of choice used in the analysis of nudibranch colouration 
in Chapter 3. Given the advanced stage of investigations into neuroanatomy, colour 
vision, spatial acuity and now luminance contrast perception (discussed in Chapter 4), 
in combination with the exquisite ability of this species to be trained for a vast range of 
behavioural tasks, makes it likely that R.aculeatus will remain one of the key visual 
systems for the investigation of vision in trichromatic coral reef fishes. Given the pivotal 
role of luminance contrast perception in animal vision, the importance of developing a 
contextualised understanding of thresholds associated with R.aculeatus is self-evident 
if we want to deepen our understanding of the perception of complex visual information 
in nature. 
 This chapter fulfils a broader purpose than just putting a number to the threshold 
entered into QCPA. It identifies a larger and more important issue that extends beyond 
the modality of luminance contrast perception. Many studies modelling aspects of 
animal vision are, and have been, unlikely to reflect the spatiochromatic (discussed in 
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Chapter 2) and spatiotemporal (discussed in Chapter 4) context and how post-
photoreceptor processing of visual information can be influenced by this context. 
Regarding this chapter, it means that there is room for a more profound, context 
sensitive validation of currently used methodology in visual ecology regarding the 
modelling of luminance contrast perception. 
5.5 Synthesis 
Visual ecologists continue to face many unknowns regarding species and context 
specific processing of visual information at post-retinal stages. The extent of this 
unknown, and resulting potential inadequacy of applied tools, appear in contrast to 
conclusions reached regarding the ecological meaning of complex visual information. 
The cause of this discrepancy is manifold. The RNL model has been gradually adapted 
by many ecologists (currently cited more than 700 times) to investigate the significance 
of animal colouration. However, the RNL model had been designed to describe colour 
contrast perception under specific viewing conditions and assumptions which remove 
many constrains on colour vision from post-retinal processing of visual information 
(Vorobyev & Osorio, 1998). There are few commonly accepted alternatives to the use 
of the RNL model (see discussion Chapter 2).  
Science is still very much in the process of learning to understand many aspects 
of vision and cognition, including the precise neuronal pathways underlying them or 
computational analogies to them (e.g. Griffiths, Chater, Kemp, Perfors, & Tenenbaum, 
2010). That is in humans. And humans are the one animal for which we probably have 
the best understanding of cognition and higher-level neuronal processing. 
Understandably then, the road to an equivalent (incomplete) understanding of these 
aspects for a variety of non-human animals remains long (and exciting). And second, 
yes, the RNL model is (in many cases) pretty good at providing a first guess on the 
perception of colour contrast. 
How do we adjust for the non-linearities and biases in colour contrast perception 
discussed in Chapter 2? The easiest approach, for now, seems to be the quantification 
of these departures from assumptions, to try to understand where and why they occur 
and use this information to reflect on the currently used models. QCPA is not designed 
to model the ultimate perception of visual information, but rather give an estimate on 
the amount and kind of information that is available to a non-human observer given the 
very fundamental physiological limitations of its visual system. It does this while 
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providing a modular and dynamic approach which allows the user to modify any 
component of the framework according to context specific constrains and resulting 
parameter choice. 
Will we ever be able to fully describe the visual perception of animals in complex 
visual contexts? In my opinion probably not. Or at least, not in the foreseeable future 
and not for animals distantly related to humans. There is a key issue provided by the 
lack of species-specific bottom-up (neurophysiological) knowledge of higher-level 
aspects of visual perception and cognition. But what about the ability to translate these 
processes into generalist mathematical models?  
What kicked off the development of bio-inspired computer vision (Marr, 2010) 
continues to develop into highly sophisticated computational representations of 
biological vision using the power of neuronal networks (Itti, Koch, & Niebur, 1998; 
Riesenhuber & Serre, 2004; Serre, 2014). However, such approaches are currently 
only capable of considering the first few milliseconds of visual processing, prior to any 
eye movements or any remotely conscious perception of visual information.  These 
approaches provide a demonstration that what was originally considered as a 
fundamentally artificial and thus non-biological type of vision, is indeed capable of 
reproducing biologically validated functional principles of vision. Neuronal networks 
and artificial intelligence (AI) are increasingly used to make predictive estimates on 
visual perception (e.g. Fennell, Talas, Baddeley, Cuthill, & Scott-Samuel, 2019) or to 
perform detailed analyses of morphological similarities (e.g. Wu et al., 2019). An 
interesting use of AI will be the exploration of its predictive capabilities in combination 
with our ever-increasing ability to obtain large amounts of data in combination with 
agent based models predicting adaptive outcomes of animal interactions with other 
animals in the context of a given visual environment (e.g. Strannegård, Xu, Engsner, 
Endler, & Marshall, 2020; Talas et al., 2020). Such approaches are of great interest 
regarding the need of tools and methods with predictive abilities i.e. on the detectability 
or memorability of a given stimulus when designing ever more complex and nature-like 
behavioural experiments. However, artificial intelligence is a very recent addition to 
visual ecology, and it will continue to be an exciting process to explore its abilities and 
synergies with existing frameworks.  
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Appendix A – Supplementary Material: Chapter 2 
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Introduction 
This document provides detailed information on the mechanics of the individual tools. 
Detailed equations to all output parameters can also be found here. It provides further 
discussion on important aspects of how to use QCPA and additional considerations. It 
also provides a range of applied examples to visualise the effect of different tools while 
also showing worked examples where QCPA (or parts of it) has been applied to a 
specific example.  
 
Glossary 
 
ΔS: The Euclidian distance between two points in the receptor noise 
limited opponent colour space (Vorobyev & Osorio, 1998; Hempel 
de Ibarra et al., 2001). ΔS is simply a distance and does not make 
any inference on discriminability. Therefore, describing distances 
in colour space in terms of ΔS is correct. In fact, ΔS is the 
Mahalanobis distance between two stimuli, a classical measure of 
multivariate distance (Clark et al., 2017; Endler et al., 2018). 
Describing distances in “Just Noticeable Differences” (JNDs) is not 
correct because the relationship between ΔS and perception is 
nonlinear. JND only applies near threshold, in other words when 
ΔS is close to 1 (Vorobyev & Osorio, 1998). 
 
Weber Fraction: The Weber fraction describes the relation between the absolute 
intensity of a stimulus (e.g. cone stimulation) and the noise that 
underlies the perception (receptor noise). Weber fractions are a 
key concept of psychophysiology and apply to all our senses 
(weight discrimination, hearing, etc.). Weber fractions are a 
constant for a given sensory channel. It is crucial to point out that 
there is a moderate level of confusion about what constitutes a 
Weber fraction in visual ecology. We therefore recommend to 
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strictly adhere to the original equations of Vorobyev & Osorio 
(1998).  
 
JND: A “Just Noticeable Difference” (JND) describes the psychometric 
discrimination threshold under specific conditions. This is an 
estimate of the point at which the contrast between two stimuli is 
detectable by a sensory system. While a JND conceptually should 
correspond to a distance of 1 ΔS, this often is not the case due to 
real-time higher-level processing of visual information and 
possible interactions between vision and prior experience. These 
thresholds need to be determined with behavioural experiments 
and are likely to be highly context dependent (e.g. Sibeaux, Cole, 
& Endler, 2019) 
 
Receptor Noise: Photoreceptors have an inherent “dark noise”. Meaning, they 
constantly produce a weak signal, similar to the audio noise of a 
radio without a signal. A visual system can only detect a signal 
once the level of stimulation exceeds that level of receptor noise. 
These noise levels, in combination with the relative abundance of 
each photoreceptor type and the corresponding opponent 
channels fundamentally determine the ability of a visual system to 
perceive colour and luminance contrast. It is important to 
distinguish between the noise level in a single neuron and the 
channel specific noise level determined by receptor abundance. 
 
Hue: Hue, in an anthropocentric meaning, describes the ‘kind’ of colour 
we perceive. E.g. ‘red’ or ‘blue’. Physically speaking, it refers to 
the location of the peaks and steps in the reflectance spectra of a 
surface and the illuminant spectra in relation to the spectral 
sensitivities and opponent channels of a given visual system 
(relative photoreceptor stimulation). In simplistic terms: hue is the 
photoreceptor stimulation relative to each other. This can be 
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graphically represented as the angle or angles of a colour relative 
to the achromatic point in a colour space (see discussions in 
Endler, 1990 and Endler & Mielke, 2005). 
 
Saturation: Saturation describes how ‘pure’ a colour is. The more grey it 
contains (the less pronounced the peaks and steps of the 
reflectance spectra), the less saturated it will appear. The 
perception of saturation is possible due to the difference between 
high and low intensity parts of a spectrum being captured by at 
least two different cone classes. This can be graphically 
represented as the distance to the achromatic point in a colour 
space (see discussions in Endler, 1990 and Endler & Mielke, 
2005) 
 
Colour Space: The stimulation (or relative stimulation in case of opponent 
processing) of photoreceptors can be displayed on one or more 
axes. Thus, the photoreceptor stimulation a colour produces can 
be displayed in a n-dimensional colour space where n is defined 
by the number of receptors or opponent channels. For relative 
stimulation the dimensionality is n-1. For a detailed review of 
colour spaces see (Renoult et al., 2017).  
Chromaticity Diagram: A specific type of colour space which only plots/considers 
photoreceptors or opponent channels contributing to colour vision. 
This term explicitly excludes any contributions from achromatic 
signals. Some publications use the term ‘colour space’ 
synonymously: ensure the correct usage to avoid vagueness. 
 
Chromaticity:  Chromaticity refers to “colourfulness”. As colour is defined by both 
hue and saturation, chromaticity is a term that refers to both 
simultaneously. Opponent channels can be calculated which 
eliminate the achromatic signal and describe chromaticity in a 
single dimension of colour (such as the red-green and blue-yellow 
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opponent systems described in humans). In some chromaticity 
diagrams each axis is a measure of a different chromaticity. 
 
Luminance: In the context of visual ecology “luminance” encompasses both the 
perceived “lightness” and “brightness” of a given surface and is 
dependent on the spectral sensitivity of the receiver receptor 
classes involved in luminance perception, the intensity of the 
signal, and the context-dependent cues and cognitive processes.  
 
Brightness: Brightness refers to the perceived amount of light a given surface 
seems to emit or reflect. As such it is confounded by viewer 
perception and highly context dependent due to cognitive 
processes. It is frequently used incorrectly and/or loosely in the 
literature to mean a combination of luminance and saturation and 
often is used instead of saturation. As a result, it is best avoided 
altogether if not used in its proper definition. 
 
Lightness: Lightness refers to the perceived reflectance or intensity of a 
surface. Like brightness, it is a perceptual property of surfaces and 
highly confounded by the perceptual context. 
 
Spatiochromatic: Spatiochromatic is a term that implies spatial (what is where) and 
chromatic (colour and luminance) properties of objects or scenes 
being considered within each other’s context.  
 
Spectralon: A patented material consisting of sintered PTFE 
(Polytetrafluorethylene) powder. It is known for its near-
Lambertian and spectrally flat reflectance properties because it 
has nearly the same reflectance at most wavelengths, no matter 
what angle you look at it from. This makes it a grey standard of 
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choice. It can be bought with various degrees of carbon in it which 
alters its grey value. While the Lambertian properties of Spectralon 
are undisputed in air, this is not the case for its use underwater. 
Without enough pressure from the surrounding water (e.g. in 
shallow water) the material’s hydrophobic properties create an air-
water barrier on the material’s surface, which creates multiple 
reflections and renders the spectralon non-Lambertian. However, 
how this correlates with depth is poorly researched. In shallow 
water sand-blasted or acid-etched marine-grade stainless steel 
has been used as an alternative. 
 
RAW: RAW refers to the unprocessed information a camera’s sensory 
array has captured. Each manufacturer has its own RAW file 
format, e.g. .orf for Olympus and .nef for Nikon. It is the format of 
choice for calibrated photography. For detailed information see 
Troscianko & Stevens (2015). 
 
JPEG: JPEG is the most commonly encountered image format. It refers 
to an image that has been compressed to save space, using a 
specific compression algorithm. However, as JPEG compression 
is a lossy format (e.g. it produces fringes), it is not recommended 
for calibrated digital photography.  
 
Camera calibration: This refers to obtaining the spectral sensitivities of a camera’s 
sensory array.  
 
Calibrated image:  An image where the pixel values are linear in respect of radiance 
measured at the sensor, and which has been normalised so that 
pixel values are represented as being relative to the reflectance of 
a reflectance standard (thereby controlling for variations in lighting 
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conditions and camera exposure). This is the type of image 
required for mapping to cone-catch images. 
 
Cone-catch image:  An image where pixel values are expressed as the predicted cone-
catch quanta for a given visual system’s receptor classes. 
 
Aposematism: A type of defensive colouration that is defined as the use of 
conspicuous colouration in combination with unprofitability. 
 
Crypsis: Any type of mechanism that prevents or minimises detection. 
 
Camouflage: All forms of concealment, including those preventing recognition 
as well as detection. 
 
Mimicry: An organism that has developed similarity to another organism as 
a result of fitness benefits of close resemblance. 
 
Transition matrix: Cumulative count of transitions along transects across a 
segmented image. The basis for most QCPA pattern statistics. 
See Endler, 2012 for detailed discussion. 
 
Minimum Resolvable Angle (MRA): The angular width of the narrowest 
black/white line pair that can be discerned by a 
visual system. This is similar to a cutoff defined in 
cycles/degree which describes how many square 
waves (black to white being one wave) can be 
resolved within a degree of the visual field. 
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Additional Considerations for Underwater Calibrated Photography 
The QCPA is intended to be applied in both terrestrial and aquatic environments. While 
the acquisition of calibrated digital images in terrestrial environments is well 
documented, no studies have yet used calibrated digital photography underwater. The 
aquatic environment comes with its separate set of constraints, particularly regarding 
the light environment and physics of grey standards underwater. Ambient light 
underwater ranges from almost unaltered daylight in clear shallow water to a rapid loss 
of both short- and long-wavelength light in combination with decreasing light levels with 
depth, as well as the effects of particles an pigments in the water (Jerlov, 1976; 
Lythgoe, 1979). As a result, underwater photography in most cases relies on some 
form of artificial illumination such as strobes or video lights unless taken in shallow 
water. However, artificial illumination introduces three key issues. One, using a strong 
light source is likely to introduce artificial light gradients within an image if not carefully 
diffused. This can result in artificially cast shadows and general heterogeneity of light 
levels within an image that can significantly degrade further image analysis. Two, 
unless absolutely dominating over the ambient light, the resulting illuminant will likely 
be an unknown mixture of natural and artificial light which makes it hard to choose a 
suitable illuminant in subsequent visual modelling. Three, illuminating the image with 
artificial light removes the natural light conditions under which the scene would usually 
be viewed. Furthermore, an aquatic environment can pose problems regarding the use 
of suitable colour and grey standards for image calibration (Voss & Zhang, 2006). 
These issues need to be addressed and solved prior to engaging in data acquisition 
and may require substantial equipment costs and testing. If the user is generally 
unfamiliar with underwater photography, we strongly recommend getting advice from 
professionals. We would like to emphasise that the quality of the images on which the 
subsequent analyses are conducted fundamentally constrains the meaning and 
realistic interpretation of QCPA output.  
 
Additional Considerations for Colour & Grey Standard Choice 
Ideally, the grey scales should differ in luminance by the behaviourally validated 
discrimination or detection thresholds of the modelled viewer. This allows for adjusting 
and approximating the optimum luminance discrimination threshold for each image 
separately while making sure that the resulting clustering agrees with behaviourally 
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tested discrimination thresholds. Additional chromatic tiles in the colour standard allow 
for better adjustment and quality control of the clustering process and can also be 
chosen to correspond to key perceptual limits of the colour vision of a selected animal. 
However, the use of customised colour and grey standards can be regarded as an 
easy-to-implement failsafe but is not a necessary component of the RNL clustering as 
a lack of behavioural data is often the case when studying non-model organisms. 
CMOS and CCD camera sensors behave linearly with the radiance of light measured 
at each photosite (Maître, 2017) provided the camera has the appropriate aperture and 
exposure time, and linear image data can typically be extracted from RAW images 
produced by most consumer cameras using the appropriate software (DCRAW), or 
using the new linearisation modelling functions of the micaToolbox (Troscianko, 
unpublished) or others (Garcia, Dyer, Greentree, Spring, & Wilksch, 2013). Therefore 
as long as the grey standard is well exposed (i.e. not saturated or so close to zero that 
it's value is affected by sensor noise), there is no light "bleeding" onto the sensor (e.g. 
due to lens flare, which is very common in ultraviolet photography), and the scene is 
not being photographed through a transparent layer or through mist/haze/turbidity, 
then only a single standard is required for normalisation where none of the image 
channels are over-exposed (i.e. reaching saturation point of the sensor). Ideally this 
standard should have a reflectance value similar to the scene average to ensure 
appropriate exposure, e.g. a white standard risks being over-exposed in a scene which 
is otherwise very dark. Otherwise two or more (preferably three or more) standards 
should be used, in which case the standards should ideally have reflectance values at 
the higher and lower end of the scene's reflectance. A standard colour chart (e.g. X-
Rite color checker) has a range of grey standards, so is ideal for covering all 
eventualities and exposures.  
 
Additional Considerations for Image Illumination when using QCPA 
Image analysis based on luminance discrimination thresholds is very sensitive to 
gradients of illumination; therefore, it is necessary to make sure that illumination is 
uniform inside an image (or represents natural variation in illumination). Using 
diffusers, taking images in a diffuse light environment or using diffuse artificial 
illumination can achieve this. There are post-processing techniques, such as local 
mean removal, which are able to mitigate the effect of illumination gradients inside an 
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image (Buades, Coll, & Morel, 2005). However, such post-processing may have 
profound effects on the results and must only be attempted with much caution and 
extensive calibration. Variances in both natural and artificial illumination can also lead 
to chromatic differences, which can have significant impacts on the perception of a 
visual scene (Endler, 1993). Therefore, careful consideration of illumination conditions 
is paramount to the use of calibrated digital photography.  
 
How to Report Methodology using QCPA 
QCPA provides a lot of functionality which goes along with many choices the user must 
make. To create reproducible research, the following information needs to be provided 
either in the main manuscript or in the supplement: 
• Camera model & lens & Underwater housing (if applicable) 
• Camera settings (Aperture, shutter speed and white balance) 
• Image file type / compression (RAW, JPG, etc.) 
• Camera calibration (How did you calibrate your camera) 
• Illuminant (Give the spectrum AND its units) 
• Colour & grey standard (What is it made of, what does it look like) 
• Photoreceptor ratios and how you normalise them. 
• Receptor noise (Of the single photoreceptor and the channel specific noise: 
Weber fraction or ω component value) 
• Spectral sensitivities (Give the original citation) 
• Spatial acuity 
• Viewing distance 
• Colour & luminance discrimination thresholds 
• ANY settings you choose in QCPA and MICA (e.g. negative value 
replacement, etc.) 
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QCPA provides an automatic file renaming system that helps in keeping track of 
chosen settings. However, many choices the user makes are not recorded by the file 
renaming and must be kept track of. For additional guidance on good methods 
reporting in visual ecology see White et al. (2015). 
 
Fundamental Mechanics of CAA, VCA & BSA 
All three pattern analyses (Colour Adjacency Analysis/CAA, Visual Contrast 
Analysis/VCA and Boundary Strength Analysis/BSA) share a common baseline 
mechanism: they derive their information of pattern geometry from a transition matrix. 
This transition matrix is created by running horizontal and vertical sampling transects 
across every line and column in a pixel matrix and summing up the synonymous and 
non-synonymous transitions along each transect and storing the information (Fig. 
2.1S). It is this transition matrix that is then used to calculate the relative and absolute 
abundance of colour pattern elements and boundaries. The strength of this approach 
is that it conserves the information of ‘What is touching what and how much’ which 
gives rise to unique parameters which can account for adjacency. This conserved 
information about the identity of each patch or border type is also the basis for the 
combination of the spatial and chromatic properties into spatiochromatic pattern 
parameters. As the horizontal and vertical transects can be used to create a separate 
horizontal and vertical transition matrix, this allows CAA, VCA and BSA to analyse 
horizontal pattern properties separately from vertical ones (The user can make this 
choice in the interface). This has some intriguing potential application i.e. in the context 
of motion and viewer perspective as is discussed in both Endler (2012) and Endler et 
al. (2018). 
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Figure S2.1: A schematic example of horizontal and vertical transects across a clustered image of 
a butterfly. There are 3 cluster classes present in this image: Black, grey and white. Modified from 
Endler (2012). 
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Variable Summary 
Note: Blue text denotes parameters which are either entirely new or have been 
changed from their original publication or have never been written down as a specific 
equation despite having been mentioned in these publications. It is not advised to 
blindly assume identical numerical outcomes matching the original publications for 
these parameters. 
General variables 
k  Number of colour pattern elements inside a colour pattern 
E Number of all theoretically possible types of transitions inside a colour 
pattern.  
(E=k*(k-1) /2). 
n Number of observed types of non-zero transitions (types of non-zero 
upper or lower off-diagonal cells in the transition matrix) 
noff,i,j Total number of non-synonymous transitions (e.g. red -> blue) of type (i,j) 
where i≠j, sum of the off-diagonals of a transition matrix. 
ndia,i,j Total number of  synonymous transitions (e.g. red -> red) of type (i,j) 
where i=j, the diagonals of a transition matrix. 
fi / fj Relative abundance of a colour pattern element i or j (from the diagonal 
of a transition matrix) 
tij Relative abundance of a transition between patch i and patch j, i.e. the 
sum of instances in the image where a pixel of pattern element i is directly 
adjacent to pixel of pattern element j, divided by the total number of 
pattern element transitions (termed “off-diagonal” transitions) across the 
entire image. 
Dmax,i  Maximum possible opponency contrast of colour pattern element i 
134 
 
Si  or Sj Cone capture quanta or cone stimulation of colour pattern element i or j 
in a given class of photoreceptors  
Li  or  Lj Cone capture quanta or cone stimulation of colour pattern element i or j 
in the photoreceptor channel responsible for luminance contrast 
perception 
ΔSSat,i Euclidian distance to the achromatic point in the log-transformed 
Receptor Noise Limited colour space of a colour pattern element i. This 
corresponds to the saturation of a colour pattern element. 
ΔSi,j Euclidian distance in the log-transformed Receptor Noise Limited colour 
space between two colour pattern elements i and j 
ΔSL,i,j Euclidian distance in the log-transformed Receptor Noise Limited colour 
space between two colour pattern elements i and j specific to the 
photoreceptor channel (Si) responsible for luminance contrast perception 
 
Output parameters of the Adjacency Analysis 
Sc Simpson colour diversity 
Jc Relative Simpson colour diversity 
St Simpson transition diversity 
Jt Relative Simpson transition diversity 
Hc Shannon colour diversity 
Qc Relative Shannon colour diversity  
Ht Shannon transition diversity 
Qt Relative Shannon transition diversity 
Scpl Simpson pattern complexity 
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Qcpl Shannon pattern complexity 
C Pattern Complexity 
PT Average Patch size in pixels 
A Aspect ratio  
 
Output parameters Visual Contrast Analysis 
ML Weighted mean pattern L contrast 
MDmax Weighted mean pattern Dmax contrast      
MΔSSat Mean weighted pattern ΔSSat contrast     
MΔSL Mean weighted pattern ΔSL contrast 
MΔS Mean weighted pattern ΔS contrast 
sDmax Weighted standard deviation pattern Dmax contrast 
sL Weighted standard deviation pattern L contrast 
sDmax Weighted mean pattern Dmax contrast 
sΔSSat Weighted standard deviation pattern ΔSSat contrast 
sΔSL Weighted standard deviation pattern ΔSLum contrast 
sΔS Weighted standard deviation pattern ΔS contrast 
CVL Weighted coefficient of variation pattern L contrast  
CVDmax Weighted coefficient of variation pattern Dmax contrast   
CVΔSSat Weighted coefficient of variation pattern ΔSSat contrast 
CVΔSL Weighted coefficient of variation pattern ΔSLum contrast 
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CVΔS Weighted coefficient of variation pattern ΔS contrast 
 
Output parameters of the Boundary Strength Analysis 
BMΔS Weighted mean of pattern boundary ΔS contrast 
BMΔSL Weighted mean of pattern boundary ΔSL contrast 
BML Weighted mean of pattern boundary L contrast 
BMDmax Weighted mean of pattern boundary Dmax contrast 
BMΔSsat Weighted mean of pattern boundary ΔSSat contrast 
BsΔS Weighted standard deviation pattern boundary ΔS contrast 
BsΔSL Weighted standard deviation pattern boundary ΔSL contrast 
BsL Weighted standard deviation of pattern boundary L contrast 
BsDmax Weighted standard deviation of pattern boundary Dmax contrast 
BsΔSsat Weighted standard deviation of pattern boundary ΔSSat contrast 
BCVΔS Weighted coefficient of variation of pattern ΔS contrast 
BCVΔSL Weighted coefficient of variation of pattern ΔSL contrast 
BCVL Weighted coefficient of variation of pattern boundary L contrast 
BCVDmax Weighted coefficient of variation of pattern boundary Dmax contrast 
BCVΔSsat Weighted coefficient of variation of pattern boundary ΔSSat contrast 
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Output parameters of the Colour Adjacency Analysis (CAA) 
 
Simpson Colour Diversity (Sc) 
A measure called the colour diversity (Sc) can be obtained by calculating the inverse 
Simpson diversity index of the diagonal of the transition matrix (fi representing the 
relative abundance of each colour/luminance class i). Sc ranges from 0 to k (k being 
the number of different colour pattern elements inside the pattern). It should only be 
used for dense pixel sampling (>5 samples per smallest colour pattern element 
dimension. See Endler (2012) for a detailed discussion). It describes how evenly the 
colour/luminance classes are represented inside a pattern. Sc=k when all classes are 
equally abundant. Therefore, the higher the number of different colour classes inside 
a pattern, the higher the potential maximum value of Sc. 
 
𝛥𝛥𝑑𝑑 = 1∑ 𝑓𝑓𝑖𝑖2𝑘𝑘𝑖𝑖=1  
 
Relative Simpson Colour Diversity (Jc)  
The range of Sc depends on k (the number of colour pattern elements inside a pattern) 
and as such it can be useful to express colour diversity in relative terms, therefore 
making patterns more comparable if they possess different k. This eliminates the 
information on how high k inside the animal is and simply shows how evenly the 
available colour classes are distributed 
 
𝐽𝐽𝑑𝑑 = 𝛥𝛥𝑑𝑑𝑘𝑘  
 
 
(1) 
(2) 
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Simpson Transition Diversity (St) 
The regularity of a colour pattern can be described by analysing the relative transition 
frequencies (tij) which show what is next to what and how much. As stated in Endler 
(2012), these transition frequencies must be transformed to add up to 1, e.g. relative 
transition frequencies (tij) and not the actual values from the off-diagonal in the 
transition matrix, therefore tij is divided by the sum of transitions in the matrix (n). As 
with Sc, the inverse Simpson diversity index of the transition frequencies is calculated 
resulting in St which is ranged between 0 and k. St=k when all possible transitions are 
equally frequent. 
 
𝛥𝛥𝑡𝑡 = 1∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Relative Simpson Transition Diversity (Jt) 
To eliminate the differences in transition diversity between patterns due to different 
numbers of pattern elements (k), the transition diversity can be divided by the absolute 
number of possible transitions inside the pattern (n). This gives us the relative transition 
diversity which describes how evenly the available transitions inside the pattern are 
distributed independent of k. 
 
𝐽𝐽𝑡𝑡 = 𝛥𝛥𝑡𝑡𝐸𝐸  
 
 
(3) 
(4) 
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Shannon Colour Diversity (Hc) 
The diversity of colour pattern elements can alternatively be represented by calculating 
the Shannon diversity index (Hc) of the colour pattern elements. Hc(max) = ln(k) when 
all colour pattern elements (k) are equally frequent. This is also referred to as entropy. 
 
𝐻𝐻𝑑𝑑 = −�𝑓𝑓𝑖𝑖𝑙𝑙𝑙𝑙(𝑓𝑓𝑖𝑖)𝑘𝑘
𝑖𝑖=1
 
 
Relative Shannon Colour Diversity (Qc) 
Hc is confounded by the number of colour pattern elements (k) in the pattern. We can 
normalise it by dividing it by its maximum possible value, so it ranges from 0 to 1. 
 
𝑄𝑄𝑑𝑑 = 𝐻𝐻𝑑𝑑𝑙𝑙𝑙𝑙 (𝑘𝑘) 
 
Shannon transition diversity (Ht) 
The diversity of transitions between colour pattern elements can be described using 
the Shannon index (Ht) of the relative transition frequencies (tij). Ht(max) = ln(n) when 
all types of non-zero transitions (n) are equally frequent. 
𝐻𝐻𝑡𝑡 = −�� � 𝑡𝑡𝑖𝑖,𝑗𝑗 ln�𝑡𝑡𝑖𝑖,𝑗𝑗�𝑛𝑛
𝑗𝑗=𝑖𝑖+1
�
𝑛𝑛
𝑖𝑖=1
 
(5) 
(6) 
(7) 
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Relative Shannon transition diversity (Qt) 
Ht is confounded by the number of non-zero transition types (n) in the pattern. We can 
normalise it by dividing it by its maximum possible value (ln(n)), so it ranges from 0 to 
1 where 1 corresponds to a maximum diversity. 
 
𝑄𝑄𝑡𝑡 = 𝐻𝐻𝑡𝑡𝑙𝑙𝑙𝑙 (𝑙𝑙) 
 
Simpson colour pattern complexity (Scpl) 
As per Endler (2012), a possible way of defining colour pattern complexity is to combine 
Jt (Relative Simpson Transition Diversity) and Jc (Relative Simpson Colour Diversity). 
This is based on the argument that the colour patterns possessing Jt and Jc closest to 
1 would have the highest possible complexity. It is easy to imagine this by thinking of 
a perfectly regular chessboard like a pattern that makes use of all available colours in 
equal frequency. Consequently, a low Scpl corresponds to a simple pattern whereas a 
value close to 1 would refer to a complex or even pattern. 
 
𝛥𝛥𝑑𝑑𝑐𝑐𝑑𝑑 = (𝐽𝐽𝑡𝑡 + 𝐽𝐽𝑑𝑑) 2⁄  
 
Shannon colour pattern complexity (Qcpl) 
The Shannon equivalent to Scpl is Qcpl. A low Qcpl corresponds to a simple pattern 
whereas a value close to 1 would refer to a complex or even pattern. 
(8) 
(9) 
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𝑄𝑄𝑑𝑑𝑐𝑐𝑑𝑑 = (𝑄𝑄𝑡𝑡 + 𝑄𝑄𝑑𝑑) 2⁄  
 
Pattern Complexity (C) 
A simple way of describing the geometric complexity of a pattern is to count the ratio 
between the sum off the actual diagonal values in the transition matrix (ndia) and the 
sum of all values in the off-diagonal (ndia). C=1 if every single pixel is adjacent to a pixel 
belonging to a colour class other than itself. Therefore, a pattern with more complex 
structures will exhibit a higher C. 
 
𝛥𝛥 = 𝑙𝑙𝑜𝑜𝑓𝑓𝑓𝑓,𝑖𝑖
𝑙𝑙𝑑𝑑𝑖𝑖𝑑𝑑,𝑖𝑖 + 𝑙𝑙𝑜𝑜𝑓𝑓𝑓𝑓,𝑖𝑖 
 
Average Patch size (PT) 
The average patch size (PT) in pixels in a pattern is calculated by averaging the mean 
number of sequential transitions across horizontal and vertical transects where no 
change of colour pattern element occurs; these are the diagonal entries in the transition 
matrix, which need to be divided by the sum of the diagonals (the trace). The average 
horizontal and average vertical patch size are then multiplied with each other to 
calculate the average patch size in pixels. To translate the patch size into an area 
metric PT can be divided by the pixel/distance ratio derived from a scale bar. For a 
precise measure of patch size, we recommend the particle analysis tool in imageJ and 
the dedicated particle analysis in QCPA. 
 
Aspect Ratio (A)  
The aspect ratio describes the relation between the horizontal (h) and vertical (v) 
average patch size (v/h+v). A value close to 0 corresponds to a horizontally elongated 
(10) 
(11) 
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pattern, whereas a value close to 1 refers to a vertically elongated pattern. A value 
close to 0.5 indicates circular or quadratic patterning. 
 
Output parameters of the Visual Contrast Analysis (VCA) 
 
Colour pattern element (Patch) specific parameters: 
Patch maximum possible chromaticity (Dmax) 
The maximum possible chromatic contrast (Dmax) a colour patch can elicit in a 
hypothetical opponent process (for detailed rationale see cited literature in Endler & 
Mielke, 2005). Given that most opponent processing pathways are unknown in 
animals, this parameter calculates the cone catch contrast for each possible 
combination of photoreceptors in a visual system and lists the maximum. With 
photoreceptor stimulation Si,n and Si,m, corresponding to the patch specific 
photoreceptor stimulation of colour patch i in photoreceptor class n or m. The 
comparison of which photoreceptors Dmax corresponds to is listed in the output 
summary under ‘Dmax Channel’. 
 
𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 �𝛥𝛥𝑖𝑖,𝑛𝑛 − 𝛥𝛥𝑖𝑖,𝑚𝑚𝛥𝛥𝑖𝑖,𝑛𝑛 + 𝛥𝛥𝑖𝑖,𝑚𝑚� 
 
Patch Luminance (Li) 
Like the chromaticity of a patch, the perceived luminance of a patch (Li) can be 
represented by the cone catch of the photoreceptor class responsible for luminance 
contrast detection (Sl). In most animals this is either a single class of photoreceptor 
such as the longwave (LWS) cone or the sum/mean of the cone captures of both 
members of the double cones.  
 
(12) 
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Patch Receptor Noise Limited (RNL) Saturation (ΔSSat) 
The saturation of each colour pattern element can be expressed as the Euclidian 
distance from the achromatic point in the n-dimensional log-transformed RNL colour 
space (ΔSSat) (Vorobyev & Osorio, 1998; Hempel de Ibarra et al., 2001; Endler & 
Mielke, 2005; Renoult et al., 2017).  
Pattern visual contrast parameters: 
Weighted mean of pattern Luminance contrast (ML) 
The luminance contrast of a pattern can be expressed as the mean luminance of the 
pattern elements (k) weighted by their relative abundance (fi). 
 
𝑀𝑀𝐿𝐿 = �𝑓𝑓𝑖𝑖𝑘𝑘
𝑖𝑖=1
𝐿𝐿𝑖𝑖 
 
Weighted standard deviation pattern L contrast (sL) 
Similarly, we can calculate the standard deviation of the luminance contrast inside a 
colour pattern, weighted by the relative abundance of each colour pattern element (fi). 
Where k is the number of colour pattern elements in a pattern, fi is the relative 
abundance of a given colour pattern element, Li is the L value of a given (i) colour 
pattern element and ML is the mean weighted luminance contrast of a colour pattern. 
Different to Endler & Mielke (2005) we make use of the standard deviation instead of 
the variance as proposed in Endler et al. (2018.) 
 
𝑠𝑠𝐿𝐿 = �𝑘𝑘∑ 𝑓𝑓𝑖𝑖(𝐿𝐿𝑖𝑖 − 𝑀𝑀𝐿𝐿)2𝑘𝑘𝑖𝑖=1(𝑘𝑘 − 1)∑ 𝑓𝑓𝑖𝑖𝑘𝑘𝑖𝑖=1  
 
(13) 
(14) 
144 
 
Weighted coefficient of variation pattern L contrast (CVL) 
To express the variation of the luminance contrast inside a pattern we can calculate 
the weighted coefficient of variation relative to the weighted mean (Endler et al., 2018). 
 
𝛥𝛥𝐶𝐶𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = 𝑠𝑠𝐿𝐿𝑀𝑀𝐿𝐿 
 
Weighted mean of pattern Dmax Contrast (𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚) 
Similarly, we can calculate the chromatic contrast in a colour pattern by calculating the 
mean maximum hypothetical chromaticity of the pattern elements (k) weighted by their 
relative abundance (fi).  
 
𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = �𝑓𝑓𝑖𝑖𝑘𝑘
𝑖𝑖=1
𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚,𝑖𝑖 
 
Weighted standard deviation pattern Dmax contrast (sDmax) 
We can also calculate the standard deviation of the Dmax chromaticity contrast inside a 
colour pattern, weighted by the relative abundance of its colour pattern elements. 
Where k is the number of colour pattern elements in a pattern, fi is the relative 
abundance of a given colour pattern element, Dmax,i is the Dmax value of a given (i) 
colour pattern element and MDmax is the mean weighted Dmax chromaticity contrast of 
a colour pattern. Different to Endler & Mielke 2005 we make use of the standard 
deviation instead of the variance as proposed in Endler et al 2018. 
 
(16) 
(15) 
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𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = �𝑘𝑘∑ 𝑓𝑓𝑖𝑖�𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚,𝑖𝑖 − 𝑀𝑀𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚�2𝑘𝑘𝑖𝑖=1(𝑘𝑘 − 1)∑ 𝑓𝑓𝑖𝑖𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation pattern Dmax contrast (CVDmax) 
To express the variation of the Dmax contrast inside a pattern we can calculate the 
weighted coefficient of variation relative to the weighted mean (Endler et al., 2018). 
 
𝛥𝛥𝐶𝐶𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = 𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 
 
Weighted mean of pattern 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡contrast �𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡� 
And the same goes for the RNL Saturation. Note that this parameter measures 
saturation as the distance of each colour pattern element from the achromatic point in 
the log transformed RNL colour space and not a pairwise comparison inside a colour 
pattern as suggested by Endler & Mielke 2005.  
 
𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = �𝑓𝑓𝑖𝑖𝑘𝑘
𝑖𝑖=1
𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 
Weighted standard deviation pattern ΔSSat contrast (𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡) 
Similarly, we can calculate the standard deviation of the RNL saturation contrast inside 
a colour pattern, weighted by the relative abundance of each colour pattern element 
(fi). Where k is the number of colour pattern elements in a pattern, fi is the relative 
abundance of a given colour pattern element, ΔSSat,i is the ΔSSat value of a given (i) 
colour pattern element and 𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 is the weighted mean RNL saturation contrast of a 
(19) 
(17) 
(18) 
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colour pattern. Different to Endler & Mielke 2005 we make use of the standard deviation 
instead of the variance as proposed in Endler et al. 2018. 
 
𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = �𝑘𝑘∑ 𝑓𝑓𝑖𝑖�𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 − 𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡�2𝑘𝑘𝑖𝑖=1(𝑘𝑘 − 1)∑ 𝑓𝑓𝑖𝑖𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation pattern ΔSSat contrast (𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡) 
To express the variation of the RNL saturation contrast inside a pattern we can 
calculate the weighted coefficient of variation relative to the weighted mean (Endler et 
al., 2018). 
 
𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = 𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  
 
Weighted mean of pattern𝛥𝛥𝛥𝛥𝐿𝐿 contrast �𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿�  
Similarly, the luminance contrast can be thought of as being limited by the receptor 
noise and photoreceptor abundance in the luminance channel  (Siddiqi et al., 2004). 
Thus, the luminance contrast in a pattern can be expressed as the RNL luminance 
contrast between pattern elements i and j �𝛥𝛥𝛥𝛥𝐿𝐿,𝑖𝑖,𝑗𝑗� in response to their relative 
abundance of the cone class responsible for luminance contrast detection and the 
photoreceptor specific noise weighted by the mean relative abundance (fi and fj) of 
each colour pattern element combination ((fI + fj)/2) (Endler & Mielke, 2005). Note, this 
is different to the Boundary Strength Analysis (BSA) which looks at the edge contrast 
between adjacent colour pattern elements with respect to chromatic and luminance 
contrasts separately (Endler et al., 2018).  
(20) 
(21) 
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𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿 = ∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2 𝛥𝛥𝛥𝛥𝐿𝐿,𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1
∑ �∑
𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
Weighted standard deviation pattern ΔSL contrast 𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿 
Similarly, we can calculate the standard deviation of the RNL luminance contrast inside 
a colour pattern, weighted by the relative abundance of each colour pattern element (fI 
and fj). Where k is the number of colour pattern elements in a pattern, fi is the relative 
abundance of a given colour pattern element, ΔSL,i,j is the  ΔSLum value between two 
given (i, j) colour pattern elements and MΔSLl is the mean weighted luminance contrast 
of a colour pattern. Different to Endler & Mielke 2005 we make use of the standard 
deviation instead of the variance as proposed in Endler et al. 2018.  
 
𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿 = �𝑘𝑘∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2 �𝛥𝛥𝛥𝛥𝐿𝐿,𝑖𝑖,𝑗𝑗 − 𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿�
2
𝑘𝑘
𝑗𝑗=𝑖𝑖+1 �
𝑘𝑘
𝑖𝑖=1(𝑘𝑘 − 1)∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation of pattern 𝛥𝛥𝛥𝛥𝐿𝐿 contrast (CVΔSL) 
To express the variation of the RNL luminance contrast inside a pattern we can 
calculate the weighted coefficient of variation relative to the weighted mean (Endler et 
al., 2018). 
 
𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝐿𝐿 = 𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿  
(22) 
(23) 
(24) 
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Weighted mean of 𝛥𝛥𝛥𝛥 pattern contrast (𝑀𝑀𝛥𝛥𝑆𝑆)  
Colour contrast inside a colour pattern can result from the pattern elements being 
comparably contrasting to each other as opposed to being very chromatic per se. Thus, 
the chromatic contrast in a pattern can be expressed as the mean RNL chromaticity 
contrast between pattern elements i and j �𝛥𝛥𝛥𝛥,𝑖𝑖,𝑗𝑗� weighted by the mean relative 
abundance of each colour pattern element combination ((fI + fj)/2) (Endler & Mielke, 
2005). Note, this is different to the Boundary Strength Analysis (BSA) which does a 
similar computation for only adjacent (touching) pattern elements. 
 
𝑀𝑀𝛥𝛥𝑆𝑆 = ∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 𝛥𝛥𝛥𝛥𝑖𝑖,𝑗𝑗�𝑘𝑘𝑖𝑖=1
∑ �∑
𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted standard deviation pattern ΔS contrast (sΔS)  
Similarly, we can calculate the standard deviation of the chromaticity contrast inside a 
colour pattern, weighted by the relative abundance of each colour pattern element (fI 
and fj). Where k is the number of colour pattern elements in a pattern, fi  is the relative 
abundance of a given colour pattern element, ΔSi,j is the Euclidian distance in log-
transformed RNL colour space between two given (i, j) colour pattern elements and 
MΔS is the mean weighted luminance contrast of a colour pattern. Different to Endler & 
Mielke 2005 we make use of the standard deviation instead of the variance as 
proposed in (Endler et al., 2018). 
 
(25) 
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𝑠𝑠𝛥𝛥𝑆𝑆 = �𝑘𝑘∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2 �𝛥𝛥𝛥𝛥𝑖𝑖,𝑗𝑗 − 𝑀𝑀𝛥𝛥𝑆𝑆�
2
𝑘𝑘
𝑗𝑗=𝑖𝑖+1 �
𝑘𝑘
𝑖𝑖=1(𝑘𝑘 − 1)∑ �∑ 𝑓𝑓𝑖𝑖 + 𝑓𝑓𝑗𝑗2𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
 
 
Weighted coefficient of variation of pattern 𝛥𝛥𝛥𝛥 contrast (𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆) 
To express the variation of the RNL luminance contrast inside a pattern we can 
calculate the weighted coefficient of variation relative to the weighted mean (Endler et 
al., 2018). 
 
𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆 = 𝑠𝑠𝛥𝛥𝑆𝑆𝑀𝑀𝛥𝛥𝑆𝑆 
 
Output parameters of the Boundary Strength Analysis (BSA) 
 
Weighted mean of luminance (L) boundary strength (𝐵𝐵𝑀𝑀𝐿𝐿) 
Similar to Endler et al. 2018 we can calculate the mean boundary strength in a colour 
pattern in terms of luminance (L) contrast using the following formula. The number of 
colour pattern elements present in a colour pattern corresponds to k (The length of the 
diagonal of the transition matrix). ti,j corresponds to the relative proportion of the non-
zero transition frequencies (the number of transitions of a boundary type divided by the 
sum of all transitions). The term �𝐿𝐿𝑖𝑖−𝐿𝐿𝑗𝑗
𝐿𝐿𝑖𝑖+𝐿𝐿𝑗𝑗
� corresponds to the absolute Michelson 
luminance contrast of that type of boundary (ti,j). 
(26) 
(27) 
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𝐵𝐵𝑀𝑀𝐿𝐿 = ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 �𝐿𝐿𝑖𝑖 − 𝐿𝐿𝑗𝑗𝐿𝐿𝑖𝑖 + 𝐿𝐿𝑗𝑗�𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted standard deviation of luminance (L) boundary strength (𝐵𝐵𝑠𝑠𝐿𝐿) 
Similar to Endler et al. (2018) we can calculate the standard deviation of the boundary 
strength in a colour pattern in terms of luminance contrast using the following formula. 
The number of colour pattern elements present in a colour pattern corresponds to k 
(The length of the diagonal of the transition matrix). ti,j corresponds to the relative 
proportion of the non-zero transition frequency between pattern element i and j. The 
term �𝐿𝐿𝑖𝑖−𝐿𝐿𝑗𝑗
𝐿𝐿𝑖𝑖+𝐿𝐿𝑗𝑗
� corresponds to the absolute Michelson luminance (L) contrast of that type 
of boundary (ti,j). The number of different types of non-zero entries in the off diagonal 
of the transition matrix (types of present types of boundaries) corresponds to n. 
 
𝐵𝐵𝑠𝑠𝐿𝐿 = �𝑙𝑙∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 ��𝐿𝐿𝑖𝑖 − 𝐿𝐿𝑗𝑗𝐿𝐿𝑖𝑖 + 𝐿𝐿𝑗𝑗� − 𝐵𝐵𝑀𝑀𝐿𝐿�𝑘𝑘𝑗𝑗=𝑖𝑖+1
2
�𝑘𝑘𝑖𝑖=1 (𝑙𝑙 − 1)∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation of luminance (L) boundary strength (𝐵𝐵𝛥𝛥𝐶𝐶𝐿𝐿) 
As in Endler et al. (2018) we can express the variation of the boundary intensities in a 
colour pattern relative to the mean by calculating the corresponding coefficient of 
variance. 
(28) 
(29) 
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𝐵𝐵𝛥𝛥𝐶𝐶𝐿𝐿 = 𝐵𝐵𝑠𝑠𝐿𝐿𝐵𝐵𝑀𝑀𝐿𝐿  
 
Weighted mean of Dmax boundary strength (𝐵𝐵𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚) 
Similar to Endler et al. 2018 we can calculate the mean boundary strength in a colour 
pattern in terms of Dmax contrast using the following formula. The number of colour 
pattern elements present in a colour pattern corresponds to k (The length of the 
diagonal of the transition matrix). ti,j corresponds to the relative proportion of the non-
zero transition frequencies (the number of transitions of a boundary type divided by the 
sum of all transitions). The term �𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑖𝑖−𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑗𝑗
𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑖𝑖+𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑗𝑗
�corresponds to the absolute Michelson 
Dmax contrast of that type of boundary (ti,j). 
 
𝐵𝐵𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 �𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 − 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 + 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗�𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1 ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted standard deviation of Dmax boundary strength (𝐵𝐵𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚) 
Similar to Endler et al. (2018) we can calculate the standard deviation of the boundary 
strength in a colour pattern in terms of Dmax contrast using the following formula. The 
number of colour pattern elements present in a colour pattern corresponds to k (The 
length of the diagonal of the transition matrix). ti,j corresponds to the relative proportion 
of the non-zero transition frequency between pattern element i and j. The 
term �𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑖𝑖−𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑗𝑗
𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑖𝑖+𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝑗𝑗
� corresponds to the absolute Michelson Dmax contrast of that type 
of boundary (ti,j). The number of different types of non-zero entries in the off diagonal 
of the transition matrix (types of present types of boundaries) corresponds to n. 
(30) 
(31) 
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𝐵𝐵𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = �𝑙𝑙∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 ��𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 − 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 + 𝐷𝐷𝑚𝑚𝑚𝑚𝑚𝑚𝑗𝑗� − 𝐵𝐵𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚�𝑘𝑘𝑗𝑗=𝑖𝑖+1
2
�𝑘𝑘𝑖𝑖=1 (𝑙𝑙 − 1)∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
 
Weighted coefficient of variation of Dmax boundary strength (𝐵𝐵𝛥𝛥𝐶𝐶𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚) 
As per Endler et al. (2018) we can express the variation of the boundary intensities in 
a colour pattern relative to the mean by calculating the corresponding coefficient of 
variance. 
 
𝐵𝐵𝛥𝛥𝐶𝐶𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 = 𝐵𝐵𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚𝐵𝐵𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 
 
Weighted mean of ΔSsat boundary strength (𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡) 
Similar to Endler et al. 2018 (but notably different) we can calculate the mean boundary 
strength in a colour pattern in terms of RNL saturation contrast using the following 
formula. The number of colour pattern elements present in a colour pattern 
corresponds to k (The length of the diagonal of the transition matrix). ti,j corresponds to 
the relative proportion of the non-zero transition frequencies (the number of transitions 
of a boundary type divided by the sum of all transitions). The term 
�
𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑖𝑖−𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑗𝑗
𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑖𝑖+𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑗𝑗� corresponds to the absolute Michelson RNL Saturation contrast of that 
type of boundary (ti,j). 
(33) 
(32) 
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𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 �𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 − 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑗𝑗𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 + 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑗𝑗�𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1 ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted standard deviation of ΔSsat boundary strength (𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡) 
Similar to Endler et al (2018) we can calculate the standard deviation of the boundary 
strength in a colour pattern in terms of RNL saturation contrast using the following 
formula. The number of colour pattern elements present in a colour pattern 
corresponds to k (The length of the diagonal of the transition matrix). ti,j corresponds 
to the relative proportion of the non-zero transition frequency between pattern element 
i and j. The term �𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑖𝑖−𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑗𝑗
𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑖𝑖+𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡,𝑗𝑗� corresponds to the absolute Michelson RNL Saturation 
contrast of that type of boundary (ti,j). The number of different types of non-zero entries 
in the off diagonal of the transition matrix (types of present types of boundaries) 
corresponds to n. 
 
𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = �𝑙𝑙∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 ��𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 − 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑗𝑗𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑖𝑖 + 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡,𝑗𝑗� − 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡�𝑘𝑘𝑗𝑗=𝑖𝑖+1
2
�𝑘𝑘𝑖𝑖=1 (𝑙𝑙 − 1)∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation of ΔSsat boundary strength (𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡) 
We can express the variation of the boundary intensities in a colour pattern relative to 
the mean by calculating the corresponding coefficient of variance. 
(34) 
(35) 
154 
 
 
𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡 = 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  
 
Weighted mean of ΔSL boundary strength (𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿) 
As per Endler et al 2018 we can calculate the mean boundary strength in a colour 
pattern in terms of RNL luminance contrast using the following formula. The number of 
colour pattern elements present in a colour pattern corresponds to k (The length of the 
diagonal of the transition matrix). ti,j corresponds to the relative proportion of the non-
zero transition frequencies (the number of transitions of a boundary type divided by the 
sum of all transitions). ΔSL,i,j corresponds to the RNL Luminance contrast (ΔSL) of that 
a given type of boundary (ti,j). 
 
𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿 = ∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝛥𝛥𝐿𝐿,𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted standard deviation  𝛥𝛥𝛥𝛥𝐿𝐿 boundary strength (𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿) 
As per Endler et al (2018) we can calculate the standard deviation of the boundary 
strength in a colour pattern in terms of RNL luminance contrast using the following 
formula. The number of colour pattern elements present in a colour pattern 
corresponds to k (The length of the diagonal of the transition matrix). ti,j corresponds 
to the relative proportion of the non-zero transition frequency between pattern element 
i and j. SL,i,j corresponds to the RNL luminance contrast (ΔSL) of that a given boundary. 
The number of different types of non-zero entries in the off diagonal of the transition 
matrix (types of present types of boundaries) corresponds to n. 
(36) 
(37) 
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𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿 = �𝑙𝑙∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗 �𝛥𝛥𝛥𝛥𝐿𝐿𝑖𝑖,𝑗𝑗 − 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿�𝑘𝑘𝑗𝑗=𝑖𝑖+1 2�𝑘𝑘𝑖𝑖=1(𝑙𝑙 − 1)∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation of 𝛥𝛥𝛥𝛥𝐿𝐿 boundary strength (𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝐿𝐿) 
We can express the variation of the boundary intensities in a colour pattern relative to 
the mean by calculating the corresponding coefficient of variance. 
 
𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝐿𝐿 = 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿  
 
Weighted mean of 𝛥𝛥𝛥𝛥 boundary strength (𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆) 
As per Endler et al 2018 we can calculate the mean boundary strength in a colour 
pattern in terms of RNL chromaticity contrast using the following formula. The number 
of colour pattern elements present in a colour pattern corresponds to k (the length of 
the diagonal of the transition matrix). ti,i corresponds to the relative proportion of the 
non-zero transition frequencies between pattern element i and j. ΔSi,i corresponds to 
the RNL chromaticity contrast (ΔS) of that a given boundary (between pattern element 
i and pattern element j). 
 
𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆 = �� � 𝑡𝑡𝑖𝑖,𝑗𝑗𝛥𝛥𝛥𝛥𝑖𝑖,𝑗𝑗𝑘𝑘
𝑗𝑗=𝑖𝑖+1
�
𝑘𝑘
𝑖𝑖=1
 
 
(40) 
(38) 
(39) 
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Weighted standard deviation 𝛥𝛥𝛥𝛥 boundary strength (𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆) 
As per Endler et al 2018 we can calculate the standard deviation of the boundary 
strength in a colour pattern in terms of RNL chromaticity contrast using the following 
formula. The number of colour pattern elements present in a colour pattern 
corresponds to k (The length of the diagonal of the transition matrix). ti,j corresponds 
to the relative proportion of the transition frequencies between pattern element i and j. 
ΔSi,j corresponds to the RNL chromaticity contrast (ΔS) between pattern elements i 
and j. The number of different types of non-zero entries in the off diagonal of the 
transition matrix (types of present types of boundaries) corresponds to n. 
 
𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆 = �𝑙𝑙∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗�𝛥𝛥𝛥𝛥𝑖𝑖,𝑗𝑗 − 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆�𝑘𝑘𝑗𝑗=𝑖𝑖+1 2�𝑘𝑘𝑖𝑖=1(𝑙𝑙 − 1)∑ �∑ 𝑡𝑡𝑖𝑖,𝑗𝑗𝑘𝑘𝑗𝑗=𝑖𝑖+1 �𝑘𝑘𝑖𝑖=1  
 
Weighted coefficient of variation of 𝛥𝛥𝛥𝛥 boundary strength (𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆) 
We can express the variation of the chromatic boundary intensities in a colour pattern 
relative to the mean by calculating the corresponding coefficient of variance. 
 
𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆 = 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆 
Parameter Abbreviations for QCPA Results Output 
To make the QCPA output file easier to navigate we have used a coded contraction of 
the parameters. We have divided the parameters into three families (Table 1). CAA for 
colour adjacency analysis, VCA for visual contrast analysis and BSA for border 
strength analysis. 
 
(41) 
(42) 
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Variable Name Abbreviation  
Simpson colour diversity - Sc (eq. 1) CAA:Sc 
Relative Simpson colour diversity - Jc (eq. 2) CAA:Jc 
Simpson transition diversity - St (eq. 3) CAA:St 
Relative Simpson transition diversity - Jt (eq. 4) CAA:Jt 
Shannon colour diversity - Hc (eq. 5) CAA:Hc 
Relative Shannon colour diversity - Qc (eq. 6) CAA:Qc 
Shannon transition diversity - Ht (eq. 7) CAA:Ht 
Relative Shannon transition diversity - Qt (eq.8) CAA:Qt 
Simpson colour pattern complexity Scpl (eq. 9) CAA:Scpl 
Shannon colour pattern complexity Qcpl (eq. 10) CAA:Qcpl 
Pattern Complexity - C (eq. 11) CAA:C 
Average patch size – PT (no equation) CAA:PT 
Average horizontal patch size - PTHrz (no equation) CAA:PT Hrz 
Average vertical patch size - PTVrt (no equation) CAA:PT Vrt 
Aspect ratio – A (no equation) CAA:Asp 
Weighted mean of pattern luminance contrast - ML (eq. 13) VCA:ML 
Weighted standard deviation of pattern luminance contrast - sL (eq. 14) VCA:sL 
Weighted CoV of pattern luminance contrast - CVL (eq. 15) VCA:CVL 
Weighted mean of pattern Dmax contrast - MDmax (eq. 16) VCA:MDmax 
Weighted standard deviation of pattern Dmax contrast - sDmax (eq. 17) VCA:sDmax 
Weighted CoV of pattern Dmax contrast - CVDmax (eq. 18) VCA:CVDmax 
Weighted mean of pattern RNL saturation contrast - 𝛥𝛥𝛥𝛥𝑆𝑆𝑑𝑑𝑡𝑡(eq. 19) VCA:MSsat 
Weighted standard deviation of pattern RNL saturation contrast - 𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  (eq. 20) VCA:sSsat 
Weighted CoV of pattern RNL saturation - 𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  (eq. 21) VCA:CVSsat 
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Weighted mean of RNL luminance pattern contrast - 𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿  (eq. 22) VCA:MSL 
Weighted standard deviation of RNL luminance pattern contrast - 𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿  (eq. 23) VCA:sSL 
Weighted CoV of RNL luminance pattern contrast - 𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝐿𝐿(eq. 24) VCA:CVSL 
Weighted mean of pattern RNL chromaticity contrast - 𝑀𝑀𝛥𝛥𝑆𝑆 (eq. 25) VCA:MS 
Weighted standard deviation of pattern RNL chromaticity contrast - sΔS (eq. 26) VCA:sS 
Weighted CoV of pattern RNL chromaticity contrast - 𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆 (eq. 27) VCA:CVS 
Weighted mean of luminance boundary strength - 𝐵𝐵𝑀𝑀𝐿𝐿 (eq. 28) BSA:BML 
Weighted standard deviation of luminance boundary strength - 𝐵𝐵𝑠𝑠𝐿𝐿  (eq. 29) BSA:BsL 
Weighted CoV of luminance boundary strength - 𝐵𝐵𝛥𝛥𝐶𝐶𝐿𝐿 (eq. 30) BSA:BCVL 
Weighted mean of Dmax boundary strength - 𝐵𝐵𝑀𝑀𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 (eq. 31) BSA:BMDmax 
Weighted standard deviation of Dmax boundary strength - 𝐵𝐵𝑠𝑠𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 (eq. 32) BSA:BsDmax 
Weighted CoV of Dmax boundary strength - 𝐵𝐵𝛥𝛥𝐶𝐶𝐷𝐷𝑚𝑚𝑑𝑑𝑚𝑚 (eq. 33) BSA:BCVDmax 
Weighted mean of RNL saturation boundary strength - 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  (eq. 34) BSA:BMSsat 
Weighted standard deviation of RNL saturation boundary strength - 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  (eq. 35) BSA:BsSsat 
Weighted CoV of RNL saturation boundary strength - 𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝑆𝑆𝑚𝑚𝑡𝑡  (eq. 36) BSA:BCVSsat 
Weighted mean of RNL luminance boundary strength - 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆𝐿𝐿  (eq. 37) BSA:BMSL 
Weighted standard deviation of RNL luminance boundary strength - 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆𝐿𝐿  (eq. 38) BSA:BsSL 
Weighted CoV of RNL luminance boundary strength - 𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆𝐿𝐿  (eq. 39) BSA:BCVSL 
Weighted mean of RNL chromaticity boundary strength - 𝐵𝐵𝑀𝑀𝛥𝛥𝑆𝑆 (eq. 40) BSA:BMS 
Weighted standard deviation of RNL chromaticity boundary strength - 𝐵𝐵𝑠𝑠𝛥𝛥𝑆𝑆 (eq. 41) BSA:BsS 
Weighted CoV of RNL chromaticity boundary strength - 𝐵𝐵𝛥𝛥𝐶𝐶𝛥𝛥𝑆𝑆 (eq. 42) BSA:BCVS 
 
  
Table S2.1: Summary of the parameter abbreviations in the QCPA output file 
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AcuityView 2.0 & Gaussian Convolution Filter 
Using acuity parameters of an animal (morphological or behavioural), it is possible to 
simulate the loss-of-contrast in an image of known angular width by removing high-
spatial frequency information, often performed using Fast Fourier Transform (FFT) 
techniques. The methodology behind this approach is described in detail in Caves et 
al. (2016) and has been thoroughly reviewed in Stoddard & Osorio (2019). Caves and 
Johnsen (2017) have compiled this approach into an R package called AcuityView 
which we have re-written to be used in ImageJ. However, among other modifications 
attempting to increase user friendliness, for QCPA the input is no longer required to be 
in square format (Fig. S2.2). However, due to the computational nature of FFT the 
image still needs to be rectangular. Therefore, we introduce the ability to blur irregular 
regions of interest (ROI) using a Gaussian filter kernel convolution (Marr, 2010). 
Standard Gaussian filters (e.g. those used by MATLAB or ImageJ) use separable 
convolutions, which require rectangular images or the use of edge padding to mitigate 
for non-independence of selection surroundings. This padding can introduce new 
(potentially misleading) pattern details. Our technique uses a custom-written non-
separable convolution which ignores out-of-kernel pixels and adjusts the convolution 
denominator appropriately. This is more computationally intensive than applying 
separable convolutions in the spatial or frequency domains but can process irregularly 
shaped image sections completely independently of their backgrounds. At this stage 
the image can also be scaled to a specified number of pixels per minimum resolvable 
angle (MRA) to eliminate unnecessary spatial detail and increase the efficiency of 
subsequent processing steps. We recommend using 5 pixels per MRA to ensure no 
loss of spatial information. 
Prior to applying acuity-control image blurring it makes sense to reduce the 
resolution of the image, thereby making subsequent processing steps faster without 
any loss of spatial information. We have determined the lowest pixel per the viewing 
animal’s minimal resolvable angle (MRA) ratio to be approximately 5 pixels/MRA. If an 
image is resized to a lower resolution it will result in a loss of spatial information 
following acuity control, greater than 2%. 
AcuityView (Caves & Johnsen, 2017) uses FFT-based processing, which 
requires square or rectangular images. We therefore wrote our own acuity control 
method which uses a Gaussian convolution, and is unlike FFT or standard Gaussian 
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blur filters which use a separable convolution (vertical and horizontal pixels convolved 
separately, which also requires square/rectangular images). Our Gaussian convolution 
is therefore more computationally intensive but is capable of acuity-control smoothing 
in an ROI of any shape without being affected by the ROI’s surrounds or using 
potentially inappropriate surround manipulation (as used with separable Gaussian 
filters in programs such as MATLAB). The sigma of the Gaussian kernel is used to 
specify the desired level of blurring, and we therefore needed to determine which sigma 
values to use in order to reduce spatial information to a given MRA. We wrote a script 
which searched for the sigma level required to reduce a sine-wave image’s amplitude 
to 2% of the original amplitude at the specified MRA given the number of pixels per 
MRA in the image. There was a near-perfect linear relationship between these values, 
and we used the model (shown in Fig. S2.3) to determine the sigma level required 
given the user’s specified pixels/MRA value. 
 
 
 
C D 
A 
Figure S2.2: Examples of a nudibranch, modelled as seen by a triggerfish 
(R. aculeatus) in 5m depth at various viewing distances modelled using 
AcuityView. A: No acuity modelling B: 10cm C: 30cm D: 50cm  
B 
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Receptor Noise Limited (RNL) Ranked Filter  
The filter first compares each focal pixel’s colour and luminance contrast to each of its 
neighbouring pixels within a given pixel scale radius selected by the user. The 
chromatic (ΔSC) and achromatic (ΔSL) discrimination threshold is used to rank the 
neighbouring pixels from those with the most to the least similar colour and luminance. 
Next, the focal pixel’s equivalent cone-catch value is averaged with its neighbours 
using weighting which follows an exponential decay curve across the rankings, 
meaning the focal pixel is blended most with neighbours which share similar colours 
and brightness, and least with dissimilar neighbours. The fall-off of that smoothing 
curve can be specified by the user. The result is a colour and luminance discrimination 
threshold-based filter that reduces noise while preserving (when applied on a non-
blurred image) or recovering (when applied on a blurred image) chromatic and 
achromatic edges.  
By setting the radius of the ‘RNL Ranked Filter’ to equal or just above the 
pixel/MRA ratio the filter spans the scale of the ‘blurriness’ and uses appropriate Weber 
fractions for each receptor to remove artificial intermediate areas in the image. This 
restores sharp boundaries between blurred parts of the image without altering its 
spatial information content (Fig. S2.4, S2.5 & S2.6). While this tool is not intended to 
directly mimic any particular stage of biological image processing, the resulting 
Figure S2.3: Modelling the sigma value required to reduce a sine-wave 
amplitude to 2% of its original across a range of pixels/MRA values. 
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recovered sharp edges support the phenomenon of “hyperacuity”, whereby visual 
systems are capable of interpolating the location of edges at a scale which exceeds 
the theoretical resolution offered by the retinal arrangement of photoreceptors (Hering, 
1861). 
 
 
Figure S2.5 Schematic representation of the RNL ranked filter. This specific example shows a 3x3 
pixel filter kernel (Filter radius = 3) and a falloff close to 5. The bars in the right panel go in the 
opposite direction of the falloff because pixels with more similarity to the focal pixel get a rank closer 
to 1 which in return results in a higher weighting from the falloff curve. 
Figure S2.4: Example of an image modelled as viewed by a triggerfish from 30cm distance 
(A) and application of the ‘RNL Filter’ to restore sharp edges. 
A B 
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Receptor Noise Limited Clustering 
Segmentation of cone-catch images is performed using an agglomerative hierarchical 
clustering approach, which is formally presented here for the first time. Initially, each 
pixel in the cone-catch image stack is assigned as a unique cluster with corresponding 
cone-catch values. The algorithm then calculates the colour and luminance distance 
between neighbouring clusters, pairing the most similarly coloured clusters (Fig. S2.7). 
This distance is based on both colour and luminance contrast values (ΔS), creating a 
single distance weighted contrast measure (ΔST) weighted by the user defined 
thresholds as shown in equation S2.1 (below) where ΔSC is the colour contrast 
between two clusters, ΔSL the luminance contrast, SC
 
the colour discrimination 
threshold and SL the luminance discrimination threshold. In this example chromatic and 
achromatic information is weighted based on our experience of optimal clustering 
output. However, users may find alternative weighting to be more suitable. This is 
subject to ongoing research and likely highly context dependant (e.g. Kelber et al., 
2003). 
 
Falloff 5 Falloff 4 Falloff 3
Falloff 2 Falloff 1 Falloff 0
Figure S2.6 Visualisation of different falloff intensities. 0 
corresponds to equal weighting across the ranks within the 
filter kernel. 5 leads to a much more distinct weighting of the 
highest ranks. The area underneath all the curves = 1. 
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If a cluster and its nearest neighbour are similar enough in colour and luminance (result 
in ∆ST ≤ k, where k is a threshold such as 1 ΔS), then the pixels are combined into the 
same cluster. Combined clusters have their mean cone-catch values recalculated, 
weighted by the number of pixels in each cluster. The clustering algorithm repeats this 
process over several sequential passes.  Within each pass, each cluster can be 
combined with one other cluster if they meet the threshold criteria. So, for example, if 
cluster ‘A’ is closest in colour to cluster ‘B’, and cluster ‘B’ is closest to cluster ‘C’, all 
three are combined into a single cluster in that pass. This method is therefore a 'single-
linkage', or 'nearest neighbour' approach, which lends itself to the pairwise RNL colour 
comparison techniques. 
The radius (or ‘receptive field’) over which clusters are compared is initially small 
(e.g. 2 pixels), however over successive passes this radius can be set to increase so 
that as the number of clusters decreases with each pass, the radius, and therefore 
number of cluster comparisons increases. The user can specify the rate at which the 
radius of this receptive field increases with each pass. This keeps the processing load 
to manageable levels (e.g. it would be computationally impractical to compare every 
Equation S2.1 
A B 
Figure S2.7: A: Example of an image as viewed by a triggerfish from 10cm at 5m 
depth, treated with RNL Filtering (but no clustering). B: Image A after being clustered 
with conservative threshold assumptions of the colour ΔS=2 and the luminance ΔS =5 
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cluster with every other cluster in a large image). This is not the same radius as the 
one used for the RNL ranked filter and these processes run separately and 
sequentially. After approximately 5 to 6 clustering passes the total number of clusters 
in the image have typically reduced to the thousands or hundreds, at which point it 
becomes more computationally efficient to compare every cluster to every other 
cluster. The user can specify the point at which this switch occurs, and in larger images 
it may be more efficient to switch to whole-image comparisons after a larger number 
of initial passes. 
The concept of the RNL clustering resembles a graph-cut image segmentation 
(Greig, Porteous, Seheult, & Seheultt, 1989) and mimics basic principles of a multi-
layer neural network whose inputs have small receptive fields, and increasing receptive 
field size in subsequent layers, so that after a number of layers inputs from the entire 
image can be combined. The resulting clustering mechanism allows for segmentation 
of an image using only colour discrimination thresholds (∆SC ≤ k), only luminance 
discrimination thresholds (∆SL ≤ k) or both (∆ST ≤ k) in combination, depending on the 
purpose of the segmentation and the relative importance of colour and luminance to a 
species. To achieve the best clustering results for colour and luminance discrimination 
we recommend k between 1 and 3 which also fits most critical ∆S values used in the 
literature (e.g. Osorio, Smith, Vorobyev, & Buchanan‐Smith, 2004; Martin Schaefer et 
al., 2007; Stevens, Lown, & Wood, 2014; Stevens et al., 2015; Kemp et al., 2015). 
Using thresholds higher than 1 ∆S reflects a conservative assumption of k for an animal 
for which the RNL model has not been tested or underlying parameters such as noise 
levels and photoreceptor abundances are not precisely known (Vorobyev & Osorio, 
1998; Vorobyev et al., 2001; Garcia, Spaethe, & Dyer, 2017); this applies to almost all 
species to date. However, we emphasise that discrimination and detection thresholds 
are known to be highly context dependant (e.g. Furchner, Thomas, & Campbell, 1977; 
Heinemann & Chase, 1995; Smith, Pokorny, & Sun, 2000; Purves, Lotto, & Nundy, 
2002; Garcia et al., 2017) and may extend well beyond the assumed conservative 
threshold of k=3 and may furthermore be subject to non-linearities across colour space 
(e.g. Mullen & Kulikowski, 1990; Sankeralli, Mullen, & Hine, 2002; Cheney et al., 2019). 
Therefore, considering perceptual and cognitive constraints that may influence the 
choice of suitable discrimination and detection thresholds is crucial. These thresholds 
should ideally be determined using behavioural experiments (e.g. Olsson, Lind, & 
Kelber, 2018; Sibeaux et al., 2019). 
166 
 
Local Edge Intensity Analysis: LEIA 
The BSA uses the coefficient of variation (CoV) to describe the heterogeneity and 
intensity of edges in a scene. However, when a typical natural scene is processed into 
any kind of edge intensity image, the distribution of these edges is bounded at zero, 
with an intense skew (somewhat like a Poisson or gamma distribution) due to the low 
frequency of high-contrast edges. This means the CoV – which assumes a normal 
distribution – does not adequately capture the level of variation in the scene. We 
therefore introduce the option for log or square root transforming the ΔS values to 
create normal distributions, and additionally we include parameters which can capture 
this higher order deviation in ΔS distribution: skewness and kurtosis. These describe 
the shape of this non-normal edge intensity distribution using standardised moment 
measures on top of the standard deviation and CoV. An edge intensity distribution with 
a large right-hand tail would have a higher skewness value, while a distribution with a 
long tail of extreme outliers would have a higher kurtosis value. A pattern with high 
edge contrast skewness would therefore be more complex (including both high and 
low-contrast edges), while a high kurtosis might indicate the pattern is more salient 
(characterised by predominantly low-contrast edges, but with a large number of 
extreme-contrast edges). However, we provide the user with the option to log and sqrt 
transform the edge intensity values as well as ignore sub-threshold values prior to 
analysis which has profound impact on these output parameters and their meaning in 
a given context. We currently do not provide numerical examples (i.e. example 
distributions) but will certainly update these to the website and/or a later stage of the 
manuscript. 
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XYZ Chromaticity and Saturation Images 
XYZ coordinates can be calculated for each pixel using the RNL equations provided 
by Renoult et al. (2017). The saturation image shows ΔSSat,i values (i.e. the distance 
of each pixel’s colour to the achromatic point, equivalent to saturation). 
Figure S2.8: Example of an unclustered image (A), treated with RNL Filtering and subsequent 
extraction of the chromatic ΔS Edge Maps. B shows a RGB reconstruction of the image after 
modelling of triggerfish (R. aculeatus) colour and spatial vison at 30cm distance in a greenish 
natural light environment. C shows a composite image of all 4 directions of the chromatic edge 
contrast, each indicated with a different colour. Blue=horizontal, Yellow=vertical, Green=diagonal 
top left to bottom right, Magenta= diagonal top right to bottom left. The brightness corresponds to 
the edge intensity (See suppl. Material for details). D is the equivalent of C but using the luminance 
contrast in ΔS. 
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Naïve Bayes Clustering 
If a pattern consists of very distinctly coloured elements or vision parameters are 
unknown, QCPA provides an alternative image segmentation technique, Naïve Bayes 
Clustering. The user can define a set of clusters by selecting corresponding pixels from 
a given pattern element (e.g. the yellow petal of a flower). Using a Naïve Bayes 
classifier (Domingos & Pazzani, 1997) the rest of the pixels in a pattern can be 
attributed to each of the user defined categories based on the probability of belonging 
to each of the categories. This approach is similar to the frequently used k-means 
clustering (Hartigan & Wong, 1979). However, Naïve Bayes Clustering allows the user 
to pre-define the clusters by making active selections in a pattern whereas k-mean 
clustering segments an image simply based on the similarity of each pixel in an image 
to each other and a pre-defined number of clusters. Thus, naïve Bayes clustering is a 
lot more interactive and allows a more tailored segmentation than k-means. 
Figure S2.9 An example of the red-green (lw:mw) opponent channel (X), blue-yellow ((lw+mw):sw) 
channel (Y) and the UV channel (Z) where the colour indicates the position of a pixel along that axis. 
The saturation image shows the distance of each pixel to the achromatic point. 
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Impact of RNL Ranked Filter: Falloff 
 
 
 
 
 
Figure S2.10 Examples showing the impact of varying the falloff intensity  
Human / unprocessed 
A 
D 
Human / 5x Radius 3 Falloff 3 
C 
Human / 5x Radius 3 Falloff 5 
B 
Human / 5x Radius 3 Falloff 1 
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Impact of RNL Ranked Filter: Radius 
 
 
  
Figure S2.11 Examples showing the impact of varying the filter radius. 
Human / unprocessed 
A 
Human / 5x Radius 1 Falloff 3 
B 
Human / 5x Radius 3 Falloff 3 
C 
Human / 5x Radius 5 Falloff 3 
D 
171 
 
RNL Clustering and RNL Ranked Filter in Combination 
  
Figure S2.12 Example showing the impact of the RNL Ranked Filter on the RNL 
Clustering. Note the loss of small spatial detail between B & C but the increase in 
‘smoothness’. However, this can be modulated by choosing different filter settings to 
suit the best outcome.  
Human / unprocessed 
A 
Human / no Weber Rank Filter / 3 ΔS Colour 3 ΔS Luminance 
 
B 
C 
Human / 5x Weber Rank Filter Radius 3 Falloff 3 / 3 ΔS Colour 
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RNL Clustering: Colour vs. Luminance Clustering  
Figure S2.13 Example showing the impact of clustering with both an achromatic and 
chromatic threshold (B), only a chromatic threshold (C) and only an achromatic threshold 
(D). 
Human / unprocessed 
A 
Human / no Weber Rank Filter / 3 ΔS colour threshold/ 3 ΔS luminance 
 
B 
C 
Human / no Weber Rank Filter / 3 ΔS colour threshold / Infinite ΔS luminance 
threshold D 
Human / no Weber Rank Filter / infinite ΔS colour threshold / 3 ΔS luminance 
threshold 
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AcuityView, RNL Ranked Filter and RNL Clustering in Combination 
 
 
 
 
 
  
  
Figure S2.14. Example showing the difference between using (C) and not using (B) the RNL Ranked 
Filter after modelling spatial acuity. Note the resulting artefact clusters in B. 
Human / unprocessed A 
Human / 3 cycles/degree from 
0.5m distance/ 3 ΔS Colour / 3 ΔS 
Luminance threshold / no Weber 
Filter 
B 
Human / 3 cycles/degree from 
0.5m distance/ 3 ΔS Colour / 3 ΔS 
Luminance threshold / 5x 
radius=MRA (5) Falloff 3 Weber 
Filter 
C 
Unprocessed 
AcuityView + RNL Clustering 
AcuityView + RNL Ranked Filter + RNL Clustering 
Artefact Cluster 
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Worked Example 1: Visual Defences in Nudibranchs Through the Eyes of a 
Triggerfish 
Nudibranch molluscs are a diverse family of shell-less marine gastropods. Many of 
them are thought to be highly aposematic using vivid colour patterns together with 
chemical and mechanical defences to deter predators (Tullrot & Sundberg, 1991; 
Haber et al., 2010; Carbone et al., 2013). They have become an increasingly popular 
model organism for the study of the design, function and evolution of aposematic 
colouration (Cortesi & Cheney, 2010; Cheney et al., 2014; Winters et al., 2017). In this 
example we show the use of QCPA and its components to compare the colour pattern 
of two individual  nudibranchs through the eyes of a potential predator, the lagoon 
triggerfish (Rhinecanthus aculeatus). The first one is an individual of the species 
Phyllidia ocellata, an assumedly aposematic species with high levels of chemical 
defence (Cheney et al. unpublished data). The second animal belongs to the species 
Dendrodoris krusensternii, an assumedly camouflaged species with no known 
chemical defences.  
We first show the spectral sensitivities of the camera that was used, the visual 
system of the triggerfish as well as the light spectra under which the images had been 
taken and finally the light spectra for which we used the MICA toolbox to calculate the 
triggerfish’s photoreceptor stimulation. We show the original image captured by the 
camera and the reconstructed RGB image based on the photoreceptor stimulation of 
a triggerfish at 5m depth in clear water. 
We then estimate the spatial information available to our triggerfish viewer as 
per a given viewing distance and known visual acuity (Champ et al., 2014) using Fast 
Fourier Transform (FFT) based acuity modelling. We then recreate distinct boundaries 
in the image (as the fish is unlikely to perceive a blurred image). This is done by using 
the RNL Ranked Filter. We set the Filter so that its radius equals the Minimum 
Resolvable Angle to which the image has been rescaled (In this case, 5 pixels per 
MRA). This prevents the creation of artificial clusters when we then continue to 
segment the image into its colour pattern elements using the RNL Clustering. We can 
use both the clustered and the unclustered image to derive secondary image statistics 
and data visualisations. These steps can be done at multiple simulated viewing 
distances or light environments, which we do not do here in this example.  
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Similarly, we can analyse the second individual from the species Dendrodoris 
krusensternii. We can then compare some selected image statistics to quantify the 
degree of background matching in either one of the animals. We can also quantify the 
salience of each animal colour pattern.  
Spectra and Sensitivities 
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Figure S2.15: A: Spectral sensitivity of the camera used in this example (Olympus PEN-EPL5). 
The spectral sensitivity is available in the micaToolbox. Grey: blue channel sensitivity, orange: 
green channel sensitivity, blue: red channel sensitivity. B: Spectral sensitivity of the lagoon 
triggerfish (R. aculeatus). Blue: sw cone sensitivity, orange: mw cone sensitivity, grey: lw cone 
sensitivity. C: Light spectrum of the white LED video lights used for photography D: Light 
spectrum at 5m depth with a moderate amount of green algae in the water column. 
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Phyllidia ocellata (aposematic nudibranch) 
Unclustered / 10cm distance / 2.75 cycles/degree 
Unclustered / No acutiy / Triggerfish cone 
sensitivity as per 5m depth illuminant Original image / White LED illumination  
Unclustered / 30cm distance / 2.75 
cycles/degree 
A B 
C D 
Figure S2.16: Modelling cone capture quanta (B) and spatial acuity (C&D). 
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 No Acuity / 2 ΔS Colour & 5 ΔS Luminance 
Weber Cluster / No Weber Ranked Filter 
 2.75 cycles/degree from 10cm / 2 ΔS Colour & 
5 ΔS Luminance Weber Cluster / 5x Radius 5 
Falloff 3 Weber Ranked Filter 
 2.75 cycles/degree from 30cm / 2 ΔS Colour & 
5 ΔS Luminance Weber Cluster / 5x Radius 5 
Falloff 3 Weber Ranked Filter 
 2.75 cycles/degree from 30cm / no clustering/ 
5x Radius 5 Falloff 3 Weber Ranked Filter 
A B 
C D 
Figure S2.17: Clustering the image and recreating distinct pattern boundaries 
 2.75 cycles/degree from 30cm / 2 ΔS Colour 
& 5 ΔS Luminance Weber Cluster / 5x Radius 
5 Falloff 3 Weber Ranked Filter / Colour JND 
b d  i t it  
 2.75 cycles/degree from 30cm / 2 ΔS Colour 
& 5 ΔS Luminance Weber Cluster / 5x 
Radius 5 Falloff 3 Weber Ranked Filter / 
Luminance JND boundary intensity 
 2.75 cycles/degree from 30cm / no 
clustering/ 5x Radius 5 Falloff 3 Weber 
Ranked Filter / Colour JND boundary 
 2.75 cycles/degree from 30cm / no 
clustering/ 5x Radius 5 Falloff 3 Weber 
Ranked Filter / Luminance JND boundary 
A B 
C D 
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Add pattern parameters (Output table for Animal + Background): 
 
 
 
  
Figure S2.18:  Using the unclustered image (Fig S2.17C) to visualise local edge 
contrast with LEIA. These images can be quantified using the LEIA output parameters. 
B 
C 
Figure S2.19:  Using the unclustered image (A) to visualise opponent channel 
stimulation in ‘XYZ Chromaticity Images’. B: The X-axis of colour space. C: The Y-axis 
of colour space. Note that there is no Y-axis as we are using a tri-chromatic visual 
system. D: Saturation Image. The user may want to quantify these images using pattern 
analysis or image analysis tools provided in ImageJ and MICA. 
A 
D 
B 
C 
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Dendrodoris krusensternii (cryptic nudibranch) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure S2.20:  A) RAW image of a cryptic nudibranch (Dendrodoris krusensternii) against 
its natural background. The animal is highlighted with a dashed red line. B) The same 
image transformed into triggerfish vision (R. aculeatus) without visual acuity modelling. C) 
With RNL ranked filter and RNL clustering but no visual acuity modelling. 
A 
B 
C 
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Figure S2.21:  ΔS Local Edge Intensity images of Fig S2.17A. A & B: Unclustered 
C & D: RNL Clustered. A & C show chromatic edge intensities B & D achromatic 
edge intensities. Note how the clustering essentially just removes the low intensity 
edges. The animal is not visible in either one of the images. Intensity images can be 
quantified using the LEIA parameters. 
A B 
C D 
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Deriving Animal + Background Parameters 
To interpret the colouration of our two animals (separate as well as in contrast of their 
visual backgrounds) we need to analyse them separately as regions of interest (ROIs) 
in each picture. 
 
 
 
 
 
 
 
Figure S2.22.  A: Unclustered image at 10cm viewing distance using triggerfish 
visual acuity and spectral sensitivity. B: X-axis chromaticity image. C: Y-axis 
chromaticity image. D: Saturation image. The user may want to apply pattern 
analysis and imageJ image analysis tools to quantify these images. 
A B 
C D 
Figure S2.23: The Region of Interest (ROI) selection for the animal vs. background 
comparison. Please see the online user guide for details on ROI selection. Note: The area of 
the background can also be standardised, e.g. using a fix animal to background area ratio if 
that is desirable. 
 
A B 
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The selection of the ROIs can be made in an RGB reconstructed colour image 
which is often easier than using the grey scale intensity image layers of a multispectral 
image. The ROI manager in ImageJ remembers the ROI selection so you can select 
the multispectral image and click on the ROI which will then show up. Thus, the ROI 
selection can be made at any of the two following stages: 
1. Right after creating or opening a multispectral image 
2. After translating the multispectral image into cone catches  
The prerequisite is that the size of the image is the same between these changes, 
so the ROI remains the same. If you change the size of the image (i.e. after rescaling 
in the process of modelling visual acuity) and select the ROI it will not match anymore. 
In this case we are analysing the animal separate from its background and thus 
(After modelling cone captures) we want to continue processing the ROIs separately 
from each other. 
Because the ROIs are irregularly shaped, we can’t use AcuityView 2.0 but instead 
must use the Gaussian filter to model spatial acuity of our triggerfish (see ‘AcuityView 
2.0 & Gaussian Convolution Filter’ in this document). We choose a viewing distance of 
10 cm and 30 cm for both nudibranchs. Note that any kind of acuity modelling quickly 
turns the cryptic pattern into a uniform brown (Fig. S2.24). The MRA (Minimum 
resolvable angle) should be set at 5 pixels/MRA or above to avoid losing information 
(See ‘AcuityView 2.0 & Gaussian Convolution Filter’). Also note that we need to select 
a size standard prior to acuity modelling. 
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The ‘blurred’ ROIs then need to be treated with the RNL ranked filter to remove 
most of the blur. For this we choose the following settings: 5 repeats with a radius of 5 
pixels (the size of our MRA) and a falloff of 3. We set the noise ratios at 0.05 (mw), 
0.05 (lw), 0.07 (sw) and 0.05 (dbl) (Fig. S2.23 A & C). 
As Fig. S2.24 suggests, even at 10cm it is likely that our cryptic nudibranch does not 
bear any discriminable patterning when considering our triggerfish observer. The 
background most likely consists of a few brownish hues into which the cryptic 
nudibranch blends nicely. This notion of background matching is supported when 
looking at the similarity of the clustered nudibranch colour and its surrounding 
background. The nudibranch has a saturation contrast (Distance from the achromatic 
point in the log-transformed RNL colour space) of less than 0.1 ΔS, a chromatic 
contrast (distance between the animal and its background in the log- transformed RNL 
colour space) of 0.58 ΔS and a luminance Michelson contrast of 0.02%. We can also 
quantify the chromatic background matching of this assumedly cryptic nudibranch 
using a RNL colour map (Fig. S2.26). This shows us that our animal is an almost 
Figure S2.24: The ‘Animal’ ROI (A) and the 
‘Background’ ROI (B) treated with the Gaussian 
acuity filter using a viewing distance of 30cm and a 
spatial acuity of 2.75 cycles/degree. The resolution 
is set to 5 pixels/MRA. As indicated in Fig. 20, the 
‘cryptic’ nudibranch is likely not detectable at this 
distance by a triggerfish. If we look at the unclustered 
ROIs (C & D) we can see that the animal actually 
sports iridescent blue spots, a common feature of 
many marine animals. E) picture of the nudibranch, 
Dendrodoris krusensternii (by Dave Harasti) in close 
up on a more contrasting background. 
E 
A B C D 
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perfect chromatic match to its background. The overlap measure provided by the 
colour map feature tells us that the animal ROI overlaps with 27.5% of the background 
ROI. 
 
 
C D A B 
Figure S2.25: A) The RNL treated animal ROI from 10cm. B) The clustered animal ROI using 
a colour discrimination threshold of 3 ΔS and an achromatic discrimination threshold of 4 ΔS. 
Note that while patterning is visible in A the contrast is not sufficient to be picked up by the 
clustering, resulting in a single uniform cluster for the animal. C) The RNL treated background 
ROI from 10cm D) the clustered background using a colour discrimination threshold of 3 ΔS 
and an achromatic discrimination threshold of 4 ΔS. Note the difference to image S20c where 
no acuity modelling was applied. 
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Based on this outcome for the cryptic nudibranch we can see that there 
is no information on pattern to analyse at very close distances. It would 
therefore lead to the conclusion that the selective pressure that lead to the 
evolution of the blue spots in Dendrodoris krusensternii is probably due to an 
animal with better spatial resolution than what we assume to be the case for 
our triggerfish (2.75 cycles/degree). It could also be that the blue spots 
contribute to the additive blurring that leads to the observed background 
matching. While we could go and analyse the ROIs using an even smaller 
viewing distance or no acuity modelling at all (i.e. assuming human-like spatial 
acuity), we do not do this here. 
We can now look at our assumedly ‘aposematic’ nudibranch, Phyllidia 
ocellata. We do know (Cheney et al. unpublished data) that this species is 
highly distasteful to potential predators, but we now want to investigate if it also 
shows signs of being ‘conspicuous’ i.e. displaying vivid visual contrast that 
helps predators to remember and detect the animal. 
First, we model spatial acuity with a 10cm viewing distance for each the 
animal and its visual background, using the same settings as in the previous 
example (Fig. S2.27). 
 
Figure S2.26: A colour map of our 
cryptic nudibranch (t1) and its 
visual background (t4). The 
darkness indicates the frequency 
of pixels in that area of the log 
transformed RNL colour space. 
The border line around each cloud 
corresponds to 1 ΔS. The cross 
indicates the location of the 
achromatic point. We can easily 
see that the animal is an almost 
perfect subsample of its visual 
background. 
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We can now use the clustered ROIs to run the pattern analyses on. This 
gives us all the pattern statistics of the adjacency analysis, the visual contrast 
analysis and the boundary strength analysis as well as descriptions of each 
colour pattern element in the ROIs. We can also use the RNL ranked filter 
treated images to estimate background matching using a colour map overlap 
analysis. 
 
 
 
 
 
C D 
A B 
Figure S2.27: A) The RNL treated animal 
ROI from 10cm. B) The clustered animal 
ROI using a colour discrimination 
threshold of 3 ΔS and an achromatic 
discrimination threshold of 4 ΔS. C) The 
RNL treated background ROI from 10cm 
D) the clustered background using a 
colour discrimination threshold of 3 ΔS 
and an achromatic discrimination 
threshold of 4 ΔS. Note the similarity of 
the background to the cryptic nudibranch 
example. 
Figure S2.28: The output of the QCPA pattern analysis. The orange box contains information 
on each colour pattern element in the ROI. The blue box shows the adjacency analysis 
(horizontal and vertical output is possible which triples the parameter output). The red box 
shows all pattern parameters. 
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We will not dive any deeper into the analysis of the pattern parameters 
at this stage. However, we would like to point out that various pattern 
parameters will indicate animal-background contrast (Fig. S2.26) on top of 
several other measures indicating significant chromatic, achromatic and pattern 
contrast of our second animal against its background (e.g. Fig. S2.27). We will 
continue to elaborate worked examples and applications of specific tools in 
QCPA on the website (www.empiricalimaging.com) so please continue to 
check there on updates on worked examples, tutorial videos, user guides as 
well as to get in touch with the wider user community in the forum.  
 
 
 
  
Figure S2.29: A colour map of our 
cryptic nudibranch (t1) and its visual 
background (t3). The darkness 
indicates the frequency of pixels in that 
area of the log-transformed RNL colour 
space. The border line around each 
cloud corresponds to 1 ΔS. The cross 
indicates the location of the achromatic 
point. In this case the animal shares a 
mere 8% overlap with its visual 
background. 
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Worked Example 2: Jersey Tiger Moth (Euplagia quadripunctaria) 
 
Figure S2.30: The aposematic warning colours of many species (such as this Jersey 
tiger moth Euplagia quadripunctaria) will blend together when viewed from a sufficient 
distance, and may camouflage the animal well against a neutral coloured background. 
This figure shows the QCPA processing steps at different simulated viewing distances. 
The QCPA framework can either measure whole images (left three columns), or 
‘regions of interest’ measured independently of their backgrounds (right-hand column). 
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Worked Example 3: Oak Beauty Moth (Biston strataria) 
 
Figure S2.31`: ‘Colour maps’ are a novel colour visualisation and colour comparison 
tool introduced by the QCPA framework, capturing the entire range of colour gradients 
visible to a given receiver at a given distance in any part of a scene. These examples 
are produced from a multispectral photograph (visible and UV) of an oak beauty Biston 
strataria moth against a stone background (a) in human (trichromatic, b) and bluetit 
(tetrachromatic, c) colour-space. Colour intensity in the point clouds show the 
frequency of pixels at each point in the receptor noise limited colour space, while the 
boundary around each pixel cloud shows a ΔS radius of 1 ‘just noticeable difference’, 
and the achromatic point (grey) is shown with a cross ‘+’. The moth is a good colour-
match to its background in human-vision, with 28.3% colour overlap, and the moth 
colours sit within the 1 JND boundaries of the background. Bluetit vision is illustrated 
as a stack of maps through the UV-axis (in this instance at just four levels, c), which 
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show how the moth and background have substantially different colours in the UV 
dimension, with a colour overlap of just 1.4% 
Appendix B – Supplementary Material: Chapter 3 
 
 
 
 
 
 
 
Figure S3.1: Picture of a nudibranch with the resin-cast colour standard. For detailed 
instructions and discussion see http://www.empiricalimaging.com/knowledge-base/make-your-
own-colour-grey-standard/ 
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Figure S3.2: A: Spectral sensitivity of the camera used in this example (Olympus PEN-EPL5). 
The spectral sensitivity is available in the micaToolbox. B: Spectral sensitivity of the lagoon 
triggerfish (R. aculeatus) C: Light spectrum of the white LED video lights used for photography 
D: Light spectrum at 5m depth with a moderate amount of green algae in the water column. 
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Appendix C – Supplementary Material: Chapter 4  
Figure S4.1: Individual detection thresholds for group 2 (bright 
background) at 30% correct choice. 
Figure S4.2: Individual detection thresholds for group 1 (dark 
background) at 30% correct choice. 
193 
 
  
Figure S4.3: Detection thresholds at 30% correct choice. 
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Figure S4.4: White LED light spectra in the aquaria 
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Figure S4.5: Camera spectral sensitivities, normalized for sum under curve = 1. 
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Figure S4.6: Triggerfish (Rhinecanthus aculeatus) spectral sensitivities, 
normalized for sum under curve = 1. 
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Appendix D – Co-authored Publications 
 
These publications are provided as pre-accepted manuscripts due to legal 
requirements. Please use the DOI provided in the preliminary pages to source 
the published papers. 
 
Conservation value of a subtropical reef in South East Queensland, 
Australia, highlighted by citizen science efforts 
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Abstract. Subtropical reefs are important habitats for many marine species and for 
tourism and recreation. Yet, subtropical reefs are understudied, and detailed habitat 
maps are seldom available. Citizen science can help fill this gap, while fostering 
community engagement and education. In this study, 44 trained volunteers conducted 
an ecological assessment of subtropical Flinders Reef using established Reef Check and 
CoralWatch protocols. In 2017, ten sites were monitored to provide comprehensive 
information on reef communities and to estimate potential local drivers of coral 
community structure. A detailed habitat map was produced by integrating underwater 
photos, depth measurements, wave exposure modelling and satellite imagery. Surveys 
showed that coral cover ranged from 14% to 67%. Site location and wave exposure 
explained 47% and 16% respectively of the variability in coral community composition. 
Butterflyfishes were the most abundant fish group with few invertebrates observed 
during the surveys. Reef impacts were three times lower than on other nearby 
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subtropical reefs. These findings can be used to provide local information to spatial 
management and Marine Park planning. To increase the conservation benefits and to 
maintain the health of Flinders Reef we recommend expanding the current protection 
zone from 500 to a 1000 m radius. 
    
Additional keywords. benthic substrate mapping, coral composition, wave exposure, 
ecological assessment, CoralWatch, Reef Check Australia, Moreton Bay, subtropical 
reefs, citizen science. 
 
Introduction 
Subtropical reefs occur along the tropical-to-temperate transition zone and support 
unique assemblages of tropical, subtropical and temperate marine species (Harriott and 
Banks 2002; Harrison and Booth 2007; Davie et al. 2011; McPhee 2017). While 
subtropical reefs may have lower coral diversity than tropical reefs and do not rapidly 
form an accreting reef structure (McIlroy et al. 2019), the live coral cover forming 
subtropical reefs can be comparable to tropical reefs in some locations (Harrison et al. 
1998; Wallace and Rosen 2006; Dalton and Roff 2013). Subtropical reefs offer 
important ecological habitat for migratory marine life such as humpback whales and 
recruiting coral reef fish (Booth et al. 2018; Noad et al. 2019). They also have social, 
cultural and economic value through activities such as fishing and tourism (Ross et al. 
2019; Ruhanen et al. 2019). 
Subtropical reefs are commonly promoted as potential refuges for the 
conservation of tropical reef species moving poleward due to climate change (Beger et 
al. 2011, 2014; Baird et al. 2012; Makino et al. 2014). Like their tropical counterparts, 
these subtropical reefs are subject to the effects of climate change, such as changes in 
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water temperature and chemistry (Beger et al. 2014; Sommer et al. 2014; Kim et al. 
2019), as well as more localised anthropogenic stressors including pollution, 
eutrophication, overfishing, and physical habitat damage (Gibbes et al. 2014; McPhee 
2017). In some instances, these issues may have even more profound and immediate 
effects on subtropical reefs due to the innate transitional nature of their environments 
(Beger et al. 2011). Research studies along the tropical-to-temperate transition in 
eastern Australia focus mainly on the ecological understanding of subtropical reefs at a 
regional or sub-regional spatial scale (Sommer et al. 2018; Kim et al. 2019). Detailed 
information of changes in community composition at finer spatial scales is often 
limited, which may hinder the development of management strategies for these unique 
ecosystems.  
South East Queensland subtropical reefs, including reefs in Moreton Bay 
Marine Park, are recognised as ecological, diving and fishing hotspots (Smith et al. 
2008; McPhee 2017). The many subtropical patch reefs in Moreton Bay feature high-
latitude coral communities and are dominated by generalist, stress-tolerant species that 
are well adapted to marginal environmental conditions (Sommer et al. 2014). Like other 
subtropical reefs, their habitat structure at local scales is heavily influenced by wave 
energy and exposure (Dollar 1982; Jokiel et al. 2004; Wallace and Rosen 2006; Dalton 
and Roff 2013). Pressures from rapid urbanisation and population growth beyond the 
2.3 million people (Australian Bureau of Statistics 2017) in South East Queensland 
have been highlighted for the semi-enclosed embayment area of Moreton Bay (Gibbes 
et al. 2014; Saunders et al. 2019) and are expected to increase in coming decades 
(Saunders et al. 2019). The collection of ecological monitoring and habitat mapping 
data in this region is therefore important to understand the condition and potential 
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impacts on subtropical reef habitats and associated wildlife (Smith et al. 2008; Done et 
al. 2017).  
One of the most biodiverse and popular reefs in the region is Flinders Reef, 
which is located just outside the embayment of Moreton Bay. Previous studies on 
Flinders Reef have mostly focused on monitoring specific taxonomic groups such as 
fish (Johnson 2010), corals (Wells 1955; Harrison et al. 1998; Wallace et al. 2009; 
Dalton and Roff 2013; Sommer et al. 2017), sponges (Hooper and Kennedy 2002; 
Hooper and Ekins 2004) and molluscs (Devantier et al. 2010). Reef health impact 
surveys were restricted to a small portion of reef area and without consistency between 
sampling methodology (Beeden et al. 2014). Thus, despite these efforts, detailed 
information on benthic community composition at Flinders Reef and explicit habitat 
maps are limited. For instance, the current map of Flinders Reef is restricted to a simple 
outline of the exposed sandstone platform and includes ecological information at a reef 
scale. Citizen science programs are emerging as non-traditional sources of data 
contribution that engage the community in collecting, analysing and reporting on 
ecosystem health (Branchini et al. 2015a; Schlappy et al. 2017; Fritz et al. 2019). 
Citizen-generated data can complement traditional research and management programs 
with a higher frequency of surveys, covering a large spatial extent and accessing remote 
areas not commonly visited, with lower associated costs (Teleki 2012). Citizen science 
has been recently included into the international agenda for sustainable development 
goals of the United Nations (Fritz et al. 2019). Global citizen science coral reef 
programs including Reef Check (http://www.reefcheck.org) and CoralWatch 
(https://www.coralwatch.org) have been active in Moreton Bay since 2007 (Siebeck et 
al. 2006; Marshall et al. 2012; Loder et al. 2015). The data and information currently 
generated by Reef Check informs the annual report cards of Healthy Land and Water, 
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which assess the health of subtropical reefs in South East Queensland 
(https://hlw.org.au/report-card/). 
In this study, citizen scientists monitored different sites at Flinders Reef, filling 
in gaps in data collection, providing relevant information for local management 
planning and producing a detailed reef habitat map. The objectives of this study, 
hereafter referred to as the Flinders Reef Ecological Assessment (FREA), were to: 1) 
develop a detailed benthic habitat map for Flinders Reef, 2) provide a detailed spatial 
characterisation of the community composition at a reef site scale, including benthic 
communities, reef impacts, abundance of fish and invertebrates and coral health status, 
and 3) estimate potential drivers of the coral community structure across the reef. 
Findings associated with our ecological assessment support ongoing science, 
management and conservation efforts, and highlight the efficacy of citizen science.  
 
Materials and methods 
Study location and site selection 
Flinders Reef is located on a small sandstone platform (6.5 ha) three nautical miles 
north of Moreton Island in the northern part of Moreton Bay Marine Park, South East 
Queensland, Australia (26° 58.715' S, 153° 29.150' E) (Fig. 1). The location hosts a rich 
coral community with 125 documented species (Harrison et al. 1998; Harriott and 
Banks 2002; Wallace et al. 2009; Sommer et al. 2014). It is considered to be one of the 
most southern distribution ranges of many tropical coral and fish species including 
Acropora spp. and Labridae (Dalton and Roff 2013; McPhee 2017; Sommer et al. 
2017). Since 2009, the reef has been a designated protected green zone under Marine 
Park management, which prohibits harvesting, fishing and anchoring within a 500 m 
radius from the centre of the reef platform (Fig. 1). The conservation park zone has a 2 
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km radius from the centre of Flinders Reef and a total of eight public moorings are 
available for activities allowed within this zone. As such, Flinders Reef is afforded 
some protection from human influences due to zoning status, and its distance from the 
mainland, which limits both visitation and land-based influences such as poor water 
quality (McPhee 2017). However, the reef remains subject to potential climate change 
influences and pressures from direct use.  
 To set up a representative monitoring and habitat mapping framework around 
Flinders Reef, ten survey sites were established at 5-10 m depth within the green zone 
area (Fig. 1). The ten sites were selected around the sandstone platform to capture 
representative areas with characteristic differences in exposure to wind speed and wave 
height, where prevailing wind and wave direction is east-south-east. Four of the ten 
sites are long-term Reef Check Australia monitoring sites: Alden’s Cave, Coral 
Gardens, Turtle Cleaning Station and Plateland. Surveys were conducted in Austral 
spring (March) and autumn (September) in 2017 to capture potential seasonal changes 
in marine communities. One site, Arus Bale, was surveyed only in autumn due to 
adverse weather conditions. 
 
Citizen science expertise and training 
Approximately 100 members of the university dive club, The University of Queensland 
Underwater Club (UniDive), participated in the development of the FREA citizen 
science project and contributed over 10,000 volunteer hours. The participants were 
mostly students, staff or alumni within the university. UniDive has a long history of 
award-winning citizen science projects in South East Queensland (McMahon et al. 
2002; Ford et al. 2003; Roelfsema et al. 2016, 2017). Ecological survey protocols were 
based on globally standardised Reef Check and CoralWatch survey methods. Prior to 
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field surveys, participants completed theoretical and practical training on ecological 
survey methods (Reef Check Australia and CoralWatch) and mapping survey methods, 
facilitated by experienced researchers. To take part in field activities, participants were 
required to hold a rescue diver certification (or equivalent) and successfully complete 
Reef Check Australia training by achieving a score of ≥85% on a theory test, ≥95% on 
an in-water species identification test and passing a practical in-water survey skills test.   
 
Data collection 
A total of 44 divers conducted a cumulative 500 survey dives over 23 daytrips, 
surveying and mapping Flinders Reef. Ongoing training and quality control were 
overseen by qualified trainers and researchers throughout the project’s duration. 
Recorded data were compared for errors and inconsistencies via reviews of datasheets 
in the field and during data entry. If discrepancies were identified, recorded data were 
compared to survey photographs taken by the divers.  
  
Baseline benthic habitat mapping  
A preliminary benthic habitat map of Flinders Reef was created by applying an 
established protocol that involved delineating features visible in high spatial resolution 
satellite imagery using visual differences in colour and texture (Roelfsema et al. 2016, 
2017). Habitat types were then further defined by overlaying the georeferenced field 
data onto satellite images for validation. The georeferenced field data included: 1) water 
depth measurements collected by boat echo sounder or diver, 2) maps of significant 
geological or ecological features identified through spatially-referenced visual census 
by divers, and 3) georeferenced benthic images collected by a diver towing a surface 
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GPS and photographing 1 m2 benthic quadrats every 1 to 2 m along the survey area 
(Roelfsema et al. 2013). 
 
Baseline ecological and reef impact surveys (Reef Check Australia) 
Ecological and reef impact surveys using standardised Reef Check protocols (Hill and 
Wilkinson 2004; Hill 2005) were undertaken by conducting visual surveys of the 
benthos, reef health impacts, and selected invertebrate and fish indicator categories (see 
Supplementary Material Table 1). Reef Check surveys collect information on biological 
indicators that have a functional role on the reef. They serve individually as indicators 
of specific types of human impacts and collectively as a proxy for ecosystem health, 
based on the economic and ecological value, their sensitivity to human impacts and 
ease of identification (Hill and Loder 2013). The term ‘category’ is used to describe an 
individual species, family or group (see Supplementary Material Table 1). At each site, 
surveys were conducted along a transect which was comprised of four 20 m long 
segments used as replicates (hereafter referred to as surveyed segments). A 5 m gap 
was left between each replicate segment to avoid pseudo-replication. Benthic surveys 
documented living and non-living benthic categories using a point intercept sampling 
method to record the observed benthic category at 0.5 m intervals along each transect 
segment. The data were used to calculate a mean percent cover of each category per 
site. Along the same transect as benthic surveys, divers recorded indicator invertebrate 
abundance and signs of reef impacts in a 5 m wide belt transect (covering four 100 m2 
segments). To search the area, the divers swam 2.5 m perpendicular from the centre 
transect line and then switched back to cross the line and search the area on the other 
side, continually searching the survey area swimming in an S-shaped pattern. Visual 
census surveys for indicator fishes were undertaken on the same belt transect area to 
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record nominated fish categories. Divers conducting the fish surveys swam slowly 
along the transect line while searching within an imaginary 5 m wide and 5 m high 
tunnel. To ensure standardisation of data collection effort, the reef health impact, 
invertebrate and fish surveyors spent 7-10 minutes in each segment. Recognising the 
subtropical nature of Flinders Reef, existing Reef Check Australia protocols were 
modified by adding the indicator group ‘corallimorphs’ to the benthic surveys. 
Additional fish species were also incorporated into the fish surveys, including blue 
groper (Achoerodus viridis), spangled emperor (Lethrinus nebulosus), other emperors 
(Lethrinidae) and morwongs (Cheilodactylus fuscus and C. vestitus). For further 
analysis and visualisation purposes, indicator categories were consolidated into larger 
groups (see Supplementary Material Table 1). 
 
Coral health surveys (CoralWatch) 
Coral health was surveyed using CoralWatch protocols (Siebeck et al. 2006; Marshall 
et al. 2012). The CoralWatch coral health chart was used to compare the colour of living 
coral colonies to a pre-calibrated 6-point colour scale as a proxy for coral health, i.e. 
healthier corals are darker in colour. The coral health surveyor swam along the same 5 
m wide belt transect and for five randomly selected coral colonies per segment, the 
growth form, the lightest colour score and darkest colour score were recorded, totalling 
20 coral colonies assessed per site.  
  
Wave exposure 
Wave height at Flinders Reef was determined using a third-generation nearshore wave 
model Simulating WAves Nearshore (SWAN) version 41.31 (Booij et al. 1997). The 
SWAN model, and models such as XBeach (Roelvink et al. 2009), have been used 
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extensively in coastal and coral reef environments to propagate offshore deep-water 
wave heights to shallow water environments (Harris et al. 2018; Baldock et al. 2019). 
This provides wave exposure estimates for reef environments which have been used in 
previous ecological mapping and monitoring (e.g. Chollet and Mumby 2012). Wave 
inputs for the SWAN model were based on the 1976–2017 wave record from the 
Brisbane wave rider buoy operated by the Queensland Department of Environment and 
Science. The wave rider buoy is deployed in deep water, east of North Stradbroke Island 
and south-east of the field site. The average wave conditions during the 41-year period 
had a significant wave height (Hs) of 1.67 m, a wave period (T) of 9.43 s, and a south-
east wave direction (Dir) of 120.7°. Bathymetry for the SWAN model was generated 
from the Australian bathymetry and topography 2009 data set (Ausbathy) produced by 
Geoscience Australia (Whiteway 2009). A nearest neighbour interpolation method was 
used to convert the 9 arc second Ausbathy grid to a 50 x 50 m bathymetric grid for 
Flinders Reef and surrounding region, including the north and east coast of Moreton 
Island. The default parameters in SWAN were selected for wave modelling. For more 
information refer to the SWAN website and user manual 
(http://swanmodel.sourceforge.net). Values of significant wave heights for each site 
were extracted based on the centre coordinates of each transect in a Universal 
Transverse Mercator (UTM) coordinate system. 
 
Data and statistical analyses 
Data manipulation  
Differences between autumn and spring surveys were assessed using a Student’s t-test 
based on the overall mean of measurements for the four survey types, i.e. benthos, reef 
impacts, invertebrates and fish. The assumptions of normality were met for these data. 
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As no significant differences were found, measurements were averaged between 
seasons (see Supplementary Material Table 2 and Figure 1). At each site, impact, 
invertebrate and fish surveys were calculated per 100 m2 and benthic surveys were 
calculated as percent cover. Many of the reef impact categories are coral specific, hence 
areas with high coral cover may have a disproportionate number of impacts when 
compared to areas of low coral cover. To allow for direct comparison between sites of 
varying coral cover, the abundance of reef impacts was divided by the percent hard 
coral cover for that area. 
 
Statistical analyses to estimate variability and drivers of coral community composition 
A hierarchical clustering analysis was used to determine the spatial variability in the 
structure of coral communities among survey sites. Coral community structure was 
composed of seven hard coral and four soft coral categories (see Supplementary 
Material Table 1) and coverage was square root transformed to satisfy analysis 
assumptions. Clusters were estimated using a Bray-Curtis dissimilarity matrix using a 
complete linkage cluster aggregation method. Non-metric multidimensional scaling 
(nMDS) ordination was then used to visualise the structure of coral communities within 
sites based on the four segments surveyed per site.  
 The influence of site location and wave exposure on coral community 
composition was estimated using a permutational multivariate analysis of variance 
(PERMANOVA) based on Bray-Curtis dissimilarity distances with surveyed segments 
nested within sites and wave exposure formulated as a fixed effect.  Analyses were 
performed using the R packages ‘clustsig’ (Whitaker and Christman 2014) and ‘vegan’ 
(Oksanen 2017) within R version 3.2.2 software (R Core Team 2016). Significance of 
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clusters and size effects in the PERMANOVA were tested using permutation 
approaches based on 999 permutations and a 5% error level.  
 Wave exposure expressed as low and high categories were correlated with coral 
community structure using the Pearson product moment correlation coefficient. Values 
of these coefficients and associated P values indicated the strength and direction of the 
correlation at a 5% error level. The two wave exposure categories were calculated using 
the median values of wave height across all sites.  
  
Coral health chart analysis (CoralWatch) 
CoralWatch coral heath scores were recorded for a total of 378 coral colonies. The 
average colour score at Flinders Reef and per site (± standard error (SE)) was calculated 
by pooling the two seasons (autumn and spring). 
 
Results 
Baseline benthic habitat mapping 
The georeferenced habitat map created for Flinders Reef depicts substrate types, water 
depth and significant features (Fig. 2; Roelfsema et al. 2018). Prominent mapped 
features included vast branching hard coral beds at Coral Garden and large plate corals 
with diameters up to ~2 m at a depth of 10-15 m near Plate, and in the deeper water 
south of Alden Cave and Trevo. Encrusting and plate corals were observed mostly on 
the south-eastern side, with branching hard corals and soft corals on the western side. 
Asparagopsis sp. was the dominant macroalgae observed at Flinders Reef, while 
macroalgae in the genus Laurencia were more abundant in deeper waters (>15 m). Rock 
and rubble surfaces not covered by coral were covered by macroalgae or turf algae. 
Sandy areas were predominantly found in deeper waters (>15 m). 
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Ecological baseline 
For the benthic surveys, rock was the most common benthic category, with an average 
cover across sites estimated to be 37.0% (± 3.38% SE) followed by hard coral (33.3 ± 
5.12% SE) and soft coral (10.0 ± 2.10% SE). The sites with the highest and lowest hard 
coral cover were Coral Garden (66.9%) and Plate (14.1%), respectively (Fig. 3a). 
 Overall, the number of reef impacts detected was low with an average of 0.05 
(± 0.01 SE) per 100 m2 (Fig. 3b). The most common impacts observed were physical 
coral damage with an average of 0.12 (± 0.04 SE) occurrences per 100 m2, followed by 
coral disease and unknown coral scars which both averaged 0.08 (± 0.02 and ± 0.01 SE, 
respectively) occurrences per 100 m2. Turtle Cleaning and Arus Bale sites had the 
greatest prevalence of impacts, driven by coral physical damage and at Arus Bale also 
coral disease. Three reef impact categories were not observed: crown-of-thorns starfish 
(Acanthaster planci) scars and coral damage due to boat anchor or dynamite. The 
pooled results from the CoralWatch coral health chart colour indicator surveys showed 
an average colour score of 3.9 ± 0.07 SE. The highest average colour score was recorded 
at Trevo (4.4 ± 1.80 SE) and lowest average score at Arus Bale (2.7 ± 0.22 SE).  
 The average abundance of reported invertebrates was 6.65 (± 1.40 SE) 
individuals per 100 m2 (Fig. 3c). The presence and abundance of indicator invertebrate 
categories varied between survey sites with the most diverse site being Plate, i.e. 5 out 
of 14 recorded taxa observed (Fig. 3c). Coral Garden had the highest number of 
invertebrates per 100 m2 (2.14 ± 1.33 SE), primarily made up of anemones (9.50 per 
100 m2). Trevo and Sylvia Earle had the lowest abundance of invertebrates with an 
abundance of 0.29 (± 1.50 SE) invertebrates per 100 m2. The most abundant 
invertebrate groups were sea urchins (especially Diadema spp.), gastropods (Drupella 
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spp.) and anemones with on average 2.35 (± 0.65 SE), 1.70 (± 1.02 SE) and 1.35 (± 
0.91 SE) individuals per 100 m2, respectively. The highest abundance of Drupella spp. 
was found at Donna (10.50 per 100 m2). 
 Fish community composition was largely dominated by butterflyfishes which 
were recorded at each of the ten sites (Fig. 3d). A total of 524 butterflyfish individuals 
were counted during all surveys, representing 81.53% of the total counted fishes. On 
average, 6.12 (± 0.93 SE) butterflyfishes were recorded per 100 m2 ranging from 2.62 
at Donna to 12.10 at Turtle Cleaning. The second most dominant fish group was 
snapper with 40 individuals recorded (6.65% of total counted fishes) at seven sites and 
an average of 0.50 (± 0.16 SE) fish per 100 m2, followed by morwong (0.39 ± 0.06 SE), 
sweetlip (0.20 ± 0.05 SE) and parrotfish (0.15 ± 0.05 SE) per 100 m2. 
 
Coral community analysis 
Coral community composition at Coral Garden was distinct (89% dissimilarity, Cluster 
1) from the remaining sites (Cluster 2, P = 0.016, Fig. 4a). The north-western sites 
(Turtle Cleaning and Plate) were different from the others (58% dissimilarity, Cluster 
2); however, this clustering pattern was not significant. Cluster 1 was dominated by 
branching corals (Fig. 4b) representing 64.0% (± 13.45% SE) of the benthic cover at 
Coral Garden according to the ecological surveys. Cluster 2 comprised a mix of coral 
indicator groups. Coral community composition at the north-western sites, Turtle 
Cleaning and Plate, was characterised by plating and foliose hard corals. In comparison, 
sites on the eastern side of Flinders Reef, i.e. Alden Cave, North and Trevo, were 
characterised by encrusting hard coral (Fig. 4b). 
 
Wave exposure and community composition 
211 
 
Sites located on the north-western side of Flinders Reef were the least exposed to 
waves. Significant wave height was 0.9 m for Turtle Cleaning and Plate, and 1.2 m at 
Coral Garden (Fig. 5a). Wave height for the seven remaining sites varied between 1.5 
and 1.6 m (Fig. 5a). The median significant wave height across all sites was 1.54 m, 
separating the less exposed sites (located west to north of Flinders Reef) from the more 
exposed sites (east to south). There was a positive relationship between wave exposure 
and the proportion of encrusting corals (HCE, P < 0.001) and zoanthids (SCZ, P = 
0.008), and a negative relationship between wave exposure and leathery soft coral 
(SCL, P = 0.021) (Fig 5b). Fragile hard corals (HCF, HCP and HCBR) and soft corals 
(SC) were associated with lower wave exposure, while more robust hard coral types 
(HCM, HC and HCE) were associated with higher wave exposure (Fig. 5c). 
 Site and wave exposure both had a significant effect on the coral community 
composition (P < 0.001) and explained 47% and 15.6% of the variability in hard corals, 
respectively (Table 1). 
 
Discussion 
The study provided a detailed ecological assessment of the community composition 
structure, a baseline benthic habitat map for Flinders Reef, and estimated the role of 
wave exposure in driving spatial heterogeneity in coral community structure. This 
information can be used to select long-term monitoring sites and shape management 
recommendations for future re-zoning plans.  
 
Baseline benthic habitat mapping 
Habitat maps form the basis and inventory of any decision-making process for Marine 
Park management, and this process will improve with increasing levels of spatial and 
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thematic map detail (Roelfsema et al. 2013). This study presents the first highly detailed 
habitat map, highlighting the importance of a citizen science approach providing this 
information. The habitat mapping approach can be accessed by marine citizen science 
projects to provide valuable maps, using basic mapping training, open source software, 
off-the-shelf low-cost compact underwater cameras, a handheld GPS and publicly 
available satellite imagery. As such, we hope this method will become more widely 
applied in coral reef surveys by providing detailed methodology protocols (this study; 
Roelfsema et al. 2017). 
  
Baseline ecological assessment 
This study highlights a remarkably high hard coral cover on a subtropical reef, with 
some sites having comparable coral cover to the Great Barrier Reef (De’ath et al. 2012). 
While physical coral damage, unknown coral scars and coral disease were recorded at 
all sites, overall impacts at Flinders Reef were three times lower than those observed 
for more accessible reef locations in Moreton Bay such as Point Lookout (Roelfsema 
et al. 2016). Coral health chart surveys indicated scores within the healthy range and 
suggested that corals were unaffected by coral bleaching at the time surveys were 
conducted. Previous studies before the establishment of the green zone reported anchor 
damage at Flinders Reef (Harrison et al. 1998). The lack of anchor damage in the 
present study suggests that the installation of moorings and establishment of a green 
zone (with no anchoring) may be effective in protecting the reef from damage. Yet, 
higher levels of coral damage were recorded at the most popular dive locations around 
Flinders Reef, which have the highest cover of branching coral. This could reflect 
damage by SCUBA divers but also the fragility of branching coral compared to other 
coral morphologies (Woodley et al. 1981). Further observational studies would be 
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required to understand potential drivers of this damage. The effectiveness of the green 
zone is also supported by the lack of fishing lines recorded during our impact surveys. 
However, there are anecdotal reports of fishing within the protected area, and close 
surveillance of poaching activities can be made difficult by the remoteness of the 
location.  
 The distribution and abundance of targeted invertebrates varied spatially, which 
is consistent with long-term Reef Check Australia findings (Loder et al. 2010; Mulloy 
et al. 2018). During the surveys, many closely related and functionally equivalent yet 
non target invertebrates were observed, including burrowing sea urchin 
(Echinostrephus aciculatus), blackfish (Holothuria atra), and black teatfish 
(Holothuria whitmaei). The abundance of corallivorous gastropods (Drupella spp.) was 
not related with the cover of hard coral nor with the recorded abundance of Drupella 
scars, however, further data collection is needed to confirm this trend. Corallivorous 
gastropods formed isolated aggregations in a few surveyed sites (e.g. Donna and Turtle 
Cleaning), but the overall distribution of gastropods (Drupella spp.) was low; as 
observed in other coastal waters (Morton and Blackmore 2009). The high abundance 
of anemones at Coral Garden may be facilitated by the low wave exposure at this site 
relative to the other sites. A previous survey of subtropical anemones found that 
abundance was significantly higher on leeward reef sites compared to those that were 
more exposed (Richardson et al. 1997). 
 Butterflyfishes were observed at all survey sites and were most abundant at 
Turtle Cleaning. High butterflyfish abundance has been observed in other locations like 
Flinders Reef (Loder et al. 2010; Mulloy et al. 2018). Many butterflyfishes are 
corallivores that mainly target hard coral, while some species prefer soft coral polyps 
as a food source (Cole et al. 2008). They have distinct prey preferences that can be 
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specific to one coral species, genus or growth form (Cole et al. 2008), which can limit 
their abundance and distribution. Fish community composition and abundance is often 
influenced by live coral cover and structural complexity (Jennings et al. 1996; Grol et 
al. 2011), which may explain the high fish abundance observed at Coral Garden. 
However, aside from butterflyfishes, fish abundances were comparable to the low 
abundances recorded at other subtropical reefs in South East Queensland (Mulloy et al. 
2018). While fish surveys were limited to a confined survey area near the sandstone 
platform, many of the surveyed fish groups may prefer deeper areas away from currents, 
surge and exposure. Additionally, parrotfish and grouper abundance may have been 
underestimated due to the inclusion of only larger sized individuals (surveys only 
included parrotfish >20 cm and grouper >30 cm); smaller parrotfishes were observed 
during the surveys, but not included in the data collection (personal observation, M 
Grol). Smaller juvenile fishes are known to use shallower reef areas as nurseries and 
have smaller home ranges compared to adult fish (Dahlgren et al. 2006; Huijbers et al. 
2008).  
 
Wave exposure and coral community composition 
There was a clear zonation in coral community composition, notably influenced by site 
location and wave exposure. Soft corals and more fragile hard coral morphologies such 
as branching corals were associated with the north-western reef sites, characterised by 
lower wave exposure. More robust hard coral morphologies were found at the exposed 
eastern and south-eastern sites. Branching hard corals are more susceptible to damage 
from waves and storm events (Woodley et al. 1981), which may explain the dominance 
of fragile branching coral on the sheltered side of Flinders Reef at sites like Coral 
Garden. The observed coral cover and zonation patterns align with previous studies at 
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Flinders Reef (Dalton and Roff 2013; Harrison et al. 1998, respectively), as well as 
broader studies on the influence of wave exposure on high-latitude coral assemblages 
(Bradbury and Young 1981; Dollar 1982). In addition to wave exposure, coral 
community composition may be influenced by the intensity and regularity of 
disturbances including recurring bleaching events (Spalding and Brown 2015; Hughes 
et al. 2018; Kim et al. 2019)  or storms (Cheal et al. 2017), patterns of coral recruit 
settlement (Done 1982) and the depth at which the coral community is located (Roberts 
et al. 2015). Depth in this study was considered equal as transects fell within the same 
depth range. 
 
Recommendations for monitoring 
The habitat mapping and ecological survey results show that Sylvia Earle has distinctly 
different habitat characteristics compared to the other sites surveyed at Flinders Reef. 
Sylvia Earle is located on the western more sheltered side of Flinders Reef but is still 
exposed to the pre-dominant east-south-eastern wind and wave direction. This site is 
less rugose, and has a steep slope compared to all other sites. It may be beneficial to 
review long-term monitoring sites with Reef Check Australia to consider the feasibility 
of expanding representational monitoring locations, e.g. include Sylvia Earle in future 
monitoring. Furthermore, the indicator species included in the Reef Check Australia 
protocol were selected for broad geographic coverage with a focus on tropical species 
(Hodgson 2000). Including additional survey categories for benthos, fish and 
invertebrates relevant to subtropical regions in future surveys, as well as smaller size 
classes of parrotfish and groupers, may improve ecosystem health monitoring of 
subtropical reefs. The continued inclusion of tropical species in these surveys will be 
increasingly important to detect ‘tropicalization’ of subtropical marine environments, 
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i.e. the movement of tropical species poleward (Burrows et al. 2011; Baird et al. 2012; 
Poloczanska et al. 2013; Beger et al. 2014; Sommer et al. 2014). 
 
Recommendations for management 
The current Flinders Reef green zone includes a 500 m radius circle from the centre of 
the Flinders Reef sandstone platform. The ecological assessment and habitat mapping 
provide a detailed description of the benthic composition of Flinders Reef and highlight 
deeper reef habitats that are excluded from the green zone. This may prompt 
consideration for expansion of the green zone to a circular area of a 1000 m radius. 
Such an expansion would result in: inclusion of all areas mapped with coral 
communities to a depth of 25 m; a two-fold increase in protected area of benthic 
categories that include corals; and a three-fold increase in protected area that include 
rocky substrate (Figs 1 and 2, orange polygon), which is required for coral settlement 
and post-settlement survival (Yadav et al. 2016). Furthermore, green zones have been 
shown to enhance recreational fishing opportunities outside of the protected area 
through exports of increased fish biomass and abundance (Emslie et al. 2015), 
benefiting both fishermen and the ecosystem. 
  
The role of citizen science and relevance for subtropical reefs 
This study showcases the value of citizen science as an approach that can complement 
traditional scientific and management approaches and engage local community 
members to learn about and take active steps to care for local environments (Fritz et al. 
2019). In addition to generating data, citizen science programs improve community 
knowledge about ecosystem functions and threats and subsequently enhance public 
stewardship of those ecosystems (Marshall et al. 2012; Teleki 2012; Branchini et al. 
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2015b). The FREA citizen science project brought together more than 100 local divers 
and created many opportunities for them to learn about the ecology of subtropical reefs. 
Moreover, the project enhanced broader community support and understanding of 
subtropical reefs through a range of communication tools including a technical report, 
coffee table photo book, posters, television segments and community events. The study 
offered a platform for constructive discussions and applications around the monitoring, 
management and stewardship of Flinders Reef into the future. The FREA project also 
characterised the fine-scale structure of coral communities on subtropical reefs, to 
better understand their dynamics and inform best-practice management.  
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Fig. 1. Satellite image of Flinders Reef with the approximate transect location and 
direction indicated in red lines (site names in white). The Marine National Park “green” 
zone (500 m radius) where no fishing or anchoring is allowed is designated by the green 
line. Orange line (1000 m radius) represents the suggested extension of the green zone 
(see Discussion). The four Reef Check Australia long-term monitoring sites are Turtle 
Cleaning, Coral Garden, Plate and Alden Cave, respectively. Turtle Cleaning Station, 
Coral Gardens, Alden’s Cave and Plateland in Reef Check Australia reporting. The grey 
area indicates the predominantly exposed area of Flinders Reef, and the inset maps on 
the right show the location of Flinders Reef in Moreton Bay and in Australia. The 
prevailing wind direction for Flinders Reef is east-south-east. Source image: 
WorldView 2 image Digital Globe (2017), 2m x 2m pixels.  
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Fig. 2. Detailed habitat map of prominent substrate types for Flinders Reef, South East 
Queensland, Australia. Marine National Park green zone (500 m radius, green line), 
where neither fishing nor anchoring is allowed, could be extended with an additional 
500 m buffer zone (1000 m radius, orange line) where no anchoring nor fishing would 
be allowed. This would result in a two-fold increase in protected surface area for benthic 
categories that compromise corals; and a three-fold increase of protected area that 
include rocky substrate. The mapped areas were overlayed on satellite imagery, except 
for the predominantly sandy areas.  
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Fig. 3. Overview of the major ecological groups recorded during the surveys per site. 
(a) Benthic groups expressed as percent cover per site. (b) Average number of impacts 
per site per 100 m2, normalized for hard coral cover. (c) Average number of 
invertebrates found per site per 100 m2 and (d) average number of fish per site per 100 
m2 with the average number of butterflyfish per 100 m2 displayed on the secondary y-
axis (dots). Groups were based on surveyed ecological categories and absent 
categories/groups were omitted from the panels.  
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Fig. 4. Spatial dissimilarities in the structure of coral communities. (a) Dendrogram 
depicting the hierarchical clustering of the surveyed sites based on coral community 
composition. (b) Non-metric multidimensional scaling (nMDS) plot (stress = 1.74%), 
illustrating differences in the structure of coral communities within surveyed sites. 
Arrows indicate the coral community groups driving the nMDS. Cluster 1 and 2 
identified in the dendrogram (Panel A) are represented by grey polygons in Panel B. 
Benthic categories: HC = Hard Coral, HCP = Hard Coral Plate, HCBR = Hard Coral 
Branching, HCF = Hard Coral Foliose, HCM = Hard Coral Massive, HCB = Hard Coral 
Bleached, HCE = Hard Coral Encrusting, SC = Soft Coral, SCL = Soft Coral Leathery, 
SCB = Soft Coral Bleached, and SCZ = Soft Coral Zooanthid.  
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Fig. 5. Drivers of the structure of coral communities at Flinders Reef. (a) Modelled 
values of wave height extracted from the SWAN model (Whiteway 2009) at each 
surveyed site. The dotted line shows the median value of 1.54 m, used to separate sites 
with lower and higher levels of wave exposure. (b) Pearson correlation values and 
associated statistics between coral categories and wave height ranked from most 
negative correlations to the most positive. (c) nMDS scaling plot with surveyed 
segments coloured by wave exposure level (open circles = high exposure >1.54 m; 
filled circles = low exposure <1.54 m). Benthic categories: HC = Hard Coral, HCP = 
Hard Coral Plate, HCBR = Hard Coral Branching, HCF = Hard Coral Foliose, HCM = 
Hard Coral Massive, HCB = Hard Coral Bleached, HCE = Hard Coral Encrusting, SC 
= Soft Coral, SCL = Soft Coral Leathery, SCB = Soft Coral Bleached, and SCZ = Soft 
Coral Zooanthid. 
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Table 1. The effect of site and wave height on coral community composition. Summary 
PERMANOVA output including coral community composition as response variable, 
and wave height and site as fixed effect explanatory variables. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Df SS MS F R2 P  value
Wave height 1 0.9774 0.97743 12.5046 0.15594 <0.001
Site 8 2.9458 0.36822 4.7108 0.46996 <0.001
Residuals 30 2.345 0.07817 0.37411
Total 39 6.2682 1
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Running title: Pattern edges improve predator learning 
 
Lay Summary  
Many animals use body patterns, such as stripes and spots, to prevent them from being 
detected by predators or prey, or to highlight that they are toxic and should be avoided. 
Using behavioral experiments with fish, our study finds that color patterns that contain 
a larger amount of pattern edge enables predators to learn to avoid warning signals more 
quickly. 
 
Abstract 
Edges are salient visual cues created by abrupt changes in luminance and color, 
and are crucial in perceptual tasks such as motion detection and object recognition. 
Disruptively colored animals exploit edge detection mechanisms to obscure their body 
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outline and/or to conceal themselves against their background. Conversely, aposematic 
species may use contrasting patterns with well-defined edges to create highly salient, 
memorable warning signals. In this study, we investigated how the amount of internal 
pattern edge, colored area, pattern type or shape repetition of warning signals 
influenced avoidance learning in the triggerfish, Rhinecanthus aculeatus. Using six 
different warning signals, we found that fish learnt to avoid aposematic signals faster 
when they featured more internal pattern edge. We found little evidence that the amount 
of colored area or pattern type affected learning rates. An optimal amount of pattern 
edge within a warning signal may therefore improve how warning signals are learnt. 
These findings offer important insights into the evolution of prey warning signal 
evolution and predator psychology.  
 
Keywords: color patterns, learning, body outlining, warning signals, aposematism, 
coral reef fish. 
 
INTRODUCTION 
When viewing a scene, edges are perceived as abrupt changes in luminance and 
color, and provide key information about object boundaries and the structure of the 
environment. In conjunction with additional cues such as color, symmetry and shape, 
edges underpin crucial perceptual tasks such as navigation (Lau et al. 2006; Harris et 
al. 2007), object recognition (Webster et al. 2013), figure-ground organization (Driver 
and Bayliss 1996) and depth perception (Palmer and Ghose 2008). Indeed, vertebrate 
visual systems are optimally configured for edge detection via retinal lateral inhibition, 
in which stimulated neurons inhibit the excitation of neighboring photoreceptors, 
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increasing the contrast and sharpness of the visual response (Enroth-Cugell and Pinto 
1972). 
Many animals, such as the leopard (Panthera pardus) (Allen et al. 2011), the 
peach blossom moth (Thyatira batis) (Schaefer and Stobbe 2006), and the spotted grass 
frog (Limnodynastes tasmaniensis) (Osorio and Srinivasan 1991) display highly 
contrasting body patterns to inhibit detection of their body outline by predators or prey 
against complex visual scenery (Thayer 1909; Cott 1940; Cuthill et al. 2005; Endler 
2006; Stevens et al. 2006). Disruptively colored animals may also exhibit non-marginal, 
contrasting patterns that disguise telltale body parts such as eyes or limbs (Thayer 1909; 
Cott 1940; Cuthill and Székely 2009). Illusory contours may also be used to segment 
the body surface and prevent them being recognised as a singular, cohesive figure 
(Stevens et al. 2009). 
Conversely, contrasting patterns with well-defined edges may be used as 
warning signals by aposematic prey (Poulton 1890). Chromatically or achromatically 
contrasting edges within a pattern may increase the detectability of prey against the 
background (Troscianko et al 2017), improve recognition of aposematic prey (Guilford 
1986) and enhance predator learning (Osorio et al 1999). Pattern edges may be provided 
by spots, stripes or circles within the warning signal, or run parralel to the prey contour 
to enhance the body outline (Cott 1940; Hailman 1977). It is also proposed that many 
animals display eye-catching borders to accentuate their body profile and emphasize 
their characteristic shape (Cott 1940; Hailman 1977). Outlining is expected to be 
particularly important in flat animals such as butterflies (e.g. Papilio ulysses), and 
marine invertebrates such as flatworms (e.g. Pseudobiceros gloriosus), and nudibranch 
mollusks (e.g. Chromodoris elisabethina). Such animals lack the conspicuousness of a 
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bulky form, and have a single prominent contour that appears similar from most vantage 
points (Hailman 1977). 
Previous research investigating the role of pattern in warning signals has 
produced conflicting results. Black internal patterns have been shown to reduce avian 
attacks toward both spotted ladybirds (Dolenská et al. 2009), and striped, caterpillar-
like models (Barnett et al. 2016), compared with unpatterned prey. Similarly, avoidance 
of striped prey against complex backgrounds was learned faster by blue tits compared 
to unstriped stimuli, and irregularly striped and regularly striped prey, with a similar 
amount of edge were learnt at an equal rate (Aronsson and Gamberale-Stille, 2013). 
This may indicate that the amount of pattern edge may influence predator learning, 
rather than pattern type, regularity or symmetry. In other studies, internal patterns were 
not shown to reduce predation on painted mealworms (Aronsson and Gamberale-Stille 
2009) or model frogs (Hegna et al. 2012); however, in these studies the signals were 
either small, inconspicuous spots without sharp, defined edges (Hegna et al. 2012), or 
were simple patterns, featuring short, horizontal stripes which provided limited pattern 
edges (Aronsson and Gamberale-Stille 2009).  
The majority of previous studies investigating the role of patterns in warning 
signals have focused on how patterns are detectable from the background, and how this 
influences predator learning. Fewer empirical studies have investigated how the pattern 
design may impact predator learning without considering detectability (Guilford and 
Dawkins 1991; but see Wüster et al. 2004). Therefore, in this study, we investigated 
how the design of patterns improves the rate at which predators learn to avoid 
aposematic signals. We investigated whether pattern design influenced predator 
learning by conducting behavioral experiments in aquaria with triggerfish, 
Rhinecanthus aculeatus. We examined the learning speed when six groups of fish were 
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presented with different aposematic stimuli that varied in the amount of internal pattern 
edge, colored area, pattern type (spots, stripes, concentric circles or outlines) and shape 
repetition. Our results provide insights to the role of contrasting patterns in warning 
signals.  
 
2. METHODS 
a) Study species 
We used the triggerfish R. aculeatus as our study species as they co-occur with 
a variety of aposematic species throughout their range, such as nudibranchs and 
cephalopods (e.g. Hapalochlaena sp.), but we are unaware of any aposematic species at 
our study site that display similar color patterns to the ones used in our experiment. 
This species is a benthic generalist feeder known to feed on mollusks, algae, worms, 
crustaceans and other fish (Randall 1981) and therefore conducts daily visually 
mediated foraging behavour. In addition, they are easy to keep in aquaria, and are highly 
trainable, as per (Pignatelli et al. 2010; Cheney et al 2013). Their trichromatic visual 
system has been investigated in detail: they have single and double cones, arranged in 
a regular mosaic (Champ et al. 2014). The single cones house the short-wavelength 
pigment (λmax = 420 nm) and the two members of the double cone house the medium 
and long-wavelength pigments (λmax = 480 nm and 528 nm) (Pignatelli et al. 2010; 
Cheney et al 2013). This species has relatively low visual acuity, at approximately 1.75 
cycles per degree, according to behavioral data (Champ et al. 2014); however, they can 
readily discriminate patterns similar in size to those in the current study (Champ et al. 
2014; Newport et al. 2017).   
In total, we used 58 wild caught individuals, which ranged in size from 4 to 15 
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cm standard length (SL). Fish were collected on snorkel using hand-nets from shallow 
(depth 1-3 m), sandy and rocky areas off Lizard Island, Great Barrier Reef, Australia 
(14o40’S, 145o 28’E). Fish were kept in individual tanks that ranged from 50 to 100 L 
(W: 30-50 cm; L: 40-100 cm; H: 30-40 cm) depending on their body size, and allowed 
to acclimatize for at least one week before the experiment commenced.  
Experiments were conducted at Lizard Island Research Station during 
February-March 2017 and all fish were returned to their collection sites after testing.  
Tanks were illuminated by natural sunlight and experiments were conducted between 
6am and 6pm.  Fish were collected under a Queensland General Fisheries Permit 
(#161624) and a Great Barrier Reef Marine Parks Authority Permit (#G12/35688). This 
research was conducted in accordance with approval granted by the University of 
Queensland’s Animal Ethics Committee (SBS/111/14/ARC).  
 
b) Behavioral experiments 
To examine the rate at which fish learnt avoidance of different color patterns, 
we used a paired choice test, in which fish were trained to peck on visual stimuli in 
order to receive a food reward. During testing, fish were presented simultaneously with 
a pair of circular (diameter 2.5 cm), laminated stimuli, consisting of one white, non-
aposematic stimulus (S+) and one colored, aposematic stimulus (S-) ie. differential 
appetitive-aversive conditioning experiment. The non-aposematic stimulus remained 
the same for all fish to ensure that this stimulus did not influence learning. The 
aposematic stimuli varied in the amount of internal pattern edge, colored area, pattern 
type or shape repetition (Table 1). Aposematic stimuli were not designed to resemble 
the warning signal of a particular species, but instead to test learning of common 
patterns and colors seen in many warning signals. We also used yellow because this 
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color allows us to relate our finding to previous research on this topic (Winters et al. 
2017). 
 Stimuli were printed using a HP Officejet H470 inkjet printer on Epson photo 
quality paper and laminated. They were then attached to a white, vertical feeding board 
(20 x 30cm) with hook and loop Velcro stickers, and positioned 10 cm apart and 15 cm 
from the bottom of the board. To prevent fish from seeing the stimuli before the 
experiment began, an opaque partition was placed across the center of the tank while 
the feeding board was positioned at the far end. Once the partition was removed, fish 
were allowed to swim into the testing arena and peck one of the stimuli.  
If fish pecked the white, non-aposematic stimulus (S+), they were rewarded 
with a small piece (0.5cm x 0.5cm) of palatable food, but if they pecked the colored, 
aposematic stimulus (S-), they received a small piece of unpalatable food. Palatable 
food was prepared by combining 6 g frozen squid mantle, 3 g gelatin and 10 ml of 
water; while unpalatable food consisted of 6 g sodium alginate and 10 ml water. Food 
was presented using forceps from above to ensure that fish did not use olfactory cues 
during experiments. Both food types had a semi-solid consistency and were similar in 
color and texture. Unpalatable food was immediately spat out by the fish (> 95% of 
trials), while palatable food was readily consumed (> 95% of trials).  
Four trials were conducted with each fish per session, and fish completed one 
or two sessions per day. Fish completed between 7 and 30 sessions in total (28-120 
trials).  To ensure that fish demonstrated learnt avoidance of the aposematic stimulus 
and sustained this for several days, we required them to select the non-aposematic 
stimulus in >80% of the trials over 3 days (7 sessions). Therefore, fish were required to 
select the non-aposematic stimulus on 23 out of 28 trials (82% correct). During testing, 
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the position of the colored, aposematic stimuli (left or right) was pseudo-randomized 
so that it did not remain the same for more than 2 successive trials.  
Prior to testing, fish were trained to peck at the feeding board by placing small 
amounts of chopped squid directly below two very small, black crosses (0.5 cm x 0.5 
cm, 15 cm apart) displayed on the feeding board. Crosses were required to provide a 
target for the fish while learning to peck the feeding board for food; however, the 
crosses differed significantly in size, color and pattern from all experimental stimuli, to 
prevent this impacting learning during the experiment.  Once fish learnt to peck at the 
crosses, squid was removed from the feeding board, and instead, fish were fed 
immediately after they had pecked either cross, with squid held with forceps from 
above. Fish took between 1 to 3 weeks to be trained to this behavior and were required 
to demonstrate this behavior confidently, by immediately approaching the board and 
pecking on either cross for 5 sessions before testing commenced. During testing, the 
crosses were then replaced with the white, non-aposematic (S+) and colored, 
aposematic (S-) stimuli, and experimental trials commenced.  
Stimuli were designed to disentangle whether differences in learning rates were 
due to the amount of pattern edge, the amount of colored area, shape repetition, or 
pattern type. Here we use the term ‘pattern’ to refer to any colored element within a 
signal (not necessarily repetitive). We use the term ‘pattern edge’ to refer to edges 
created by the yellow colored areas in the signal, which were internal patterns in stimuli 
A-E, but included the internal and external edge in stimulus F (single circle). Stimuli 
were designed in Adobe Illustrator, and pattern edge and colored area were determined 
using simple geometric equations.  
Eight fish could not be trained to a satisfactory level and therefore did not 
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progress to the testing phase. The remaining fish (n = 50) were randomly allocated to 6 
groups, which were each trained to avoid a different aposematic stimulus (S-, see Table 
1). There was no significant difference in fish size between groups (one-way ANOVA: 
F= 0.59, d.f.= 5, p=0.70). 
Learning rates for each group were compared with another group that had a 
similar pattern type, but differed in the amount of internal pattern edge, colored area, 
and/or shape repetition (Table 1). ‘Spots’ consisted of Group A (n = 9; nine yellow 
spots) and Group B (n = 7; single yellow spot) both of which featured internal spots; 
however, Group A, had more internal pattern edge and more shape repetition than 
Group B, but a similar amount of colored area (Table 1). ‘Stripes’ consisted of Group 
C (n = 8; four vertical stripes) and Group D (n = 10; single yellow vertical stripe) which 
both featured vertical stripes; however, Group C had more pattern edge, more shape 
repetition and more colored area than Group D. Finally, ‘Circles’, comprised Group E 
(n = 7; four open circles) and F (n = 9; single circle that outlines the stimulus) which 
both featured open circles; however, Group E, had more shape repetition than Group F 
but a similar amount of pattern edge and colored area. Data from Group F has been 
presented previously (Winters et al. 2017).  
We predicted three possible scenarios: first, if an increased amount of pattern 
edge improved predator learning, we would expect a difference in the learning rate for 
‘Spots’ (Group A would learn more quickly than B) and ‘Stripes’ (Group C would learn 
more quickly than D), but not for ‘Circles’ (Group E would learn at the same rate as 
Group F) (Table 1). Second, if an increased amount of colored area improved learning, 
we would expect Group B to learn more quickly than Group D and also predict a 
difference in learning rate in ‘Stripes’ (Group C would learn more quickly than D), but 
not between paired groups for ‘Spots’ or ‘Circles’. Third, if differences were due to 
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increased repetition of shape alone, we anticipated that there would be a difference for 
all patterns (‘Spots’: Group A would be learnt more quickly than B; ‘Stripes’: Group C 
learnt more quickly than D; and ‘Circles’: Group E learnt more quickly than F).  
We then compared results from groups A, C, E and F to determine whether 
pattern type affected predator learning of aposematic stimuli. Stimuli from these groups 
featured a similar amount of pattern edge and colored area, but differed in pattern type 
(spots, stripes, circles) (Table 1). The amount of pattern edge and colored area varied 
slightly between these stimuli due to differences in geometry; however, the stimuli we 
used were designed to ensure that both of these features were as similar as possible.  
 
c) Statistical analyses 
We analyzed the data using a cox proportional hazards survival analysis and the 
function coxph, in the survival package (Therneau 2015) in R v.3.1.3 (R Core Team 
2015). In our data, the ‘survival time’ was the number of sessions taken to reach the 
learning criteria. The general form of the model is: 
 h(t)=h0(t)×exp(b1x1+b2x2+...+bpxp) 
where, t is the survival time, h(t) is the observed hazard rate (the chance of the event 
occurring), h0(t) is the baseline hazard, determined by the covariates (x1, x2…xp) and the 
coefficients (b1, b2…bp) denote the effect size of the covariates. 
Survival analyses were used because, unlike Generalized Linear Mixed Models, 
they allow the time to an event to be analyzed even if the event never occurred or the 
dataset is incomplete (right censored data) (Fox and Weisberg 2011). This meant that 
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data for fish that never reached the learning criteria, or which completed a different 
number of trials could be included. 
We used the Cox proportional hazard model as this allows additional covariates 
to be included in the model (Fox and Weisberg 2011), allowing us to account for fish 
size as an indicator of age and prior experience. However, size (Total Length, mm) was 
not statistically significant in any of our analyses (p > 0.09). Our data met the 
assumption of proportional hazards, which we tested using the function cox.zph in R, 
(p > 0.05 for all treatments)  
3. RESULTS 
We found that fish learnt avoidance of the aposematic color pattern significantly 
faster when the stimulus featured a greater amount of internal pattern edge. Pairwise 
comparisons indicated that for ‘Spots’, Group A learnt avoidance faster than Group B 
(Hazard Ratio (β)= 0.07, Z = -2.38, 95% Confidence Interval (CI): 0.01-0.62, p = 0.02; 
Figure 1a) and for ‘Stripes’, Group C learnt avoidance faster than Group D (β = 0.15, 
Z = -2.48, CI = 0.03-0.67, p = 0.01; Fig 1b). For ‘Circles’, there was no significant 
difference between groups E and F (β = 0.72, Z = -0.59, CI = 0.24-2.16, p = 0.55; Fig 
1c).  
To ensure that these results were attributable to the amount of edge, not the 
amount of coloured area, we also compared the learning rate of Group B and Group D, 
which differed in coloured area but had the same amount of edge and found no 
significant difference (β = 2.79, Z = 1.07, CI = 0.42-18.37, p = 0.29). Learning rates 
may have been confounded if some patterns were more easily discriminated from the 
white, non-aposematic stimuli, which may have occurred with an increase amount of 
yellow; however, this was not the case.  
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When the amount of edge was similar, but the pattern type differed, there was 
no significant difference in learning rates between spots, stripes, outlines or circles 
(Groups A, C, E and F respectively) (β = 0.69,  Z= -0.69, CI = 0.24 – 1.90, p = 0.45; 
Fig 1d).  
  
4. DISCUSSION 
The fish in our study learnt to avoid colored stimuli more quickly when there 
was a greater amount of internal pattern edge. We did not find evidence that the number 
of repetitive elements, amount of colored area, nor pattern type (spots, stripes or 
circles), affected predator learning. Our results support the hypothesis that although 
color may be the best learnt component of a visual signal (Aronsson and Gamberale-
Stille 2008), patterns, and more specifically internal pattern edges, are key tactical 
components (Osorio et al. 1999) used to improve predator learning.  
Edges may enhance predator learning of aposematic signals as highly 
contrasting transitions evoke a stronger response in the retina compared to gradual 
changes in luminance and color (Bruce et al. 1996). As the eyes scan an image, the 
amount of edge transitions will determine the amount of stimulation across the retina 
and increase the overall salience of a signal (Endler 2012). Aposematic patterns use 
edges that are highly contrasting and combine abrupt, simultaneous changes in both 
luminance and color, which distinguish them from the many false edges produced by 
variations in texture and illumination in natural scenes (Troscianko et al. 2009).  
Although we found that the amount of edge within a pattern improved predator 
learning, an optimal level may be set by the visual acuity of the predator and the 
complexity of the background. Beyond this limit, highly complex patterns with a 
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profuse amount of pattern edges may appear blurred and inconspicuous, due to the 
decreased spatial frequency. Indeed, highly complex body patterns, such as reticulated 
patterns that feature a high amount of internal pattern edge,  may become harder to learn 
as edges become less detectable.  
We found no difference in learning rates for different pattern types when we 
controlled for the amount of edge within the stimuli, however the pattern displayed in 
a warning signal may be determined by a range of other factors. Pattern type will be 
important to detection in natural environments, where conspicuousness may be 
enhanced through pattern edges that contrast with the orientation (Webster et al. 2009) 
or spatial frequency of common lines within their habitat (Godfrey et al. 1987; Phillips 
et al. 2017). While spots and stripes may evolve because they are developmentally 
simple to produce (Turing 1952), or because spots are well suited to stimulate the 
circular receptive fields of vertebrate retinal ganglion cells (Lythgoe 1979; Stevens 
2005), while stripes may provide camouflage from a distance (Barnett et a. 2016). 
Concentric rings such as eye spots, are abundant in animal signals and may function to 
confuse or startle predators, by mimicking the pupil and iris of vertebrate eyes (for 
example, Blest 1957; De Bona et al. 2015). However, we propose that in some cases 
concentric rings may evolve to increase the amount of salient edges within a pattern. 
Indeed, this is consistent with recent research suggesting that some eyespots deter 
predators through increased conspicuousness, not through eye mimicry (Stevens 2009).   
Shape is an important component of predator search images (Troscianko et al 
2009) and so patterns which accentuate this, such as body outlining, are expected to aid 
predator detection and recognition (Cott 1940; Hailman 1977). We did not find 
evidence to support this hypothesis in our study, with stimuli featuring a yellow outline 
(Group F), learnt at the same rate as signals featuring spots and stripes (Figure 1d). 
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However, body outlining may be more important to increase prey conspicuousness in 
natural scenes, as opposed to learning speed. In a previous study (Winters et al. 2017), 
it was demonstrated that triggerfish only learnt avoidance of one element of a 
multicomponent warning signal, rather than the entire signal. Fish learnt to avoid the 
yellow outline of a multicomponent warning signal, but not internal red spots. However, 
it was previously unclear whether this was because the yellow outline highlighted the 
shape of the stimulus, or whether it was a shape or edge effect. The present study 
untangles these different hypotheses and suggests that the yellow rim was likely learnt 
preferentially because it provided more internal pattern edges.  
The amount of edge within a pattern and pattern repetition are tightly correlated. 
In our study, fish learnt to avoid a single circle (Group F) more quickly than a single 
spot (Group B), which differed only in the amount of pattern edge and not in shape 
repetition (Figure 1c), suggesting that the amount of pattern edge is more important 
than regularity or repetition alone. Indeed, in a previous study, birds learnt to avoid prey 
featuring the same amount of edge at a similar rate, regardless of whether stimuli were 
regularly or irregularly striped (Aronsson and Gamberale-Stille 2013). However, in our 
study, the combined effect of increased edge contrasts, repetition and enhanced 
symmetry may have improved learning.   
Although large signal size increases conspicuousness and effectiveness of 
warning signals (Remmel and Tammarub 2011), many defended prey such as bees, 
wasps, lady beetles and nudibranch molluscs are constrained by a small size and limited 
body surface. In terms of geometry, the ratio of edge to colored area is higher for stripes 
(rectangles) compared with spots (circles); indeed, in our study, we required nine spots 
to equal the edge of four stripes (Table 1). Stripes therefore offer the advantage of more 
conspicuous edge transitions when the size of a warning signal is constrained, or when 
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color is provided by a rare or costly pigment. However, the evolution of pattern 
geometry is complex, and influenced by additional factors such as body shape. For 
example, nudibranch mollusks have elongated, elliptical bodies, and so longitudinal 
stripes emphasize their primary body axis. In comparison, small, circular animals such 
as ladybirds may evolve spots because they provide patterns that replicate their body 
shape and provide curved edges which run parallel to their circular body outline to 
enhance conspicuousness (Troscianko et al. 2017). 
We used wild caught fish and therefore unfortnuately cannot account for their 
prior experience of colored stimuli, which may have influenced our results.  However, 
we are unaware of aposematic species at the collection site of our fish with color 
patterns similar to those used in our experiment. Ideally, it would have been ideal to 
use wild caught reef fish raised from light-trapped larvae; however, large fish such as 
triggerfish are rarely caught using such methods (KLC, pers. obs.). Our sample sizes 
were relatively small (n = 7-10 per group, total = 58 fish), which was the maximum 
number that could be housed and trained in separate aquaria simultaneously. However, 
for pairs where a non significant result was expected, the results were very similar 
between groups (between ‘Circles’: Group E and F, p = 0.554) and for Groups A, C, E 
and F, p = 0.36), and so we were unlikely to get a significant result with a larger sample 
size.  
 In conclusion, we have provided evidence that warning signals that display 
increased internal pattern edges, provided by spots, stripes or circles, improve predator 
avoidance learning. Our research provides new insights into the value and function of 
patterns in warning signals, and has important implications for signal evolution and 
pattern geometry. Understanding how signal receivers respond to different components 
of visual signals will help us to reveal how complex color signals evolve and are 
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maintained.  
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Table 1: Aposematic (S-) signals used indicating group name, amount of pattern edge 
(mm) and colored area (mm2) that each stimulus contained. Grey shading indicate the 
groups that were compared to determine whether pattern type (rather than the amount 
of edge) influenced learning rate (Fig. 1d). Grey outlines around stimuli in the table, 
only show edges of stimuli area, rather than the presence of a colored edge. 
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Figure 1. The % of fish that learned avoidance of an aposematic stimulus (S-) over a 
plain white non-aposematic stimulus (S+) after a given number of sessions: a) ‘Spots’; 
b) ‘Stripes’; c) ‘Circles’; d) comparison of different patterns with equal amount of edge. 
Shaded areas indicate standard error. Grey outlines around stimuli in the figure, only 
show edges of stimuli area, rather than the presence of a colored edge. * indicates 
statistical significance of p <0.05. The dashed line designates that fish were required to 
demonstrate avoidance of the aposematic stimulus for 7 sessions and therefore could 
not achieve the learning criteria until the 7th session. 
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Figure 4.   
 
  
327 
 
 
Table 1.  
 
 Species Type Crude mg/ml 
Re
d-
sp
ot
 m
im
ic
ry
 sp
ec
ie
s 
Goniobranchus splendidus A, B, C, D 32.4 
Goniobranchus tinctorius A, B 19.9 
Goniobranchus daphne B, C 12.3 
Goniobranchus hunterae B 35.0 
Mexichromis mariei E 15.3 
Mexichromis festiva E 
17.8 (gcbs) 
29.2 (nbps) 
Hypselodoris bennetti E 15.2 
Veronica haliclona NA NA 
Pa
rt
ia
l r
ed
-
sp
ot
 sp
ec
ie
s Goniobranchus verrieri B, C 19.3 
Goniobranchus albonares NA NA 
Goniobranchus tasmaniensis A, B 37.6 
Chromodorididae thompsoni B 19.1 
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