Abstract. In this paper we study how zeros of the Fourier transform of a function f : Z d p → C are related to the structure of the function itself. In particular, we introduce a notion of bandwidth of such functions and discuss its connection with the decomposition of this function into wavelets. Connections of these concepts with the tomography principle and the Nyquist-Shannon sampling theorem are explored.
by the relation
where χ(u) = e 2πiu p , u ∈ Z p . The question we ask is, what can we say about the structure of f : Z d p → C given that f is supported in a prescribed subset of Z d p . In Euclidean space questions of this type have been studied for a long time in a variety of settings. For example, if µ is a compactly supported Borel measure on R d and µ vanishes on an open ball, then µ is identically 0 since it is not difficult to see that µ = e −2πix·ξ dµ(x) is real analytic. Another example is provided by the NyquistShannon sampling theorem. It says that if f ∈ L 2 (R) and the Fourier transform of f , given by f (ξ) = R e −2πix·ξ f (x)dx, ξ ∈ R, vanishes outside the interval [−B, B], then f can be recovered by sampling on discrete points f (kT ), k ∈ Z, spaced by T = 1 2B . See [6] and [7] . For a more modern treatment, see, for example, [8] .
In the setting of vector spaces over Z p , motivated by the fact that aside from the origin, the zero set and support set of the Fourier transform of a rational valued function is a union of punctured lines (see [4] , a punctured line is a line through the origin with the origin taken out), we define the bandwidth of a complex valued function as the minimum number of lines which contain the support of its Fourier transform. We then show that this quantity determines the minimum number of wavelets, which are defined as linear combinations of indicator functions of a family of parallel hyperplanes, that this function decomposes into. These should be viewed as finite field analogs of the Euclidean wavelets, first introduced by Grossmann and Morlet in [3] . The Euclidean wavelets involve dilations and translations of a fixed function. Our Z d p analog is a wavelet where the dilation structure is implicit in the dilation invariance of a subspace and translation manifests itself in that the planes are parallel. To put it another way, the wavelet analysis in Z p involves only one scale. In the last section of the paper we introduce wavelets over Z p l where the multi-resolution aspect of wavelet theory is present in the form of l different scales. A more detailed analysis shall be carried out in a subsequent paper.
Wavelets form an interesting basis to use when studying the vector space of functions f : Z d p → C and are discussed in Section 3. In this section the decomposition of any function f into wavelets is discussed as well as the corresponding tomography principle. It turns out that any function f : Z d p → C can be reconstructed purely from the knowledge of its masses on affine hyperplanes. See a seminal papers [2] and [5] for a treatment of compactly supported wavelets and related issues in Euclidean space.
We use these results to understand direct connections between the bandwidth of the Fourier transform of the indicator function of a set and structural properties of the set itself in many instances. We also obtain a relationship between the bandwidth dimension (defined in later sections) of the indicator function of a set E and the formal dimension of E that is the finite field analogue of the Heisenberg uncertainty principle.
In a final section of the paper, we study another basis for the vector space of functions f : Z d p → C given by eigenfunctions of the Fourier transform. We prove among other things, that such an eigenfunction can be the characteristic function of a set E, only when d is even and E is a Lagrangian subspace of Z d p . Throughout this paper, we work exclusively over prime fields Z p where p is a prime. There is no loss in generality in doing this rather than working in general finite fields as we will be studying properties of the Fourier transform which depend solely on the additive structure of the vector spaces we work in. The vector space F d q over a finite field F q where q = p ℓ , p a prime, will be additively isomorphic to the vector space Z dℓ p over the prime field Z p .
Basic Properties
Let us begin with a very simple case when f (m) is supported at the origin (0, . . . , 0), which shall henceforth be denoted by 0. Recall that with f defined as in (1.1),
which shows that if f is supported at a single point, then f is constant. Remarkably we can recover the same conclusion with a much weaker hypothesis on f provided that the image of f is contained in Q, the field of rational numbers. Before stating our first result, we need a bit of notation. Here and throughout, if g :
We also need the following notion.
This result is a consequence of the following general theorem discussed in [4] . 
to be the average of f then the map
is a Q-vector space isomorphism.
Indeed, in view of Theorem 2.3 and the assumption that Z( f ) is a compass set, f vanishes on all of Z d p except for the origin. It follows that
This completes the proof of Theorem 2.2.
There are two major principles contained in 2.3, one is the vanishing principle for rational valued functions which says that iff (m) = 0 for some nonzero vector m, thenf vanishes on the whole punctured line (line with origin taken out) through m. The vanishing principle does not in general hold for complex-valued functions. On the other hand, we will soon see that 2.3 also contains the principle that the function can be recovered purely from knowledge of its masses on affine hyperplanes. This latter principle, the tomography principle, holds for all complex-valued functions and is the basis for a wavelet decomposition that we will discuss soon. 
We define the coarse bandwidth of f , denoted by cbw(f ), to be the number of lines l through the origin such that f does not vanish identically on the punctured line l\ 0. Equivalently, cbw(f ) is the minimum number of lines in a cone such that the support off is contained in the cone. (Here we make the convention that the cone determined by an empty set of lines consists of just the origin.) Thus 0
and hence is a number in [0, 1]. Note, the smaller the bandwidth, the smaller the support set off is.
We define the bandwidth dimension of f in a slightly tricky way motivated by a later result in Theorem 4.6. We define the bandwidth dimension of f , denoted by bwd(f ), to be the unique real
and is unique. Intuitively, bwd(f ) would be the dimension of the vector space over Z p (if such existed) that had cbw(f ) many lines in it.
In view of Theorem 2.3 we have the following result. 
Wavelets and the Tomography Principle
In this section, we study functions whose Fourier transform is supported on a line. A wavelet f will be called massless if m(f ) = 0. It will be called a rational wavelet if the c t ∈ Q. Finally it will be called a wavelet density if c t ∈ R, c t ≥ 0 and it has mass 1.
Note the picture of a wavelet is of a function that consists of a superposition of a sequence of parallel "wavefronts" (which are the parallel affine hyperplanes) where it has constant value (signifying a general amplitude) on each of the individual waves. Thus a wavelet density is a probability density which has uniform density on each individual wave in a set of parallel waves.
Notice that
1 Hs,t = 1, the constant function with value 1. Therefore we may always write any wavelet in the form
a reduced wavelet plus a constant, or in the form 
Proof. The first equivalence is immediate by definitions so it remains to show that Z(f ) is contained in a line if and only if f is a wavelet.
An easy computation shows that 1 Hs,0 (m) = 1 p 1 Ls where L s is the line through s and the origin. 1 Hs,t is a translation of 1 Hs,0 and a quick computation reveals that 1 Hs,t (m) = 0 when m / ∈ L s and
Thus all the 1 Hs,t s have their Fourier transform supported in the line L s and hence by linearity so does any wavelet in the direction of s.
We now prove the converse. Take any function f whose Fourier transformf is supported on the line L s though the origin and s. Since the functions
are a complex basis for the complex valued functions on L s , we may writê
for unique c t ∈ C. By the computations in the previous paragraph, it follows that
and so we see that f is a wavelet upon using Fourier inversion.
where m s,t (f ) = x∈Hs,t f (x) is the mass of f on the affine hyperplane H s,t .
Proof. By definitionf (ks) =
Partitioning space into the p parallel hyperplanes H s,t then yields: Note that the mass of this wavelet is
The wavelet f s just defined is the unique wavelet such thatf s =f on L s .
p → C be a complex-valued function. Let P f denote the set of cbw(f ) lines through the origin that contain support(f ). We have the following explicit decomposition of f into cbw(f ) many wavelets f s , associated to f :
where we choose a unique s on each line ℓ in P f and c = (
This sum can be rearranged into a sum of cbw(f ) reduced wavelets:
is a new constant. Finally it can also be rearranged into a sum of cbw(f ) massless wavelets:
Proof. Let P f be the set of (punctured) lines wheref does not vanish identically. We can writef = L∈P ff | L + cδ wheref | L is the restriction off to the line L which is zero off the line L and δ is the Kronecker delta function (which is needed to take care of the overlapping contributions of thef | L at the origin).
By the wavelet lemma 3.3, we have thatf | L =f s where f s is the wavelet associated to f in the direction s for any nonzero s ∈ L.
The theorem then follows by taking inverse Fourier transform. The values of the constants c and d can be obtained by taking masses of both sides of the equation.
Furthermore, it is not difficult to see from the results above that the decomposition into reduced/massless wavelets is unique.
The following corollaries are immediate consequences of Theorem 3.5 A rational valued function f is the sum of cbw(f ) many rational wavelets and a constant. A probability density f is the sum of cbw(f ) wavelet densities and a constant. 
where P is a compass set containing one nonzero s for every direction and the extra factor C corresponds to the constant functions.
Bandwidth and equidistribution theorems
In general, the wavelet decompositions give us a reasonable way to explicitly classify and construct all rational-valued functions that have a given support.
A few simple consequences of Theorem 3.5 follow. Proof. Use the wavelet decomposition of f given by Theorem 3.5. As each line ℓ ∈ P f lies in V , the hyperplanes in the wavelets in this decomposition all contain V ⊥ and thus each can be decomposed as a disjoint union of parallel subspaces to V ⊥ . Thus f is decomposed as a constant plus a linear combination of parallel spaces to V ⊥ and the corollary clearly follows.
We next use wavelets to give a lower bound on the bandwidth of the indicator function of a set unless the set is of a very special form. on the hyperplanes {H pi,t } which would mean thatÊ vanishes on the line through p i contrary to our assumptions. Thus we have the latter case which implies that E is a disjoint union of parallel hyperplanes and hence also a disjoint union of parallel lines.
Note, the bound in Theorem 4.3 is actually sharp in dimension d = 2 for all values of a prime p. For example, consider the set E of points
Then 1 E can be expressed as the sum of three reduced wavelets
Thus cbw(E) = 3 sinceÊ is supported on the three lines through (0, 1), (1, 0) and (1, 1).
The following general equidistribution theorem will be useful later in the paper.
Then f vanishes on a punctured (origin taken out) k-dimensional subspace V if and only if f equi-distributes on affine subspaces parallel to V ⊥ . More precisely, m V ′ (f ) is a constant when V ′ ranges over affine subspaces parallel to V ⊥ . In particular, if E is subset such thatÊ vanishes on a k-dimensional subspace then |E| is a multiple of p k . Thus if E is nonempty, |E| ≥ p k .
Proof. Set W = V ⊥ and note that support(Ŵ ) = V . ThenfŴ is supported at the origin by assumption and sofŴ = cδ where δ is the Kronecker delta function and c is some constant. Using Fourier inversion we find that f ⋆ W = c where ⋆ is discrete convolution. Thus for any x, y∈W f (x + y) = c or in other words m x+W (f ) is constant as x + W ranges over subspaces parallel to W = V ⊥ . When E is the indicator function of a set, this means E has c ≥ 1 elements in each of the p k parallel subspaces of V ⊥ and so |E| = cp k is a multiple of p k as desired.
Now we prove a theorem about possible vanishing cones. For the induction step, assume that we have proved the claim for k = k 0 − 1. When k = k 0 ≥ 1, we first find a k 0 -dimensional subspace, V , that does not intersect S (using the induction hypothesis). Now there are
subspaces that contain V . These k 0 + 1-dimensional subspaces must all be disjoint outside of V since V has dimension k 0 . Using the fact that |S| < 
where the right hand quantity is the formal number of lines in a fictionary vector space of dimension c. Thus bwd(E) ≥ c(E), or, equivalently, bwd(E) + dim(E) ≥ d, which means that the bandwidth dimension is bounded below by the formal co-dimension.
Proof. We find the unique integer k ≥ 1 such that 
The last theorem, shows that a set E of small (spatial) dimension must have large bandwidth dimension and vice versa. This is a direct analogue of the classical Heisenberg uncertainty principle.
Fourier Transform on certain Algebraic Curves
We now explore situations where f vanishes on various algebraic varieties.
Definition 5.1. Say a function f is good if f is supported on the set of points ( 
is on the paraboloid and if both x d and x The situation becomes a bit more elaborate if the paraboloid is replaced by a sphere. In the following section, we present some properties of good functions. 
Then E is either a union of lines parallel to L + or a union of lines parallel to L − .
Proof. This Theorem is a relatively direct consequence of Theorem 3.5. We see that the support of f must be contained in the set of points such that x Proof. Again we will use Theorem 3.5. We see that the condition is equivalent to saying that f is good so we can write f as the sum of a constant and a linear combination of indicator functions of d − 1-dimensional planes of the form v · x = k with k = 0 and v · v = 0. Now for such a plane and a point x on it, x + v is also on the plane and (x + v) · (x + v) = x · x + 2k. This means that each such plane is uniformly distributed across all spheres centered around the origin since we can partition each plane into lines with one point on each sphere. Now, each sphere of nonzero radius has the same number of points (counting with Jacobi sums shows that each sphere of nonzero radius has p d − p d 2 −1 points) so the constant function is also equi-distributed across all spheres of nonzero radius. To complete the proof, it suffices to note that the choice of the origin was arbitrary so we can translate it to an arbitrary point.
Basis of eigenfunctions of the Fourier transform
The unnormalized prime field Fourier transform can be viewed as a linear transformation from W → W where W is the C-vector space of complex valued functions on Z 
