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Abstract
There is a need to convert non-reversible
functions to their corresponding reversible functions
to be realized as reversible cascades. The original
MMD (D.M.Miller, D. Maslov, and G.W.Dueck)
algorithm for synthesis of reversible functions using
cascades of reversible gates [1] can be modified to
allow for the inclusion of “don't cares” within the
given function's truth table (reversible or
irreversible). This was achieved in the approach
presented, by first initializing the “don't cares” to
binary values, synthesizing the network using the
base MMD algorithm, comparing the cost, and
iterating to find an implementation with the smallest
possible cost. The “don't care” assignment leading to
the circuit with the minimal cost can be determined.
This paper discusses this algorithm that is an
additional module to the MMD algorithm, the results,
the pros and cons of using such an algorithm, and
future work to improve the proposed algorithm. A
heuristic is also covered, that is superior to the
traditional backtracking algorithm and can quickly
find an MMD solution with minimum cost for circuits
that don’t have large number of “don’t cares”.
1. Introduction
Many research groups have discussed the
synthesis of reversible networks [1,2,3,4]. The
primary applications of reversible networks are low
power circuit design, quantum computing [5], and
nanotechnology [6].
Few synthesis methods have been proposed for
reversible logic. Some of the reported methods are:
transformation-based synthesis [1,7,8]; using Toffoli
and Maitra-like gates to implement an EXOR sum of
products (ESOP) and wave cascade [9]; exhaustive
enumeration [10]; search using Reed-Muller
representation [4]; heuristic methods that iteratively
make the function simpler (simplicity is measured by
the Hamming distance [11] or by spectral means
[12]).
Most of the reported synthesis methods work
only on completely specified reversible logic
functions. As of yet, “don't cares” cannot be handled
efficiently by these methods. The problem of
synthesizing incompletely specified reversible
functions is of importance in many areas like 1) the
design of incomplete oracles for machine learning
applications 2) design of blocks included in larger
oracles or spectral transforms where “don’t cares”
occur similar to classical logic network design and 3)
reversible state machine design and quantum
automata design. For instance “don’t cares” are
introduced when realizing the excitation functions of
flip-flops such as JK, SR, jk or sr. Another cause of
occurrence of “don’t cares” in state machines is
encoding of states. For example, five states encoded
in three input signals create three columns of “don’t
cares” in the transition table. Five internal states
encoded in three memory elements create three rows
of “don’t cares”. Similarly “don’t cares” are common
in both synchronous-like and asynchronous-like
realizations of reversible and quantum automata.
More “don’t cares” can occur in combinational
logic when the number of output lines is smaller than
the number of input lines. In such a situation, ancilla
bits are added on the output side to maintain the
reversible nature. This ancilla bit addition will
manifest itself as a column of “don’t cares” added to
the output part of the truth table.
In this paper, techniques will be presented to
synthesize reversible networks with these “don't
cares” output values. The presented algorithm is
incorporated to the “transformation-based” reversible
circuit synthesis software developed by D.M.Miller,
D. Maslov, and G.W.Dueck (MMD) [1].
The proposed algorithm that will be referred to
henceforth as "Don't Care Algorithm for Reversible
Logic" (DCARL), can be simplified to three steps:
Step 1: Assign values to the “don't cares” outputs,
and map the outputs according to the assigned input
value.
Step 2: Use the MMD algorithm to synthesize the
network.
Step 3: Compare the cost in terms of the number
of Toffoli gates and keep track of the “don't cares”
values with the minimal cost. Backtrack to find K
solutions or until no more backtracking is possible.
2. The Don’t Care Algorithm for
Reversible Logic (DCARL)
The function in MMD is represented as a binary
truth table, however, in DCARL, there is an
additional representation for “don't cares”. The "don't
cares" are represented by the character (-) or (x) as a
placeholder for future “don't cares” assignments that
take place in DCARL process. This “don't cares”
symbol does not initially have any binary value
assigned to it. A branching/ backtracking approach is
used to assign a binary value to the “don't cares” in
DCARL. This approach results in the “don't cares”
assignment evaluation continuing to be a two-valued
evaluation. The inputs continue to be on the left hand
side and the outputs remain on the right hand side of
the truth table and the cascade under implementation.
The function is evaluated from the output to the input
since the reversible circuit can be constructed from
either end [1]. Similar to the classical MMD
algorithm, for every assignment of a “don't cares”,
reversible gates (Fredkin, Toffoli, etc.) are applied at
the end of the circuit. It is assumed that all gates used
(NOT, CNOT, Toffoli, Fredkin) are self inverses.
The DCARL is designed as a "module" that is
completely separate from the MMD code. It uses the
MMD code with the standard binary MMD format
created by DCARL (see Figure 2-1).
Figure 2-1 – Black box model of the system. Input
and output of DCARL in the form of truth tables,
incomplete and complete, respectively.
The original MMD algorithm works by taking a
given binary truth table and for each truth table row,
adding Toffoli and Fredkin gates one at a time such
that the output equals the input. Then for each truth
table row, MMD checks to make sure the added gates
do not affect the previous outputs. This cycle
continues until it has iterated through all values in the
truth table.
There are currently two versions of the DCARL
that will be discussed in this paper. The conventional
DCARL which is the algorithm referred to by
“DCARL” and a Tcl (Tool Command language)
based heuristic version which is referred to by
“HDCARL.”
2.1 Complexity of DCARL
For the worst possible circumstances, the
complexity for the DCARL can run into O(2M),
where M is the total number of “don’t cares” in the
truth table of the function (Its assumed that M >> n) .
However the DCARL will run much faster as the
number of unassigned “don't cares” decreases over
each iteration.
2.2 DCARL method for constructing a
reversible function
Step 1. For a function with n input variables,
write all the outputs as a binary truth table in
the natural order of the 2n input minterms.
Step 2. If the function has the same completely
specified output for more than one minterm
(eg: if F (x’yz) =F (x’y’z) =001), then add a
column of “don't cares” to the most
significant position of the outputs.
Step 3. Going from top to bottom in the truth
table, assign values to the “don't cares” bits
in the first incompletely specified minterm
in the truth table. The number of possible
values for ‘m’ “don't cares” bits in an ‘n’ bit
minterm is 2m, ranging from all zeros to all
ones. Initially, all zeros are assigned to the
“don't cares” bits. When needed, increment
the “don't cares” bits in steps of one.
Step 4. Once a value is assigned to all the
“don't care” bits of a term, go back and
check all previous terms to ensure that the
assigned “don't care” combination is unique
(see definition of unique assignment below).
Step 5. If unique, go to the next minterm and
check for uniqueness. Wherever “don't care”
bits are encountered, they are first assigned
certain values before the uniqueness is
checked.
Step 6. If not unique, increment the value of the
“don't cares” bits by 1 (i.e. the least
significant “don't care” bit is set to 1 and the
others are set to 0). If it still does not give a
unique value, then increment it again. Keep










Iterate to improve cost
Step 7. If none of the 2m bit combinations in a
‘n’ bit value with ‘m’ number of “don't
cares” gives a unique value, then add a
column of “don't cares” to the most
significant position of the outputs and try
again from S3.
Step 8. If at any point, it was found that a
previously assigned “don't care”
combination conflicts with a “no-other-
choice” combination (see definition of “no-
other-choice” assignment below) that comes
down the truth table at a later instance,
backtrack to the conflicting assignment and
re-assign the “don't cares” with another
combination. Start the process again from
Step 5.
Step 9. When all the minterms have been
assigned values such that each value is
unique, and in adherence with the original
incompletely specified function, stop the
process.
Definition 1: “No-other-choice” assignment: If
the ‘m’ “don't cares” in an ‘n’ bit value are such
that only one of the 2m bit combinations will give
a unique, non-repeated value to the n bit
combination (i.e. all other 2m -1 combinations
give an existing completely specified output) it is
considered a “no-other-choice” assignment.
E.g.: if F (xyz’) =001 and F (xy’z’) =00X, the
only possible value for the “don't care” X is 0.
Note that if F(xyz’)=00X and F(xy’z’)=00X,
then the assignment is not “no-other-choice”
because F(xy’z’) could also take the value 000 or
001 depending on whether F(xyz’) is 000 or 001
Definition 2: Uniqueness of "don't care"
assignment: For all outputs, no two outputs are
the same for a completely specified reversible
function. When assigning binary values to a
given “don't care” symbol, the resulting output
should be different from all previously assigned
and all completely specified output values.
3. Formalisms and examples for DCARL
Let F(x, y, z) be defined by Table 3-1.
Table 3-1 – Truth Table of the initial specification of
the incompletely specified 3*3 function
P, Q, R = F(x, y, z).









The task of the DCARL is to convert outputs PQR
to completely specified binary values so that F
becomes reversible, i.e. one-to-one mapping.
In the Table 3-2, black color indicates a newly
assigned bit combination that is repeated i.e. it
appears previously in the truth table. Gray represents
an assignment that is temporarily valid (i.e. it leads to
a value that hasn’t been used till now, but could turn
out later to be invalid as the DCARL moves further
down the table). Observe that similar to the MMD
algorithm, the output vectors in Table 3-2 become
fixed from top to bottom and a once fixed output
value is never modified. This is seen as part of each
Si column above the grey level row.
Table 3-2 – DCARL outputs, steps S1-S5.
S1 S2 S3 S4 S5
0XX 000 000 000 000
010 010 010 010 010
00X 00X 000 001 001
1X1 1X1 1X1 1X1 101
1X1 1X1 1X1 1X1 1X1
1XX 1XX 1XX 1XX 1XX
1XX 1XX 1XX 1XX 1XX
00X 00X 00X 00X 00X
Column S1 is just the outputs (PQR) column from
table 3-1. For the first pass of column S1, DCARL
finds the first output that contains “don't cares”. Then
DCARL assigns binary values to the two “don't care”
symbols, as detailed in section 2.2. It checks this new
assignment with the expected assignment and finds
that it is valid, as illustrated in column S2 of Table 3-
2. DCARL then continues down the truth table
outputs until another assignment can be made. When
it finds the next output that has “don't cares” it
applies the same steps as in S2. Column S3 indicates
in Table 3-2 that the bit combination 000 has already
been used.
Table 3-3 – DCARL outputs, steps S6-S10.
S6 S7 S8 S9 S10
000 000 000 000 000
010 010 010 010 010
001 001 001 001 001
101 101 101 101 101
101 111 111 111 111
1XX 1XX 100 100 100
1XX 1XX 1XX 100 101
00X 00X 00X 00X 00X
Table 3-4 – DCARL outputs, steps S11-S15.
S11 S12 S13 S14 S15
000 000 000 000 001
010 010 010 010 010
001 001 001 000 00X
101 101 101 1X1 1X1
111 111 111 1X1 1X1
100 100 100 1XX 1XX
110 110 110 1XX 1XX
00X 000 001 00X 00X
Partial assignment S13 proves that one of earlier
assignments was invalid, because there are no
possible assignments to 00X that could lead to unique
Input/Output mapping. Thus, the first instance of
backtracking occurs at S14. The backtracking to the
possible invalid assignment occurs and the re-
assignment is performed as shown in S14 (Table 3-
4).
When DCARL backtracks, it references the data
structure for the original output values before they
had been assigned binary values. It then restores the
original output values to the last output that had
“don't cares”. DCARL then tries a new combination.
If that new combination also leads to an invalid
assignment, DCARL backtracks to an earlier point in
process. If that does not work, DCARL backtracks to
another possible assignment as shown in S15 (Table
3-4).
Table 3-5 – DCARL outputs, steps S16-S20 with
backtracking.
S16 S17 S18 S19 S20
001 001 001 001 001
010 010 010 010 010
000 000 000 000 000
1X1 101 101 101 101
1X1 1X1 101 111 111
1XX 1XX 1XX 1XX 100
1XX 1XX 1XX 1XX 1XX
00X 00X 00X 00X 00X
Table 3-6 – DCARL outputs, steps S21-S24.
S21 S22 S23 S24
001 001 001 001
010 010 010 010
000 000 000 000
101 101 101 101
111 111 111 111
100 100 100 100
100 101 110 110
00X 00X 00X 000
Table 3-7 – DCARL outputs, steps S25-S29 with
backtracking.
S25 S26 S27 S28 S29
001 010 010 011 011
010 010 010 010 010
000 00X 00X 00X 000
101 1X1 1X1 1X1 1X1
111 1X1 1X1 1X1 1X1
100 1XX 1XX 1XX 1XX
110 1XX 1XX 1XX 1XX
001 00X 00X 00X 00X
In S26, DCARL backtracks again and re-assigns a
value to the first minterm (Table 3-7).
Table 3-8 – DCARL outputs, steps S30-S34.
S30 S31 S32 S33 S34
011 011 011 011 011
010 010 010 010 010
000 000 000 000 000
101 101 101 101 101
1X1 101 111 111 111
1XX 1XX 1XX 100 100
1XX 1XX 1XX 1XX 100
00X 00X 00X 00X 00X
Table 3-9 – DCARL outputs, steps S35-S38.
S35 S36 S37 S38
011 011 011 011
010 010 010 010
000 000 000 000
101 101 101 101
111 111 111 111
100 100 100 100
101 110 110 110
00X 00X 000 001
At the end of stage 38 (Table 3-9), a completely
specified reversible function F(x, y, z) is found as
shown in Table 3-10.
Table 3-10 – Original function versus final function
F(x, y, z) after DCARL application.











After obtaining the final truth table (see Table 3-
10), this truth table is then provided as the input data
to the MMD algorithm to synthesize the network.
4. Experimental results
For testing, the DCARL was applied against six-
bit and nine-bit incompletely specified reversible
functions. Some of these benchmarks for testing were
obtained from Dmitri Maslov's Reversible Logic
Synthesis Benchmarks Webpage [13]. The other
incompletely specified functions were generated
using an “Incompletely Specified Function
Generator” program developed by our group and
posted on the webpage [14]. This program creates
incompletely specified functions of any number of
variables using random number generators. Multiple
versions of these functions were tested. The cases
included 20%, 40%, 60% and 80% “don’t cares” in
the function outputs. When generating a function
with higher percentage of “don’t cares”, the already
existing “don’t cares” were preserved. The successive
increase in the number of “don’t cares” in the given
function was expected to allow the DCARL to find
solutions with smaller costs. This expectation was
tested by analyzing the MMD cost that was produced
from each of the runs.
For each benchmark function and each percentage
of “don’t cares,” DCARL produced up to a maximum
of 25 completely specified functions. Out of those 25
completely specified functions, the completely
specified function with the lowest MMD cost was
selected. Figures 4-1 and 4-2 show the trends found
in this testing.
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Figure 4-1 – DCARL trend of MMD cost versus
percentage of “don't cares” for four 6-bit benchmark
functions.
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Figure 4-2 – DCARL trend of MMD cost versus
percentage of “don't cares” for four 9-bit benchmark
functions.
The goal was to see if DCARL could allow MMD
to handle incompletely specified functions. The
current implementation of DCARL doesn’t guarantee
an optimal solution with the absolute minimum cost.
Also, these tests were an exploration into whether the
MMD cost of the incompletely specified function
could be improved upon through multiple iterations
of DCARL. In the worst case, finding even a non-
optimal solution may take a huge amount of
iterations, because of the possibility of large number
of collisions and a proportionate increase in
backtracking. DCARL opts for a tradeoff by adding a
column of “don’t cares” if the number of iterations
exceeds a maximum limit. This addition of an ancilla
bit guarantees a quick solution.
The cost of a solution generated by DCARL was
expected to decrease with an increase in the
percentage of “don’t cares” in the input. This
expectation was based on the greater flexibility in bit
assignments associated with more “don’t cares”. But
the graphs do not always show a monotonically
decreasing trend because in many cases, the solution
with lower cost was beyond reach since we have set
limits to the number of iterations.
5. An alternate heuristic for finding
optimal MMD assignment (HDCARL)
The problem with the conventional DCARL is
that it relies on an initial seed. If the seed chosen
(first assignment) is not optimal then the
conventional DCARL does not produce the circuit
with minimum cost. Iterating through all possible
combinations in the “don’t care” space is very
expensive and computationally intensive. Therefore,
the development of a heuristic that can produce a
large number of assignments for a given “don’t care”
set was undertaken. This algorithm is called
HDCARL or heuristic “don’t cares” algorithm for
reversible logic. It can quickly provide cost analysis
for each one of those assignments. The assignments
that are based on the HDCARL are non-greedy by
nature so it has the capability to produce optimal
results.
However the HDCARL has a complexity of O(2M)
where M is the total number of “don’t cares.” Also,
the HDCARL does not work for non-reversible
functions at this point in time. For non-reversible
functions, a column of “don’t cares” needs to be
added. However, the current HDCARL, because of
its O(2M) complexity, will not assign the “don’t
care” column until it completes all iterations. A quick
enhancement could be to loop to a finite value and, in
the absence of a solution, append a column of “don’t
cares” (assuming that the function is not reversible).
Another option could be to have a user input that
provides the number of “don’t care” columns that are
needed for the circuit.
The HDCARL includes the following steps:
1) Concatenate all the output patterns (000, 001,
010, 01x, 11x for example) into one string.
2) Find out all patterns that have no “don’t
cares” in them (000,001,010) and mark them
in a hash table as a “required pattern”.
3) Count all the “don’t cares” in the circuit.
4) For each of the “don’t cares” in the circuit
iterate from 0 to M where M is the total
number of “don’t cares” and assign them in
natural order. i.e. from 0 to 2M.
5) Split the string into the output patterns of
original width and find out if there are any
collisions between the output patterns. A
collision is defined as a pattern repeated more
than once.
6) If no collisions are found, run MMD on the
pattern, calculate cost and store this cost in
the hash table.
7) Output the pattern that has the least cost.
However, the pattern has 2M number of “don’t
cares”. For 36 “don’t cares”, the HDCARL executes
236 number of iterations. This causes an exponential
increase in the runtime of the HDCARL program.
However, the program does provide the last
minimum cost that it detects. Another enhancement
could be to break the program sequence after a finite
number of iterations. For guaranteed optimality all
the iterations must be executed. These iterations,
however, take very little time to run, and a circuit
with 2000 iterations (11 “don’t cares”) runs in 10
seconds.
Table 5-1 – Number of output patterns as a function


















Table 5-1 was based upon 8-bit gray code Maslov
benchmark [13] where the “don’t cares” were
introduced to the input of HDCARL. It illustrates that
the number of outputs produced by HDCARL
increases dramatically as the percentage of “don’t
cares” in the applied function to HDCARL increases.
6. Conclusions and future research
Tests have confirmed the expectation of improved
MMD costs when the percentage of “don't cares”
included in a given function increases for the 9-bit
and 6-bit functions. This was presented here. The
functions with fewer variables did not provide
conclusive evidence of this property. This is because
of the non-optimal strategy of assigning values to
“don’t cares” or is a result of the non-optimal
backtracking mechanism. The algorithm tried to
assign output bit values that were very close to their
corresponding input bit values, in accordance with
the MMD method. But this may not always yield
circuits with minimum cost. More testing should be
done to confirm or deny this finding in a more
conclusive manner.
Our research was successful in proving that it is
possible to add a preprocessing module to MMD so
that incompletely specified functions can be realized
in reversible cascades.
DCARL program, iterating through the “don't
care” cases, is by no means optimal. Also, since the
MMD uses truth tables as the form in which to
represent functions, the ability of the software is
slowed by the size of data that this search method
encounters. Maslov, Miller and Dueck have pointed
out that their code is in need of some optimization
[1]. The scope of this project did not address this
optimization problem, it only added to the
functionality of the MMD. Therefore, further work
needs to be done to speed up the code execution by
better representation of data.
As of writing this paper, DCARL had not been
incorporated into the MMD source code. It worked as
a separate module that could be run integrated with
the MMD program (see Figure 2-1). Additional work
could also be done by applying some sort of
intelligent cost analysis within DCARL. This method
may then be able to generate circuits with lower
MMD cost.
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