Abstract. In this paper, we prove the existences and uniqueness of pullback attractors in L ̟ (R N ) × L 2 (R N ) for stochastic Fitzhugh-Nagumo systems driven by a multiplicative noise and a deterministic non-autonomous forcing. The upper semi-continuity of the perturbed random attractors in
Introduction
In this paper, we consider the regularity and upper semi-continuity of pullback attractors for the following non-autonomous FitzHugh-Nagumo system defined on R N perturbed by a ε-multiplicative noses :
dũ + (λũ − ∆ũ + αṽ)dt = f (x,ũ)dt + g(t, x)dt + εũ • dω(t), dṽ + (σṽ − βũ)dt = h(t, x)dt + εṽ • dω(t), u(x, τ ) =ũ 0 (x), v(x, τ ) =ṽ 0 (x), (1.1) where the initial condition (ũ 0 ,ṽ 0 ) ∈ L 2 (R N ) × L 2 (R N ), the coefficients λ, α, β, σ are positive constants, the non-autonomous terms g, h ∈ L 2 loc (R, L 2 (R N )), the nonlinearity f is smooth function satisfying some polynomial growth with exponent p, p ≥ 2, ε is the intensity of noise, ω(t) is a Wiener process defined on a Wiener probability space (Ω, F , P ), which will be specified later.
The FitzHugh-Nagumo system without noise involved, which was first introduced in [20, 9] , is an important mathematical model to describe the signal transmission across axons in neurobiology [13] . In the deterministic case, it is well studied in the literature, see, e.g., [18, 23, 19] . In the random case, when g and h do not depend on the time, Wang [25] proved the existence and uniqueness of random attractors in
. For the general non-autonomous forcings g and h, under additive noises, Adili and Wang [2] obtained the pullback attractors in
, and Bao [5] developed this result and proved the regularity of pullback attractors in H 1 (R N ) × L 2 (R N ). For our problem (1.1), i.e., under multiplicative noise, Adili and Wang [1] proved the existence and upper semi-continuity of attractors in L 2 (R N ) × L 2 (R N ) recently. For the stochastic lattice FitzHughNagumo system, the existences of random attractors are proved in [12, 11] and the references therein. However, to our knowledge, there are no literature to investigate the asymptotic high-order integrability of solutions to the FitzHugh-Nagumo system, even for deterministic case.
In this paper, we strengthen these results established in [1] and establish the asymptotic high-order integrability of solutions of stochastic FitzHugh-Nagumo system (1.1). More specifically, we prove that the problem (1.1) admits a unique pullback attractor in L ̟ (R N ) × L 2 (R N ) for every ̟ ∈ [2, p] , with the functions f, g and h satisfying the same conditions as in [1] . Actually, we show that the existent pullback attractors parametrized by ̟ are one object. Furthermore, it is compact and attracts every nonempty bounded subset of
. The second goal of this paper is to prove the upper semi-continuity of pullback attractors of (1.1) 
as the intension ε approaches every finite nonnegative point. These are achieved by check the pre-compactness of the union of all perturbed attractors in
To solve this problem, we have to prove a stronger asymptotic compactness in
by asymptotic a priori estimate technique used widely in [21, 35, 31, 32, 33, 15] . For the results on the upper semi-continuity of pullback attractors in a initial space, we may refer to [26, 24, 28] .
It is pointed out that a sufficient standard for the existence and upper semicontinuity of pullback attractors for non-autonomous stochastic partial differential equations in a non-initial space is established by [34] recently. It is showed there that a family of attractors obtained in a initial space are compact, attracting and upper semi-continuous in a associated non-initial space when some compactness conditions of the cocycles in this space are assumed. In this paper, we utilize this standard to solve our problem.
The notion of random attractor, introduced in [7, 22, 10, 8] , is an important tool to study the long time behavior of stochastic partial differential equations. If the initial space is L 2 , there are a large number of literature to investigate the existences of random attractors for some concrete stochastic equations, see [6, 24, 25, 27, 29, 14] and the references therein. As for the attractors in L p , p > 2, we may see [31, 32, 33, 17, 16, 30] for stochastic equations and [21, 35] for deterministic equations. However, for our problem (1.1), the non-autonomous term g and h depend on time. In this case, we need to deal with deterministic perturbations as well as random perturbations, so that the notion of two parameters dynamical system, developed in [27] , is a suitable tool to cope with our problem. The existence and measurability of pullback random attractors for the two parameters dynamical system in a initial space are also well established by [26, 27] . This paper is organized as follows. In the next section, we recall some preliminaries required for our further discussions. In Section 3, we give the assumptions on g, h and f , and define a continuous cocycle for problem (1.1). Finally we prove the existence and upper semi-continuity of pullback attractors in
in Section 4 and Section 5, respectively.
Preliminaries and abstract results
In this section, we present some basic notions and the abstract results requested for our further discussions. A comprehensive information on the theory of random dynamical systems (RDS) we may refer to [26, 27, 7, 22, 10, 8, 4 ]. 2.1. Preliminaries. Let (Ω, F , P, {ϑ t } t∈R ) be a measurable dynamical system, i.e., ϑ t , t ∈ R is a family of measure preserving transformations on the probability space (Ω, F , P ). Let (X, . X ) be a Banach space with Borel sigma-algebra B(X), and Y be another Banach space satisfying X ∩ Y = ∅. Definition 2.1. A mapping ϕ : R + × R × Ω × X → X is called a cocycle on X over R and (Ω, F , P, {ϑ t } t∈R ) if for every τ ∈ R, ω ∈ Ω and t, s ∈ R + , the following conditions are satisfied:
(ii) ϕ(0, τ, ω, .) is the identity on X,
In addition, if ϕ(t, τ, ω, .) : X → X is continuous for every t ∈ R + , τ ∈ R, ω ∈ Ω, then ϕ is called a continuous cocycle on X over R and (Ω, F , P, {ϑ t } t∈R ).
X is called measurable in X with respect to F in Ω if K has nonempty closed images and further the mapping ω ∈ Ω → dist X (x, K(τ, ω)) is (F , B(R))-measurable for every fixed x ∈ X and τ ∈ R, where dist X is the Haustorff semi-metric in X.
In the sequel, we let ϕ be a continuous cocycle on X over R and (Ω, F , P, {ϑ t } t∈R ), and D a collection of some families of nonempty subsets of X parametrized by τ ∈ R and ω ∈ Ω:
Furthermore, we assume that D is inclusion closed. Two elements
for all τ ∈ R and ω ∈ Ω. Definition 2.3. A set-valued mapping K : R × Ω → D is is called a D-pullback absorbing set for a cocycle ϕ in X if every τ ∈ R, ω ∈ Ω and for every B ∈ D there exists a absorbing time T = T (τ, ω, D) > 0 such that
for all t ≥ T.
If in addition, K has nonempty closed images and is measurable with respect to the P -completion of F , then K is said to a measurable D-pullback absorbing set for ϕ.
Definition 2.4.
A cocycle ϕ is said to be D-pullback asymptotically compact in X (resp. in Y ) if for every τ ∈ R, ω ∈ Ω {ϕ(t n , τ − t n , ϑ −tn ω), x n )} has a convergent subsequence in X(resp. in Y ) whenever t n → ∞ and x n ∈ D(τ − t n , ϑ −tn ω) with D = {D(τ, ω); τ ∈ R, ω ∈ Ω} ∈ D.
Definition 2.5. A set valued mappping A : R × Ω → D is called a D-pullback attractor for a cocycle ϕ in X (resp. in Y ) over R and (Ω, F , P, {ϑ t } t∈R ) if (i) A is measurable in X with respect to the P -completion of F in Ω and
Abstract results.
The following results, which have been proved by [34] , are concerned with the existence and upper semi-continuity of D-pullback attractors of the cocycle ϕ in a initial space X and the associated non-initial space Y , respectively. First we give the assumptions on X and Y .
(Hypothesis A:) If {x n } n ⊂ X ∩ Y such that x n → x in X and x n → y in Y , respectively, then we have x = y. In addition we assume that ϕ(X) ⊆ X ∩ Y .
Theorem 2.6([34]).
Suppose that ϕ is a continuous cocycle on X over R and (Ω, F , P, {ϑ t } t∈R ). Assume that (i) ϕ has a measurable (w.r.t. the P -completion of F ) D-pullback absorbing set K = {K(τ, ω); τ ∈ R, ω ∈ Ω} ∈ D in X;
(ii) ϕ is D-pullback asymptotically compact in X. Then the cocycle ϕ has a unique D-pullback attractor A X = {A X (τ, ω); τ ∈ R, ω ∈ Ω} in X, which is given by
where the closure is taken over in X. Furthermore, if (Hypothesis A) holds and ϕ is D-pullback asymptotically compact in Y , then the cocycle ϕ has a unique D-pullback attractor A Y = {A Y (τ, ω); τ ∈ R, ω ∈ Ω} in Y , which is given by
In addition, we have A Y = A X ⊂ X ∩ Y in the sense of set inclusion.
We remark that the F -measurability of the pullback attractor A was proved in [26] and the measurability of the attractor A with respect to the P -completion of F was proved in [27] .
Given the indexed set I ⊂ R, for every ε ∈ I, we use D ε to denote a collection of some families of nonempty subsets of X. Let ϕ ε (ε ∈ I) be a continuous cocycle on X over R and (Ω, F , P, {ϑ t } t∈R ). We now consider the upper semi-continuous of pullback attractor of a family of cocycle ϕ ε in th non-initial space Y .
Suppose first that for every t ∈ R + , τ ∈ R, ω ∈ Ω, ε n ∈ I with ε n → ε 0 , and x n , x ∈ X with x n → x, the following holds
Suppose second that there exists a map R ε0 : R × Ω → R such that the family
And further for every ε ∈ I, ϕ ε has D ε -pullback attractor
where S X = sup x∈S x X for a set S. We finally assume that for every τ ∈ R, ω ∈ Ω,
Then we have 
Furthermore, if (2.7) hold, then the convergence above is upper semi-continuous in Y , that is,
We next consider a special case of Theorem 2.7 above, in which case the limit cocycle ϕ ε0 is independent of the parameter ω ∈ Ω. We call such a cocycle ϕ ε0 a deterministic non-autonomous system on X over R. In other words, ϕ ε0 satisfies (i) ϕ 0 (0, τ, .) is the identity on X and (ii) ϕ 0 (t + s, τ, .) = ϕ 0 (t, τ + s, .) • ϕ 0 (s, τ, .). If ϕ 0 (t, τ, .) : X → X is continuous, then ϕ ε0 is called a deterministic non-autonomous continuous cocycle on X over R.
Let D ε0 be a collection of some families of nonempty subsets of X denoted by
for all t ∈ R + and τ ∈ R; (iii) A ε0 attracts every element of D ε0 under the Hausdorff semi-metric of X (resp. of Y).
In order to obtain the convergence at ε = ε 0 in Y , we make some modifications of the conditions used in random case. We assume that for every t ∈ R + , τ ∈ R, ω ∈ Ω, ε n ∈ I with ε n → ε 0 , and x n , x ∈ X with x n → x, there holds
There exists a map R
For every ε ∈ I, ϕ ε has a measurable D ε -pullback absorbing set
Theorem 2.8( [34] . Assume that (Hypothesis A) holds. If (2.6) and (2.8)-(2.10) are satisfied, then A ε is upper semi-continuous in
Furthermore, if (2.7) holds, then the convergence above is upper semi-continuous in Y , that is,
3. Non-autonomous FitzHugh-Nagumo system on R N with multiplicative noise
For the non-autonomous FitzHugh-Nagumo system (1.1), the nonlinearity f (x, s) satisfy the same assumptions as in [2] , i.e., for x ∈ R N and s ∈ R,
) satisfy that for every τ ∈ R and some 0 < δ 0 < δ = min{λ, σ},
For the probability space (Ω, F , P ), we write Ω = {ω ∈ C(R, R); ω(0) = 0}. Let F be the Borel σ-algebra induced by the compact-open topology of Ω and P be the corresponding Wiener measure on (Ω, F ). We define a shift operator ϑ on Ω by
Then ϑ t is a measure preserving transformation on the given probability space (Ω, F , P ). By the law of the iterated logarithm (see [7] ), we know that
Given ω ∈ Ω, put z(t, ω) = z ε (t, ω) = e −εω(t) . Then we have dz + εz • dω(t) = 0. Let (ũ,ṽ) satisfy problem (1.1) and write
Then (u, v) solves the follow non-autonomous FitzHugh-Nagumo system
with initial conditions u 0 = z(τ, ω)ũ 0 and v 0 = z(τ, ω)ṽ 0 . It is known (see [2] ) that for every
where u 0 = z(τ, ω)ũ 0 and v 0 = z(τ, ω)ṽ 0 . Suppose that for every τ ∈ R and ω ∈ Ω.
where δ 0 is as in (3.5) . Denote by D δ the collection of all families of bounded nonempty subsets of
Note that the notations (u, v), (ũ,ṽ), ϕ and z are the abbreviations of (u ε , v ε ), (ũ ε ,ṽ ε ), ϕ ε and z ε respectively, where the later implies the dependence of solutions on ε. In fact, the existences and upper semi-continuity of D δ -pullback attractors for the cocycle ϕ (actually ϕ ε ) in the initial space
Here for every fixed τ ∈ R and ω ∈ Ω, A(τ, ω) is given by
where
13)
where ρ ε (τ, ω) is the random constant:
In the sequel, we will prove that for every ε ∈ [0, 1], the set A ε is also a D δ -pullback attractor in every space
In this section, we will establish the existence of
for the cocycle ϕ defined by (3.10). Actually, It is showed that the family of obtained pullback attractors are the same one. This is necessary for us consider the upper semi-continuity of pullback attractors in
Note that we do not increase any restrictions on the nonlinearity f (x, s) and nonautonomous terms g and h given in [2] , except that ψ 1 ∈ L p/2 (R N ) as in (3.1). For our problem, the key point is prove that the unbounded part of the first component u of solutions of (
, and ω(s) is continuous function in s. Then there exist two positive constants E = E(ω) and
Hereafter, we denote by . and . p the norms in L 2 (R N ) and L p (R N )(p > 2), respectively, and . H the norm in H 1 (R N ). Throughout this paper, the number c is a generic positive constant independent of τ, ω, D and ε in any place.
4.1. Uniform estimates of solutions. The next lemma is borrowed from [2] with a small modification such that it holds for the initial condition (ũ 0 ,ṽ 0 ) ∈ D(τ − t, ϑ −t ω). The detailed proofs are omitted.
3)
Lemma 4.2. Assume that (3.1)-(3.5) hold. Given τ ∈ R, ω ∈ Ω and D = {D(τ, ω); τ ∈ R, ω ∈ Ω} ∈ D, then there exists a constant T = T (τ, ω, D) > 1 such that for all t ≥ T , the solution (u, v) of problem (3.8) satisfies
by which and Lemma 4.1 we get the desired.
Proof Multiplying (3.8) by |u| p−2 u and then integrating over R N , we have
By using (3.1) and the Young inequality, we obtain that
On the other hand, by using Young inequality again we get that
and z(t, ω)
(4.7)
Then combination (4.4)-(4.7), we find that
Note that by (4.3) and (4.1) we have
On the other hand,
Then by Lemma 4.2 and connection with (4.9)-(4.11), we can deduce the desired result.
The following lemma is a very useful tool for our problem. The proof is given in [34] . We can also find some similar versions and their applications in [35, 3, 5] . We need to introduce some notations for the further considerations. Let u be the first component of solutions of problem (3.8). Given τ ∈ R, ω ∈ Ω, let M = M (τ, ω) > 0 and
Denote by (u − M ) + the positive part of u − M , i.e.,
The next lemma will show that the unbounded part of the absolute value |u| vanishes in L p -norm on the state domain R N (|u(τ, τ − t, ϑ −τ ω, u 0 )| ≥ M ) for M large enough. Note that we need not to prove some auxiliary lemmas except Lemma 4.2 and Lemma 4.4. 
where (ũ 0 ,ṽ 0 ) ∈ D(τ − t, ϑ −t ω) and M, T are independent of ε.
Proof Note that z(s, ϑ −τ ω) = z(s−τ,ω)
z(−τ,ω) . Then we replace ω by ϑ −τ ω in (3.8) to see that
is a solution of the following random differential equation
with the initial value
For fixed τ ∈ R and ω ∈ Ω, we assume that M = M (τ, ω) > 1. We multiply (4.12) by (u − M ) p−1 + and integrate over R N to get that for every s
(4.14)
We now have to estimate every term in (4.14). First, it is obvious that
We now calculate the nonlinearity in (4.14). Consider that for u > M , we haveũ = z −1 (s, ϑ −τ ω)u > 0, and thus by (3.1) and (4.1), we find that for every s
in which we have used the Young inequality. On the other hand by using the Young inequality again, we get that for s ∈ [τ − 1, τ ],
and
Combination (4.14)-(4.19), we obtain that 20) where the positive constant c is independent of ε, τ, ω and M . Note that for each τ ∈ R and ε ∈ (0, 1], and integrating first with respect to s over [σ, τ ] for σ ≤ τ and then with respect to σ over [τ − 1, τ ], we find that
On the other hand, by Lemma 4.2, there exist T = T (τ, ω, B) > 0 such that for all t ≥ T , 24) and from (4.3) we get that
Note that (3.5) also implies that 
Therefore, for any η > 0, there exists
, so by (4.28) it infer us that sup 
Then (4.30) and (4.31) together imply the desired.
Existence of pullback random attractors in
, which is stated by Theorem 3.1 in Section 3. In this subsection, we will prove that this also happens in
. By Theorem 2.6, we have to prove the asymptotic compactness of solutions of problem (
, in which case we need to assume that p > 2.
In the following, for clarity we will turn back to the notations (ũ ε ,ṽ ε ) and ϕ ε to see the dependence of solutions on ε.
Lemma 4.6. Assume that (3.1)-(3.5) hold. Given τ ∈ R, ω ∈ Ω and D = {D(τ, ω); τ ∈ R, ω ∈ Ω} ∈ D δ , then there exists a constant T = T (τ, ω, D) > 1 such that for all t ≥ T , the solution (ũ ε ,ṽ ε ) of problem (1.1) satisfies
Proof This is followed by Lemma 3.1, 3.4 and 3.5 in [2] and the details are omitted here.
Lemma 4.7. Assume that (3.1)-(3.5) hold. Given τ ∈ R, ω ∈ Ω and D = {D(τ, ω); τ ∈ R, ω ∈ Ω} ∈ D δ , then for every ε ∈ (0, 1], there exist constants T = T (τ, ω, η, D) > 1 and K = K(τ, ω, η) > 1 such that for all t ≥ T , the solution (ũ ε ,ṽ ε ) of problem (1.1) satisfies
Proof This is proved by Lemma 3.6 in [2] .
First we have the following lemma about the asymptotic compactness of the cocycle ϕ ε over (0, 1]. 
. That is, for every τ ∈ R, ω ∈ Ω, the sequence {ϕ εn (t n , τ − t n , ϑ −tn ω, (ũ 0,n ,ṽ 0,n ))} has a convergent subsequence in
By Lemma 4.7, it follows that for any η > 0, there exist constant K = K(τ, ω, η) > 1 and
+ such that for all n ≥ Z 1 and ε n ∈ (0, 1],
On the other hand, by Lemma 4.6, there exist constants Z 2 = Z 2 (τ, ω, η, D) > Z 1 and R(τ, ω) > 0 such that for all n ≥ Z 2 and ε n ∈ (0, 1],
where L(τ, ω) is a positive constant independent of ε. Then the compact embedding
and together with (4.32) implies the desired.
The following lemma shows that the sequence {ũ εn (τ, τ − t n , ϑ −τ ω,ũ 0,n )} has a convergence subsequence in L p (R N ) provided that ε n ∈ (0, 1] and t n → +∞. This is crucial for us to prove the upper semi-continuity of pullback random attractors of problem
Lemma 4.9. Assume that (3.1)-(3.5) hold. Then for every τ ∈ R, ω ∈ Ω,
Proof. Denote byũ n (τ ) =ũ εn (τ, τ − t n , ϑ −τ ω,ũ 0,n ). By Lemma 4.5, for any η > 0, there exist constants M = M (τ, ω, η, D) > 1 and
such that the solutionũ n (τ ) satisfies that for all n ≥ Z 1 and all ε n ∈ (0, 1],
By Lemma 4.8, we know that there exists a
where M is given in (4.33). We decompose
, where
We now put Z = max{Z 1 , Z 2 }. Then for all n, m ≥ Z, (4.33) and (4.34) hold true. By (4.34), we have
On the other hand, by (4.33) we have the following estimates:
(4.38)
It follows form (4.35)-(4.38) that
which shows that {u n (τ )} also has a convergent subsequence in L p (R N ). Then the proof is concluded.
Then by Sobolev interpolation and Lemma 4.8 and Lemma 4.9, we immediately have 
We remark that the asymptotic compactness in Lemma 4.10 depends on the sequence {ε n }, which is stronger than that in Definitions 2.4. If we fixed ε n = ε, then the convergence in Lemma 4.10 is also true. Let the D δ -pullback absorbing set K ε be defined as in (3.13) . Then by Lemma 4.10 and Lemma 4.6, Theorem 2.6 and Theorem 3.1, we are now ready to get the following result, which implies that the obtained
Theorem 4.11. Assume that (3.1)-(3.5) hold. Then for every fixed ε ∈ (0, 1], the cocycle ϕ ε defined by (3.10) possesses a D-pullback random attractor
,
In the sequel, we consider the upper semi-continuity of the obtained pullback random attractor defined in (4.40) at ε = 0 and ε = ε 0 > 0, respectively. It is pointed out that [2] only proved the upper semi-continuity A ε of at ε = 0 in
. In this section, we generalize the upper semi-continuity to
. But we do not increase any restrictive conditions on the nonlinearity and the non-autonomous terms given in [2] , except that ψ 1 ∈ L p/2 (R 2 ) as in (3.1) . In other words, we strengthen the result of upper semi-continuity of problem (1.1) with the same conditions as in [2] .
The following assumption on the nonlinearity f as in [2] is also required. That is, for all x ∈ R N and s ∈ R,
at ε = 0. Assume that ε = 0. Then problem (1.1) reduce to a deterministic non-autonomous system. Let ϕ 0 be the continuous cocycle associated with this system. That is to say, ϕ 0 is a deterministic non-autonomous cocycle over R. Denote by D 0 the collection of some families of deterministic nonempty subsets of L 2 (R N ):
where δ is as in (3.5) . Set
where ρ 0 (τ ) is given by
. Furthermore, it is obvious that for every τ ∈ R and ω ∈ Ω, lim sup
where K ε (τ, ω) and ρ ε (τ, ω) are defined by (3.13) and (3.14) respectively. On the other hand, as a special case of Theorem 4.11, under the assumptions (3.1)-(3.5), ϕ 0 has a unique D 0 -pullback attractor
, we know that for every (x n , y n )−(x, y) → 0 and ε n → 0 + ,
On the other hand, by Lemma 5.2 in [2] , for every τ ∈ R and ω ∈ Ω, the union
We next prove that (5.7) also holds in
Lemma 5.1. Assume that (3.1)-(3.5) hold. Then for every τ ∈ R and ω ∈ Ω, the union
Proof Let y n ∈ ∪ ε∈(0,1] A ε (τ, ω). Then there is a sequence {ε n } such that ε n ∈ (0, 1] with y n ∈ A εn (τ, ω). The invariance of A εn (τ, ω) implies that for each n ∈ N, there is a x n ∈ A εn (τ − t n , ϑ −tn ω) with t n → +∞ such that y n = ϕ εn (t n , τ − t n , ϑ −tn ω, x n ). Then by Lemma 4.10, we know that the sequence {y n } has a convergent subsequence in
By (5.5)-(5.7) and Lemma 5.1, the conditions of Theorem 2.8 are all satisfied, and then we can state the main result in this subsection. 
To this end, we have to prove the convergence of solutions of problem (1.1) at ε 0 > 0. We first introduce Lemma 3.3 in [2] . 
Lemma 5.4. Assume that (3.1)-(3.5) and (5.1) hold. Let (ũ ε ,ṽ ε ) be the solution of problem (1.1) with initial data (ũ ε (τ ),ṽ ε (τ )). Assume that ε → ε 0 and
Then we get the following system:
where u ε = u ε (t) = u ε (t, τ, ω, u ε (τ )). Let η be a small positive number. Since ω is continuous on R, then there exists a χ = χ(τ, ω, η, T ) > 0 such that for every ε ∈ (ε 0 − χ, ε 0 + χ) and t ∈ [τ, τ + T ], |e εω(t) − e ε0ω(t) | + |e −εω(t) − e −ε0ω(t) | ≤ η. We now let ε → ε 0 and u ε (τ ) − u ε0 (τ ) → 0. Then by (5.22)-(5.24) we obtain that for all t ∈ [τ, τ + T ], U (t) 2 + V (t) 2 = u ε (t, τ, ω, u ε (τ )) − u ε0 (t, τ, ω, u ε0 (τ )) Notice that by (5.10) we also have for every ε ∈ (ε 0 − χ, ε 0 + χ) and t ∈ [τ, τ + T ], ũ ε (t, τ, ω,ũ ε (τ )) −ũ ε0 (t, τ, ω,ũ ε0 (τ )) 2 ≤ 2e εω(t) u ε (t) − u ε0 (t) 2 + 2η u ε0 (t) 2 , (5.26) ṽ ε (t, τ, ω,ṽ ε (τ )) −ṽ ε0 (t, τ, ω,ṽ ε0 (τ )) 2 ≤ 2e εω(t) v ε (t) − v ε0 (t) 2 + 2η v ε0 (t) 2 . Given ε 0 ∈ (0, 1], by (3.13) and (3.14), the D δ -pullback absorbing set K ε0 of ϕ ε0 is defined by The D δ -pullback attractor of ϕ ε0 is denoted by A ε0 . We are at point to prove the upper semi-continuity of A ε at any ε 0 > 0.
Theorem 5.5. Assume that (3.1)-(3.5) and (5.1) hold. Then the random A ε = {A ε (τ, ω); τ ∈ R, ω ∈ Ω} is upper semi-continuous at any
, i.e., for each τ ∈ R and ω ∈ Ω,
where dist L ̟ ×L 2 is the Haustorff semi-metric in
Proof From (5.28) and (5.29), we see that lim sup ε→ε0 K ε (τ, ω) = ρ ε0 (τ, ω). Take a sequence ε n → ε 0 and (ũ 0,n ,ṽ 0,n )
. By Lemma 5.4, we have for all t ∈ R + , τ ∈ R and ω ∈ Ω, lim n→∞ ϕ εn (t, τ − t, ϑ −t ω, u 0,n ) − ϕ ε0 (t, τ − t, ϑ −t ω, u 0 ) = 0.
Therefore by Lemma 5.1 and Theorem 2.7 we prove the desired.
