For the moduli space of unmarked convex RP 2 structures on the surface Sg,m with negative Euler characteristic, we investigate the boundedness of projective invariants, area, hyperbolicity constant, quasisymmetricity constant and many other notions that are related to each other. We show that the Goldman symplectic volume of the subset with certain projective invariants bounded above by t and fixed boundary simple root lengths L is bounded above by a positive polynomial of (t, L). We show that the analog of Mumford's compactness theorem holds for the area bounded subset.
Introduction
In [Mir07a] , Mirzakhani showed that the volumes of the moduli spaces M g,m (L) of Riemann surfaces with fixed boundary lengths L with respect to the Weil-Petersson symplectic form is a polynomial of L. She obtained this result by showing a beautiful recursive formula where one side consists of the volume of M g,m (L), while the other side consists of the volumes of the moduli spaces of Riemann surfaces that cutting out a pair of pants from S g,m . We are looking for an analog of such result for the special connected component of the representation variety Hom(π 1 (S g,m ), PGL(n, R))/PGL(n, R) in higher Teichmüller theory (see [W18] for a survey) modulo the mapping class group, which was predicated by Labourie and McShane [LM09] . We work on the case for n = 3 in this paper.
Fock and Goncharov [FG06] introduced the positivity to characterize the higher Teichmüller component. Let Pos 3 (S g,m )(L) be the positive representation variety with fixed boundary simple root lengths L. For m = 0, Goldman-Choi [G90] [CG93] (Marquis [Mar10] [Mar12] for m > 0) established the homeomorphism between Pos 3 (S g,m )(L) and the moduli space of convex RP 2 structures on S g,m . Thus we call H(S g,m )(L) := Pos 3 (S g,m )(L)/Mod(S g,m ) the moduli space of unmarked positive convex RP 2 structures on S g,m with fixed boundary simple root lengths L.
The (Atiyah-Bott-)Goldman symplectic form [AB83] [G84] is a nature mapping class group invariant symplectic form on Pos 3 (S g,m )(L) which generalizes the Weil-Petersson symplectic form. Pointed out by Labourie and McShane [LM09] , the Goldman symplectic volume of H(S g,m )(L) is infinite. To get a finite number, we need to integrate over a subset or integrate another function over H(S g,m )(L). Hence we define H t (S g,m )(L) which is a subset of H(S g,m )(L) with the extra projective invariants comparing to the 3-Fuchsian case bounded above by t, and AH t (S g,m )(L) is the subset with the canonical area in Definition 3.1 bounded above by t. Inspired by the work of Benoist [Ben03] , there are many other subsets defined by some other structure constants, like hyperbolicity constant, quasisymmetricity constant. Some of them are comparable to each other, which allows us to prove the volume finiteness for all subsets by proving for just one subset.
Theorem 1.1 (Main Theorem 5.5). The Goldman symplectic volume of H t (S g,m )(L) is bounded above by a positive polynomial of (t, L).
Thus the volume of AH t (S g,m )(L) is also finite. Notice that ∪ t>0 H t (S g,m )(L) provides an exhaustion of H(S g,m )(L).
Corollary 1.2. The Goldman symplectic volume of H(Sg,m)(L) e t dV ol is finite.
There are two crucial tools used by Mirzakhani [Mir07a] for integrating over the moduli space M g,m (L):
(1) Wolpert's Magic Formula [Wol82] [Wol83] which express the Weil-Petersson symplectic form in terms the Fenchel-Nielsen coordinates with respect to a pants decomposition P and a choice of transverse arcs to P;
(2) McShane's identity [McS98] generalized for the hyperbolic surface with geodesic boundary in [Mir07a, Theorem 4 .2]. We prove our main theorem by imitating the Mizakhani's proof in [Mir07a] . Similarly, we have two corresponding crucial tools:
(1) (Theorem 4.3) the generalized Wolpert's Magic Formula provided by Sun-Wienhard-Zhang [SWZ17] [SZ17] with respect to an ideal triangulation T subordinate to a pants decomposition P and a choice of transverse arcs to P;
(2) (Theorem 5.1) generalized McShane's identity provided by Huang-Sun [HS19] for each simple root length of the boundary component, which is expressed similarly to McShane-Mirzakhani identity. By [Z15] , the Mumford compactness theorem fails on the entire space H(S g,m )(L). We will show the analog of Mumford compactness theorem for the area bounded subset AH t (S g,m )(L). Let AH t (S g,m )(L) be the subset of AH t (S g,m )(L) with the simple root length systoles are bigger or equal to > 0. Theorem 1.3 (Theorem 6.3). The subset AH t (S g,m )(L) with L ∈ R 2m >0 is compact. For further research, we expect to find some geometric quantity that can be computed explicitly. We expect an intersection theory for H(S g,m )(L) as [Mir07b] .
Convex RP 2 structures on surfaces
We recall some preliminaries for investigating the moduli space of unmarked convex RP 2 structures on the surface, including the convex RP 2 structures on surfaces, the positive representations and the projective invariants that are used to parameterize the moduli space.
2.1. Convex RP 2 structure. Let S = S g,m be a smooth surface of genus g and m holes with negative Euler characteristic.
Definition 2.1 (RP 2 surface). The RP 2 surface Σ is a quotient Ω/Γ diffeomorphic to a smooth surface S, where Ω is a convex domain in RP 2 and Γ is a discrete subgroup of PGL(3, R) acting properly on Ω.
Two RP 2 surfaces Ω/Γ and Ω /Γ are equivalent if there is a projective transformation g ∈ PGL(3, R) such that (Ω , Γ ) = (gΩ, gΓg −1 ).
The RP 2 surface Σ is equivalent to a pair (ρ, f ):
• ρ : π 1 (S) → PGL(3, R) is the holonomy representation of Σ where ρ(π 1 (S)) = Γ; • f : S → RP 2 is the developing map where f ( S) = Ω.
Definition 2.2.
(1) A subset Ω in RP 2 is convex if the intersection of Ω with every line is connected.
(2) The convex subset Ω is properly convex if Ω is contained in R 2 ∼ = RP 2 \RP 1 for some hyperplane RP 1 .
(3) The properly convex subset Ω is strictly convex if the boundary ∂Ω contains no line segments.
Definition 2.3 (Convex RP 2 structure on S). A (marked) convex RP 2 structure on a smooth surface S is defined to be a diffeomorphism h : S → Σ where Σ is a convex RP 2 surface. We say that two (marked) convex RP 2 structures (h, Σ) and (h , Σ ) are equivalent if and only if there is a projective equivalence g :
The unmarked convex RP 2 structure on the smooth surface S is the (pure) mapping class group orbit of a marked convex RP 2 structure.
We say that two unmarked convex RP 2 structures [h, Σ] and [h , Σ ] are equivalent if and only if there is a projective equivalence g : Σ → Σ and an orientation preserving diffeomorphism u of S which fixes the boundary such that g • h • u is isotopic to h . Definition 2.4 (Hilbert metric). Given a convex domain Ω ⊂ R 2 ⊂ RP 2 , for any two distinct points a, b ∈ Ω, let p a and p b be the points at which the straight line ab intersects the boundary of Ω, where p a is closer to a and p b is closer to b. Let | · | be the Euclidean length in R 2 . The Hilbert distance is defined to be
The metric defined by the Hilbert distance is called the Hilbert metric. The Hilbert distance is invariant under projective transformations. Thus for a convex RP 2 surface Ω/Γ, the Hilbert metric on Ω descends to the Hilbert metric on Ω/Γ.
In the special case when Ω is an ellipse for the convex RP 2 surface Ω/Γ. Then the Hilbert metric on is Ω is the usual hyperbolic metric on Ω with respect to the Klein model. Definition 2.5 (Area). For any (x, v) ∈ T Ω where x belongs to the convex domain Ω and v is the tangent vector in R 2 , we note x + (x − resp.) the intersection points of the boundary ∂Ω and the ray defined by x and v (−v resp.). We define
• Let E B = π be the Euclidean volume of the open unit ball in R 2 .
• Let Leb be the canonical Lebesgue measure of R 2 equal to 1 on the unit square.
Leb(Bx(1)) . For any Borel set A of Ω, the area of A is defined with respect to the Busemann measure:
Vol
Remark 2.6. There are many other areas defined with respect to different proper densities [V13] . By a co-compactness result of Benzécri [B60] , any pair of proper densities are comparable. Notably, there is the Blaschke metric which is Riemannian and comparable to the Hilbert metric [BH13, Proposition 3.4].
Positive representations.
In this subsection, let S = S g,m be a topological surface of genus g and m holes with negative Euler characteristic. We study the convex RP 2 structure on S from representation theory point of view. The holonomy representations of the RP 2 surfaces are contained in Hom(π 1 (S), PGL(3, R)).
Modulo the equivalence relation, the representation variety for PGL(3, R) is
where PGL(3, R) acts by conjugation. When the holonomy representation is nice enough, there is a one-to-one correspondence between the convex RP 2 structure on S up to equivalence and its holonomy representation up to conjugation. The 3-Fuchsian representation is the composition of the discrete faithful representation from π 1 (S) to PSL(2, R) and the irreducible representation PSL(2, R) to PGL(3, R).
Definition 2.7. [Hit92, Hitchin component] For S = S g,0 being a closed surface of genus g ≥ 2, the PGL(3, R)-Hitchin component Hit 3 (S) is the connected component of Hom(π 1 (S), PGL(3, R))/PGL(3, R) that contains all the deformations of 3-Fuchsian representations.
Theorem 2.8. [G90] [CG93] For the integer g ≥ 2, the moduli space of marked strictly convex RP 2 structures on the surface S g,0 is homeomorphic to Hit 3 (S g,0 ), which is a cell of dimension 16g − 16.
For general n, the geometric features of the Hitchin component were unravelled by Fock and Goncharov [FG06] using positivity and independently by Labourie [Lab06] using Anosov flows. Thus the notion of Hitchin representation was generalized to positive representation and Anosov representation in two directions. Both the positive representations and the Anosov representations are proved to be discrete and faithful.
We focus on the positive representations in this paper. Let us recall the definition of the positive representations.
Definition 2.9 (Flags). A flag F in R 3 is a maximal filtration of vector subspaces of R 3 :
The flag variety is denoted by B. Usually, we consider the flag (F (1) , F (2) ) as (x, X) where x ∈ RP 2 and X is a line crossing x in RP 2 .
A basis for a flag F = (F (1) , F (2) ) is a basis (f 1 , f 2 , f 3 ) for the vector space R 3 such that the first i vectors form a basis for F (i) , for i = 1, 2.
Definition 2.10 (Generic position). We say that the (ordered) d-tuple of flags (F 1 , · · · , F d ) are in generic position if for any integers 1 ≤ a < b < c ≤ d and non-negative integers i a , i b , i c with i a + i b + i c ≤ 3, the sum
Definition 2.11. [FG06, Lemma 9.7] For the integer d ≥ 3, we say that the d-tuple of generic flags (F 1 , · · · , F d ) in RP 2 is positive if and only if there exists a strictly convex curve (that bounds a strictly convex domain) such that the curve is passing the points (F (1) 1 , · · · , F (1) d ) with respect to the cyclic order and is tangent to the lines (F For any subset C of a circle, we say that the continuous map ξ : C → B is positive if for any cyclically ordered set (x 1 , · · · , x d ) of C with d ≥ 3, (ξ(x 1 ), · · · , ξ(x d )) is a positive d-tuple of flags.
Definition 2.12 (Boundary at infinity). Let S g,m be a topological surface with negative Euler characteristic. For each ρ belongs to Hom(π 1 (S g,m ), PGL(3, R))/PGL(3, R), we choose an auxiliary complete hyperbolic structure ρ h with geodesic boundary:
(1) for each boundary component α, if the monodromy ρ(α) is unipotent, we choose ρ h such that the length of α with respect to ρ h is zero. There is only one fixed point α − of the monodromy ρ h (α) on ∂H 2 ; (2) for each boundary component α, if the monodromy ρ(α) is not unipotent, we choose ρ h such that the length of α with respect to is not zero. There are attracting fixed point α + and repelling fixed point α − of the monodromy ρ h (α) on ∂H 2 .
Let ( S g,m , ρ h ) be the universal cover of (S g,m , ρ h ). The boundary at infinity ∂ ∞ π 1 (S g,m )
is the intersection of ∂H 2 with the closure of ( S g,m , ρ h ).
If m = 0, ∂ ∞ π 1 (S g,m ) is homeomorphic to a circle. If m = 0 and the length of some geodesic boundary of S g,m with respect to ρ h is non-zero, the boundary at infinity ∂ ∞ π 1 (S g,m ) is homeomorphic to Cantor set on a circle. If m = 0 and the length of each geodesic boundary of S g,m with respect to ρ h is zero, the boundary at infinity ∂ ∞ π 1 (S g,m ) is homeomorphic to a circle. One can think of α + and α − approaching to each other when the length with respect to ρ h approaches to zero.
Definition 2.13 (Positive representation). The representation ρ : π 1 (S g,m ) → PGL(3, R) is positive if there exists a ρ-equivariant map ξ ρ : ∂ ∞ π 1 (S g,m ) → B is positive. We denote the space of positive representations by Pos 3 (S g,m ).
Let us recall a nice geometric description of the positive representations. We restrict to PGL(3, R) case even through the following statements are true for any split semisimple algebraic group.
Theorem 2.14. [FG07, Theorem 2.8] We say an element in PGL(3, R) is loxodromic if it has a lift into SL(3, R) such that it is conjugate to diag(λ 1 , λ 2 , λ 3 ) where λ 1 > λ 2 > λ 3 > 0. We say a matrix is totally positive if all the minors are positive numbers except the ones that have to be zero due to the condition of the matrix (for example upper triangular).
Given any PGL(3, R)-positive representation ρ, for any non-trivial γ ∈ π 1 (S g,m ) that is non-peripheral, the monodromy ρ(γ) is conjugate to a totally positive matrix, thus loxodromic.
For any non-trivial γ ∈ π 1 (S g,m ) that is peripheral, the monodromy ρ(γ) is conjugate to a totally positive upper triangular matrix. Let λ 1 , λ 2 , λ 3 be the positive diagonal entries where λ 1 ≥ λ 2 ≥ λ 3 > 0.
Note that the above loxodromic property is also proved by [Lab06] for Anosov representations.
Following the above theorem, we can define i-th length for i = 1, 2.
Definition 2.15 (i-th length). Given any PGL(3, R)-positive representation ρ ∈ Pos 3 (S g,m ), for i = 1, 2 and any γ ∈ π 1 (S g,m ), we define the i-th length (or called simple root length) of γ:
Definition 2.16. Given any PGL(3, R)-positive representation ρ ∈ Pos 3 (S g,m ), let α 1 , · · · , α m be the oriented boundary components of the topological surface S g,m such that S g,m is on the left side of α s for s = 1, · · · , m. Let L := ( 1 (ρ(α 1 )), · · · , 1 (ρ(α m )), 2 (ρ(α 1 )), · · · , 2 (ρ(α m ))) .
We denote the elements in Pos 3 (S g,m ) with fixed boundary simple root lengths L by Pos 3 (S g,m )(L). Definition 2.17 (Canonical ρ-equivariant map). For any PGL(3, R)-positive representation ρ ∈ Pos h 3 (S g,m ) with loxodromic boundary monodromy, there is a canonical ρ-equivariant map ξ ρ : ∂ ∞ π 1 (S g,m ) → B such that for any peripheral δ ∈ π 1 (S g,m ), by Theorem 2.14 there exist a lift of ρ(δ) into SL(3, R) with eigenvectors δ 1 , δ 2 , δ 3 and eigenvalues λ 1 , λ 2 , λ 3 respectively satisfying λ 1 > λ 2 > λ 3 > 0, the eigenvectors (δ 3 , δ 2 , δ 1 ) ((δ 1 , δ 2 , δ 3 ) resp.) is a basis for the flag ξ ρ (δ − ) (ξ ρ (δ + ) resp.).
For any ρ ∈ Pos u 3 (S g,m ) with unipotent boundary monodromy, there is only one choice of ξ ρ . We also call ξ ρ the canonical ρ-equivariant map.
Any other lift can be obtained by permuting the order of the basis (δ 3 , δ 2 , δ 1 ) for the flag ξ(δ − ) for each δ as above (see for example [LM09, Section 10]).
Similar to Theorem 2.8, for Pos u 3 (S g,m ), there is still one-to-one correspondence between the convex RP 2 structure up to equivalence and its holonomy representation up to conjugation.
Theorem 2.18. [Mar10] For the integer g ≥ 2, the deformation space of (marked) finite area cusped convex RP 2 structures on the surface S g,m is homeomorphic to Pos u 3 (S g,m ), which is a cell of dimension 16g − 16 + 6m. Remark 2.19. Given any ρ ∈ Pos 3 (S g,m )\Pos u 3 (S g,m ), by positivity, for any ρequivariant map ξ ρ = (ξ 1 ρ , ξ 2 ρ ), there exists a strictly convex curve passing through ξ 1 ρ . By [Mar12] , any boundary monodromy of ρ is quasi-hyperbolic or loxodromic and there is a unique minimal convex RP 2 domain that is ρ-invariant up to equivalence. Combining with Theorem 2.18, we also call ρ ∈ Pos 3 (S g,m ) the positive convex RP 2 structure on S g,m .
Remark 2.20. In [LM09, Section 9], the notion of the Hitchin representations are generalized to the representations with loxodromic boundary monodromy by doubling the surface. We denote the space of PGL(3, R) Hitchin representations up to conjugation by Hit 3 (S g,m ). By [LM09, Theorem 9.1], Hit 3 (S g,m ) ⊂ Pos h 3 (S g,m ). By [FG06, Theorem 1.15] Hit 3 (S 2g−1+m,0 ) = Pos 3 (S 2g−1+m,0 ). With respect to the gluing condition in [FG06, Definition 7.2], any ρ ∈ Pos h 3 (S g,m ) with 2g − 2 + m ≥ 1 and m ≥ 1 can be glued into a positive representation for S 2g−1+m,0 (which is also a Hitchin representation) through doubling the surface. Thus Pos h 3 (S g,m ) ⊂ Hit 3 (S g,m ). Hence Hit 3 (S g,m ) = Pos h 3 (S g,m ).
Projective invariants.
Definition 2.21 (triple ratios). Consider the triple of flags (F, G, H) in generic position, with bases
Then the triple ratio T (F, G, H) is defined by:
Check Figure 2 for a geometric description of the triple ratio. 
For i = 1, 2, the edge functions are defined to be
which are PGL(3, R) invariants. Notice the symmetry
As shown in Figure 3 , the configuration space Conf + 4 can be parameterized by the positive numbers
This parametrization depends on the triangulation of the polygon (a, c, e, g). We can choose the triangulation {cg} instead of {ae}. Then the parameters are changed into
Then by [FG07, Section 2], we have
. 
We have D 1 (X, Y, Z, T ) = CR(ab, ae, ag, ac) deciding the line ag and D 2 (X, Y, Z, T ) = CR(ef , ea, ec, eg) deciding the line eg, which fix the point G. In the end, the line hf is decided by the triple ratio T (X, Y, Z).
The space Conf + d can be understood as a map from a cyclically ordered subset Q of S 1 to B. There is the d-gon D d with Q as vertices and S 1 as the union of edges. The triangulation above is equivalent to the triangulation of the d-gon D d .
Definition 2.23 (Parameters). For the integer d ≥ 3, let (x 1 , · · · , x d ) be the cyclically ordered set Q. For any anticlockwise ordered triangle ∆ :
). For any edge e with two adjacent anticlockwise ordered triangles (x i , x j , x k ) and (x i , x l , x j ), we choose an orientation − → e = (x i , x j ), for i = 1, 2, we define
We can use the above parameters to parameterize Conf + d . Proposition 2.24. [FG06] For d ≥ 3, given a triangulation T of the d-gon D d , let Θ be the collection of anticlockwise ordered triangles of T . Let E be the collection of edges of T . There exists a real analytic diffeomorphism θ :
Let us recall the ideal triangulation. For more details, check [Thu79, CB88, PH92, Bon01].
Definition 2.25. [Ideal triangulation] We equip S g,m with a hyperbolic metric ρ h . Choose finitely many disjoint simple closed geodesics P (can be empty).
The ideal triangulation T of S g,m (subordinate to P) is a simple maximal filling lamination of (S g,m , ρ h ) containing P with finitely many leaves.
Let X 3 (S g,m ) be the space of all the pairs (ρ, ξ ρ ), where ρ ∈ Pos 3 (S g,m ) and ξ ρ is a ρ-equivariant map. Considering all the lifts of the ideal triangulation T into the universal cover, the vertices of all the lifts are contained in ∂ ∞ π 1 (S g,m ). Using the provided a global Darboux coordinate with respect to an ideal triangulation T subordinate to a pants decomposition P and a choice of transverse arcs to P. Later on, we will use the last mentioned global Darboux coordinate system for our computation.
Bounded moduli spaces
In this section, we introduce many subspaces of the moduli space of unmarked convex RP 2 structures on S g,m with some natural boundedness conditions. Many of them are inspired by the work of Benoist [Ben03] . Each one of them is not compact, because it contains the entire 3-Fuchsian locus that is isomorphic to the moduli space of Riemann surfaces. We mainly interested in the area bounded subset and the projective invariants bounded subset.
3.1. Area boundedness and projective invariants boundedness. Given any PGL(3, R)-positive representation ρ with loxodromic boundary monodromy, let Ω ⊂ RP 2 be the minimal ρ(π 1 (S g,m ))-invariant convex domain in RP 2 as in Figure 4 . By [Mar12] , the area of S g,m with respect to the Hilbert metric on Ω is infinite.
But Ω is not the natural one to use. Indeed, when ρ is 3-Fuchsian, the minimal ρ(π 1 (S g,m ))-invariant convex domain Ω is the universal cover S g,m with respect to ρ (considered as a hyperbolic metric), then the Hilbert metric on Ω is not the hyperbolic metric on the surface with geodesic boundary with respect to the Klein model. Now let us consider the representation dρ obtained by doubling the surface S g,m for ρ as [LM09, Definition 9.2.2.3], then the dρ(π 1 (S g,m ))-invariant convex domain, denoted by Ω ρ , is unique by Theorem 2.8 since the doubled surface is a closed surface. When ρ is 3-Fuchsian, the convex domain Ω ρ a disk up to projective transformationsm, thus the Hilbert metric on Ω ρ is indeed the hyperbolic metric on the surface with geodesic boundary with respect to the Klein model. As a subsurface of the doubled surface, the area of S g,m with respect to Ω ρ is finite.
Definition 3.1 (canonical area). For any ρ ∈ Pos h 3 (S g,m ) with loxodromic boundary monodromy, let us consider its double dρ ∈ Pos 3 (S 2g−1+m,0 ) by [LM09, Definition 9.2.2.3], then we define the canonical convex domain Ω ρ to be the unique dρ(π 1 (S g,m )) invariant strictly convex domain.
For any ρ ∈ Pos u 3 (S g,m ) with unipotent boundary monodromy, we define the canonical convex domain Ω ρ to be the unique ρ(π 1 (S g,m )) invariant strictly convex domain.
For
, we define the canonical area of (S g,m , ρ) to be the area of S g,m with respect to the canonical convex domain Ω ρ .
For all the ideal triangulation, the Thurston's shearing coordinates for the Teichmüller space is not bounded. For ρ ∈ Pos 3 (S g,m ), We will show the uniformly boundedness of some other projective invariants for a subset of Pos 3 (S g,m ) where the canonical areas are uniformly bounded. 
The following is basically a consequence of [AC18, Proposition 0.3].
Proposition 3.3. For any ρ ∈ Pos 3 (S g,m ) such that the canonical area of (S g,m , ρ) is bounded above by a positive constant t, for any anticlockwise ordered ideal triangle ∆ in any ideal triangulation T of S g,m , there exists a constant T (t) which is a polynomial of t and does not depend on ρ such that
Proof. By [AC18, Proposition 0.3], we have the p-area
By [B60] , the Busemann area is comparable to p-area. Thus there is a universal constant C which does not depend on ρ and ∆ such that
Hence
for any anticlockwise ordered ideal triangle ∆ in any ideal triangulation T . We take T (t) := 8Ct − π 2 + 1.
Remark 3.4. For any n in general and a given ρ ∈ Pos n (S g,m ), the boundedness of triple ratios for any ideal triangle in any ideal triangulation is proved in [HS19, Theorem 3.4].
Proposition 3.5. For any ρ ∈ Pos 3 (S g,m ) such that the canonical area of (S g,m , ρ) is bounded above by a positive constant t, for any ideal quadrilateral embedded in a pair of pants and its oriented diagonal ideal edge − → e in any ideal triangulation T of S g,m , there exists a constant D(t) which does not depend on ρ such that
Proof. In [Ki18, Proposition 4.2], Kim showed that no matter how one deforms the representation ρ, given an ideal quadrilateral and its oriented diagonal ideal edge − → e , if log D 1 ( − → e )(ρ) − log D 2 ( − → e )(ρ) goes to infinite, then the canonical area of the ideal quadrilateral converges to infinite. Thus log
is bounded above by a constant d(t).
For any element δ in mapping class group, we have
Since the canonical area of (S g,m , δρ) is the same as the canonical area of (S g,m , ρ), we have
is uniformly bounded above by d(t) for any δ.
Moreover, there are only finitely many mapping class group orbits of the embedded pairs of pants. Thus there are finitely many ideal quadrilaterals embedded in a pair of pants and their oriented diagonal ideal edges − → e = − → e 1 , · · · , − → e k up to the mapping class group actions. Suppose that d i (t) for − → e i is defined similarly as d(t)
for − → e . Let D(t) := max{d 1 (t), · · · , d k (t)}. Then for any ρ ∈ Pos 3 (S g,m ) such that the canonical area of (S g,m , ρ) is bounded above by a positive constant t, for any ideal quadrilateral embedded in a pair of pants and its oriented diagonal ideal edge − → e in any ideal triangulation T of S g,m , the number log
is bounded above by a constant D(t).
Conjecture 3.6. The constant D(t) above can be a polynomial of t.
We suggest to investigate the canonical area of a quadrilateral to obtain the above conjecture.
Before we continue the uniformly boundedness of some projective invariants, let us recall the definitions that are used to describe the sharp of convex domain Ω.
Definition 3.7. [Ben04, α-Hölder and β-convex] Let Ω ⊂ R 2 ⊂ RP 2 be a convex open subset of RP 2 and fix an Euclidean metric d E on R 2 . We say that ∂Ω is α-Hölder, for α ∈ (1, 2], if for every compact subset K ⊂ ∂Ω, there exists a constant C K > 0 such that, for all p, q ∈ K, we have:
We say that ∂Ω is β-convex, for β ∈ [2, +∞), if there exists a constant C > 0 such that for all p, q ∈ ∂Ω, we have:
Definition 3.8. [Ben03, quasisymmetric] We say that a C 1 convex function f :
We say that a continuous function f :
Let F be the graph function of the C 1 convex domain Ω, we say that Ω or F is
(1) H-quasisymmetrically convex if the function F is H-quasisymmetrically convex on any compact interval. Proposition 3.9. For any ρ ∈ Pos 3 (S g,m ) such that the canonical area of (S g,m , ρ) is bounded above by a positive constant t, for any non-trivial non-peripheral γ ∈ π 1 (S g,m ), there exists a constant L(t) which does not depend on ρ such that
Proof. Let us start from a given ρ ∈ Pos 3 (S g,m ). If ρ ∈ Pos h 3 (S g,m ), after doubling, we have the convex domain Ω ρ is both α-Hölder and β-convex. If ρ ∈ Pos u 3 (S g,m ), by [BH13, Proposition 3.1], the curvature of its affine metric is bounded above by a negative constant. Then following from [BH14, Corollary 4.10], the convex domain Ω ρ is Gromov hyperbolic. Thus, by [Ben03, Corollary 1.5], Ω ρ is both α-Hölder for some 1 < α ≤ 2 and β-convex for some β ≥ 2.
Then [Ben04, Corollary 5.3] states that for all the γ ∈ π 1 (S g,m ) that is non-trivial and non-peripheral
Now for any ρ ∈ Pos 3 (S g,m ) such that the area of (S g,m , ρ) is bounded above by a positive constant t, the area of any ideal triangle is also bounded above by t. By [CVV08, Theorem 1], there exists a constant C > 0 such that Ω ρ is Ct-hyperbolic for any such ρ. By [Ben03, Proposition 6.6], any Ω ρ that is Ct-hyperbolic implies that there exists a H(Ct) > 0 such that Ω ρ is H(Ct)-quasisymmetrically convex. Following from [Ben03, Lemma 4.9], there exists α(Ct) ∈ (1, 2] and β(Ct) ∈ [2, +∞) such that ∂Ω ρ is both α(Ct)-Hölder and β(Ct)-convex for any such ρ. Let L(t) = min β(Ct) − 1, 1 α(Ct)−1 > 0. We conclude that, for any ρ ∈ Pos 3 (S g,m ) such that the canonical area of (S g,m , ρ) is bounded above by a positive constant t, for any non-trivial and non-peripheral γ ∈ π 1 (S g,m ), there exists a constant L(t) such that Conjecture 3.10. The constant L(t) above can be a polynomial of t.
We suggest to investigate the quantitative relation between δ-hyperbolic and H-quasisymmetrically convex in [Ben03, Proposition 6.6].
3.2. Bounded moduli spaces. Propositions 3.3, 3.5 and 3.9 suggest us to define the following mapping class group invariant subsets of Pos 3 (S g,m )(L) ⊂ Pos 3 (S g,m ). (3) let mL(ρ) be the maximal value of 2(ρ(γ)) 1(ρ(γ)) among non-trivial non-peripheral γ ∈ π 1 (S g,m ). The t-bounded subset Pos t 3 (S g,m )(L) of Pos 3 (S g,m )(L) is the collection of these ρ ∈ Pos 3 (S g,m )(L) such that mT (ρ), mD(ρ), mL(ρ) are bounded above by t. The t-area bounded subset APos t 3 (S g,m )(L) of Pos 3 (S g,m )(L) is the collection of these ρ ∈ Pos 3 (S g,m )(L) such that the canonical area of (S g,m , ρ) is bounded above by t. We have the mapping class group invariant exhaustions
APos t 3 (S g,m )(L).
Pointed out by Goldman [G90] and Labourie [Lab08] , the mapping class group Mod(S g,m ) acts on Pos 3 (S g,m )(L) properly and discontinuously. Thus the quotient is well defined. We are ready to introduce our main objects that we study. The moduli space of unmarked t-bounded positive convex RP 2 structures on S g,m with boundary simple root lengths L is Pos t 3 (S g,m )(L)/Mod(S g,m ), denoted by H t (S g,m )(L).
The moduli space of unmarked t-area bounded positive convex RP 2 structures on S g,m with boundary simple root lengths L is APos t 3 (S g,m )(L)/Mod(S g,m ), denoted by AH t (S g,m )(L).
Let
be two exhaustions of H(S g,m )(L). We want to compare two exhaustions in the following way.
Definition 3.13 (Comparable). We say that the subset U t (S g,m )(L) is comparable to W t (S g,m )(L) if there exist c(t) and C(t) such that
Moreover, if both c(t) and C(t) are polynomial (exponential resp.) function of t, we say that U t (S g,m )(L) is polynomially (exponentially resp.) comparable to W t (S g,m )(L). Propositions 3.3, 3.5 and 3.9 implies that
Moreover, if Conjectures 3.6 and 3.10 are true, the function C(t) is polynomial of t. We conjecture the inverse direction.
Conjecture 3.15. The subset AH t (S g,m )(L) is comparable (polynomially comparable resp.) to H t (S g,m )(L).
After the work of Benoist [Ben03] , there are many other subsets of H(S g,m )(L) that provide exhaustions. Let us recall the following projective invariant first. Hence, like the triple ratio, the function ψ(a, b, c, d) is also a projective invariant of ordered triple of points.
Example 3.18 (Other subsets providing exhaustions). Let us consider the collection of these ρ ∈ H(S g,m )(L) such that:
(1) the canonical area of any ideal triangle with respect to ρ is bounded above by t, denoted by A t (S g,m )(L); (2) the canonical convex domain Ω ρ is t-hyperbolic, denoted by B t (S g,m )(L);
(3) the canonical convex domain Ω ρ is derivative t-quasisymmetrically convex, denoted by C t (S g,m )(L); (4) the boundary ∂Ω ρ of the canonical convex domain is t-Hölder, denoted by D t (S g,m )(L); (5) the boundary ∂Ω ρ of the canonical convex domain is t-convex, denoted by E t (S g,m )(L); (6) the maximal of the logs of the cross ratios of all the harmonic quadruplets is bounded above by t, denoted by F t (S g,m )(L); (7) the function mT (ρ) in Definition 3.11 is bounded above by t, denoted by G t (S g,m )(L).
Remark 3.19. Some qualitative results among these subsets are proved, but very few quantitative results are proved.
(1) Obviously, the subset A t (S g,m )(L) is polynomially comparable to AH t (S g,m )(L).
(2) By Proposition 3.3, we have
Theorem 1]. (4) By [Ben03, Proposition 3.2], the subset B t (S g,m )(L) is comparable to F t (S g,m )(L).
(5) By [Ben03, Proposition 6.6], the subset B t (S g,m )(L) is comparable to C t (S g,m )(L). (6) By [Ben03, Lemma 4.9], we have
For further research, we make the following explicit conjecture for the subsets in Example 3.18.
Conjecture 3.20. The following subsets of H(S g,m )(L) are polynomially comparable to each other:
Goldman symplectic volume form
In this section, using the generalized Darboux coordinate system obtained in [SWZ17, SZ17] , we express the Goldman symplectic volume form on Pos 3 (S g,m )(L) in a simple natural way.
4.1.
Atiyah-Bott-Goldman symplectic form. Let R G,S = Hom(π 1 (S), G)/G be the space of representations of fundamental group of closed surface S into Lie group G. In [AB83], Atiyah and Bott introduced a natural symplectic form ω when G is compact using de Rham cohomology. Later on, Goldman [G84] generalized the symplectic form ω for non-compact Lie groups using group cohomology and showed that ω is a multiple of the Weil-Petersson symplectic form on the Teichmüller space of S. We call ω the (Atiyah-Bott-)Goldman symplectic form for short. The Goldman symplectic form has been extended to the case where the topological surface S has finitely many boundary components with fixed monodromy conjugacy classes in [AM95] [GHJW97] and references therein, even with marked points on the boundary in [FR98] .
There is a specific simple formula for Weil-Petersson symplectic form ω on the Teichmüller space. Let T (S g,m )(L 1 , · · · , L m ) be the Teichmüller space with fixed boundary lengths. Given a pair of pants decomposition {δ 1 , · · · , δ 3g−3+m } of S g,m and the transverse arcs to the pants curves, T (S g,m )(L 1 , · · · , L m ) can be parameterized by 3g − 3 + m length functions (δ i ) of the pants curves, and 3g − 3 + m twist functions θ(δ i ), called the Fenchel-Nielsen coordinates. In [Wol82] [Wol83], Wolpert provided an explicit description of the Weil-Petersson symplectic form on T (S g,m )(L 1 , · · · , L m ) in terms of the Fenchel-Nielsen coordinates, called the Wolpert's Magic Formula:
The above formula is crucial in [Mir07a] for computing of the volume of moduli space M g,m (L 1 , · · · , L m ) := T (S g,m )(L 1 , · · · , L m )/Mod(S g,m ) of Riemann surfaces with fixed boundary lengths with respect to the Weil-Petersson symplectic form ω. Now let us consider Pos 3 (S g,m )(L) with fixed i-th lengths on the oriented boundary components α 1 , · · · , α m . In [Kim99] , using Goldman's parametrization [G90], Wolpert's Magic Formula (1) was generalized for Hit 3 (S g,0 ) where some global Darboux coordinates were corrected in [CJK19] . In [SZ17, Corollary 8.18], Wolpert's Magic Formula (1) was generalized for Hit n (S g,0 ) where the global Darboux coordinates are established in [SWZ17, Section 8]. Both of these two generalizations of Wolpert's Magic Formula also work for Pos 3 (S g,m )(L). Note that these two generalizations can be related through the relations between Goldman's coordinates and Fock-Goncharov's coordinates in [BK18] . We will use the latter one instead to match up with the projective invariants that we use. 4.2. Generalized Wolpert's Magic Formula. We recall the generalized Wolpert's Magic Formula [SZ17, Corollary 8.18] for future use.
We specify the ideal triangulation T subordinate to a pants decomposition of S g,m . Let us fix an auxiliary hyperbolic structure ρ h on S g,m . Suppose the pairwise non-intersecting oriented simple closed geodesics P = {δ 1 , · · · , δ 3g−3+m } cut S g,m into 2g − 2 + m pairs of pants P = {P 1 , · · · , P 2g−2+m }. For each pair of pants P of P, we choose the peripheral group elements α P , β P , γ P in π 1 (P ) such that α P γ P β P = Id and P lies to the right of α P , β P , γ P . The inclusion of P into S g,m induces the inclusion of π 1 (P ) into π 1 (S g,m ), thus we can view α P , β P , γ P as elements in π 1 (S g,m ). Let γ + , γ − be the attracting and repelling fixed points of γ ∈ π 1 (S g,m ). The natural projection from the universal cover S g,m to S g,m is denoted by π. Then π{α − P , β − P } is the simple geodesic spiralling towards α P and β P opposite to the orientation of α P and β P respectively. In fact, the three simple geodesics Let C P := π(α − P , β − P ), A P := π(β − P , γ − P ) and B P := π(γ − P , α − P ). Then, as in Figure 5 , (γ − P , α − P , γ P · β − P ) and (γ − P , β − P , α − P ) are two adjacent anticlockwise ordered ideal triangles in the universal cover with a common edge (γ − P , α − P ). For any ρ ∈ Pos 3 (S g,m )(L), there is the ρ-equivariant limit curve ξ ρ . By Definition 2.23, for i = 1, 2,
. Similarly, for i = 1, 2, 
In [SZ17, Corollary 8.18], the generalized Wolpert's Magic Formula of ω is composed by two parts. The first part is related to the 2g − 2 + m pairs of pants P that can be described by the above projective invariants. The second part is related to the 3g − 3 + m pants curves P where we use certain generalized length functions and certain generalized twist functions. The generalized length functions are linear combinations of 1 and 2 . Up to scalar, the generalized twist functions are the symplectic closed edge invariants which is defined in [SWZ17, Section 5.2], with respect to a set of transverse arcs to P (called the bridge system J there). We want to use 1 and 2 instead. By [G86] , we have to change the generalized twist functions (by linear transformations) that pairing with i , denoted by θ i , such that H(E P ) = − 1 6 (2σ 1 (A P ) + σ 2 (A P ) + 2σ 1 (B P ) + σ 2 (B P ) + 2σ 1 (C P ) + σ 2 (C P ) + 3t(∆ P ) + 3t(∆ P )), and H(H P ) = −t(∆ P ) + t(∆ P ) + C P with C P being a linear combination of 1 and 2 of oriented curves in P.
4.3.
Goldman symplectic volume form. We are well-prepared to compute the Goldman symplectic volume form on Pos 3 (S g,m )(L).
Proposition 4.4 (Goldman symplectic volume form). Let Y P := −t(∆ P )+t(∆ P ). Let
The Goldman symplectic volume form dV ol on Pos 3 (S g,m )(L) is
Proof. By Theorem 4.3, we have (2)
Notice the all the d 1 and d 2 of oriented curves in P appear in the antisymmetric wedge product. Thus we can replace d(H(H P )) in Equation (2) by Y P = H(H P ) − C P . By Lemma 4.2, we have 1 (α P ) + 1 (β P ) + 1 (γ P ) = σ 1 (A P ) + σ 2 (A P ) + σ 1 (B P ) + σ 2 (B P ) + σ 1 (C P ) + σ 2 (C P ) and
Then we can replace d(H(E P )) in Equation (2) by
( 1 (α P ) + 1 (β P ) + 1 (γ P )) + 1 6 ( 1 (α P ) + 1 (β P ) + 1 (γ P )) .
We conclude that
j=1 2 (δ j )∧dθ 2 (δ j ). In this section, we show that the Goldman symplectic volume of the moduli space H t (S g,m )(L) of unmarked t-bounded positive convex RP 2 structures is bounded above by a polynomial of t. As a consequence, the integral of e −t with respect to the Goldman symplectic volume over H(S g,m )(L) is finite. with loxodromic boundary monodromy, let ξ ρ be the canonical ρ-equivariant map (Definition 2.17). Let α be a distinguished oriented boundary component of S g,m such that S g,m is on the left side of α. We have the equality:
(3)
where P α is the set of the isotopy classes of pairs of pants with the boundary component α, and P ∂ α is a subset of P α containing another boundary component γ of S g,m . For each pair of pants, we fix a marking on the boundary components α, β, γ such that αβ −1 γ = 1 as in Figure 6 . Here 
When (g, m) = (1, 1), the set − → P ∂ α is empty and φ 1 (β, γ) = 0 by computation. Let − → C 1,1 be the collection of oriented simple closed curves up to homotopy on S 1,1 . Then Equation (3) reads
When ρ ∈ Pos u 3 (S 1,1 ) is a positive representation with unipotent boundary monodromy. Let p be the puncture of S 1,1 . Then
where τ (γ) = log T (p, γp, γ + ) and (p, γp, γ + ) is a lift of the ideal triangle.
5.2.
Case for S 1,1 .
Notation 5.2. The Goldman symplectic volume of the moduli space H t (S g,m )(L) of unmarked t-bounded positive convex RP 2 structures with fixed boundary simple root lengths L (Definition 3.12) is denoted by V t g,m (L). Let us start with an estimate of the polylogarithm, which is defined to be
and for any integer k ≥ 1
Lemma 5.3. Let a k := −Li k (−1) for any integer k ≥ 2. For any t ≥ 0 and any integer d ≥ 2, we have
Proof. For t ≥ 0, we have
Thus we obtain Inequality (6). We prove Inequality (7) by induction on d. For d = 2, integrating (6) over t ∈ [0, x], we obtain
Thus
for any x ≥ 0. Suppose Inequality (7) is true for d − 1 ≥ 1, we integrate over t ∈ [0, x]. Then we obtain
for any x ≥ 0.
Theorem 5.4. The Goldman symplectic volume V t 1,1 (0) is bounded above by a positive polynomial of t.
Proof. Using the same trick as Mirzakhani [Mir07a, Theorem 1.2] on Equation (5) of Theorem 5.1, we have (8)
By Definition 3.11, we have
Thus |Y P | ≤ 2t and |X P | ≤ 3t 12 . Then we continue the right hand side of Equation (8)
By [Le87] , the complete Fermi-Dirac integral
(−e t ) k+1 (k + 1) 4 = −6 · Li 4 (−e t ).
Combing with Equation (9), we obtain V t 1,1 (0) ≤ −12t 4 · Li 4 (−e t ). By Lemma 5.3, for any t ≥ 0, we have −Li 4 (−e t ) ≤ t 4 24 + log 2 6
where a k = −Li k (−1) > 0. Thus
where the right hand side is a positive polynomial of t.
Theorem 5.5 (Main theorem). For 2g − 2 + m > 0 and m > 0, the Goldman symplectic volume V t g,m (L) (Notation 5.2) is bounded above by a positive polynomial of (t, L).
Proof of Theorem 5.5 for (g, m) = (1, 1). Let L = (L 1 , L 2 ) := ( 1 (α), 2 (α)). Similar to Equation (8), by Equation (4) of Theorem 5.1, we obtain (11) L 1 · V t 1,1 (L 1 , L 2 ) = Pos t 3 (S1,1)(L1,L2)/Stab(γ) log e L 1 2 + e 1(γ)+τ (γ) e − L 1 2 + e 1(γ)+τ (γ)
To simplify the computation, taking the following derivative Following the same arguments as Theorem 5.4, by Equations (11) and (12), for any L 1 > 0, we obtain
The polynomial Q(t, L 1 ) is a positive polynomial of t (Recall P 4 (t) in Formula (7)). Thus
where R(t, L 1 ) is a positive polynomial of t. We conclude that V t 1,1 (L 1 , L 2 ) is bounded above by a positive polynomial of t.
Remark 5.6. Similarly, using the identity for L 2 , we obtain that the number V t 1,1 (L 1 , L 2 ) is bounded above by S(t, L 2 ). Then V t 1,1 (L 1 , L 2 ) is bounded above by min{R(t, L 1 ), S(t, L 2 )}. 5.3. Case for S g,m . Firstly, let us generalize Mirzakhani's integration formula that will be used to cut off the pairs of pants. A simple oriented multi-curve is a finite sum of disjoint simple oriented closed curves with positive weights, none of whose components are peripheral. We can represent a pair of pants by a multi-curve. For any simple oriented multi-curve γ = k i=1 c i γ i and any ρ ∈ Pos 3 (S g,m ), suppose f γ is a measurable function from Pos 3 (S g,m )(L) to R ≥0 . We define
Suppose that the simple oriented multi-curve γ decomposes ρ ∈ H(S g,m )(L) into s connected component ρ 1 , · · · , ρ s such that, for i = 1, · · · , s, • ρ i ∈ Pos 3 (S gi,mi ), and • simple root lengths of m i oriented boundary components are given by L i ∈ R 2mi >0 . Following the same argument as [Mir07a, Theorem 7.1], replacing the twist flow along one simple oriented closed curve γ i by two generalized twist flows, we have Theorem 5.7 (Generalized Mirzakhani's Integration Formula). For any simple oriented multi-curve γ and f γ :
where M (γ) is the number of i such that γ i separates off a S 1,1 , and Sym(γ) :
Remark 5.8. Different from the moduli space of Riemann surfaces, the volume V t 0,3 (L) is not one. The space H 0,3 (L) is parameterized by two internal parameters X P and Y P . We have
Proof of Theorem 5.5. We prove the theorem by induction on 2g−2+m. Similar to [Mir07a, Theorem 8.1], we compute ∂ ∂L1 L 1 V t g,m (L) using Equation (3) Recall P α is the set of the isotopy classes of pairs of pants with the boundary component α, and P ∂ α is a subset of P α containing another boundary component γ of S g,m . Let A α (B α resp.) be the finite mapping class group orbits of P α \P ∂ α (P ∂ α resp.). Then Equation (3) (α, β, γ)dV ol = 2 −m(g,m−1)
where L β α,γ is obtained from L by replacing the simple root lengths of α and γ by that of β, and L P := ( 1 (α), 2 (α), 1 (β), 2 (β), 1 (γ), 2 (γ)). Let .
Equations (16) (17) imply
Plugging the above equation and Equation (13) into Equation (15), we obtain 
− Li i+j+2 (−e 1 2 (5t+ 2(γ)−L1) )).
The last equality follows Equation (10). By Lemma 5.3, the last term of Equation (19) is a positive polynomial of (t, L). Plugging Equation (19) into Equation (18) for each possible i, j, we conclude that H t (Sg,m)(L) ∂ ∂L1R (α, β, γ)dV ol is bounded above by a positive polynomial of (t, L).
The finite set A α is split into two parts A con α and A decon α depending on the subsurface S g,m \(β, γ) is connected or not for any (β, γ) ∈ A α .
Integral for any (β, γ) ∈ A con α . By Theorem 5.7, we obtain (20)
where L β,γ α is defined as in Equation (15). Firstly, we get
Plugging the above equation and Equation (13) into Equation (20), we obtain (21)
is a polynomial of (t, L). For any positive integer i, j, k, l, we have (22) ( 1 (β)) i · ( 2 (β)) j · ( 1 (γ)) k · ( 2 (γ)) l · H( 1 (β) + 1 (γ) − 5t, L 1 )
( 2 (β)) j d 2 (β) · ( 1 (γ)) k · t 1(γ) 0 ( 2 (γ)) l d 2 (γ) · H( 1 (β) + 1 (γ) − 5t, L 1 )d 1 (β)d 1 (γ) = t j+l+2 (j + 1)(l + 1) +∞ 0 +∞ 0 x i+j+1 y k+l+1 · H(x + y − 5t, L 1 )dxdy = t j+l+2 (i + j + 1)!(k + l + 1)! (j + 1)(l + 1)(i + j + k + l + 3)! +∞ 0 x i+j+k+l+3 · H(x − 5t, L 1 )dx = 2 i+j+k+l+4 (i + j + 1)!(k + l + 1)!t j+l+2 (j + 1)(l + 1) (−Li i+j+k+l+4 (−e 1 2 (5t−L1) ) − Li i+j+k+l+4 (−e 1 2 (5t+L1) )).
The second last line follows [Mir07a, page 208]. By Lemma 5.3, the last line of Equation (22) is a positive polynomial of (t, L). Plugging Equation (22) into Equation (21) for each possible i, j, k, l, we get H t (Sg,m)(L) ∂ ∂L1D (α, β, γ)dV ol is bounded above by a positive polynomial of (t, L).
Integral for any (β, γ) ∈ A decon α . The surface S g,m \(β, γ) is two connected surface S g1,m1+1 and S g2,m2+1 where g 1 + g 2 = g and m 1 + m 2 = m − 1. Here L = ( 1 (α), 2 (α), L 1 , L 2 ). Except for β (γ resp.), the surface S g1,m1+1 (S g2,m2 resp.) has simple root boundary lengths L 1 (L 2 resp.). By Theorem 5.7, we obtain (23)
(α, β, γ)dV ol = 2 −m(g1,m1+1)−m(g2,m2+1)−1 1 (β) · 2 (β) · 1 (γ)· 2 (γ) · ∂ ∂L 1 D(α, β, γ) · V t g1,m1+1 (L β 1 ) · V t g2,m2+1 (L γ 2 ) · V t 0,3 (L P )d 1 (β)d 2 (β)d 1 (γ)d 2 (γ).
By similar argument as for (β, γ) ∈ A con α , we obtain H t (Sg,m)(L) ∂ ∂L1D (α, β, γ)dV ol is bounded above by a positive polynomial of (t, L).
Finally, we conclude that V t g,m (L) is bounded above by a positive polynomial of (t, L).
Remark 5.9. Following the above proof, the degree of the positive polynomial of (t, L) is bounded above by 26g − 26 + 13m, since the increased degree is 8 for any (β, γ) ∈ B α and the increased degree is 13 for any (β, γ) ∈ A α by our algorithm.
By the convergence of the sequence +∞ k=1 P (k) e k for any polynomial P , we have the following corollary.
Corollary 5.10. We have H(Sg,m)(L) e t dV ol is finite where (Definition 3.11) t = max{mT (ρ), mD(ρ), mL(ρ)}.
By Corollary 3.14 and Remark 3.19, we get the following.
Corollary 5.11. Recall Definition 3.12 and Example 3.18. The Goldman symplectic volume of AH t (S g,m )(L), A t (S g,m )(L), B t (S g,m )(L), C t (S g,m )(L), F t (S g,m )(L) are finite.
Geometry of AH t (S)
Each element in the moduli space AH t (S g,m )(L) has the canonical area bounded above by t. Comparing with the Fuchsian locus which has the fixed canonical area, the condition of bounded area enlightens us to show that the moduli space AH t (S g,m )(L) is a small neighborhood of the Fuchsian locus where most of the properties of the moduli space of Riemann surfaces hold. Proposition 6.1 (Bers' Constant). Let S g,m be the surface S g,m with negative Euler characteristic. Let (γ) := 1 (γ) + 2 (γ). There is a constant B(t) such that for any ρ ∈ AH t (S g,m )(L) where L ∈ R 2m >0 , there is a pants decomposition P = {δ 1 , · · · , δ 3g−3+m } of S g,m with (δ i ) ≤ B(t) for any i = 1, · · · , 3g − 3 + m.
Proof. For any ρ ∈ AH t (S g,m )(L) where L ∈ R 2m >0 , let h ρ be its Hilbert metric on the canonical domain Ω ρ . Then (γ) is the translation distance of γ with respect to h ρ . We use the same argument as in [FM11, Theorem 12.8] by induction on the number of distinct disjoint simple essential closed curves on S g,m . Except streaming line by line, the main issue left is that the injective radius of a unit ball is bounded above by a function of the area of the surface. The above statement is true for a Riemannian metric by [Ber76] . By [BH13, Proposition 3.4], the blaschke metric b ρ which is Riemannian is uniformly comparable to the Hilbert metric h ρ . Thus for the Hilbert metric h ρ , the injective radius of a unit ball is bounded above by a function of the area of the surface. The Mumford's compactness theorem [Mum71] allows us to cut the moduli space of Riemann surface into thick and thin parts. We prove a similar theorem for AH t (S g,m )(L). Definition 6.2. Given > 0, the thin part AH t (S g,m )(L) of AH t (S g,m )(L) with L ∈ R 2m >0 is these ρ satisfies ρ 1 (γ) ≥ , ρ 2 (γ) ≥ for any essential oriented closed curve γ.
Theorem 6.3. The thin part AH t (S g,m )(L) with L ∈ R 2m >0 is compact. Proof. We adjust the proof in [FM11, Theorem 12.6] to our situation. Recall the coordinate system subordinate to a pants decomposition P and transverse arcs in Proposition 4.4:
• for each pants curve, choose 1 (γ), θ 1 (γ), 2 (γ), θ 2 (γ);
• for each pair of pants P , choose X P , Y P . For any sequence {ρ i } in AH t (S g,m )(L) , let us choose the lifts {ρ i } in AP os t (S g,m )(L) . By Proposition 6.1, for eachρ i , there is a pants decomposition P i such that ρi j (γ) ∈ [ , B(t)] for j = 1, 2 and any γ ∈ P i . Since the mapping class group orbits of all the pants decompositions of S g,m are finite, we can choose a subsequence {ρ ji } of {ρ i } and a sequence of mapping class group elements {g i } such that g i (P ji ) = P. Then in the above coordinate system subordinate to P, for any ψ i = g i ·ρ ji , we have ψi j (γ) ∈ [ , B(t)] for j = 1, 2 and any γ ∈ P. The Dehn twists along the pants curves allow us to find a sequence {f i } in the mapping class group such that the sequence {q i = f i ψ i } satisfies that, for j = 1, 2 and any γ ∈ P, θ qi j (γ) is bounded within a compact interval. By Proposition 3.3 and Proposition 3.5, X P and Y P is bounded within a compact interval for any element in AP os t (S g,m )(L) . Thus there is a subsequence contained in a compact set.
