Abstract. Partial combinatory algebras occur regularly in the literature as a framework for an abstract formulation of computation theory or recursion theory. In this paper we develop some general theory concerning homomorphic images (or collapses) of pca's, obtained by identi cation of elements in a pca. We establish several facts concerning nal collapses (maximal identi cation of elements).`En passant' we nd another example of a pca that cannot be extended to a total one.
Introduction
A partial combinatory algebra (pca) is a structure A = hA; s; k; i where A is a set, is a partial binary operation (application) on A, and k; s are two elements of A such that 1. 8a; a 0 2 A (k a) a 0 = a, 2. 8a; a 0 2 A (s a) a 0 #, 3. 8a; a 0 ; a 00 2 A ((s a) a 0 ) a 00 = (a a 00 ) (a 0 a 00 ) if (a a 00 ) (a 0 a 00 ) #; unde ned otherwise;
4. k 6 = s. Here M # means the expression M is de ned, and M = N means both expressions are de ned and equal. Another useful notation is to write M " if M is unde ned. It is common to omit and associate unparenthesized expressions to the left. In working with expressions that may or may not be de ned, it is useful to write M ' N to mean that if either M or N is de ned, then both are de ned and equal. These notational conventions allow us to replace clause 3 by Total pca's (ca's), where application is a total operation on the carrier set, are extensively studied in the context of models of -calculus and Combinatory Logic (CL) (cf. e.g. Bar84] , HS86]); nontotal pca's (nca's), where application is not de ned everywhere, are a little less well-o in this respect. They gure in the semantics of programming languages (see the forthcoming book by Mitchell Mit9?]) as well as in the formalization of constructive mathematics (see Bee85] , TvD88]). In fact, they are the models of a`minimal axiomatic basis for theories of operators', as stated in TvD88]. An early approach to treat abstract computation theory was given by the notion of Wagner Wag69] and Strong Str68] , URS (Uniform Re exive Structure). More recently, the notion of E ective Applicative Structure, EAS, has been introduced by Asperti and Ciabattoni AC95]); they show that this notion is in fact equivalent to PCA.
Let us brie y indicate why a study of pca's falls in the scope of higher-order algebra, logic and term rewriting -the subject of the present conference. The connection with term rewriting, via CL and -calculus, is obvious since pca's admit abstraction x]M; in fact they were`designed' just for that purpose. The connection with higher-order algebra is less clear, also due to the fact that there is no sharp de nition of this notion. Meinke Mei95] bases his survey of higherorder algebra on type theories. Indeed, it is shown that the nite type hierarchy HEO can be built over an arbitrary pca (Bethke Bet91] We shall call such a homomorphic image a collapse. There exist several investigations into collapses of ca's (cf. e.g. Jac75], JZ85], BI93]). Here the leading question is whether, given -terms M and N, the equation M = N can be added consistently to the -calculus. Considerations of collapses of nca's seem to be rare. In fact, we do not know of any. In the present note, we address this last theme. Instead of considering collapses, one can also study certain well-behaved congruence relations. As it turns out, there exists a natural 1-1 correspondence between these relations and collapses: every such congruence induces a collapse and vice versa. We establish this fact in Sect. 2.
We use the correspondence between well-behaved congruence relations and collapses in Sect. 3 to show that there is at least one major di erence between nca's and ca's with respect to their class of collapses: nca's always have a nal collapse n (A) which combines all possible identi cations.
For ca's, such a nal collapse does not need to exist. We provide a counterexample.
Not every pca allows for additional identi cations. In Sect. 4, we give two examples of these irreducible pca's: the well-known total graph models as well as the nontotal pca of natural numbers with partial recursive function application cannot be collapsed any further.
In Sect. 5, we concentrate on extensional collapses, i.e. collapses that identify elements displaying identical applicative behaviour. We provide a condition on nca's that guarantees the existence of extensional collapses. In fact, if an nca meets this condition, then its nal collapse is extensional. As an application which may be of independent interest, we show that the paradigmatic nca of strongly normalizing CL-terms has an extensional nal collapse.
2 Collapses of PCA's A homomorphism is a structure-preserving map from one algebra to another. For partial algebras, there is one basic notion for a homomorphism which simultaneously generalizes the notions of homomorphisms between total algebras and relational structures respectively. However, since its de ning property is relatively weak, we select a proper subclass of homomorphisms throughout this paper. An extensive survey of the model theory of partial algebras can be found in Bur82].
De nition 1. Let Proof. E is clearly an equivalence relation on A and is proper, since (s) = s 0 6 = k 0 = (k). To prove that E is a congruence, let ha; a 0 i 2 E and C 2 C A .
for some context C 0 . Hence C a] is de ned if and only if C a 0 ] is de ned, and if they are both de ned, then hC a]; C a 0 ]i 2 E . u t Given any congruence relation E on A, we may construct a pca A=E of A called the quotient of A modulo E. The intuitive idea behind A=E is that we identify related elements of A.
De nition 6. Let A = hA; s; k; i be a pca and E 2 Con(A Proposition 9. Let A = hA; s; k; i be an nca and E be an equivalence relation on A. Then E is proper provided E is a congruence relation. Proof. Assume E is a congruence and suppose that hs; ki 2 E. Pick a; a 0 2 A such that aa 0 " and let C 2kaa 0 . Then skaa 0 # i kkaa 0 #. As kkaa 0 = ka 0 , it follows that skaa 0 = ka 0 (aa 0 ). Hence aa 0 #. Contradiction. u t
In dealing with nca's, we can therefore forget about properness and concentrate on congruence only. As it turns out, the union of all congruences is again a congruence.
De nition 10. Let Lemma11. Let A = hA; s; k; i be an nca. Then
1. E n 2 Con(A), 2. E n = S Con(A).
Proof. 1. E n is clearly a congruence relation. Hence E n 2 Con(A) by Proposition 9.
2. From 1. it follows that E n S Con(A). For the other inclusion, let ha; a 0 i 2 S Con(A). Then ha; a 0 i 2 E for some E 2 Con(A). Thus, since E is a congruence, ha; a 0 i 2 E n . where fng is the partial recursive function with G odel number n. We may let k be any G odel number of the recursive function which, given some argument x, returns a G odel number of the constant function returning x. The natural number s is slightly more complicated: we let s be a G odel number of the recursive function f(x) = n x where n x is a G odel number of the recursive function g(y) = m x;y with m x;y a G odel number of the partial recursive function h(z) ' ffxg(z)g(fyg(z)) :
The existence of this function is easiest to explain using Turing machines, or some other model of computation. Then N = hI N; s; k; i is an nca.
To prove that N is irreducible, let E be any collapse of N and let hx; yi 2 E . Assume x 6 = y. It is now not hard to imagine a partial recursive function g with G odel number z, say, such that g(x) " and g(y) #. Then C z2 is a context with C x] " and C y] #. Thus E is not a congruence. This is a contradiction. So x = y; whence hx; yi 2 fhx; xi j x 2 INg.
Extensional Collapses of PCA's
In this nal section, we shall consider collapses that identify elements which display identical applicative behaviour.
De nition 15. Let A term of the form SLMN or KLM is a redex; its contractum is LN(MN) or L, respectively. A term not containing such redexes is a normal form (nf) and has a nf if it reduces to one. A reduction of L is a sequence of terms L L 1 ! L 2 ! L 3 ! . Reductions may be in nite. If every reduction of L terminates eventually (in a normal form), then L is said to be strongly normalizing. We let SN be the set of all strongly normalizing CL-terms, and SN 0 be the set of all closed, strongly normalizing CL-terms. Observe that ! S(SKK)(SKK) 2 SN 0 ; however, !! 6 2 SN.
The rewrite system CL is orthogonal and has therefore nice properties such as con uence. Another pleasantness is: To prove that the nal collapse of A SN is extensional, we invoke Theorem 18. That is, we shall prove that for all L; M 2 SN 0 , if al' present in the context C. In the course of the in nite reduction, L will be multiplied in several descendants and the only contribution of L to sustaining the in nite reduction is that a descendant of L, L , is activated such that L P eventually will develop into a redex and will be contracted.
Indeed, if no descendant of L ever would be activated, all activity would be due to the context. In that case we also have an in nite reduction after replacing L by M.
Given the fact that C L] has an in nite reduction, we want to construct an in nite reduction of C M]. This is done by gradually replacing all descendants of L by M, in the following manner: as soon as a descendant of L is activated, we replace it by M. Because of (z), this replacement does not loose the possibility of an in nite reduction. Performing this in nite reduction in the so obtained new context, we again wait until the rst of the remaining descendants of L is activated and replace it again by M. This procedure is repeated ad in nitum. In each step of the procedure, we gain some nite piece of the reduction of C M]; if the procedure stops because no more descendants of L exist, or will be activated, then we gain an in nite reduction of C M].
In the following, we make this intuitive description more precise. We deviate from the practice up to now and allow for contexts with several holes. Remark. Let A = hA; s; k; i be a pca. We call ker(A), the kernel of A, the subset of A containing all elements generated by k and s. So ker(A) is de ned by:
1. k; s 2 ker(A), and 2. if a; a 0 2 ker(A) and aa 0 #, then aa 0 2 ker(A). In case ker(A) = A, we call A a minimal pca. Note that the nca A SN =E n is in fact minimal. As observed in Bet87], extensional nca's cannot be completed to a ca by adding some elements and completing the application operation. For, suppose A = hA; s; k; i is an extensional nca and A 0 is some completion of A. Choose a; a 0 2 A such that aa 0 " and put ? s(ka)(ka 0 ). Observe that ? a 00 " for every a 00 2 A, and hence s(k(kk)) ? a 00 " and s(k(ks)) ? a 00 " for every a 00 2 A. By extensionality, we have therefore s(k(ks)) ?= s (k(kk) 
