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We discuss what kind of quantum channels can enable thermalization processes. We show that
in order to determine a system’s temperature, a thermometer needs to have information about the
system’s local Hamiltonian and not just its state. We illustrate this showing that any temperature
measurement protocol that does not resolve the system’s local Hamiltonian (such as, e.g., full state
tomography) is susceptible to being fooled into measuring any value for the temperature. We
establish necessary conditions for thermal contact for quantum systems. Furthermore, we show that
the intuitive idea of thermalization emerging out of quickly interacting with the microconstitutents
of a thermal reservoir cannot be correct.
I. INTRODUCTION
In life, “all contact is thermal contact” is a good rule
of thumb. Place any two everyday objects in physical
contact with each other and one can confidently predict
that they will eventually thermalize to a common tem-
perature – it seems that no knowledge of how exactly
they interact is required. Indeed, it appears this phe-
nomenon is highly robust to the particular details of the
scenario considered.
A significant amount of work has been done investi-
gating this robustness, characterizing the emergence of
thermalization from quantum dynamics [1–6]. Indeed,
use is often made of Collision Models to model thermal-
ization [7–11] in quantum thermodynamics. Such sce-
narios consider a quantum system repeatedly interacting
with (being bombarded by) the constituents of its envi-
ronment one at a time. In particular the partial swap
interaction described in [12] is very common [13–17]. In
contrast with the intuition highlighted above, these stud-
ies show that the details underlying thermal contact are
critically important.
Perhaps surprisingly, we will show that in the regime
of rapid bombardment, such collisional scenarios cannot
constitute thermal contact without fine-tuning. In other
words the system is almost never driven to thermal equi-
librium with its environment by rapid bombardment. As
we will argue, the reason for this non-thermalization in
rapid bombardment scenarios is that the system does not
have time to sense the temperature of its environment.
To demonstrate this, we will argue that any dynamics
underlying thermal contact must “know” both systems’
local Hamiltonians. We will then show that without
fine-tuning the system must “learn” these local Hamil-
tonians dynamically. Applying these arguments to the
rapid bombardment scenario described above we will find
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the system does not spend enough time with each con-
stituents of its environment to “learn” its local Hamilto-
nian; the process which carries that information is “too
long/complex” and is highly suppressed. Therefore rapid
bombardment cannot mediate thermal contact without
fine-tuning. Finally, we will provide some example sce-
narios, including a comparison with [12].
II. THERMAL CONTACT AND LOCAL
HAMILTONIANS
Suppose that we have access to a quantum sys-
tem in a Gibbs state of unknown inverse temperature,
β, with an unknown local Hamiltonian, Hˆ, that is,
ρth = exp(−βHˆ)/Z where Z = Tr(exp(−βHˆ)). We can
ask the following question: Can we determine its tem-
perature without knowledge of its local Hamiltonian?
An easy answer to this question is: “Simple! Put the
system in thermal contact with a thermometer and read
off the temperature”. It appears this task does not re-
quire knowledge of the system’s local Hamiltonian, just
a thermometer. Since one simply needs a thermometer
to determine the system’s temperature, it would seem
that doing full state tomography (using arbitrarily many
copies of the system) is overkill. However, perhaps sur-
prisingly, state tomography alone does not give us enough
information to determine the system’s temperature.
To see why, note that any thermal density matrix
ρth = exp(−βHˆ)/Z is invariant under the transformation,
Λ ∶ β → λβ; Hˆ → Hˆ/λ, (1)
which rescales both the temperature and energy scale of
the system. Imagine that some mischievous agent, Loki
himself perhaps, breaks into our lab and replaces our
system with a new one which has the same density ma-
trix but nonetheless a different temperature1. We cannot
1 Such a transformation can indeed be physically made: for in-
2notice this swap-out by just characterizing the system’s
density matrix.
We could however detect Loki’s trick if we determine
the system’s energy scale, which Loki necessarily altered
in order to maintain the state’s density matrix. This en-
ergy scale cannot be determined from the density matrix
alone. In fact, as we will see it is the only information
about the local Hamiltonian not available by character-
izing the state, ρth. We can determine the eigenbasis,
{∣n⟩}, of Hˆ by diagonalizing ρth since they commute and
therefore share an eigenbasis. Moreover, we can partially
determine the eigenvalues, {En}, of Hˆ using thermal de-
tailed balance,
⟨n∣ρth ∣n⟩
⟨m∣ρth ∣m⟩
= exp(−β(En −Em)). (2)
Specifically, we can determine the relative spacing be-
tween the eigenvalues of Hˆ as,
En −Em
Ej −Ek
=
log(⟨n∣ρth ∣n⟩) − log(⟨m∣ρth ∣m⟩)
log(⟨j∣ρth ∣j⟩) − log(⟨k∣ρth ∣k⟩)
. (3)
This fixes the eigenvalues of Hˆ up to a constant offset
(which can be ignored) and, crucially, an unknown scale
factor.
Thus, whatever process we use to measure the system’s
temperature, it must somehow know (or get to know) the
precise value of that scale factor; i.e., it must involve the
system’s local Hamiltonian. Since (as discussed above)
we can measure temperatures via thermal contact with a
thermometer, the dynamics which underlie thermal con-
tact must involve the system’s local Hamiltonian.
III. THERMAL CONTACT AND SABOTAGE
Two systems (A and B) are in thermal contact if they
are allowed to exchange heat and do so until they reach a
thermal equilibrium, where no more heat flows between
them. The zeroth law of thermodynamics states that this
notion of thermal equilibrium is transitive and so can be
thought of as an equivalence relation. Temperature is
then defined as any monotonic labeling of these equilibria
with the ordering “hot > cold” defined by the direction
of heat flow.
To illustrate, the textbook example of thermal con-
tact is two systems permitted to exchange energy freely
with each other while maximizing their total entropy. By
a standard calculation, this process reaches its equilib-
rium when dSA/dEA = dSB/dEB. From this we get the
usual textbook definition of temperature 1/T ∶= dS/dE,
stance, Loki may swap-out a magnetic spin for one with a higher
temperature while simultaneously increasing the strength of the
magnetic field.
where we have taken k = 1. Note this is the tempera-
ture that appears in the exponential of a Gibbs state,
ρth = exp(−Hˆ/T )/Z.
The approach we use in this paper is to take the tem-
perature appearing in the Gibbs state as the canonical
temperature defined by a process known to be thermal
contact. Using this we can then judge whether any inter-
action constitutes thermal contact or not by whether its
equilibrium condition is compatible with these canonical
notions of temperature and thermal contact.
Specifically, suppose our two quantum systems are ini-
tially uncorrelated and thermal with inverse tempera-
tures βA(0) and βB(0). Imagine that these systems in-
teract with each other for a long time and then are sepa-
rated. This interaction constitutes thermal contact only
if for all initial temperatures:
1) The final reduced states of both systems are ther-
mal, with inverse temperatures βA(∞) and βB(∞).
2) These temperatures are the same, βA(∞) = βB(∞).
3) Compatibility with the zeroth law: The (reduced)
systems do not evolve when placed in thermal con-
tact if and only if they are initially at the same tem-
perature. That is, ρA(t) = ρA(0) and ρB(t) = ρB(0)
for all t ≥ 0 if and only if βA(0) = βB(0).
As such in a generic thermal contact scenario between
A and B, the systems are initially thermal (with respect
to their local Hamiltonians, HˆA and HˆB) and uncorre-
lated, i.e., ρAB(0) = ρA(0) ⊗ ρB(0), with,
ρA(0) =
e−βA(0)HˆA
ZA(0)
, ρB(0) =
e−βB(0)HˆB
ZB(0)
. (4)
The most general completely positive trace preserving
(CPTP) evolution of this joint system is given by
ρAB(t) ∶= ΦAB(t)[ρA(0)⊗ ρB(0)], (5)
for some CPTP map ΦAB(t). This dynamical map will
in general depend on all the details of the interaction
between the two systems. This includes both the sys-
tems’ local Hamiltonians as well as any other interaction
details, which we collect into the label I as,
ΦAB(t) = ΦAB(t, HˆA, HˆB ,I). (6)
For instance, I could include: an interaction Hamilto-
nian, HˆAB, time dependent switching functions, spatial
smearing functions, probability distributions for various
stochastic elements, the initial temperatures of the sys-
tem, and other particular details.
Note that the final reduced states depend on the pa-
rameters of the interaction as,
ρA(∞) = fA(HˆA, HˆB, ρA(0), ρB(0),I) (7)
ρB(∞) = fB(HˆA, HˆB, ρA(0), ρB(0),I).
3If the dynamics described by (5) constitutes thermal con-
tact then the final reduced states are both thermal,
ρA(∞) = e−βA(∞)HˆA
ZA(∞) , ρB(∞) =
e−βB(∞)HˆB
ZB(∞) , (8)
with identical temperatures, βA(∞) = βB(∞).
As discussed in the previous section, in order to not
be vulnerable to Loki’s swap-out trick the dynamics un-
derlying thermal contact must be sensitive to the sys-
tems’ local Hamiltonians (outside of density matrices).
As we will now show, there are two ways for the dynam-
ics to accomplish this: it may either be fine-tuned such
that it “already knows” the systems’ local Hamiltonians
(through some co-dependence of the parameters of the
interaction) or it may “learn” them dynamically.
To exclude the fine-tuning possibility, we now assume
that the parameters of the interaction (i.e., βA(0), βB(0),
HˆA, HˆB, and I) are mutually independent. In particular
this means that transformations of the form (1) can be
performed on either system without affecting the other
parameters of the interaction. Using this independence
assumption we will now show that the dynamics must
depend on the local Hamiltonians to yield thermal con-
tact.
Suppose that ΦAB(t) does not depend on HˆA such
that, ΦAB(t) = ΦAB(t, HˆB,I). From this it follows that
the systems’ final states depend on HˆA only through
ρA(0),
ρA(∞) = fA(HˆB, ρA(0), ρB(0),I), (9)
ρB(∞) = fB(HˆB, ρA(0), ρB(0),I).
Note that both of these states are then invariant under
the transformation,
ΛA ∶ βA(0)→ λA βA(0); HˆA → HˆA/λA, (10)
since ρA(0) = exp(−βA(0)HˆA)/Z(0) is invariant under
this transformation and by assumption HˆB, βB(0), and
I are each independent of both HˆA and βA(0). Using
this invariance and (8) we can determine how the final
temperatures of the systems transform under ΛA,
ΛA ∶ βA(∞) → λA βA(∞); βB(∞) → βB(∞). (11)
The final temperatures of the systems transform differ-
ently and will therefore in general not be the same except
for a particular fine-tuned choice of λA.
From an operational point of view, any interaction like
the one described above cannot constitute thermal con-
tact since it is vulnerable to Loki’s swap-out trick. For
instance, suppose that system B is at a standardized tem-
perature and that we have just “confirmed” that system
A is at the same temperature by placing it in (what we
believe is) thermal contact with B, noting that it doesn’t
evolve, and by invoking property 3) of thermal contact.
Suppose that Loki then swaps system A with system
C = ΛA[A]. If we then perform the same procedure using
systems C and B, we would “confirm” they are at the
same temperature yielding βC = βB = βA even though
βC ≠ βA.
Hence we can conclude that for an interaction to con-
stitute thermal contact without fine-tuning the joint dy-
namical map, ΦAB(t), must depend explicitly on HˆA.
The same argument applies reversing the roles of A and
B, such that the joint dynamics must depend on HˆB as
well.
Of course, one may think this condition is trivially sat-
isfied; physically meaningful maps often depend on the
systems’ local Hamiltonians. Indeed this is true; for in-
stance, consider master equations of the form,
d
dt
ρA(t) = −i
h̵
[HˆA, ρA(t)] +DA[ρA(t)], (12)
d
dt
ρB(t) = −i
h̵
[HˆB, ρB(t)] +DB[ρB(t)],
where DA and DB describe the dynamics induced by the
interaction. Clearly this time evolution explicitly de-
pends on the local Hamiltonians. Importantly, however,
as we will now discuss, dependence on the local Hamilto-
nians though such local terms (i.e., [HˆA, ⋅] and [HˆB, ⋅])
is not enough to yield thermal contact. As we will show
the induced dynamics (DA and DB) themselves must de-
pend on the local Hamiltonians for interaction to produce
thermal contact.
To see this consider the scenario where the initial tem-
peratures of the two systems are very close. It is rea-
sonable to expect that they will not evolve much as they
equilibrate2, staying approximately thermal. We claim
that by taking their initial temperatures to be arbitrar-
ily close the reduced states can be made arbitrarily close
to thermal states throughout their evolution. Specifically
we claim that the local terms in (12) can be made arbi-
trarily small throughout the interaction.
Therefore in order for (12) to constitute thermal con-
tact the induced dynamics (DA and DB) must them-
selves depend on the local Hamiltonians; the dynamics
must learn the local Hamiltonians dynamically. More
generally, the above argument shows that for any dy-
namics to constitute thermal contact it must depend on
the systems’ local Hamiltonians even after assuming the
systems are in (or arbitrarily near to) thermal states
throughout the interaction.
At first glance, this improved condition does not seem
much more difficult to satisfy. It is true that in a generic
scenario, the induced dynamics will generally depend on
both systems’ local Hamiltonians. However, as we will
soon see, the dynamics generated by rapid bombardment
(which we intuitively expect to underlie thermalization)
in fact fails to meet this condition and therefore cannot
yield thermal contact.
2 Note this is just a (slight) extension of property 3) of thermal
contact.
4As a final note, we reiterate that these results hold
as long as there is no fine-tuning, that is as long as
the independence assumption holds. Of course sce-
narios can be constructed that do not satisfy this as-
sumption. For example, consider two identical magnetic
spins (µA = µB = µ) polarized by the same magnetic field
(BA = BB = B) with, HˆA = µB σˆz,A, and HˆB = µB σˆz,B.
In this case Loki’s trick cannot address each system indi-
vidually. Additionally there are situations (for instance
phase transitions) where the local Hamiltonians or cou-
pling strengths are temperature dependent. Nonetheless
the scope of applicability of these results is very wide and
includes all situations where the local Hamiltonians and
coupling strengths are set independently by fundamental
considerations.
IV. RAPID BOMBARDMENT IS NOT
THERMAL CONTACT
Consider a quantum system, S, interacting with an en-
vironment, E, composed of infinitely many identical un-
coupled quantum systems, Ai, (called ancillas). Suppose
that the system interacts unitarily with (is bombarded
by) these ancillas one at a time, each for a time δt.
This scenario constitutes a Collision Model and is com-
monly used in quantum thermodynamics to model ther-
malization [7–11]. It seems natural to expect that the
system will (or at least can) be driven to the tempera-
ture of its environment by some bombardment process.
Informally, we often think of thermalization as a process
where a microscopic constituent of the thermal reservoir
interacts with the system for a short time, then flies away
and a fresh microconstitutent of the environment inter-
acts with the system again without holding any memory
of previous interaction, and the process is repeated until
equilibration. We will prove that this intuition is actually
wrong, without fine tuning, rapid bombardment cannot
mediate thermal contact.
Concretely, suppose that the system and environment
are initially uncorrelated and thermal (with respect to
their local Hamiltonians, HˆS and HˆE) with inverse tem-
peratures βS(0) and βE(0). Since the ancillas that
make up the environment are uncoupled, we have that
HˆE = ∑i HˆAi where HˆAi = HˆA are the local Hamiltoni-
ans of each ancilla. From this it follows that each ancilla
is in the state ρA(0) = exp(−βE(0)HˆA)/ZA(0) until its
interaction with the system.
Therefore each time the system interacts with an an-
cilla it is updated by the map,
φ(δt)[ρS] = TrA(e−i δt Hˆ/h̵ ρS ⊗ ρA(0) ei δt Hˆ/h̵), (13)
where Hˆ = HˆS ⊗ 1A + 1 S ⊗ HˆA + HˆSA. Thus at a time
t = nδt the state of the system is given by n applications
of φ(δt) to the initial state ρS(nδt) = φ(δt)n[ρS(0)].
Using the rapid repeated interaction formalism devel-
oped in [18] and [19] we can construct an interpola-
tion scheme between the discrete time points t = nδt.
Specifically we can construct the unique interpolation
scheme which: 1) exactly matches the discrete dynam-
ics, 2) is time-local and time-independent, and 3) con-
verges as δt → 0. The interpolated dynamics is given
by the master equation d
dt
ρS(t) = Lδt[ρS(t)], where
Lδt ∶=
1
δt
Log(φ(δt)), called the effective Liouvillian, gen-
erates time translations for the system.
Since we are interested in the rapid bombardment
regime3 it is useful for us to expand φ(δt) as a series
in δt, as φ(δt) = 1 + δtφ1 + δt2 φ2 + δt3 φ3 + . . . where,
φ1[ρS] = −i
h̵
TrE([Hˆ, ρS ⊗ ρA(0)]), (14)
φ2[ρS] = 1
2!
(−i
h̵
)2TrE([Hˆ, [Hˆ, ρS ⊗ ρA(0)]]),
φ3[ρS] = 1
3!
(−i
h̵
)3TrE([Hˆ, [Hˆ, [Hˆ, ρS ⊗ ρA(0)]]]),
etc. From this expansion we can expand Lδt as a series
as Lδt = L0 + δtL1 + δt
2L2 + δt
3L3 + . . . where,
L0 = φ1, (15)
L1 = φ2 −
1
2
φ1
2,
L2 = φ3 −
1
2
(φ1φ2 + φ2φ1) + 1
3
φ1
3,
etc. In [21] and [18] the first terms, L0 and L1, were com-
puted and analyzed in detail. Specifically, it was shown
in [18] that the common technique of taking a continuum
limit δt → 0 along with an diverging interaction strength,
g, such that g2δt = const is equivalent to only considering
L0 + δtL1 in the above expansion.
More generally, in the rapid bombardment regime
(when δtE/h̵ ≪ 1 where E is the energy scale of Hˆ)
it often suffices to study the lowest order terms in this
series. For example, if L0 and L1 determine a unique
fixed point for the dynamics (i.e., L + δtL1 is full rank)
then for small enough δt all higher order approximations
will also have a unique attractive fixed point. Moreover
these higher order fixed points are perturbatively near to
the lower order ones for small enough δt. If such a fixed
point is established without knowledge of the systems’ lo-
cal Hamiltonians it cannot be the at the temperature of
the environment and thus the dynamics cannot be ther-
mal contact.
This raises the question: at what orders in δt can Lδt
constitute thermal contact? As we will see L0 and L1
do not depend on the local Hamiltonian of the ancillas
(and so cannot constitute thermal contact) whereas L2
generically depends on both HˆS and HˆA.
Using the linearity of the partial trace and the com-
mutator, we can see that the nth term in (14) involves
all the ways of picking one of HˆS, HˆA, or HˆSA for each
3 We note that this rapid bombardment regime is relevant for in-
vestigations of Strong Local Passivity [20].
5of the n copies of Hˆ appearing in the expressions given
by (14). We now systematically analyze each of these
possible combinations which contain HˆA.
Using the cyclic property of partial trace, one finds
that all terms with HˆA in the outermost commutator
vanish. Likewise, using the fact that ρA(0) is ther-
mal and therefore commutes with HˆA one finds that
all terms with HˆA in the innermost commutator van-
ish. Moreover, using the nested commutator identity,[A, [B,C]] = [B, [A,C]] if [A,B] = 0, one can see that all
non-vanishing occurrences of HˆA must be “sandwiched”
on either side by an interaction Hamiltonian HSA with
which it does not commute. Otherwise we could move
the HˆA to either end and the term vanishes by the above
arguments.
Thus all terms depending on HˆA in φ1 and φ2 vanish.
Since L0 and L1 are constructed from φ1 and φ2 they do
not depend on HˆA either. Thus if a unique fixed point
is established by L0 and L1, the dynamics cannot be
thermal contact without fine-tuning.
In φ3 (and therefore in L2) we find the first term
which depends on HˆA and doesn’t vanish, namely
TrA([HˆSA, [HˆA, [HˆSA, ρS ⊗ ρA(0)]]]). We note that L2
also depends on HˆS non-trivially through terms like
TrA([HˆSA, [HˆS, [HˆSA, ρS ⊗ ρA(0)]]]).
We can find an explanation for why HˆA doesn’t show
up until L2 by interpreting [HˆX , ⋅] as evolution with
respect to HˆX . Doing this we can see that the sim-
plest/shortest process carrying information about the an-
cilla’s local Hamiltonian (and therefore its temperature)
is to:
1) Interact with it (so it is not thermal anymore)
2) Let it evolve freely (bringing in its energy scale)
3) Interact with it again (to get the information out).
In the rapid bombardment regime this process “takes too
long” and is therefore highly suppressed.
To make this more concrete, we can consider the fol-
lowing scenario. Suppose that we have many pairs of
thermal systems, A and B, and we suspect that Loki
carries out his swap-out trick on our B systems as
ΛB ∶ βB(0)→ λβB(0); HˆB → HˆB/λ, (16)
for some λ. If we couple N of our pairs of systems to-
gether, each for a time δt, and then measure the A sys-
tems, how accurate an (unbiased) estimate can we make
about λ? For any such measurement and data processing
procedure, the variance of this estimator is bounded by
the Cramer-Rao Theorem to be [22]
Var(λ) ≥ 1
N F (λ, δt) (17)
where F (λ, δt) is the Fisher information about λ in each
of the A systems after a time δt. We will now investigate
the scaling of the Fisher information about λ for small
δt.
As above let us assume that the systems interact uni-
tarily such that after a time δt, the state of each system
A is
φ(δt)[ρA(0)] = TrB(e−i δt Hˆ/h̵ ρA(0)⊗ ρB(0) ei δt Hˆ/h̵),
where Hˆ = HˆA ⊗ 1 B + 1A ⊗ HˆB + HˆAB. The Fisher infor-
mation in this state about λ is given by
F (λ, δt) = Tr(L2ρA(λ, δt)) (18)
where L is the symmetric logarithmic derivative of
ρA(λ, δt) with respect to λ defined by,
d
dλ
ρA(λ, δt) = ρA(λ, δt)L +LρA(λ, δt)
2
. (19)
As noted above, φ(δt) doesn’t depend on λ until φ3
such that the left hand side is O(δt3). Since ρA(λ, δt) =
ρA(0) +O(δt) we must therefore have L = O(δt3). This
in turn implies that F (λ, δt) = O(δt6). From (17) we can
thus see that doing more interactions of shorter duration
(e.g., N → 2N and δt → δt/2) results in significantly less
information about λ.
V. ILLUSTRATIVE EXAMPLES
First let us briefly review the widely used partial
swap model of thermalization [12], in which a two
level system, S, with HˆS = E σˆS,z interacts with a se-
ries of thermal ancillas, A, with HˆA = E σˆA,z and in-
verse temperature βA. Each interaction has the sys-
tems evolve for a duration δt under the Hamilto-
nian Hˆsw = h̵ J(1ˆ SA + σˆS ⋅ σˆA)/2. This implements a
partial swap unitary, U(δt) = cos(J δt) 1 − i sin(J δt)USw
where USw swaps the states of S and A as
Usw(∣S⟩⊗ ∣A⟩) = ∣A⟩⊗ ∣S⟩. If J δt ≠ npi, then repeat-
edly interacting with these ancillas drives the system to
the state ρS(∞) = ρA(0), such that βS(∞) = βA. Thus
we find thermalization even in the rapid bombardment
regime, when J δt≪ 1.
But the above setup is fine-tuned. Allow detuning such
that ES ≠ EA, we still find that ρS(∞) = ρA(0), but this
now means ES βS(∞) = EA βA. This situation produces
thermal contact if and only if ES ≠ EA. Any detuning
between the systems will cause them not to thermalize.
Next consider an harmonic oscillator, S, rapidly bom-
barded by an environment of other harmonic oscilla-
tors, A, with local Hamiltonians, HˆS = h̵ωS(nˆS + 1/2) and
HˆA = h̵ωA(nˆA + 1/2) and a generic quadratic interaction
Hamiltonian,
HˆSA = (xˆS pˆS) (gxx gxpgpx gpp)(
xˆA
pˆA
) = Xˆ⊺SGXˆA . (20)
Assuming that the system and ancillas are each initially
in thermal states it was shown in [23] that L0 and L1
6produce a unique fixed point for the system dynamics. As
discussed in the previous section, this dynamics therefore
cannot produce thermal contact without fine-tuning.
Specifically, the system is driven to the thermal state
with
νS(∞) = Tr(G⊺G)
2det(G) νA; νX =
exp(h̵ωXβX) + 1
exp(h̵ωXβX) − 1 , (21)
where νX is a temperature monotone. In order for this
interaction to constitute thermal contact we must have
βS(∞) = βA. Even when S and A are fine-tuned such
that ωS = ωA and we only need νS(∞) = νA, we only have
thermal contact for a very specific family of interactions,
those with Tr(G⊺G) = 2det(G). The equilibration prop-
erties of such couplings are studied in [23]. On the other
hand, if S and A are detuned (with ωS ≠ ωA) then the in-
teraction Hamiltonian must depend each systems’ energy
scales and the ancillas temperature as G = G(ωS, ωA, βA)
in a very specific fine-tuned way to yield thermal contact.
Finally, as a fun sanity check, consider a molecule
placed in the air at room temperature (T = 300 K) inter-
acting with nitrogen molecules (m = 28 amu) via a Van
der Waals interaction (with energy scale E = 10−20 J) as
it crosses their Van der Waals radius (r = 2.25A). We
can estimate the duration of each interaction as,
δt =
2 r
vrms
=
2 r√
3kT /m = 0.87 ps, (22)
such that δtE/h̵ = 83. This is not much less than 1.
Thus the interactions in the air are (thankfully) long
enough to sense the ambient temperature. The rapid
bombardment regime discussed here occurs at Zeno-like
time scales wherein every individual interaction the sys-
tem only varies perturbatively.
VI. CONCLUSION
In order to determine a system’s temperature, a ther-
mometer (or any process constituting thermal contact)
must necessarily gain information about the system’s lo-
cal Hamiltonian and not just its state. Our results lay
out a set of requirements for an interaction to consti-
tute thermal contact. In doing so, we have shown that
the intuitive idea of thermalization emerging out of a
rapid bombardment of the microconstitutents of a ther-
mal reservoir with a system cannot yield thermalization.
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