spectral features shortward of 3 Ȑm. If such associated features are detected, then it may be possible to construct Spectra of many asteroids display a 3 m absorption feature that has been associated with the presence of water of hydration a tool with which the presence of a 3 Ȑm water band could in clays or hydrated salts. Detection of this feature, however, be predicted from shorter wavelength observations, with is difficult through the Earth's atmosphere for various reasons. high probability. Due to low flux levels and terrestrial Correlations were sought and detected between the 3 m ab-absorption it is often difficult to detect the presence of sorption band and features shortward of 3 m, which enabled the 3 Ȑm water band. Prediction capability using shorterus to construct a tool for the prediction of water in asteroids wavelength data would allow us to more easily obtain obfrom the shorter wavelength part of the spectrum. Such a pre-servations and enable the economization of the 3 Ȑm band diction tool can help concentrate observing resources to those observations by focusing on those objects which are most objects most likely to have water. Artificial neural network likely to have such a band. The correlations that we investitechniques were used for the investigation of the above correlagate are also relevant for taxonomy development by incortions and for the prediction of the hydration state of objects. porating water as a significant compositional feature in the We can predict the presence of water from the Ͻ3 m spectral window with a high, approximately 90% success rate for spectra asteroid classifications.
WATER DETECTION ON ASTEROIDS
perfect correlation as the 0.7 Ȑm feature occurs in the absence of the 3 Ȑm absorption and it is absent when the An absorption feature at 3 Ȑm is present in spectra of 3 Ȑm band is present, in some cases. It does not work at objects that contain OH and/or H 2 O. On asteroids, this all for the enigmatic hydrated E-and M-class asteroids feature has been attributed to water of hydration in clays (called W-class asteroids by Rivkin et al. (1995) ), which or hydrated salts like those present in carbonaceous metehave no 0.7 Ȑm feature. orites. We are looking for correlations that may exist beTaxonomies have not yet begun to include data taken tween the 3 Ȑm water band and other, much more subtle, at 3 Ȑm. Besides the tentative formation of the W class to split the hydrated M asteroids from the anhydrous ones, and the suggestion that asteroids with known hydration 422 MERÉ NYI ET AL.
by Burbine and Bell (i.e., 4 Vesta becomes a Vn, 1 Ceres becomes a Gh) (Burbine and Bell 1993) , no spectral classifications have included these data either. As we have 3 Ȑm data on nearly 100 asteroids, the time to start including these data in taxonomic work seems at hand. Vilas (1994) has shown that any correlating features are likely to be very subtle. We are employing an advanced computational method, an Artificial Neural Network (ANN), in an attempt to detect any correlations. This technique has helped in an earlier taxonomy development to separate olivine rich and pyroxene rich spectral subclasses within the S class . The existence of such compositionally meaningful taxonomic subclasses had been suspected by many workers (e.g., Chapman 1987 , Barucci et al. 1987 , Burbine 1991 ) yet clear formal detection eluded the conventional methods.
In this study we search for the above correlations by classification of 14-color data, mostly C, G, E, M, P, D, and T classes, in the 0.33-3. 35 Ȑm range. The basic approach is
FIG. 1.
The wavelength positions for the 14-color data and the data to train a neural network classifier to recognize ''wet'' (that sets that went into their construction are shown here. Problems with the 3.12 Ȑm filter led to the dropping of this point to form 13-color data.
is, with a 3 Ȑm feature) objects, first based on spectra that contain the 3 Ȑm band. If this is successful then we truncate the spectra by removing the 3 Ȑm band, i.e., cut off the last few spectral points, and repeat the training from observed during the 52-color survey, the spectral overlap scratch. This means erasing the memory of the network, allowed scaling of the J, H, and K points relative to V but using the same spectra for training samples as before (0.55 Ȑm) . Small errors may exist due to different rotaexcept now in their truncated form. The idea is that if the tional phases observed in different parts of the spectrum. classifier can learn to identify the wet objects from the Several objects were observed at V, J, H, and K sequenshortened data and based on that training it can make tially, providing a consistent normalization. However, in reasonable predictions for unseen spectra, then a feature or some cases, scaling the near-infrared data was done empirifeatures in the visible or near-infrared (VIS-NIR) exist (s) cally by extrapolating the 8-color data and JHK data and which co-exist(s) with the 3 Ȑm water band and thus can obtaining the best spectral slope match. The 80 different be used as indicator(s) for the presence of a 3 Ȑm feature.
objects for which 126 such combined spectra are presently The data are described in Section 2. Details of this analysis available are listed in Table I . To take into account the are given in Section 3. We discuss results in Sections 4 and observational uncertainties and thus the effect of the noise 5, and further investigate correlating features in Section 6. on the classification, 10 more spectra were generated for each original by adding random Gaussian noise, based on 2. OBSERVATIONS IN THE 0.3-3.5 m RANGE the uncertainties. A large part of the analysis was done on the resulting 1386 spectra. Figure 2 illustrates the variety The data used here are combined from different obserof spectral shapes that are equally probable on the basis vations as illustrated in Fig. 1 . Searches for water of hydraof the errors. The well behaved case (Fig. 2a) and the tion were conducted at the IRTF by Jones, Lebofsky, moderate case (Fig. 2b ) are examples of the typical situa Feierberg, Howell, Britt, and Rivkin (Lebofsky 1980, tion. Case 2b is apparently noisy but the 3 Ȑm water band is Feierberg et al. 1981 consistently there in every possible variant of the spectrum. 1990, Howell et al. 1992 , Britt et al. 1992 , 1994 , Howell 1995 , Figure 2c shows a case when the error bars are large enough Rivkin et al. 1995) . Broadband J, H, and K photometry was to make the 3 Ȑm band uncertain. Fortunately there are obtained along with the narrowband 2. 95, 3.12, and 3.25 only a few such observations. Ȑm filters. Higher resolution data taken by Jones were One particular problem, unfortunately, arose with these transformed to these filters using the transmission curves data. It has been discovered that the 3.12 Ȑm point within measured in the laboratory. The visible data were taken the 3 Ȑm water band shows measurement inconsistencies from the 8-color survey (Zellner et al. 1985 , Tholen 1984 over a large period of time. This filter apparently degraded or, when necessary, UBV photometry (Tedesco 1989) .
with time and became unusable in later data sets. We have These spectral data are all expressed as relative reflectance, normalized to 1.0 at 0.55 Ȑm. For those objects been unable to reconstruct the data, therefore we had to Fig. 1 ) from the spectra truncated to contain only the spectral range shortward of 3 Ȑm ''11-color'' data. These channel selecthe analysis. Thus the spectra are reduced to 13 points.
By convention, in this paper we will call the set of spectra tions are illustrated in Fig. 3 , along with three others that were used in addition to the 13-and 11-color data sets, to over the full 0.33-3. 35 Ȑm range ''13-color'' data, and
TABLE I-Continued
Note. Band depth is measured at 2.95 Ȑm. Asteroids with no feature have been shown with a band depth of zero and no errors. Asteroids with insufficient signal-to-noise to determine a definite hydration state are shown with a question mark. Keys to references: (1) Feierberg et al. 1985, (2) Lebofsky et al. 1990 , (3) Jones et al. 1990 , (4) Rivkin et al. 1993 Lebofsky 1980 , (6) Howell 1995 Observations by D. T. Britt, (8) Observations by D. T. Britt and A. S. Rivkin, previously unpublished, (9) investigate what features make water prediction possible features shortward of 3 Ȑm we took the following steps. First we wanted to see if these spectra showed a grouping from the shorter wavelengths.
by water, using all 13 points, and if so, whether the data
METHODOLOGY AND ANALYSIS TECHNIQUES
showed the same or similar grouping without the 3 Ȑm band. Next we trained an ANN classifier to learn the water To systematically investigate whether a consistent rela-designation of some of the objects for which we had firm tionship exists between the 3 Ȑm water band and any other knowledge and performed a supervised classification on the 13-color data. We repeated this for the 11-color data, using the truncated spectra of the same objects for training. The key idea is that if we get a reliable prediction rate for the 13-color data then we know that the ANN was capable of generalizing from the training spectra and was able to identify the wet objects that were not part of the training set. We then truncate the spectra and train the ANN to recognize the same known wet and dry objects as before. Now, if this training provides a good prediction rate for unseen spectra from their truncated, 11-color, spectra then there must be some feature that is characteristic and co-occurring with the 3 Ȑm water band. The term unseen spectra means spectra that were not included in the training set.
We describe the details of these steps below after a short summary on ANNs in general and a somewhat more detailed explanation of the Self-Organizing Neural Network paradigm. An ANN is an architecture which is intended to simulate
The other three data sets helped assess the relative contributions of various parts of the spectrum to the identification of the hydration state. the structure and functions of the biological nervous sys-tem. Neurobiologists use ANNs to model cognitive pro-not part of the training set. The quality of the prediction cesses; data analysts look to them as a next generation for unseen patterns depends on the quality of the training computing device and mathematical tool for data exploita-including the number of training patterns and how well tion. Such a system, similar to our brain, learns to solve the training set represents the range and details of the problems from examples. These systems can be described population in the analysis. as massively parallel, finely distributed, and learning maANNs are well suited for problems that are easily dechines. Massively parallel, because a large number of iden-scribed by examples and which would be extremely difficult tical and densely interconnected processors-the equiva-to define analytically. For example, it would be rather lents of the nerve cells-work simultaneously, creating an challenging to define rules for the characteristics of a given impressive communication bandwidth. These processors, spectral class, say A-type asteroids, whereas selecting a called the Processing Elements (PEs), are uniform and all set of representative A-type asteroid spectra is not very perform the same very simple function. Tasks are broken difficult. Typically, ANNs excel in solving problems in down to elementary subtasks on this primitive level, for which humans are superior to computers, such as pattern ultimately fine distribution among the PEs. Figure 4 illus-recognition. ANNs have been gaining popularity in recent trates the most important details of an ANN. The distribu-years not only because of the high speed that the parallel tion of a task among the PEs is no longer done by schedul-architecture offers but just as importantly because their ing as in a regular distributed computer network where capabilities are superior to classical methods in classifying the individual processors are non-uniform, very complex noisy and complex data such as observed reflectance specfunctional units (different computer CPUs). In an ANN, tra of geological surfaces. Excellent textbooks on the dedistribution of a task to the level of individual PEs happens tails of many ANN paradigms are, e.g., Pao (1989) and by learning, in a similar way as in our brain. Hayken (1995) . Some applications of ANNs in the area of The learning takes place in the connection weights, spectral analysis problems are, e.g., Benediktsson et al. which are the analogs of the synaptic strengths between (1990, 1994) , Hepner et al. (1990 ), Meré nyi et al. (1993 nerve cells. For example, if our task is to classify spectral 1996), Ninomiya and Sato (1990), Paola and Schowengerdt patterns, the values from the spectral channels are intro-(1994), and Wang and Civco (1995) . duced at the input layer, one spectrum at a time, each 3.1.1. The self-organizing map, for clustering. The inchannel assigned to one input PE. Each PE in the subseternal structure of a data set is often investigated by clusterquent layer receives a weighted sum of the inputs and ing. As the dimensionality of the data (such as the number performs on it a given simple function, as described in Fig. of spectral bands) increases the difficulty in obtaining a 4. The resulting output value is passed onto the PEs in the good, reliable cluster map increases, too. In addition, visunext layer, which will in turn process them as their input.
alization of the higher-dimensionality clusters and their Finally, after as many time steps as there are layers, the interrelationships becomes a great challenge. The freoutput layer has a response to our spectral pattern. This quently used scattergrams or pairwise Principal Compowe can interpret as a class prediction in an encoded form. nent planes are only partial and unsatisfactory solutions For example, if we want to train the ANN to recognize beyond four-five dimensions. five classes of spectra, then the output layer will have five
The Self-Organizing Map (SOM) is an ANN paradigm PEs and class A can be represented by a five-dimensional that offers an elegant solution (Kohonen 1988). It maps, vector (1, 0, 0, 0, 0) , class B by (0, 1, 0, 0, 0) , ..., etc., at in an unsupervised learning procedure, the n-dimensional the output. Naturally, at the beginning the ANN will not input patterns onto a two-dimensional lattice of PEs in yet have learned any class designations and the output will such a way that similar patterns land closer to one another be quite random. At this point, the teacher gives feedback in all directions than dissimilar ones. More details will to the network, by presenting the correct class label. Based follow in Section 4, through our concrete examples. This on the difference between the correct label and the actual mapping occurs via competitive learning among the PEs prediction, the connection weights throughout the entire in the lattice: each PE tries to adjust its weights such that ANN are then modified in such a way that next time when those become similar to the incoming pattern. The PE with this pattern is shown, a more accurate prediction occurs.
the most similar set of weights wins, and the input pattern The modification of the weights is governed by a learning will be mapped to that PE. Any adjustment of weights rule, which is one of the defining components of an ANN.
in one PE affects its neighborhood, which comprises the The training patterns are shown this way, along with their adjacent PEs in the lattice. The neighbor cells will also correct class labels, many times to the ANN, until correct undergo weight changes according to the learning rule of designations result for all training patterns. Then the netthe SOM and to those changes in the center PE, which work is trained and its knowledge is stored in the weights.
results in a neighborhood of similar but somewhat different A well-trained ANN can generalize from this knowledge and make reasonable predictions for patterns that were ordered patterns. This neighborhood then attracts the pat- of Processing Elements (PEs), one input (bottom), three hidden (next three), and one output layer (top). The PEs are represented by the square boxes, the size and color of which is related to the internal state of the PE. All PEs in any layer are connected to all PEs in the next layer. PEs within a layer are not connected. Only several of the connections are illustrated here by the dashed lines. The connection strengths (weights) can change when the ANN is learning, according to a learning rule. Data are introduced at the input layer and processed by the subsequent layers in subsequent time steps. The output from the PEs in one layer forms the input to the PEs in the next layer. Information flow in this ANN is onedirectional, from bottom to top, hence the name feed-forward. The PEs all have the structure that is shown on bottom left and perform the same simple function. Training of an ANN is the adjustment of the connection weights based on the difference between the ANNs answer at its output layer and the correct answer, during repetitious presentation of sample data along with the correct answers to them. Many different paradigms have been invented, for various types of problems. The connection pattern, the transfer function and the learning rule are the defining components of an ANN paradigm. Image taken with permission from the user interface screen of NeuralWorks Professional II software package, NeuralWare, Inc. (Bottom left) The structure of a single Processing Element, the analog of the biological nerve cell. The input connections from other PEs and the weights associated with them are the analogs of the dendrites and the synaptic strengths of the nerve cell, respectively. The nucleus of the PE applies a function to the sum of the weighted inputs according to the formula. The function f is generally non-linear, and is usually of a sigmoid shape (bottom right). The output, similar to the inputs, is a continuous value not just a 1/0 binary signal. terns that are most similar to the one that was mapped to also help derive class properties more effectively from a smaller amount of training samples than other systems the center PE. The learning formulas for the SOM are would without this knowledge. described in NeuralWare, Inc. (1991) . During learning, Instead of using an entirely separate ANN for supervised as patterns are shown many times, the winning PE for a training (such as Back Propagation, which is frequently the particular pattern may change until no other PE can prochoice), we utilize the knowledge in the SOM by coupling it duce a better approximation of that pattern. This happens with another ANN. The second ANN has the SOM output simultaneously for all input patterns until the process stabias its input and one additional layer for output. Each PE lizes and ''migration'' of the mapped patterns no longer in that output layer is connected to all PEs in the SOM takes place.
(see Fig. 5 in Howell et al. 1994) . The learning rule of This is a topological mapping: the similarity relationships the second ANN is called the Widrow-Hoff rule and the (the relative spatial ordering of the patterns in n-dimenspecific implementation is found in NeuralWare (1991). sional space) are preserved and reflected in this two-dimensional lattice but the Euclidean distances are not proportional to the measure of similarities between patterns. The degree of similarity between groups of patterns is encoded
THE INTERNAL RELATIONS IN THE DATA AS
in the connection weights at the end of the unsupervised SEEN FROM UNSUPERVISED CLASSIFICATION training. This information can be visualized as walls of Our diverse collection of 1386 spectral shapes were fed certain heights between groups of patterns. The walls delininto a self-organizing ANN, which has unique capabilities eate cluster boundaries. The higher the wall, the larger the for organizing the incoming data according to similarities dissimilarity between the separated groups. Howell et al. among them, in an unsupervised learning process as de-(1994) showed such similarity maps for 8-color asteroid scribed in Section 3.1.1. The data points (spectra) are spectra and for 60-color spectra combined from the ECAS mapped onto a two-dimensional grid such that less similar and the 52-color survey. This clustering technique reproones will be farther apart in both directions. We remind duced the Tholen taxonomy for the 8-color survey and the reader of the topological nature of this map, i.e. that detected and visualized additional structure in the 60-color the closeness in similarity of spectral groups is not linearly data compared to previous analyses of the same data.
proportional to their Euclidean distance. To illustrate what 3.1.2. A hybrid ANN for supervised classification. happens as a result of this self-organization, Fig. 5a shows Establishing a cluster structure of the data is helpful in about 400 randomly selected spectra from our data set comparisons with previous knowledge about the same data which were entered to the SOM along with the remaining and in setting up classes that are meaningful for the particu-1000 or so spectra, and Fig. 5b shows the output, which is lar problem under research. It can also be very useful in the same 1386 spectra neatly organized into groups of influencing-constraining-a subsequent supervised similar shapes. The two-dimensional SOM in this case contraining. With growing spectral dimensionality and larger sisted of 20 ϫ 20 PEs, with an input layer of 13 and 11 numbers of classes, the possibility of inconsistent class la-PEs for the 13-and the 11-color data, respectively. Since beling at the time of setting up the training classes increases very similar spectra can be mapped onto the same PE in because of the increasingly complex interrelationships of the SOM, several spectra may be plotted on top of one the patterns. When a system has its own internal ''view'' another in Fig. 5b . of the similarities among patterns (such as that encoded Figure 6 is essentially the same map viewed in a more in the SOM) it can refuse to learn associations that are complex way. We compare here the SOM of the 13-color inconsistent with that view. For example, take two spectra data with the SOM of the 11-color data. On these maps a that are mapped very close to one another in the SOM small square is plotted in the PE grid location where the and are both part of a group that is separated from another corresponding spectrum was mapped by the ANN. Each group of spectra. Training a system that has access to this grid point is represented in these figures by a 4 ϫ 4 patch knowledge, to label the spectra in the first group as type of small squares so that each spectrum that is mapped on A and all spectra in the second group as type B except the same PE can appear as a separate square as long as one for which we want to impose the label A, is likely there are not more than 16 spectra to one PE. We have to refuse to associate type A with that sepctrum closely chosen the 4 ϫ 4 squares per grid cell resolution because clustered with the B types. Without the knowledge of the all PEs had less than 16 spectra mapped to them. The cluster structure, some systems (e.g., the powerful and pop-cluster boundaries are marked by the white fences, which ular Back Propagation ANN paradigm) may simply ''mem-were computed from the SOM weights as described in orize'' the inconsistent pieces of information, which would 3.1.1. The thickness of the lines indicates the degree of lead to poor inferences about the general properties of dissimilarity between the groups of spectra. The wider the line, the less similar the separated groups are. spectral classes. In addition, the predetermined clusters
FIG. 5.
The result of self-organization on a set of 13-color spectra, produced by a Self-Organizing type of Artificial Neural Network. (a) 400 randomly selected spectra from the 1386 that were input to the Self-Organizing Neural Network. (b) The 1386 spectra organized into groups of similar shapes. Notice that there may be multiple spectra in any grid location.
The SOM for the 11-point data (shortward of 3 Ȑm). This is essentially the same kind of map as in Fig. 5b , except here every spectrum is represented by a small square instead of drawing the spectrum itself. One grid point in Fig. 5b corresponds to a 4 ϫ 4 patch of small squares here. The white fences outline the cluster boundaries as detected by the Self-Oragnizing Map. The thickness of each fence is proportional to the degree of dissimilarity between the clusters that it separates. In order to compare our clusters with the Tholen taxonomical classes, we indicated the Tholen class designation of each spectrum by a color as shown on the wedge. The SOM clusters exhibit a remarkable agreement with the existing taxonomy, with a few minor exceptions that are described in the text. The squares that represent spectra of known wet objects are cross-hatched. The hydrated objects show a definite grouping across the various taxonomical types. Two distinct ''water groups'' are seen, one large group over M, C, B, and G types and one smaller group across the T and D types. The SOMs of the 13-and 11-color data are strikingly similar in structure. Details are discussed in the text. Fig. 6 , without the cluster boundaries, and with several individual objects outlined. Each enclosed region contains spectra of the object indicated by its number. (a) Layout of objects in the 13-color SOM. (b) Layout of objects in the 11-color SOM. While the relative location of individual objects can differ considerably between the two maps, the ''water groups'' remain coherent.
FIG. 8. The same as
For a comparison with the established taxonomy (Tholen 1984 ) each square was color-coded after the creation of this SOM, according to the taxonomical class designation of the object as given in the wedge in Fig.  6 . The fences represent knowledge established by and then gleaned from the ANN while the color codes indicate the current accepted taxonomical type labels. The groups of colors exhibit a remarkable correspondence with the groups of squares within the cluster boundaries (white fences) established by the self-organizing ANN. This indicates that the ANN detected the same basic structure in the data as the generally accepted taxonomy. In case of multiple class labels (PCD, CP, CU, GU) the first letter gives the most probable class and the following letter(s) stand(s) for the next probable designation(s), after Tholen's (1984) convention. The X-class asteroids stand for M, E, and P types combined since these do not separate well in the absence of albedo. For this work, these asteroids are all treated as a single class, with albedo information not included. The upper middle of the SOM exhibits the least clear correspondence with the existing type designations.
The most conspicuous diversion in Fig. 6a is the group of Ds in the upper left and lower right edges. Both groups are delineated with thick fences indicating a very strong dissimilarity with the surrounding objects. The spectra in the upper left D group are all those of 944 Hidalgo and 1867 Deiphobus on the rightmost within the white borders. These spectra are different from the rest of the Ds, which has the reddest slope of all spectra in this analysis. The mapped in the upper left in Fig. 6a , separately from the rest of the Ds difference to a typical D is illustrated in Fig. 7 , which in the middle left of the SOM. The lower curve is that of 773 Irmintraud, shows that the ANN detected a significant spectral shape one of the main-belt Ds. difference. 1876 Deiphobus, although not quite as red as 944 Hidalgo, still has a significantly steeper spectrum than most D-type objects. The two D clusters in the lower right
The squares that represent spectra of known hydrated objects are cross-hatched in Fig. 6 , and they form two are split from the major D clusters by a wrap-around effect that is related to the finite size of the SOM. They contain coherent ''water groups.'' One is on the middle left comprising Ds and Ts and the other is extending over most of all occurrences of 1172 Aneas (rightmost) and those of 721 Tabora. These are much less steep than 944 Hidalgo or the right half of the map. Both water groups stretch across taxonomical types. Notice how the hydrated and non-hy-1867 Deiphobus but considerably redder than most other Ds. This variation among the D asteroids is not surprising drated variants of the same types are separated by thin fences. For example, the wet Xs were mapped closer to when we take into account that none of these objects is a main belt D asteroid. 721 Tabora is a Cybele, with semima-the wet Cs than the dry Xs, and a thin line appears between them. The water clusters thus seem to be forming on top jor axis of 3.4 AU. 1867 Deiphobus and 1172 Aneas are Trojan asteroids, at a heliocentric distance of 5.2 AU. 944 of the known taxonomy, adding a new dimension to the classification rather than scrambling the existing clusters. Hidalgo is in an unusual asteroid in an eccentric orbit that crosses both Jupiter and Saturn. Howell (1995) 
finds a
The topology, i.e., the relative arrangement, of the 13-color spectra in Fig. 6a and the 11-color spectra in Aneas and 721 Tabora do not suffer from the wraparound (Fig. 6 ).
effect as in Fig. 6a and they are also mapped adjacent in the 13-color data do not show a definite water band to the lower right and lower left of the main D cluster, even though the objects that these spectra represent are respectively. However, these groups are just as strongly believed to contain water. Because asteroids here are conseparated from the rest of the Ds as in the 13-color case. It sidered either hydrated or anhydrous, objects with shallow is interesting to compare the mapping of individual objects absorption features and/or relatively low signal-to-noise between the 13-color and the 11-color SOM. In Figs. 8a and/or spectral variation may result in data that sometimes and 8b groups of squares that belong to the same one appears hydrated and sometimes anhydrous. We excluded object are outlined in pink, marked with the asteroid num-such spectra from the supervised classification to avoid the ber. These outlines are independent of the fences in Fig. possible confusion that these may cause. Results are shown 6. While the white lines there represent knowledge gleaned in Table II . The ANN perfectly learned the water labels from the ANN, the pink lines here merely overlay informa-of the training spectra and was able to generalize from tion known to us, namely that the encircled squares all that knowledge well. These results were obtained after represent spectra of the same asteroid identified by its 15K supervised training steps and changed little if at all number. Between the 13-and 11-color SOM some objects for a larger number of training steps. The prediction rates map differently. For example, 92 Undina and 511 Davida are seemingly poor in the second column. However, the moved to the lower right from the middle. Still, the water situation is much better. The ANN has the capability to group remained coherent.
say that it was unable to make a decision for class designaWe can conclude from the unsupervised classification tion. The rate of such undecided cases are listed in the that our data seem to exhibit a very similar structure with fourth column. If we calculate how often the ANN gave respect to hydration feature(s) in the 13-color and the 11-the correct prediction when it did make a decision, we get color data. In other words, even without the 3 Ȑm water the high rates shown in the last column. band the ANN detects some feature(s) that hold the specThen we repeated the supervised classification for the tra of the known hydrated objects together. This gives 11-color data. Everything was the same as in the previous us confidence that some consistent relationship may exist step except all spectra were used in their truncated, 11-between the 3 Ȑm band and certain spectral properties point form. The hybrid ANN this time was built on the shortward of 3 Ȑm.
11-color SOM in Fig. 6b . The results are shown in Table  III . Again, the learning rate is perfect. The last column is
PREDICTION OF WATER FROM THE VIS-NIR
the proof that the ANN detected a definite correlation of some features in the VIS-NIR to the 3 Ȑm band since WITH SUPERVISED CLASSIFICATION it could make very consistent predictions from the 11-color data. After we established reliable water clusters, the next What the high percentage of the undecided cases tells step, the real test of consistency, was to train the hybrid us is that we really only have a small amount of data, too ANN described in Section 3.1.2 for the water designation little for the ANN to derive firm and completely generalof objects that we had firm knowledge of in supervised ized knowledge of what ''hydrated'' means, across so many mode. The output layer had two nodes, one to indicate taxonomical types and spectral shape variations. The conwet objects and one for the dry objects. First we tested sistent predictions for those cases when a definite decision the ANN's capability to learn from a set of example spectra was possible make the knowledge derived by the ANN a and to use the derived knowledge to make predictions valuable tool that can be put to use as it is, since in those for unseen ones, using the 13-color data. Of the original cases we can have high confidence in the ANN's prediction. spectra, 85% were selected for training; the remaining 15%
We will be able to improve the number of cases for which were set aside as ''unknown'' test spectra. Because of the prediction is possible, and with that the overall prediction small number of samples the representation of taxonomic rate, continuously as we collect more and more data. types and especially that of ''wet'' and ''dry'' across all It is worth noting that the same spectra that remained types is rather poor and uneven. Therefore a jackknifing unclassified in the 11-color scheme were also unclassified approach was helpful, which means that the training and in the 13-color scheme (except for two that were undecided test was performed seven times, with different 85/15% only in the 11-color runs). In addition, the 13-color classifipicked for training and test sets each time. This ensured cation resulted altogether in 11 more undecided spectra that in seven rounds every spectrum participated once as than the 11-color case. This may be explained by the fact an unseen pattern. After the exclusion of obviously inconthat the spectral shape variation across taxonomical types sistent or very doubtful information, 97 spectra remained is much larger when the 3-Ȑm water band is included and for this exercise; 83 were selected for training and 14 were therefore a learning device may require more examples to used as test patterns, in each jackknife run. Inconsistent information here means that some of the spectral shapes recognize ''wet'' and ''dry.''
TABLE II The Results of the Supervised Classification on the 13-Color Data
Note. Of the original 126 observed spectra, 97 were used with the exclusion of obvious inconsistent information. 83 spectra served as training samples and 14 spectra were used as ''unseen'' test spectra, in each of seven jackknife cases. The seven selections of unseen spectra cover the entire set. Results of the individual jackknife runs and their averages are shown. The seemingly low rate in the second column is explained by the large number of cases in which no decision could be made because of insufficient training information. The last column indicates that in those cases when decision could be made the success is high.
TABLE III The Results of the Supervised Classification on the 11-Color Data
Note. The same spectra were used for training and test as in Table II , except truncated to 11 points.
TABLE IV Summary of All Classification Results
Note. These numbers are averages of the same seven jackknife runs as in Tables II and III, for every channel selection shown in Fig. 3. 
WHAT ARE THE CORRELATING FEATURES?
E, M, and P types, which makes this comparison somewhat inconclusive. Vilas (1994) argued that the presence of a 0.7-Ȑm abTo test the importance of the 0.7-Ȑm feature and of sorption band was an indicator of hydrous state, as in her other parts of the spectrum, we ran the same jackknives investigation this feature occurred in 80% of the spectra as before but with various parts of the spectrum eliminated. that also had a 3-Ȑm band. She used the empirically estab-The spectral selections are shown in Fig. 3 . The results, lished condition that if averaged from the seven jackknife runs for each case, are listed in Table IV . First, the 0.7 point was eliminated from the spectra (10-color data in Fig. 3 ). Row 4 in Table IV (R 0.701 Ϫ ((R 0.853 Ϫ R 0.550 ) 0.4984))/R 0.550 Ͻ 0.990, indicates that there was not one undecided case and that the prediction rate was still significantly higher than 50% then the 0.7-Ȑm absorption was present.
(62%) so that it is unlikely a mere random hit/miss. We Vilas focused on one particular feature, the relative band also tested our spectra with Vilas' formula, with a 57.4% depth at 0.7 Ȑm. Her training population included 31 spec-success shown in row 5 in Table IV . The much lower than tra of C, D, F, G, and P type asteroids (no M, E, S, T) 80% success here reflects the fact that our data contain from which the 80% correlation between the 3-Ȑm band spectral types (E, M, P, S) in which no 0.7-Ȑm band is and the 0.7-Ȑm feature was derived. This data set contained present while both wet and dry objects occur among them. roughly 50-50% of hydrated and anhydrous spectra. We Finally, we ran the jackknives on the 8-color data (row 3 use the entire spectrum shape with no assumption as to of Table IV ) to see how much of the prediction capability what part of it carries correlating information with the 3-is lost with the elimination of the J, H, and K bands. Ȑm water band. Our training population includes samples
The prediction rate fell strongly by the elimination of of all classes therefore it is less biased for wet-and dry-the 0.7-Ȑm point which suggests that this feature plays a type asteroids than Vilas' data. Our training set is also well significant role in the correlation. It also increased the balanced for the overall number of wet and dry samples certainty of the network in decision making. This is analo-(48 and 46 occurrences, respectively).
gous to a less educated person being more certain in deciThe iron feature near 0.7 Ȑm might provide a clue to sion making based on simplified facts, but also making the presence of hydrated minerals for the C-type asteroids, more incorrect decisions due to lack of relevant inforbut this feature is not present in the E-, M-, and P-type mation. asteroids. Vilas (1994) also points out that her formula
The trend from the 13-to 11-to 8-to 10-color cases and to Vilas' is also illustrated in Fig. 9 . Prediction rate fails for M-class hydrated asteroids. The ANN prediction rates for the E, M, and P classes are perfect when prediction falls, and uncertainty simultaneously decreases. Elimination of the J, H, and K bands causes a 7% drop in the is made while 73% of the predicted cases are correct for C spectra. However, we have only slightly more than half prediction rate. The difference between the 8-color and the Vilas scheme results, however, suggests that significant as many E, M, and P asteroid spectra as Cs in our study, and the ratio of undecided cases is significantly higher for contribution comes from the ECAS range, from elsewhere
TABLE V Prediction Biases in the Wrong Predictions for the Various Data Sets
Note. In the case of the 8-and 11-color data, errors are roughly the same in each direction. For the 10-color data (i.e., 11-color data without the 0.7 Ȑm point), most failures are predictions of ''Wet'' when the object is ''Dry.'' Vilas' formula errs on the opposite side, to the same large extent. This, together with the classification success of the 8-color data set in Table IV suggests that the 0.7 Ȑm feature and other parts of the ECAS range carry complementary information of the hydration state. Numbers in parentheses show rates without E, M, and S types.
information about the hydration state. Feierberg et al. (1985) showed a correlation between the U-B color and hydration state for C and G asteroids, which may also be recognized by the ANN. However, this feature is not present in E, M, and P asteroid spectra.
Additional, more detailed analysis could be done to pinpoint the contributions of individual channels by further   FIG. 9 . The prediction tendencies across the 13-, 11-, 8-, and 10-sectioning the spectral range and experimentally determincolor and Vilas' data. The data sets are defined in Fig. 3 . The high correct ing the relative contributions from various parts of the ANN rate of the predicted cases slowly drops through the 13-, 11-, and 8-color data sets and has a significant drop for the 10-color data, while spectrum. ''Dissecting'' the artificial brain would be anthe number of undecided cases is decreasing and drops to none for the other possible, direct method. Examination of the internal 10-color set. Access to more parameters (i.e., 13-color data) requires state of the trained ANN can reveal its knowledge if a more complex decision making, but the available samples may not be sufficiently powerful and sophisticated approach is used. quite enough to derive the effects of many parameters. Hence, the ANN For a full and clear identification with either method, howremains undecisive for the largest number of spectra. Fewer parameters (11-color case) result in clearer ''rules'' that the ANN can derive, and ever, more data may be needed than the presently availin fewer undecided cases. However, the rate of correct decisions also able amount.
decreases as the ANN is ignorant of some relevant information. This tendency continues through the 8-color set. The huge drop for the 10-color
SUMMARY AND FUTURE WORK
data indicates that the 0.7 Ȑm point is a relevant indicator of the hydration state and that it contains information that is complementary to the other sets. Therefore, its absence makes decisions simpler and predictions poorer. The Vilas scheme was run on our data for comparison.
We have analyzed spectra from 126 observations of 80 asteroids. We conducted our investigations on the same data with and without the 3-Ȑm water band in order to research correlations between the 3-Ȑm signature and other VIS-NIR features. The internal structure of these than the 0.7-Ȑm point. The correctly predicted cases are very consistently preserved through the 8-, 11-, and 13-data shows a general good agreement with Tholen's taxon- omy. An additional grouping according to the presence of color tests. In the 10-color tests, wrong decisions are almost exclusively given for those spectra that are unde-water was found in both versions of the data. The water groups and the known taxonomical groups are very similar cided in the 11-color case. There are, however, large opposite biases in the prediction failures of the 10-color in the two data sets, which supports the existence of VIS-NIR indicators for the presence of water: that water may and Vilas scheme tests as shown in Table V . The 10-color test has a strong tendency to err on the wet side be predicted from the shorter wavelength (Ͻ3 Ȑm) part of the spectra. We have constructed an Artificial Neural while Vilas' formula errs on the dry side in a similar number of cases. This indicates that the 0.7-Ȑm band and Net tool that predicts the hydration state from the Ͻ3 Ȑm part of the spectrum with 90% accuracy. other parts of the ECAS range contain complementary
