This study examines the role of neutralization and deterrence in discouraging employees from using Shadow IT: tools, services and systems used in an organization but not authorized by the IT department.
Introduction
Intentional or accidental violations of information security policies are one of the top concerns for information security managers as they strive to protect organizational assets from their own employees [1] . These employees, commonly referred to as organizational insiders, are individuals that have access to organizational assets as a routine and standard part of their roles and responsibilities. This provides them access privileges and intimate knowledge of internal organizational processes that may lead to vulnerabilities for the organization [2] . A survey of more than 500 US IT executives done by PwC [3] reported that 32% of participants say insider violations are more costly or damaging than incidents perpetrated by outsiders. More worrying, the same report says that only 49% of all respondents have a plan for responding to insider threats. The Global State of Information Security survey of 9700 CxOs [4] found that the top security threats were the result of current and former employees. Thus, understanding insider threats is considered one of the most difficult challenges that security researchers and professionals face today [5, 6] .
Employee non-compliance stems from various sources. One is that some employees, instead of using the formal and standard systems already present in their organizations, often will violate information security policy by accessing external systems which will enable them to be more efficient and effective [7, 8] . This insider threat is termed Shadow IT usage. Shadow IT represents all hardware, software, or any other technological solution used by employees inside of the organizational ecosystem that did not receive any formal IT department approval and is not prescribed by the formal policy [9] . One such example is the use of consumer cloud systems (e.g., Dropbox), which are used by employees without any formal IT department approval. An IBM survey showed that one third of Fortune 1000 employees are regularly saving and sharing company data to external cloud-based platforms, which is bringing important security threats [10] . A survey of cloud usage of 200 IT and security professionals across the globe found that 72% of organizations do not know what type of Shadow IT apps are used within their organizations [11] . Shadow IT is situated in the fringes of organizations where it fills the existing gap between users and the solutions provided by the IT department [12] . Shadow IT usage can thus be classified as a volitional action, where the employee is deliberately doing an action, but without any malicious intentions [2] .
Against this background, research is needed to better understand the reasons why employees do not comply with organizational information security policies regarding the usage of Shadow IT. Deterrence theory, one of the most widely applied theories in information systems, suggests that human behavior can be controlled by the threat of sanctions, which can be an efficient technique to deal with employees' negligence of the IT security policies [13] . However, the IS deterrence literature has produced some discrepant findings, suggesting an uneven and often contradictory understanding of the influence of sanctions [14] . Consequently, employees may continue to violate security policies despite being aware of possible sanctions they may incur. One explanation for this behavior is the use of neutralization techniques (i.e., justifying poor behavior) [15, 16] . Neutralization theory suggests that citizens that abide by rules and those who do not both believe in the norms and values of the community in general [16] . Hence, an employee that performs a deviant action will justify that behavior, for example with the argument that no damage was really done [16] . The argument advanced in neutralization theory is that an individual is often able to avoid self-censure by cognitively redefining situations in a way that minimizes culpability in their own eyes [17] .
While neutralization theory does provide a good theoretical foundation to better understand the scope of insider threats, we still lack empirical research connected to specific forms of computer abuse [2] . Specific neutralization techniques can be suited to specific deviant acts [16] . Shadow IT is a specific organizational violation that would be interesting to study to understand which rationalizations are associated with it. Almost no research has been conducted at the individual level regarding potential predictors and antecedents of Shadow IT usage as a norm violation [18] . Thus, our first research question is as follows:
RQ1: Which rationalizations are associated with the usage of Shadow IT, and by comparison, which forms of deterrence are effective in reducing Shadow IT usage?
One limitation of past studies on neutralization is the use of vignette-based instruments where participants read scenarios and then answered questions in a survey [19, 20] . This type of study can lead to social desirability bias because it does not assess real-world behavior. Indeed, several studies suggest that in an information security context, the measurement of actual behaviors is more preferable and realistic than the measurement of self-reported intentions [21] [22] [23] because intentions do not always lead to behavior [23] . Further, researchers have called for more studies to examine the link between intentions and actual security behavior [24] . No study on neutralization techniques in information security has examined this important relationship. The Shadow IT phenomenon represents a context that enables the assessment of actual behavior in organizations. As such, it offers an interesting setting to further understand employees' compliance with IT security policies while using neutralization techniques. Therefore, our second research question is as follows:
RQ2: Which rationalizations are associated with actual Shadow IT organizational policy violations and which are associated with stated intentions, and how do these differ?
Another issue with past research on neutralization and deterrence is that the interaction between them is unclear. Traditional research on deterrence considers formal sanctions, informal sanctions, and shame as separate constructs that directly affect self-reported intentions to violate security policy, but do not consider the interaction of these constructs [13, 15] . However, some research indicates that shame plays a mediating role between sanctions, risk perceptions, and ultimate behavior [25] . Shame may similarly mediate the effects of neutralization techniques on ultimate behavior. Neutralization theory suggests that employees use neutralization techniques to mitigate feelings of shame, which could decrease the deterrent effect [26, 27] , but this relationship has not previously been studied in research examining the effects of neutralization on information security compliance and violation [15, 19] [e.g., 15, 19] . Therefore, our third research question is as follows:
RQ3: Is shame a mediating factor of neutralization techniques and organizationalpolicyviolations,specificallyinthecontextofShadowIT?
This study, therefore, provides three unique contributions to the organizational information security literature by (1) examining neutralization in the important context of Shadow IT usage; (2) studying the effects of neutralization on both stated intentions and actual behavior; and (3) examining the relationship between deterrence and neutralization in information security, particularly the role of shame as a mediator of other deterrence and neutralization constructs.
Theoretical background
Insider abuse or employee noncompliance with information systems (IS) security policies is a key concern for organizations that has been widely studied in past research. Numerous studies have dealt with this phenomenon by examining compliance or noncompliance with organizational policies [2] . In past studies, several insider behavior models have been proposed, such as rational choice and beliefs [28] , fear [29] , accountability [30] , selfcontrol and moral beliefs [31] , disgruntlement [2] , and leadership and organizational culture [32] . This study focuses on two particular theories to predict usage of Shadow IT in the workplace: deterrence and neutralization theories. There are any number of theories that could be appropriately applied to the context of studying Shadow IT. Indeed, the literature often states that rational choice theory is closely related to deterrence theory (Nagin & Paternoster 1993 ). We agree with past studies on neutralization which have called for further studies to better understand "the causal effect of neutralization on noncompliance in a variety of circumstances" [15] . While we could gain key insights from rational choice theory, such theory would not direct explain the use of justification in using Shadow IT, which we believe is prevalent in practice.
Deterrence theory
Deterrence theory has been widely used in IS to better understand how to mitigate and combat employees' negligent IS security policy compliance [13] [14] [15] [33] [34] [35] [36] . Deterrence theory explains that individuals will rationally assess what could be the consequences of their decision if they commit a violation. Deterrence theory states that undesirable behavior can be deterred not only by formal sanctions, but also informal sanctions and shame [27, 37] . Shame relates to the feeling of guilt one has as a result of others find out about one's wrongdoings [26, 38] .
Overall, deterrence theory posits that when the risks that are associated to certain behaviors outweigh the benefits behind the violation of the IS security policies, employees will be deterred and, consequently, will not violate the policy. These sanctions behind deterrence may take the form of formal sanctions (e.g., lowering of the salary, negative performance review, etc.) or informal sanctions (e.g., negative feedback received from peers or leaders). Research has confirmed that shame acts as a deterrent and will decrease and impact employees' motivation to commit violations [15, 27] . Shame, defined as a feeling of guilt as a result of others knowing of one's socially undesirable actions [38] , was studied as a separate deterrence construct in past studies [26, 27, 36] .
However, research has not examined the effects of deterrent sanctions and shame on Shadow IT usage. Many organizations may not even have formal sanctions in place for using Shadow IT. Further, the effects of shame on Shadow IT usage may be different than in other circumstances because less stigma surrounds Shadow IT usage, considering that such behavior is pervasive in today's workplace.
Neutralization theory
Even in the presence of sanctions, employees still violate IT security policies. The intention behind such actions can be either malicious or benign [39, 40] . Employees often rely on moral reasoning [31] or neutralization to justify their misbehaviors despite existing organizational sanctions [15] .
Neutralization is the act of rationalizing or justifying an immoral or illegal act. Neutralization theory suggests that those who commit illegal or illegitimate actions may 'neutralize' certain values which, in other situations, would prohibit them from committing these same actions [16] . In the organizational context, employees sometimes use one or more neutralization techniques as a mechanism to persuade himself or herself that policy violation does not represent a problem. It can also be seen as a defense mechanism through which people downplay the repercussions of their behavior [41] . This leads to reduction or elimination of the shame that they would normally feel when they knowingly violate IT security policies [2] .
In original work on neutralization theory, Sykes and Matza [16] explained five types of neutralization: (1) denial of responsibility (person defines him/herself as lacking responsibility); (2) denial of injury (minimizes the action and the harm it can cause); (3) denial of the victim (offender believes that the victim deserved whatever action the offender committed); (4) condemnation of the condemners (one's behavior is neutralized by blaming the targets of the action); and (5) appeal to higher loyalties (the benefit of violation is superior to the cost of violating a law or policy) [16] . Several other neutralization techniques have been theorized and discussed in subsequent research on neutralization, including "metaphor of the ledger" (the good done by the individual outweighs any bad action they perform) [42] and "defense of necessity" (the behavior was necessary to perform some necessary other action) [43] . Multiple other neutralization techniques, beyond the scope of this study, have also been studied in subsequent research [2] .
Because there are many neutralization techniques in the literature, it is common in neutralization studies to omit those neutralization techniques that are not directly relevant to the study [15, 44] . We chose to focus on the subset of neutralization techniques that were most relevant to the context of deciding whether to violate the organizational policy of using Shadow IT in the workplace. We omit the "denial of the victim" technique from our study because most users have difficulty pinpointing the victim of information security policy violations [15] . In Table 1 , we list the neutralization techniques used in this study and present examples of what each neutralization technique or claim might look like from an employee perspective.
Neutralization theory has been used in several different contexts to understand how neutralization techniques influence user's behavior. Ingram and Hinduja [45] found neutralization plays an important role in explaining why individuals pirate software. Use of organizational Internet resources for private use was studied by Lim [46] to understand and compare personal levels of deviance with non-deviant levels of behavior. Lim [46] found that "metaphor of the ledger" [42] was explanatory of violations in this context. For Harrington [47] , the technique called "denial of responsibility" had significant correlations with the intention to commit computer violations and the judgement that the non-compliant behavior is acceptable.
More recently, multiple studies in the information systems literature have examined the role of neutralization in predicting user intentions to violate policies [15] and how to best address the tendency to neutralize [19] . Siponen and Vance [15] examined multiple neutralization techniques together in the context of multiple types of policy violations. Barlow et al. [19] examined neutralization techniques in the context of password sharing. Neither study examined actual security behavior (instead measuring intentions) nor the relationship of neutralization techniques with shame (instead only measuring direct relationships with intentions). All of these studies have been useful in examining neutralization in various contexts, but none has yet examined how neutralization explains the use of Shadow IT in organizations.
Neutralization in shadow IT usage
According to Willison and Warkentin [2] , neutralization techniques are most influential in the organizational context where they are mostly invoked. Neutralization techniques can be applied differently depending on the context and the specific type of policy being violated [19] . For example, insiders may use a different technique to rationalize sharing passwords as they do when rationalizing stealing information. Hence, we need more studies that examine how neutralization plays a role in deviant behavior in specific contexts. Shadow IT is one important and common context that may be different from other violations previously studied in the IS security literature. Usage of Shadow IT may be especially influenced by neutralization techniques, considering the increase in its usage and its common occurrence in organizations today.
There are several different terms to describe the Shadow IT phenomenon (e.g., rogue IT, shadow systems, workaround systems, or feral systems). We use the term Shadow IT in this study because it seems to be the most widely accepted in the literature. Shadow IT is often seen as a security threat [48] where a non-malicious employee installs and uses non-approved software. Shadow IT has an important dual-use context [9, 49] , meaning that it can have positive effects on the organizational ecosystem, but can also bring about negative consequences. On the negative side, Shadow IT is said to undermine the official system [50] or even damage organizational data and processes [51] . On the positive side, Shadow IT systems can be efficient and/ or effective when used in place of the formal and standard systems already present [7, 8] . Due to the potential advantages of using Shadow IT, employees could potentially neutralize their use of such IT, making it a unique and important context in which to study neutralization techniques. Similar to past studies, and relying on the information security threats taxonomy [52] , we categorize Shadow IT as an insider threat caused by an employee or human factor. This insider-driven threat is considered non- Table 1 Neutralization techniques with representative lay statements adapted from [41] to fit the Shadow IT context.
Type of Claim Lay Statement Representative of Claim
Denial of responsibility It is not my fault that my organization provides tools that are not as efficient as my cloud storage tool.
Denial of injury
No one got hurt by my use of a zip tool I download on my own.
Defense of necessity
When times are better, I will change my behavior. Right now, it is necessary to use this external tool to complete my work.
Condemn the condemner
Everyone else, including you, is using software beyond the programs formally approved by the organization. Appeal to higher loyalty I used an external tool to protect, or take care of, someone. Metaphor of the ledger My use of external cloud storage tools is more than made up for by the efficiency it brings to the organization. malicious because employees do not have intentions to cause damage. While past literature increasingly gives more importance to the Shadow IT phenomenon [53, 54] , current knowledge is still rather limited and scarce [18] . Past focus was mostly studying causes of Shadow IT [7] , consequences [7, 9, 12] and governance challenges [48] in the organizational context. However, no explicit theoretical justification nor empirical investigation on the antecedents and consequences of employees' Shadow IT usage was performed [18] . Consequently, there exists a gap in understanding whether neutralization techniques could be a good explanation of such behavior in the specific Shadow IT context.
Relationship between deterrence and neutralization effects
Another area relevant to the organizational context is the relationship between the neutralization techniques and deterrence [2] . Indeed, employees use neutralization techniques to minimize or mitigate the feelings of shame that are connected to the deviant act itself [15] . However, despite the theory that neutralization works by reducing potential shame, no studies have examined this relationship empirically in determining its effects on information security behavior. Rather, previous studies of neutralization (e.g., Siponen and Vance [15] ; Barlow et al. [19] ) have considered the variables as completely separate from deterrence and direct predictors of intentions or behavior.
More recent research also indicates that shame plays a mediating role between sanctions, risk perceptions, and ultimate behavior [25] . In other words, rather than shame and sanctions having a similar direct effect on behavior, these constructs can, in some cases, mediate each other through more indirect effects. The same could be theorized of the effects of neutralization techniques on behavior and intentions, though this relationship has not been directly tested, particularly in the information security literature.
Hypothesis development
We predict, based on deterrence theory, neutralization theory, and previous information security literature and theory, that compliance with organizational Shadow IT policies can be predicted by various neutralization techniques, in addition to the deterrent effects of formal sanctions, informal sanctions, and shame. To better compare our study and results to similar prior research in information security compliance, we examine the same six neutralization techniques that were tested in [15] . Unique to our study, we explain each theoretical mechanism in terms of the Shadow IT context. We also theoretically explain how, consistent with both deterrence and neutralization theories, shame can partially mediate each of these relationships. We depict our research model below in Fig. 1 .
Deterrence techniques

Shame
Because shame is a feeling of guilt as a result of others' awareness of one's own violation of IS security policies, it can be seen as a deterrent as it can have similar effects as other sanctions. Its deterrent effect is similar to formal or informal sanctions and its effect has been shown to be significant in past studies [15, 27, 36, 37, 55] . Because Shadow IT usage is common and may have less stigma associated with it, shame may not be as powerful as in other contexts. However, according to deterrence theory, if an employee deliberately uses Shadow IT tools, he or she may feel guilt if his or her actions are publically advertised, reprimanded, or made aware among peers. The potential shame anticipated by the employee will decrease the individual's intentions to use such Shadow IT. Hence, we hypothesize that:
"H1. Shame is negatively associated with intentions to use Shadow IT in violation of IT security policies."
Formal sanctions
Formal sanctions represent explicit penalties resulting from certain forms of misbehavior [15] . D'Arcy, Hovav and Galletta [13] found that IS misuse intention will be reduced if user awareness of security countermeasures is clearly associated with the severity of organizational sanctions À if severity of sanctions is high, the IS misuse intention will be lower. The same argument could be made for certainty and celerity (i.e., immediacy) of sanctions. Although Shadow IT usage is pervasive and some organizations may not currently enforce sanctions for such behavior, the act of an organization to punish employees for such behavior would likely be a deterrent to future Shadow IT usage. That is, when employees anticipate that the certainty, severity, and celerity of sanctions in place for using Shadow IT will be high, they will avoid violating the policy in an effort to avoid the associated sanctions. Consistent with deterrence theory, we hypothesize that:
"H2a. Formal sanctions are negatively associated with intentions to use Shadow IT in violation of IT security policies."
Informal sanctions
Informal sanctions refer to disapproval from one's peers as a result of violating a rule or social norm. Deterrence theory posits that individuals perceive potential informal sanctions, as with formal sanctions, to have some level of severity, certainty, and celerity. When individuals perceive the potential severity, certainty, and/or celerity of informal sanctions as high, the fear of disapproval from peers for violating the policy will deter noncompliant behavior. In the context of Shadow IT, if individuals perceive that co-workers or others will disapprove of the individual using unauthorized software or hardware, they are then less likely to install and use such software. The pervasive use of Shadow IT in many organizations may lead to fewer informal sanctions occurring. However, consistent with deterrence theory, we hypothesize that when informal sanctions do occur:
"H2a. Informal sanctions are negatively associated with intentions to use Shadow IT in violation of IT security policies."
Neutralization techniques
Defense of necessity
The "defense of necessity" permits an individual to rationalize that no other choice exists [15, 43] . When individuals use this technique, they assume that, even if violating a policy is morally wrong, such violation is necessary [41] . In the organizational context, when employees rationalize that no other choice is possible, they also believe that they are not guilty for eventually violating the policy. Specifically, if an employee considers that he or she must complete certain work in a daily routine, he or she may feel that a certain software, not approved by the organization, will be necessary to complete the work. For instance, if an employee needs to automate daily tasks, he or she can use Excel plug-ins found online. By doing so, the employee will download and install a software plug-in that will speed up the employee's daily tasks but which can also introduce security risks because the plug-in was not previously screened by the IT department. Still, the employee believes that using the plug-in is the only way to proceed because doing differently could jeopardize his or her productivity. Hence, this neutralization is particularly salient to Shadow IT usage, and we hypothesize that:
"H3a. Use of the "defense of necessity" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Appeal to higher loyalties
"I did it to protect, or take care of, someone," is a typical statement that describes this neutralization. Usually, when individuals break the law or go against the community expectations to meet the needs of their group, friend, or family, they are appealing to higher loyalties [41] . A popular example of this behavior is that an individual gets into trouble for helping a friend and claims, "I will not betray my friend. I will not be an informant". In this case, any harm is justified if individuals remain within their group or friends' circle. The consequence is that the individual does not reject societal norms; rather, he or she places the importance of such norms in second place À right after the group or friends' circle. In the context of Shadow IT, employees could convince themselves that using certain unapproved software will help the organization to be more productive or profitable-perhaps some greater benefit to the organization could be achieved by the employee using this software to improve his or her work. That is, the employee says that his or her loyalty to their work and the organization is superior to any policy that may advise against the use of such technology. Hence, we hypothesize that:
"H3b. Use of the "Appeal to higher loyalties" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Condemn the condemners
In this neutralization technique, the individual will counterattack by accusing the ones who accuse him or her. When people condemn the condemners, the blame for the loss lies on the community instead of the individual. There are two common sentiments that describe this situation well: "Everybody else is doing it. Why focus on me?" and "You do the same thing, so don't point fingers at me". Employees that embrace this neutralization technique will deflect attention away from their acts toward the person who is accusing them of the noncompliant act. For example, in the Shadow IT context, employees could argue that if they use Dropbox to store organizational data, that everyone, including those enforcing IT security policies, is doing the same. Typically, employees will claim that everybody is storing organizational files using cloud services and that nothing is wrong in doing so. Hence, we hypothesize that:
"H3c. Use of the "Condemn the condemners" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Metaphor of the ledger
When using this technique, an individual will claim, "My lack of judgement is more than made up for by rightness in other parts of my life." Employees that engage in such delinquent behavior will strongly argue that all the good things they did will make up for the illegal behavior. For instance, if an employee uses software that is unauthorized, he or she might say, "There is nothing wrong in this if I consider what the company owes me. If I do any wrong, it is only to compensate for all the long hours I spent working for the company and all the extra-long unpaid shifts." This justification is based on the idea that individuals tend to accumulate some credits (brownie points) that they will likely "cash-in" at a certain point as an excuse to break the rules. Hence, we hypothesize that:
"H3d. Use of the "Metaphor of the ledger" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Denial of injury
When this neutralization technique is used, people have high confidence and believe that no one will get hurt by the actions they commit. In this case, people do not deny their actions; they simply think that no harm will be done. Employees using Shadow IT will usually think that no harm or no IS security policy violation occurs if they use Shadow systems. For example, if an employee creates an Excel macro, he or she will argue that a simple macro cannot do any damage to organizational assets if the macro remains on a local PC; thus, it does not represent any danger. Therefore, employees will be convinced that there is no reason to feel shame. Hence, we hypothesize that:
"H3e. Use of the "Denial of injury" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Denial of responsibility
Individuals that use this technique usually reject their responsibility and believe that certain circumstances predisposed them to act as they did. In the organizational context, "peer pressure" could be one of the triggers or reasons to use this technique; in other words, employees may rationalize their behavior by saying that peer pressure was too high and the consequence was that they had to violate the security policy. For example, if a boss asks an employee to do a certain task which can be completed only if the employee uses some unapproved software tools, the employee may explain that he or she is a victim of circumstance where he or she was pushed beyond their control (accomplish the task with unapproved software tools). For example, a manager might ask an employee to assess new contract leads, which he or she can do in a short amount of time only by using some open source business intelligence tools (e.g. JasperReport). Hence, we hypothesize that:
"H3f. Use of the "Denial of responsibility" neutralization is positively associated with intentions to use Shadow IT in violation of IT security policies."
Shame as a mediator of deterrence/neutralization and intentions
Consistent with deterrence theory, we hypothesize that if employees receive formal sanctions for using Shadow IT, these sanctions will cause the employee to feel shame for their actions. Recent research has indicated that shame, though a deterrent factor itself, mediates the relationship between other deterrence factors and ultimate behavior [25] . However, such mediating relationships between shame and other deterrence constructs have not been tested in the context of organizational IT security policies, nor in an international, cross-cultural context. In other words, formal sanctions not only have a direct effect on intentions (because individuals do not want to receive the sanctions), but this relationship is also partially explained by the increased shame that individuals feel when they perceive that they will receive sanctions, which in turn will lower intentions. Therefore:
"H4a. Formal sanctions are positively associated with shame." Therefore, shame partially mediates the relationship between formal sanctions and intentions to use Shadow IT in violation of IT security policies.
Further, informal sanctions will lead to shame because the potential negative feedback from coworkers and peers for violating a policy will cause the individual to feel shame if they violate the organization's security policy (in this case, Shadow IT). Even though deterrence theory suggests shame mediates the effects of informal sanctions on behavior, we are not aware of any studies that directly test this relationship empirically. Following deterrence theory, we posit:
"H4b. Informal sanctions are positively associated with shame." Therefore, shame partially mediates the relationship between informal sanctions and intentions to use Shadow IT in violation of IT security policies.
Individuals reduce the guilt that they would perceive in committing a violation of the policy by neutralizing their behavior [15] . In this case, individuals reduce the guilt of using unauthorized software by convincing themselves of various justifications to use the software; thus, there should be no need to feel guilt. If they are later known by others to have violated the policy, their feelings of guilt will not translate into shame. In other words, shame is a feeling of guilt when others know of the behavior. If the individual has no guilt in committing the behavior, then they will feel no shame if others find out about the behavior. While they may feel shame in violating policies in general, the perception that using Shadow IT is good, for various justifications outlined above, will reduce the potential shame they might perceive when deciding to commit this violation. Therefore, we hypothesize:
"H5. Use of neutralization techniques is negatively associated with shame."
Therefore, shame partially mediates the relationship between neutralization techniques and intentions to use Shadow IT in violation of IT security policies.
Intentions and behavior
Although it is necessary to distinguish behavioral intentions (self-reported intention) from actual behavior (non-self reported) in both research and practice [23] , intentions do have a strong effect on the ultimate behavior of individuals. The strong relationship between intentions and behavior is theorized in the Theory of Reasoned Action [56] , the Theory of Planned Behavior [57] , and many subsequent studies that empirically test these theories, including in information systems and information security literature [e.g.,58]. These theories state that behavior is largely a function of a person's deliberate intentions to act in a certain way, although somewhat moderated by perceived behavioral control. In the IS literature predicting technology usage, behavioral intentions are largely found to predict actual IT usage [59, 60] . In the context of this study, if individuals intend to use Shadow IT, there is reason to believe that they will actually do so, assuming they perceive they have the capability to do so. Therefore, based on these theories, we hypothesize:
"H6. Intentions to use Shadow IT are positively associated with actual Shadow IT installation."
Research design
Participants
To test our research hypotheses, we conducted a field survey. Because compliance behavior is linked with the security climate of individual organizations [61] , we chose to engage multiple organizations in our study. Specifically, we conducted the survey with four industry organizations: a major financial company (insurance), USA based, that has high international presence; a French company doing toll road management (present in six countries); a bank institution from Croatia; and an IT company having presence in three European countries. The reason for selecting these four organizations is because the understanding of the Shadow IT issue was consistent across all four organizations in such a way that they all consider Shadow IT to be an IT system and solution that is outside of the IT department ownership or control that did not receive any formal approval from the IT department. To this respect, Shadow IT violations (e.g., using Dropbox) were similar in all four organizations. Thus, as explained in procedures section, we used the same types of Shadow IT violations in the survey. Finally, none of the organizations had a standalone Shadow IT policy; rather, it was an integral part of a larger IT security policy. Further, in each of the organizations, management takes visible steps to try to prevent Shadow IT usage. For example, when users try to access dropbox.com in one of the organizations, users see a screen stating, "Attention: CompanyX does not allow access to websites categorized as 'Personal Network Storage'. Please use Box instead to help keep CompanyX's information secure." Thus, users in these organizations should be aware that the organizations discourage use Shadow IT use.
Targeted participants from all four organizations were managers (all levels from IT to product management), marketing people, and administrative staff and finance employees. The reason for restraining the sample was because organizations did not want us to launch the survey targeting all their employees, but also since these functions mostly deal with processes, procedures, and customers where IT use is usually higher when compared to, for instance, employees involved in fully automated tasks. All four organizations have strict procedures and policies in place when it comes to IS security policies. These policies clearly define roles and responsibilities of each employee, formal sanctions applied in case of policy violations, and ethical guidelines on which management should train each employee.
We followed the recommendations of [62] to analyze if our sample size would provide good power and reliability of our model results. We calculated statistical power by taking into account our sample size (440), the observed probability level (0.05), the number of predictors (8) and the observed R 2 (0.291). Results indicated that our sample size provides sufficient power to detect significant effects.
Measures
We measured all items (except actual Shadow IT usage) on an 11-point Likert scale from 0 to 10 that we adapted from previously validated instruments [15, 26] . A list of all items is depicted in Table A1 (Appendix A). We note that behavioral intention corresponds to self-reported intentions to be non-compliant with the Shadow IT aspects of IT security policies. Actual behavior is non self-reported misuse of IT security policy where an employee is using Shadow IT without any prior formal approval from the IT department. The measure of actual behavior is explained in the Procedures section and corresponds to a binary outcome (0 or 1) showing compliance or non-compliance. Consistent with past studies [15, 63, 64] , we measured deterrence constructs by multiplying each certainty measure by its associated severity measure to form a single construct that reflects both certainty and severity of deterrence.
Ten information security managers reviewed all items. After a consensus was reached (four rounds), the survey was pretested with pre-selected employees in two participating organizations (one USA and one French company). In total, we had 80 responses. The pre-test enabled us to conclude that our model yielded acceptable results (we tested reliability of measurement items for each construct using Cronbach's a; convergent and discriminant validity using principal components analysis; results of these tests are documented in Appendix B). In addition, the survey was first translated into French and Croatian languages (by French and Croatian doctoral students) to avoid any misinterpretation and then translated back to English (by French and Croatian master students) to avoid any distortion during translation. Three minor adjustments were made. Finally, one last round of translation was done by bi-lingual translators, which resulted in an accurate translation. In the company that had international presence (mainly in UK, France, Germany, Spain, and Ireland), we asked the company to distribute the survey in English or French only to employees for who these languages were their first language. This was made possible through an automated company's internal HR system.
Contrary to the hypothetical scenario method where a vignettebased approach is used, we sought to measure behavior of the participant directly. However, due to social desirability bias, asking participants to indicate if they are Shadow IT users could potentially produce fake results without further checking and verifying their claims. Therefore, to have the most accurate possible assessment of Shadow IT usage, we asked IT departments of participating organizations to provide us with the list of all shadow software installed and used, based on the IP and MAC addresses which were matched to the anonymous survey responses. Thus, our dependent variable was a binary indicator of whether the participants had actually installed Shadow IT software.
Procedures
The survey was distributed by each company's IT department, except for the French company, where the survey was sent out by the CEO (the company does not have an IT department). In order to bring more specificity, and avoid any possible misunderstanding of what Shadow IT is, we provided three clear examples to participants of the most common Shadow IT policy violations as suggested by Silic and Back [9] , which included (1) self-made Excel macros; (2) PDF tools; and (3) cloud services such as Dropbox. By doing so, we complied with the guidelines suggested for improving contextual relevance in IS security research [65] . In other words, the survey question asked generally about Shadow IT, but directly below that question were three examples of potential Shadow IT tools.
Rather than relying on vignette-based scenarios, we aimed to minimize bias by assessing real-life situations. This was possible because each participating organization has technology (e.g., IBM BigFix) that enables them to track what type of software is installed on end-user devices based on IP and MAC addresses. A report of this data was generated after surveys were completed. The list provided was then matched against the unique IP and MAC addresses we received through the online survey (the survey was anonymous for all participants; however, each survey participant was tracked by their IP and MAC addresses). We excluded nine participants for which we could not find any match. Further, if the participant Shadow IT use response matched the list of unapproved software identified by the organizational tracking software, we considered the participant answer to be true. For example, if the survey participant answered 'yes' to the question 'Did you ever use any shadow IT software?', we checked the corresponding unapproved list of software related to the participant's IP address. By following this procedure, we were able to measure the employee's actual behavior, which was represented as a binary variable: 0:compliant and 1:non-compliant. Finally, with this approach we were able to get a reliable list of participants that claimed (or not) to have used Shadow IT and consequently, were breaking the IS security policies. Overall, the number of dishonest (claiming in the survey that they do not break any policy but in reality they do) employee answers varied by organization from 4.5% to 12.8%. 1 Part of these dishonest answers could be explained by the fact that employees might not be aware that what they are doing is against the IS security policies.
We were also informed that the following actions were taken in all four organizations: (1) users were informed about the noncompliant actions through an email; and (2) illegal software was removed by the IT department when found. In many cases (depending on the type of software and the organization), users were also reported to their managers.
Analysis and results
Descriptive statistics and validity checks
In total, we had 440 responses from the sample frame of 1445. Table 2 provides detailed descriptive statistics. We removed seven responses for implausible response times (less than 2 min) needed to complete the survey (average 15 min). Nine responses were removed where we could not match participant survey responses with actual software installation lists.
In order to assure that our model has acceptable convergent and discriminant validity and reliability we performed tests detailed in Appendix B. Our model showed and exceeded all accepted levels and thresholds as required in the IS field. Further, we applied two different procedures (Appendix C) to check the possible threat of common method bias. To make sure that we could combine samples from four different organizations, we analyzed descriptive statistics and concluded that no significant differences among the subsamples should prohibit us from examining the combined dataset.
We used MPlus to test a structural equation model. MPlus allows for a binary dependent variable, and provides logistic regression coefficients for those relationships between continuous variables (most variables in our study) and the binary dependent variable (whether they actually used Shadow IT). In addition, we included age, gender, work experience and industry type to understand their effects on the dependent variables.
Direct effects of neutralization and deterrence on intentions and behavior
Before testing the full theoretical model, we analyzed two simpler models to compare the effect of neutralization and deterrence on behavioral intention (self-reported) vs. actual Shadow IT usage (non-self-reported). Fig. 2 shows a model similar to previous research on neutralization and deterrence; it shows only direct effects of these constructs on intentions to violate policy. In contrast, Fig. 3 shows the direct effects of neutralization and deterrence on both actual usage of Shadow IT in these organizations.
As shown in Fig. 2 , one neutralization technique, namely "metaphor of the ledger," and shame were significant predictors of intentions. However, Fig. 3 shows that shame was not a direct significant predictor of actual Shadow IT usage in violation of policy.
These results are fairly consistent with prior research showing that (1) different neutralization techniques have different effects on violation intentions [19] (as well as on behavior), and (2) neutralization is more powerful than sanctions in predicting intentions to violate information security policies, with none of the deterrence constructs being statistically significant [15] . The effects of neutralization techniques were similar on both intentions and actual usage. Fig. 4 and Table 3 summarize the analysis of the full model. As shown in Fig. 4 and Table 3 , shame surprisingly did not have a statistically significant effect on intentions to violate the Shadow IT security policy, failing to support H1. This is in contrast to the direct model illustrated in Fig. 2 . Shame, therefore, seems to have a small role in reducing intentions to use Shadow IT, but the statistical effect is lost when tested in a larger, more complex model.
Analysis of full model
Formal and informal sanctions did not have direct negative effects on intentions to violate the Shadow IT security policy, failing to support H2. One neutralization technique, namely "metaphor of the ledger," was a significant direct predictor of intentions to violate the Shadow IT policy (b = 0.695; p < 0.001), providing support for H3d. The remaining neutralization techniques were not direct significant negative predictors of intentions, failing to support H3a, H3b, H3c, H3e, and H3f.
Further, because shame did not have a statistically significant effect, the "shame as mediator" hypotheses (H4, H5) were not fully supported. However, neutralization and deterrence do have some effects on perceived shame, regardless of how it ultimately affects behavior. There was no statistically positive effect between formal sanctions and shame, failing to support H4a. However, informal sanctions had a statistically significant positive relationship with shame, providing partial support for H4b (b = 0.931; p < 0.001). Regarding H5, only some of the neutralization techniques were significantly related to shame. In addition to the direct effect on intentions, "metaphor of the ledger" had a negative impact on shame (b = À0.122; p = 0.013). The "defense of necessity" (b = À0.321; p = 0.013) and "denial of injury" (b = À0.245; p = 0.069) neutralization techniques were also negatively related to shame. The other three neutralization techniques had no significant negative effect on shame.
Intentions to violate the Shadow IT security policy were positively associated with actual violation of the policy (b = 0.468; p < 0.001), supporting H6. We give a summary of hypothesis support below in Table 4 .
Discussion
Interpretation of findings
The results of our study support five main findings. First, some past research implies that all neutralization techniques have similar effects [15] . However, similar to the Barlow, Warkentin, Ormond and Dennis [19] study, which found that some neutralization techniques can be more powerful than others, our results also bring a different view of how neutralization techniques can be used in a specific Shadow IT context. In this specific context, only the "metaphor of the ledger" neutralization technique had a strong, direct positive effect on the violation of organizational Shadow IT usage policies. This finding is quite different from the study of Barlow, Warkentin, Ormond and Dennis [19] , which investigated the role of neutralization techniques on password sharing practices and found, for instance, that "defense of necessity" is particularly prominent for the password sharing scenario. It seems that in the context of Shadow IT usage, employees intending to violate the policy often consider that the good that they have done will outweigh any negative consequences of using the unauthorized software. Other neutralization techniques are not as powerful in persuading employees to violate this particular policy. Second, regarding the deterrent constructs, we found that shame, formal sanctions, and informal sanctions did not have any deterring effect on Shadow IT intention. These results regarding deterrent constructs are in line with previous research on deterrence in information systems literature [e.g., 15, 64] . Deterrence is more powerful in some contexts than in others [14] , and we propose that, consistent with the original assumptions of deterrence theory, in situations where the behavior is more ubiquitous, with less stigma attached, sanctions such as sanctions and shames will be less powerful. This also underscores the calls for research to more fully investigate the varying effects of both neutralization and deterrence for different types of insecure behaviors.
Third, we found that shame is influenced by informal sanctions and some neutralization techniques. While such a relationship has been implied in the theoretical explanations of neutralization and deterrence, this had not been previously tested. Specifically, the metaphor of the ledger, defense of necessity, and denial of injury techniques reduce the shame that employees feel toward violating Shadow IT policies. In these scenarios, employees feel that either because the action is necessary or because no one is truly injured, they do not need to feel shame in violating the policy. This mechanism seems to work differently in other neutralization techniques. It could be that when employees use the "condemn the condemner," "denial of responsibility," or "appeal to higher loyalties" techniques, reducing shame is not the goal. Rather, in these scenarios, employees still feel shame but consider violating policies for other reasons. This interesting finding points to a further need to understand exactly how neutralization techniques work cognitively. While previous research has indicated that neutralization techniques work by reducing shame [15] , such a relationship only seems to hold for certain types of neutralization. Even though shame was not a mediator in the full model of Shadow IT usage, shame has a relationship with some neutralization techniques; thus, it may act as a mediator in other contexts where shame plays a more powerful deterrent role. Thus, the results provide valuable insights for further research on the interactive role of neutralization and deterrence in information security violations.
Fourth, this study indicates that the direct effects of neutralization on intentions and behavior are actually quite similar, at least in the context of Shadow IT usage. The results of this study also provide initial evidence that intentions act as a mediator between neutralization and actual violation behavior.
Finally, an additional interesting finding is that formal sanctions and denial of responsibility had significant relations with shame in the opposite direction as hypothesized. In the context of Shadow IT usage, perhaps those who did not expect to be formally sanctioned for shadow IT usage (e.g., because Shadow IT usage is currently so common in the workplace, and we measured formal sanctions as the perceptions of employees that they would be formally sanctioned for violating the policy) would be more likely to feel shame if they were actually recognized by the company as violating the policy. Similarly, those who are more prone to feel that they are not responsible for the action might actually feel more shame because it would be unexpected that they would be found in violation of policies.
Implications for practice
Overall, a better understanding of how to limit Shadow IT usage is of paramount importance to practice. For example, a New Yorkbased hospital recently lost $4.8 million for HIPAA violations after the electronic protected health information of 6800 patients appeared on the Internet due to Shadow IT usage by a hospital employee [66] . Given such examples, our study offers several implications for practitioners. A better understanding of neutralization techniques by organizations could lead to better risk mitigation. Indeed, employees tend to rely on neutralization techniques when deciding to violate policies. By further acknowledging and understanding the predictors of employee intentions to be non-compliant, IT executives will have more insight into the organizational threat landscape. More specifically, our study could contribute to the development of more effective IT security training or educational programs. Such programs that encourage supported in this column indicate that the construct was related to shame, even though shame did not have a significant relationship with intentions. employees not to neutralize their behavior can reduce intentions to violate policy (Barlow et al. [19] ); in this case, organizations could encourage employees not to use Shadow IT by explaining that the "metaphor of the ledger" is not an appropriate justification for violating the policy.
Theoretical contributions
Our research offers three new contributions to the information systems security literature. First, we identified rationalizations that are associated with the Shadow IT context, clarifying the complex interplay between rationalizations and Shadow IT as a form of a specific deviant act. Though previous research has found other neutralization techniques to be salient in other contexts (e.g., [15, 19] ), we found that the "metaphor of the ledger" technique is particularly salient for employees considering using Shadow IT in violation of organizational security policies.
Second, this study was the first to examine the effects of neutralization techniques on both intentions to violate and actual violation of a security policy. Previous research has suggested the need for information security researchers to examine both (1) the predictors of actual security behavior instead of only intentions [23] and (2) the relationship between intentions and behavior in information security contexts [24] . To our knowledge, our study is the first study about neutralization in information security to do so. We found that neutralization has similar effects on intentions and behavior. This finding also strengthens the validity of previous research that only measured intentions without measuring actual violations of security policies.
Finally, this study was the first to explicitly theorize and empirically test shame as a mediator of neutralization techniques and non-compliant behavior. Although previous research suggested such a link, none of the previous studies on neutralization in information security tested this link. We found that neutralization techniques and deterrence techniques are both related to the levels of shame that employees perceive when violating a security policy such as using Shadow IT. While shame was not a significant predictor of actual violation behavior in this context, the role that shame plays as a result of neutralization is important to consider in future research and other contexts.
Future research and limitations
One of the limitations of this study is that, even though the companies examined have strict policies in place regarding Shadow IT, some users were potentially not fully aware that they were committing a security violation by using Shadow IT. We do not know what happened in all organizations as far as punishment is concerned. The organizations in our study did not want to share such information fully, as it was considered to be a sensitive topic. Thus, we cannot be sure whether any given participant had seen examples of real punishment for Shadow IT usage prior to participating in the study. However, the organizations we studied do take some visible preventative action, so employees should be aware that Shadow IT usage is frowned upon in the organizations. The reasons for intentional violations may be different from the reasons for unintentional violations [23] . Future research should examine this, especially in the context of violations that are common among employees, such as Shadow IT usage.
This study also only measured perceptions of formal and informal sanctions, rather than measuring the impact of the actual formal sanctions in place in the organizations. This may explain why formal sanctions were not a strong predictor of intentions in this particular study, contrary to deterrence theory. Future research is needed to continue to understand the reasons for Shadow IT usage even when formal sanctions are in place.
Another limitation is that the concept of shame may be understood differently by different individuals or in different cultures. We aimed to be clear in the survey items related to shame, but it is a cultural construct that should be further examined in the context of IT security violations in future research.
Future research could also focus on specific types of training or organizational interventions that could be effective in reducing Shadow IT usage, especially considering that employees are prone to justify such usage. Trainings that incorporate the factors likely to lead to Shadow IT usage should be developed and tested in future research studies.
Finally, research should continue to examine the role that shame plays when employees use neutralization techniques. This study showed a relationship between three neutralization techniques and shame. In contexts where shame is a more powerful predictor of security-related behavior, it may play a key mediating role between neutralization, intentions, and behavior.
Appendix A. Measurement Items
Appendix B. Model Validation
We inspected reliability and validity coefficients of the measurement model by following the procedure as described by Gefen and Straub [67] . Regarding reliability, we examined the coefficients of composite reliability and Cronbach's a. According to Chin and Gopal [68] , composite reliability represents a more rigorous approximation of internal consistency. We present reliability results in Table B3 . The composite reliabilities of the different measures range from 0.898 to 0.995. All scales exceeded the recommended thresholds of 0.70 for Cronbach's a and composite reliability [69] . Our results indicate a good reliability of the measurement model.
To assess the convergent validity of the measurement model, we used two approaches. We started by analyzing the factor loadings and t-values of all indicators. T-values represent the ratio of estimates divided by standard errors where the resulting ratio tells us how many standard-error units the coefficient is away from zero. As shown in Table B1 , all indicators have highly significant tvalues. All indicators exceeded factors loadings of 0.70. Finally, following the recommendation of [70] , we calculated the average variances extracted (AVEs) for each scale. The average variance extracted (AVE) for each variable construct exceeds the recommended 0.50 threshold. This indicates that the data largely supports convergent validity.
The discriminant validity test is shown in Table B2 , where the square root of the reflective constructs' AVE is on the diagonal and the correlations between the constructs are in the lower left triangle. According to the Fornell-Larcker criterion [70] , the AVE of each latent construct should be higher than the construct's highest squared correlation with any other latent construct, which is the case in our data.
As can be observed in Table B2 , several neutralization techniques were highly correlated with each other. According to Siponen et al. [64] , who also studied the effects of neutralization on a specific type of security concern, "This is to be expected, since each of the techniques represents different forms of the same overall phenomenon" (p. 339). However, we proceeded with testing the existence of multicollinearity problems by calculating variance inflation factor (VIF) scores. Results did not reveal any VIF score higher than 7.1 which is below the recommended acceptable VIF value of 10 [71] [72] [73] [74] . We conclude that multicollinearity is not an issue in our data.
Appendix C. Addressing Common Method Variance
To address and mitigate possible common method variance (CMV), we used the following strategy. First, we assured full anonymity and confidentiality to respondents. Next, we randomized the order of the questions using survey software. Indeed, counterbalancing the order of constructs questions makes CMV less likely, because participants cannot then easily combine related items to cognitively "create" the correlation needed to produce a CMV-biased pattern of responses [75] . We also highlighted that there are no right or wrong answers and that respondents should be as honest as possible when answering survey questions. Additionally, we tried to examine all constructs to ensure that ambiguous, vague, and unfamiliar terms were not included. We completed all these steps to reduce problems in the comprehension stage of the response process.
In order to check for CMV, we used Harman's single-factor test [76, 77] . As this test has some known limitations [78] , we proceeded with another procedure to test if common method variance (CMV) would significantly impact the yielded measurement criteria. We started by estimating the model with an additional, unrelated latent common methods variance factor as proposed by Podsakoff, MacKenzie, Lee and Podsakoff [76] . To achieve that we constrained the factor loadings on the common method factor to be equal inside each group. By comparing the two models, we concluded that CMV did not significantly impact our original model because all item loadings of manifest indicators on the latent common method factor were small and non-significant. 
Constructs
Items Source
Intention
What is the chance that you would install or use unapproved software, hardware or any other service or product that did not receive any formal IT department approval? [26] Denial of responsibility It is OK to violate the company information security policy if you aren't sure what the policy is.
[15] It is OK to violate the company information security policy if the policy is not advertised. It is OK to violate the company information security policy if you don't understand it.
Denial of injury
It is OK to violate the company information security policy if no harm is done.
[15] It is OK to violate the company information security policy if no damage is done to the company. It is OK to violate the company information security policy if no one gets hurt.
Condemnation of the condemners
It is not as wrong to violate a company information security policy that is not reasonable.
[15] It is not as wrong to violate a company information security policy that requires too much time to comply with. It is not as wrong to violate a company information security policy that is too restrictive. Appeal to higher loyalties It is all right to violate a company information security policy to get a job done.
[15] It is all right to violate a company information security policy if you get your work done. It is all right to violate a company information security policy if you complete the task given by management.
Defense of necessity
It is all right to violate the company information security policy under circumstances where it seems like you have little other choice. [15] It is all right to violate the company information security policy when you are under a tight deadline. It is all right to violate the company information security policy when you are in a hurry. Metaphor of the ledger I feel my general adherence to company information security policy compensates for occasionally violating an information security policy.
[38]
I feel my good job performance compensates for occasionally violating information security policy. I feel my hard work in the company compensates for occasionally violating an information security policy.
Formal sanctionscertainty
What is the chance you would receive sanctions if you violated the company information security policy? a [26, 27] What is the chance that you would be formally sanctioned if management learned that you had violated company information security policy? a What is the chance that you would be formally reprimanded if management learned you had violated company information security policy? Formal sanctionsseverity How much of a problem would it be if you received severe sanctions if you violated the company information security policy? [26, 27] How much of a problem would it create in your life if you were formally sanctioned for doing Shadow IT actions How much of a problem would it create in your life if you were formally reprimanded for doing Shadow IT actions Informal sanctionscertainty How likely is it that you would lose the respect and good opinion of your co-workers for violating the company information security policy? [26, 27] How likely is it that you would jeopardize your promotion prospects if management learned that you had violated company information security policy? How likely is it that you would lose the respect and good opinion of your manager, if management learned that you had violated company IT security policies? Informal sanctionsseverity How much of a problem would it create in your life if you lost the respect and good opinion of your co-workers for violating the company information security policy? [26, 27] How much of a problem would it create in your life if you jeopardised your future job promotion prospects for doing Shadow IT actions How much of a problem would it create in your life if you lost the respect of your manager for violating the company information security policy? Certainty of shame for oneself How likely is it that you would be ashamed if co-workers knew that you had violated company information security policy? [26, 27] How likely is it that you would be ashamed if others knew that you had violated the company information security policy? How likely is it that you would be ashamed if managers knew that you had violated the company information security policy? Severity of shame for oneself How much of a problem would it be if you felt ashamed that co-workers knew you had violated the company information security policy? [26, 27] How much of a problem would it be if you felt ashamed that others knew you had violated the company information security policy? How much of a problem would it be if you felt ashamed that managers knew you had violated the company information security policy? a Dropped to improve reliability or construct validity. 
