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Various engine types are thermodynamically equivalent in the quantum limit of small “engine
action”. Our previous derivation of the equivalence is restricted to Markovian heat baths and to
implicit classical work repository (e.g., laser light in the semi-classical approximation). In this paper
all the components, baths, batteries, and engine, are explicitly taken into account. To neatly treat
non-Markovian dynamics we use mediating particles that function as a heat exchanger. We find that
on top of the previously observed equivalence there is a higher degree of equivalence that cannot be
achieved in the Markovian regime. Next we focus on the energy transfer to the work repository. A
condition for zero entropy increase in the work repository is given. Moreover, it is shown that in
the strong coupling regime it is possible to charge a battery with energy while reducing its entropy
at the same time.
All heat engines, classical and quantum, extract work
from heat flows between at least two heat baths. When
the working fluid is very small and quantum , e.g., just
a single particle, the dynamics of the engine can be very
different from that of classical engines [1, 2]. Nonetheless,
some classical thermodynamic restrictions are still valid.
For example, quantum heat engines are limited by the
Carnot efficiency even when the dynamics is quantum.
Today, it is fairly well understood why the Clausius in-
equality originally conceived for steam engines still holds
for small quantum heat machinea.
The field of quantum thermodynamics is intensively
studied in recent years. The main research directions
are the study of quantum heat machines, thermodynamic
resources theory, and the emergence of thermal states.
See the recent reviews [3–5] and references therein for
more information on these research directions.
The study of quantum heat machines dates back to
[6] where it was shown that the lasing condition for a
system pumped by two heat baths corresponds to the
transition from refrigerator to an engine. See [7, 8] for
a more detailed analysis of such systems. Since then,
various types of heat machines have been studied: recip-
rocating, continuous, autonomous and non autonomous,
four-stroke machines, two-stroke machines, Otto engines
and Carnot engines in the quantum regime. See [9–45]
for a rather partial list on heat machine studies in recent
years.
Experimentally, a single ion heat engine [46] and an
NMR refrigerator [36] have already been built. Sugges-
tions for realizations in several other quantum systems
include quantum dots [47, 48], superconducting devices
[49–52], cold bosons [53], and optomechanical systems
[34, 54, 55].
The second law was found to be valid for heat ma-
chines [9] in the weak system-bath coupling, where the
Markovian dynamics is described by the Lindblad equa-
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tion. In fact, the second law is consistent with quantum
mechanics regardless of Markovianity as long as proper
thermal baths are used [56]. One of the main the chal-
lenges in this field is to find ’quantum signatures’ [1] in
the operation of heat machines. More accurately, to find
quantum signatures in thermodynamic quantities such as
work, heat, and entropy production. Clearly, the engine
itself is quantum and as such it may involve quantum fea-
tures such as coherences and entanglement. The question
is whether by measuring only thermodynamics quantities
such as average heat or work, it is possible to distinguish
between a quantum engine and a classical one.
As it turns out, there are thermodynamic effects that
are purely quantum, the most relevant to this work is the
equivalence of heat machine types [1]. Other quantum
thermodynamic effects include extraction of work from
coherences [57] and oscillation in cooling [2]. In resources
theory it seems that quantum coherences in the energy
basis also play an important role, and impose restrictions
on the possible single shot dynamics [58, 59].
The traditional models and analysis of quantum heat
machines resemble that of laser physics in the semi clas-
sical approximation. The driving field is often modeled
by a classical electromagnetic field. This field gener-
ates a time-dependent Hamiltonian so it is possible to
extract pure work from the system. When the classi-
cal field is replaced by a work repository (battery) with
quantum description the dynamics becomes more com-
plicated [60]. For example, for an harmonic oscillator
battery, the initial state of the battery has to be fairly
delocalized in energy to avoid entropy generation in the
baths [30, 61]. This is problematic since an oscillator al-
ways has a ground state. See [60] for a detailed account
of this mechanism. In this work we shall use multiple
batteries to extract work by interacting with the engine
via energy conserving unitary evolution (ECU). Interest-
ingly, machines without classical fields have been previ-
ously studied [16, 30, 62]. However, the research goals
in these studies are entirely different from those of the
present study.
Another assumption that is almost always used in the
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2analysis of heat machines, is that of weak coupling to the
bath. Weak coupling, initial product state assumption,
and other approximations lead to the Lindblad equation
for the description of the thermalization process. The
Lindblad equation is widely used in open quantum sys-
tems and they describe very well the dynamics in many
scenarios. In other scenarios, such as strong system-bath
interactions, or for very short evolution times, the Lind-
blad equation fails [63]. In the scheme presented in this
paper we include heat exchangers. Their role is to enable
non-Markovian engine dynamics while still using Marko-
vian baths.
One of the goals of this paper is to show that heat ma-
chine equivalence goes beyond the classical field approxi-
mation and also for very short times where the Markovian
approximation does not hold.
In a three-body engine all these interactions occur si-
multaneously. Consequently, three-body machines are
not suited for describing reciprocating machines and their
effects.
A ’stroke’ of a quantum machine is defined in the fol-
lowing way [1]. It is an operation that takes place in a
certain time segment. In addition, a stroke does not com-
mute with the operations (strokes) that take place before
or after it. This non commutativity is essential for ther-
modynamic machines. Without it the system will reach a
state that is compatible with all baths and batteries, and
no energy flows will take place. Different machine types
differ in the order of the non commuting operations. In a
two-stroke machine, the first stroke generates simultane-
ous thermalization of two different parts of the machine
(manifolds) to different temperatures. In the next stroke,
a time dependent Hamiltonian couples the two manifolds
and generates a unitary that reduces the energy of the
system. The energy taken from the system is stored in a
classical field or in a battery and is referred to as work.
In a four-stroke engine the strokes are thermalization of
the hot manifold, unitary evolution, thermalization of
the cold manifold, and another unitary evolution. In the
continuous machine all terminals (baths and work reposi-
tory) are connected simultaneously: hot bath, cold bath,
and battery/classical field. In this paper we shall refer
to this machine as simultaneous and not continuous for
reasons explained later on.
Due to the above mentioned non commutativity, differ-
ent machines operate in a different manner, and in gen-
eral their performances differ (even in cases where they
have the same efficiency as in the numerical examples in
[1]) . Nonetheless, the thermodynamic equivalence prin-
ciple presented in [1] states that in the quantum limit of
small action, all machine types are thermodynamically
equivalent. That is, they have the same work per cy-
cle, and the same heat flows per cycle. This equivalence
takes place where the operation of each stroke is very
close to the identity operation. This regime is character-
ized by ’engine action’ that is small compared to ~. This
does not mean low power since a small action cycle can
be completed in a short time. Regardless of how close
to identity the operation are, the different machine types
exhibit very different dynamics (for example the simulta-
neous machine does not have a pure unitary stage). Nev-
ertheless, the equivalence principle states that all these
differences disappear when looking on the total heat or
total work after an integer number of cycles. The de-
tails of the equivalence principle will become clear as we
present our results for the non Markovian case.
The paper is organized as follows. Section I describes
the engine and baths setup and introduces the heat ex-
changers. In Sec. II we derive the equivalence relation
in the non-Markovian regime (short evolution time or
strong couplings). The equivalence of heat machine types
is valid when the “engine action” is small compared to
~. In Sec. III it is shown how to choose the initial state
of the batteries in the weak action regime so that their
entropy will not change in the charging process. In ad-
dition, we find that for large action a different initial
battery state is preferable. In the end of the section it is
shown that for some initial states of the battery the ma-
chine charges the battery with energy while reducing the
entropy of the battery at the same time. Section IV shows
that in contrast to Markovian machines it is possible to
construct machines with a higher degree of equivalence.
The emphasis is on the very existence of such machines,
because their usefulness is presently unclear. In Sec. V
we conclude.
I. THE SETUP
We describe here the minimal model needed for extend-
ing the equivalence principle to short time dynamics be-
yond the Markovian approximation. However, the same
logic and tools can be applied to more complicated sys-
tems with more levels or more baths. The setup studied
in this paper is shown in Fig. 1. Heat is transferred from
the bath to the engine (black ellipse) via particles of the
heat exchangers (circles on gears). In each engine cycle
the gears turn and a fresh particle enters the interaction
zone (gray shaded area) where it stays until the next cy-
cle. The engine can only interact with the particles in the
interaction zone. The work repository is a stream of par-
ticles, or batteries, (green circles) that are ’charged’ with
work by the engine. This interaction of the elements with
the engine can be turned on and off as described by the
periodic functions fk(t) = fk(t + τcyc) where τcyc is the
machine cycle time. Throughout the paper we shall use
the index ’k’ as a ’terminal index’ that can take the values
’h’,’c’ or ’w’ that stand for hot, cold and work repository
(battery) respectively. In what follows we elaborate on
the different elements in the scheme.
A. The heat exchanger and the baths
The heat machine equivalence principle [1] calls for a
small engine action which implies in the present formal-
3Figure 1. a) Heat machine scheme with heat exchangers
(gears). Various engine types can be implemented in this
scheme by controlling the coupling function fc,h,w(t) to the
engine (ellipse). In each cycle the gears turn and the work
repository shifts so that new particles enter the interaction
zone (gray shaded area). The heat exchangers enable the
use of Markovian baths while having non Markovian engine
dynamics. This includes strong coupling and/or short time
evolution. In this model the work is stored in many batteries
(work qubit in green). b) The engine level diagram. This
machine is based on two-body energy conserving unitaries.
This is in contrast to other machines that employ three-body
interaction.
ism ‖Hek‖ τ  ~. However, in the microscopic deriva-
tion of the Lindblad equation a rotating wave approxi-
mation is made. The approximation is valid only if τ is
large compared to the oscillation time. This implies that
‖Hek‖ has to be very small in the equivalence regime.
Nevertheless, in principle, small action can be achieved
with strong (or weak) coupling ‖Hek‖ and short evolu-
tion time as long as ‖Hek‖ τ  ~ holds. In this regime,
which is the subject of this paper, the dynamics is highly
non Markovian. A non Markovian bath dynamics is in
general very complicated and strongly depends on the
specific bath realization. Heat machines and the second
law in the presence of strong coupling have been discussed
in [64, 65].
To overcome the complicated dynamics and to obtain
results that are universal and not bath-realization depen-
dent, we add heat exchangers to our setup. Heat exchang-
ers are abundant in macroscopic heat machines. In house
air conditioning a coolant fluid is used to pump heat form
the interior space to an external cooling unit. Water in
a closed system is used in car engines to transfer heat to
the radiator where air can cool the water. Perhaps the
simplest example is the cooling fins that are used to cool
devices like computer chips. The metal strongly interacts
with the chip and conduct the heat to the fins. Then, the
weak coupling with the air cools the fins. The interac-
tion with the air is weak but due to the large surface it
accumulates to large heat transfer that cools the chip.
In the quantum regime heat exchangers enable the fol-
lowing simplifications. Firstly, it separates the system
interaction scales from the bath interaction scales. The
system can undergo non Markovian dynamics with the
heat exchangers while the baths can thermalize the heat
exchangers using standard weak coupling Markovian dy-
namics. Secondly, it enables to start each engine cycle
with a known environment state (the particles in the
interaction zone). Most importantly, this environment
state is in a product state with the system and contains
no memory of previous cycles. Thirdly, it eliminates the
dependence on all bath parameters except the tempera-
ture. This means, that from the point of view of the ma-
chine, all different bath realizations are equivalent. This
bath parameters independence holds as long as the bath
fully thermalizes the heat exchanger particles.
In our scheme the coolant fluids consist of Nc and Nh
particles in each heat exchanger (particles around the
gears in Fig 1a). The particles in the gear cyclically pass
through the bath and the machine interaction zone (gray
shaded area) cyclically with periods of Nc,hτcyc. Note
that the gears in Fig 1a are merely an illustration of the
heat exchanger concept. The heat exchanger can be real-
ized, for example, by adjacent superconducting qubit or
by moving neutral atoms with light. The particles may
interact strongly and in a non Markovian way with the
system. On the other hand, the particles interact weakly
with the bath but for a sufficiently long time so that
they fully thermalize when they leave the bath. After the
exchanger particles exit the bath they are in a thermal
state and in a product state with the system (the bath
removes all correlation to the machine). In each cycle of
the engine a different exchanger particle interacts with
the system. Nc,h are analogous to the size of the ’cooling
fin’. Their number is chosen so that within the Marko-
vian, weak-coupling limit to the baths, for all practical
purposes, they have sufficient time to fully thermalize.
Under the assumptions above it does not matter what
are the exact details of the Markovian bath (e.g., its ther-
malization and correlation time). It only needs to induce
thermal state via weak coupling (to avoid strong inter-
action issues). In this regime the thermalization can be
described by the Lindblad equation [63]. However, be-
cause of the heat exchanger full thermalization assump-
tion, there is no need for an explicit solution.
The work repository is basically a heat exchanger with-
out a bath. It may have a conveyor belt geometry as
shown in Fig 1a, or it may be cyclic like the heat ex-
changer. The considerations of choosing the initial state
of the batteries particles (work repository) will be dis-
cussed later.
The model can be extended by letting the system in-
teract with more than one heat exchanger particle at a
time, or by not fully thermalizing the particles. How-
ever, it seems like these types of extensions eliminate the
advantages of using heat exchangers to begin with. The
4simple setup described above is sufficient to exemplify
the equivalence principle in short time non Markovian
dynamics.
B. The engine
The engine core shown in Fig. 1b, is a three-level sys-
tem. Level 1 and 3 constitute the hot manifold with an
energy gap Eh, levels 1 and 2 constitute the cold manifold
with a gap Ec, and the work manifold comprises levels 2
and 3. The more general notion of manifold separation
in quantum heat machines is described in [1].
The hot (cold) manifold can interact only with the hot
(cold) heat exchanger. This interaction can be switched
on and off without any energetic cost as explained in the
next section. The same holds for the work repository. If
the engine qutrit interacts only with one heat exchanger,
the hot for example, then the hot manifold of the system
will eventually reach a Gibbs state at temperature Th.
For the engine operating regime we want the thermal
strokes to create population inversion that would be used
to excite the batteries to higher energies. This simple
engine structure facilitates the construction of thermal
machines using only two-body interactions rather than
three-body interactions [16, 30, 62].
C. The coupling of the engine to the heat
exchangers and to the work repository
In our model, the particles in the heat exchangers are
all qubits. The energy gaps of the qubits in the heat
exchangers are equal to the energy gaps of their corre-
sponding manifold in the engine qutrit. As explained
earlier, in each engine cycle the heat exchangers dials
turn and a new thermal particle is available to interact
with the system. These exchanger particles are not ini-
tially correlated to the engine so the initial state (in each
cycle) of the particles in the engine interaction zone is
ρtot(t = 0) = ρc ⊗ ρh ⊗ ρw ⊗ ρe where ρe is the engine
state and ρc,h,w are the bath and work repository parti-
cles that are in the interaction zone of the system. The
rest of the particles are not required until the next cycle
of the machine.
The coupling between the engine and the hot bath par-
ticles has the form:
Hint =
∑
k=c,h,w
fk(t)Hek (1)
where fk(t) are the controllable periodic scalar couplings
(switches in Fig. 1a and dashed lines in Fig. 1b) intro-
duced earlier. Hek are energy conserving Hamiltonian: If
Hk is the Hamiltonian of the exchanger particle and He
is the qutrit engine Hamiltonian, then energy conserving
interaction satisfy: [Hek, He + Hk] = 0. This condition
is the standard assumption in thermodynamic resource
theory. It is used to define ’thermal operations’, and it
ensures that energy is not exchanged with the controller
that generates Hek. The total energy in the exchangers,
work repositories and the engine is not affected by Hek.
Thus, Hek can only redistribute the total energy but not
change it.
The simplest form of Hint is Hek = aka
†
ek + a
†
kaek
where ak is the annihilation operator for the k exchanger
particle, and aek is the annihilation operator for hot man-
ifold in the engine. These Hek Hamiltonians generate a
partial (or a full) swap between the k manifold in the
machine and the terminal k. This operation is slightly
more complicated than the standard partial swap as will
be explained in the battery section.
In the beginning of each cycle the engine starts in a
product state with its immediate environment. This in-
serts a Markovianity scale to the model since there is no
bath memory from cycle to cycle. Nonetheless, there are
still important non-Markovian aspects in the intra-cycle
dynamics. The full Markovian dynamics is obtained in
the weak collision limit [66–70], where in each thermal
stroke the engine interacts weakly with many particles of
the heat exchanger.
In the simultaneous machine all the fk are turned on
and off together in order to couple the machine to dif-
ferent particles in the heat exchangers. Thus, the cou-
plings are not fixed in time as in the Markovian continu-
ous machine. While Markovian continuous machines do
not have a cycle time, the simultaneous machines have a
cycle time τcyc determined by the rate that particles of
the heat exchangers enter the interaction zone.
D. The work repository
There are two major thermodynamic tasks: one is to
produce work, and the other is to change the tempera-
ture of an object of interest. While cooling can be done
either by investing work (power refrigerator) or by using
only heat baths (absorption refrigerator), engines always
involve the production of work. Often the receiver of the
work is not modeled explicitly. Instead a classical field is
used to drive the system and harvest the work. This is
equivalent to a repository that is big and hardly changes
its features due to the action of the engine.
When the work repository is modeled explicitly various
complications arise. First, the state of the battery may
change significantly (especially if the battery starts close
to its ground state) and therefore affect the operation of
the engine (back action). Second, as entanglement starts
to form between the battery and the system, the reduced
state of the battery gains entropy. The energy exchange
can no longer be considered as pure work. In an ideal
battery the energy increases without any accompanying
entropy change. This feature is captured by the entropy
pollution measure: ∆S/∆ 〈E〉 [71, 72]. In a good battery
this number is very small and can even be negative as will
be shown later.
To avoid the back action problem we will use multiple
5batteries. In the present scheme it is sufficient to use
qubits or qutrits. That is, instead of raising one weight
by a large amount, we raise many weights just a little.
In some cases this is indeed the desired form of work.
For example, an engine whose purpose to prepare many
particles with population inversion that are later used as
a gain medium for a laser.
As with the heat exchanger, the batteries will be con-
nected to the engine sequentially, one in each cycle with
an interaction term of the form (1). The reduced state of
a terminal particle k (may belong to the heat exchanger
or to the battery) after the engine operated on it, will
be denoted by ρ′k = tr6=j [ρtot]. In general, after the cycle
the terminal particle may be strongly and/or classically
correlated to the engine.
The initial state of the battery is a key issue that af-
fects dramatically the entropy pollution and the quality
of charging the battery with work. Nevertheless, it is not
directly related to the issue of heat machine equivalence
so we will discuss the battery initial state only in Sec.
III.
E. Heat and work
The heat that flows into the cold (hot) bath in one
cycle is given by the change in the energy of the heat
exchanger particle after one cycle:
Qcyclec(h) = tr[(Ucycρtot(0)U
†
cyc − ρtot(0))Hc(h) ⊗ 11else] (2)
where Ucyc is the evolution operator generated by Hint
over one cycle of the machine. Writing this in terms of
the state of the whole system rather than using the re-
duced state of the bath, is very useful. To evaluate the
total change in the bath energy we need to know the
global transformation of over one cycle Ucyc. The inter-
nal dynamics which is machine dependent has no impact
on the total heat. All engines that have the same Ucyc
will have the same amount of heat per cycle. This is in
contrast to the Markovian Lindblad formalism. There, a
symmetric rearrangement theorem had to be applied to
show that the total heat per cycle is the same for different
machines. In the present case, when the one cycle evo-
lution is equivalent for different types of machines, (2)
immediately implies equivalence of heat and work per
cycle.
As for energy exchange with the work repository
∆ 〈Hw〉, we replace Hc(h) by Hw in (2). In order to
identify it with work it is required that no entropy is
generated in the work repository.
II. THE EQUIVALENCE OF HEAT MACHINES
IN THE NON-MARKOVIAN REGIME
The construction of various heat machine types in the
same physical system was studied in [1] and it is based
on operator splitting techniques. In particular the Strang
splitting [73–75] for two non commuting operators A and
B is e(A+B)dt = e
1
2AdteBdte
1
2Adt +O(dt3). Starting with
the simultaneous machine operator where all terminals
are connected simultaneously:
U˜simulcyc = e
−i[He+
∑
k=c,h,w
Hk+Hek]τcyc
= U0U
simul
cyc , (3)
Usimulcyc = e
−i[Hec+Heh+Hew]τcyc , (4)
where U0 = e
−i(He+Hc+Hh+Hw)τcyc , the single-particle
(SP) coherence evolution operator can be singled out
from the total evolution operator since by virtue the con-
dition [He+Hc+Hh+Hw, Hint] = 0. All the population
change is generated by Usimulcyc [76]. Thus, the SP coher-
ences associated with interaction-free time evolution U0
do not affect the population dynamics and observables
like energy that are diagonal in the energy basis. The
fact that U0 commutes with U
simul
cyc means that that out-
come of the operation does not depend on the time the
operation is carried out (time invariance).
This type of SP coherences should be distinguished
from inter-particle (IP) coherences. Since the energy
gaps in the machine and the terminal are matched, the IP
coherences are between degenerate states. For example
the states |0c1e〉 and |1c0e〉 are degenerate, and so are the
pairs {|0h3e〉 , |1h0e〉} and {|0w3e〉 , |1w2e〉}. The crossed
lines in Fig. 1b show the pairs of two-particle degenerate
states. These IP coherences are essential for the dynam-
ics. Their complete suppression leads to a Zeno effect
that halts all the dynamics in the engine. The IP co-
herences are generated and modified by the interaction
terms and hence cannot be separated from the rest of
the evolution like the SP coherences. Note that changes
in IP coherence translate to population changes in the
subspaces of individual particles.
When starting in a product state where the IP coher-
ences are zero, the energy transfer (population changes)
is of order dt2 while the coherence generation is of order
dt. This is due to the fact that unitary transformation
converts population to coherences and coherence to pop-
ulation (see Fig. 8 in [1]). In thermodynamic resources
theory phases are often dismissed as non-essential but we
stress that this is true only for the SP coherences.
Evolution operator decompositions
To study the relations between the simultaneous engine
and the two-stoke engine, we apply the Strang decompo-
sition which yields the following product form
Usimulcyc = e
−iHew τcyc2 e−i(Hec+Heh)τcyce−iHew
τcyc
2 +O[(
s
~
)3]
= UII stroke +O[( s
~
)3] (5)
where s is the ’engine norm action’ s = (‖Hec‖sp +
‖Heh‖sp+‖Hew‖sp)τcyc and ‖·‖sp is the spectral norm of
6the operator [1]. When this number is small compared to
~, U II−strokecyc → Usimulcyc . Note that the first term and the
third term in U II−strokecyc are two parts of the same stroke.
The operator splits this way since the Strang splitting can
only create symmetric units cell. A similar splitting can
be done for the four-stroke engine exactly as shown in [1].
One immediate conclusion follows from the equivalence
of the one cycle evolution operators: if different machine
types start in the same initial condition, their state will
coincide when monitored stroboscopically at tn = nτcyc.
While at tn = nτcyc the states of different machine types
will differ by O[( s~ )
3] at the most, at other times they will
differ by O[ s~ ]. This expresses the fact that the machine
types are never identical at all times. They differ in the
strongest order possible O[ s~ ], unless complete cycles are
considered. Since the one cycle evolution operators are
equivalent, it follows from (2) that for the same initial
engine state:
Qsimulh(c)
∼= QII strokeh(c) ∼= QIV strokeh(c) (6)
where Qsimul refers to the heat transferred in time of
τcyc in the particle machine. The ∼= stands for equality up
to correction
∥∥Hc(h)∥∥O[( s~ )4]. Note that the cubic term
does not appear in (6). Due to lack of initial coherence
the O[( s~ )
3] correction contribute only to the IP coher-
ence generation but not to population changes. Hence,
the population changes differ only in order O[( s~ )
4]. In
transients the system energy changes from cycle to cycle
so in general it is not correct to use energy conservation
to deduce from heat equality on work equality. Neverthe-
less, work equality follows from (5) and (2) when using
Hw instead of Hc(h).
This establishes the equivalence of heat (and work)
even very far away from steady state operation or ther-
mal equilibrium provided all engines start with the same
state. This behavior is very similar to the Markovian
equivalence principle [1], but there is one major differ-
ence. Since each cycle starts in a product state the lead-
ing order in heat and work is O[( s~ )
2] and not O[ s~ ] as in
the Markovian case. The linear term in the work orig-
inates from the SP coherence generated by the classical
driving field. Without this coherence the power scales as
(Qcych +Q
cyc
c )/τcyc ∝ τcyc. Thus, as shown in Fig. 2a, for
small action the power grows linearly with the cycle time.
On the other hand, as explained earlier, the correction to
the power is only of order O[( s~ )
4]/τcyc = O[(
s
~ )
3] since
there is no cubic correction to the work.
Let us consider now the steady state operation. De-
spite (6), it is not immediate that the heat will be the
same for different machine types in steady state. In
(6) the initial density matrix is the same for all ma-
chine types. However, different types may have slightly
different initial states, which may affect the total heat.
To study equivalence in steady state operation we first
need to define what steady state means when the bath
and batteries are included in the analysis. The whole
system is in a continuous transient: the hot bath gets
colder, the cold bath gets hotter, and the batteries are
charged. Nonetheless, the reduced state of the engine
relaxes to a limit cycle ρ¯e(t) = ρ¯e(t + τ) or explicitly
ρ¯e = tr6=e[Ucyc(ρc⊗ρh⊗ρw⊗ρ¯e)Ucyc]. To see the relation
between steady states of different machines we choose the
steady state of one machine, for example ρ¯simule , and ap-
ply the two-stroke evolution operator to it:
ρ¯′e = tr 6=e[U
II stroke
cyc (ρc ⊗ ρh ⊗ ρw ⊗ ρ¯simule )U II strokecyc ]
= ρ¯simule +O[(
s
~
)4] (7)
The cubic order is absent because if there are no initial IP
coherences, then the cubic term only generates IP coher-
ences. Hence, the reduced state of the system is not mod-
ified by the cubic correction of the two-stroke evolution
operator. From (7) we conclude that the steady states
are equal for both machines up to quartic corrections in
the engine action. From (6) it follows that heat and work
in steady state are also equal in all machine types, up to
quartic correction. Figure 2a shows the power in steady
state for the three main types of machines as well as for
a higher order six-stroke machine that will be discussed
in the last section. Let the power of the machine (work
per cycle divided by cycle time) be denoted by P . In
Fig 2b, we plot the normalized power P/P simul where
it is easier to see that the correction in the power of
one machine with respect to the other is quadratic. This
graph shows that the equivalence of non Markovian ma-
chines is actually similar to that of Markovian machines.
The difference is that the reference simultaneous power
is constant (in action) in the Markovian case and linearly
growing (small action) in the present case. Fig. 2b shows
that the equivalence is a phenomenon that takes place in
a regime and not only at the (ill defined) point τcyc = 0.
The same holds for the Markovian case.
At this point we wish to discuss the quantumness of
the equivalence principle in the current setup. In [1] it
was suggested to use dephasing in the energy basis to
see if the machine is stochastic or quantum. If a dephas-
ing stroke is carried out before the unitary stroke and
the result is not affected, then the machine operates as
a stochastic machine. In the four-stroke engine and in
the two-stroke engine described in (5) the battery is ac-
cessed twice during the cycle. The first interaction with
the battery creates some IP coherence between the bat-
tery and the engine. As a result, the next interaction
with the battery (the second work stroke) starts with
nonzero IP coherence. Thus, adding dephasing after the
first work stroke will affect the power gained in the next
work stroke. This is shown by the red and blue dashed
curves in Fig 2a. The power of the simultaneous engine
is zero if we continuously dephase the system (Zeno ef-
fect). We conclude that although there is no coherence
that carries over from one cycle to the next, as in the
Markovian case, coherence is still needed for the equiva-
lence principle to hold. This time the coherence is an IP
coherence between degenerate states.
7Figure 2. (a) In the non Markovian regime the main ma-
chine types: four-stroke, two-stroke and simultaneous ma-
chine, have the same power when the engine action is small
compared to ~. In contrast to the Markovian case here the
power is not constant but grows linearly for small action. The
action is increased by increasing the time duration of each
stroke. The red and blue dashed curves show how the 4-
stroke and 2-stroke engines are modified when a dephasing
stroke is included. This demonstrates that the thermody-
namic equivalence is a quantum coherence effect. (b) The
equivalence become more visible when plotting the relative
power of each machine with respect to the simultaneous ma-
chine. The 6-stroke machine, based on the Yoshida decompo-
sition, is unique to the non-Markovian case and has a wider
range of equivalence.
Until this point we ignored the nature of energy trans-
ferred to the battery, i.e. if it is heat or work. If it is pure
work the device is an engine, whilst if it is heat the de-
vice functions as an absorption machine (only heat bath
terminals). However, the equivalence principle is indiffer-
ent to this distinction. If the action is small, two-stroke,
four-stroke, and simultaneous machines will perform the
same. In the next section, however, we study the con-
ditions under which the entropy of the batteries is not
increased and the device performs as a proper engine.
III. WORK EXTRACTION
A. The initial state of the battery in strong and
weak coupling
So far, we have not explicitly addressed the question
of work extraction and whether the energy transferred to
the batteries is actually pure work or heat. For engines,
the goal is to make the entropy pollution ∆Sw/∆ 〈Hw〉
as small a possible. Figure 3 shows the well knows ex-
pression for the entropy of a qubit as a function of the
excited state population pw. The von Neumann entropy
and the Shannon entropy of single particles are identical
since there are no SP coherences. The energy of the bat-
tery is proportional to the excited state population, so
the x axis also indicates the energy of the battery. If the
battery starts with a well defined energy state, that is the
ground state pw = 0, then a small increase in the energy
will result in a large entropy generation in the battery.
In fact, for small changes this is the worst starting point
(the origin in Fig. 3). However, if we choose to start with
a very hot battery at pw = 1/2, (Tw → ∞) the entropy
increase will be very small if ∆pw is small. Thus, by us-
ing many batteries in a fully mixed state where each is
only slightly changed (∆pw  1) it is possible to reach
the ∆Sw/∆ 〈Hw〉 → 0 limit. This is in accordance with
the claims that Tw → ∞ limit of an absorption refriger-
ator, is analogous to a power refrigerator [77]. The price
for this choice of the initial state of the battery is that
the number of batteries diverges as ∆Sw/∆ 〈Hw〉 → 0.
In the semi-classical field approximation, the field gen-
erates a unitary operation that does not change the en-
tropy of the system. This is often addressed as pure
work as there is no entropy change in the system. How-
ever when modeling the classical field explicitly, one finds
that the source of the classical field actually gains some
entropy. To counter this effect the battery has to be pre-
pared in a special state [30, 61] or to apply a feedback
scheme [78]. Here we suggest to do the exact opposite
and to apply an interaction that will generate a unitary
transformation on the battery but will generate some en-
tropy in the engine. Consider point B in Fig. 3, a full
swap to Point C will increase the energy but will leave
the entropy fixed. In general this will increase the en-
tropy of the machine. Let the initial state of the engine
be ρe = diag{a, b, c} and the initial state of the work
qubit be ρw = diag{1− pw, pw}. After a full swap inter-
action we get:a b
c

e
,
(
1− pw
pw
)
w
→
a (1− a)(1− pw)
(1− a)pw

e
,
(
b+ a(1− pw) 0
0 c+ apw
)
w
. (8)
8If a = 0 a regular full swap takes place between levels
2 and 3 of the engine and level 1 and 2 of the battery.
If a = 1 there is no population in level 2&3 so nothing
happens and levels 1&2 of the battery remain unchanged.
This rule follows from the condition that guaranties en-
ergy conservation ρ′e−ρe = −(ρ′w−ρw). Any population
change in one particle must be compensated by an op-
posite change in the other particle (the energy levels are
equal in our model). Now we demand that this trans-
formation of the battery will generate a full swap, that
is ρ′w = diag{pw, 1 − pw}. This leads to the condition
c+ apw = 1− pw or
pw =
1− c
1 + a
(9)
Note that pw defines a temperature through the Gibbs
factor: pw/(1−pw) = exp(−Ew/Tw). After the full swap
the temperature of levels 2 & 3 of the engine, is now Tw.
It is simple to show from the positivity of the quantum
mutual information that the entropy of the engine has
increased. This entropy increase is associated with the
formation of correlation (for the full swap it is strictly
classical). When the total population on the subspace
of interest on both sides is not equal (e.g. a 6= 0 in the
example above), classical correlation forms. If the en-
gine is measured, the marginal distribution of the battery
changes. Another way to see the presence of correlation
is the following. The unitary conserves the total entropy.
However the entropy of the reduced state of the battery
does not change while the reduced entropy of the engine
does change. This implies that the mutual information is
larger than zero. This classical correlation formation can
be avoided by replacing the qubit batteries with qutrit
batteries whose initial state is ρw = diag{a, c, b} (note
the flip of b and c). In this case the full swap operation
will not generate any correlation between the engine and
the battery.
The full swap is a strong coupling operation. Here,
strong coupling was used to make a more efficient battery
charging mechanism compared to the Tw → ∞ alterna-
tive in the weak coupling limit.
B. Beyond the semi-classical limit of the driving
field
When the work repository is described approximated
by a classical field no entropy accounting is carried out for
the work repository. However, for an explicit battery the
possible changes in the entropy of the battery have to be
studied. In this subsection it is shown that these changes
can actually be useful. As illustrated in the E → F tra-
jectory in Fig. 3, it is possible to increase the energy
while reducing the entropy. Strictly speaking, this op-
eration mode does not exactly correspond to an engine,
since the energy change in the battery is associated with
an entropy change as well. Nevertheless, this change in
entropy is a welcomed one, as entropy reduction is hard
Figure 3. For infinitesimal changes (weak coupling) it is
preferable to start with a battery qubit that is close to the
fully mixed state (point A) where dS/dE = 0. For larger
changes it is preferable to generate a permutation that con-
serves the entropy and creates population inversion (B → C
line). While ∆S = 0 for the battery is analogous to classical
field work repository, in two-level batteries it is possible to
charge the batteries and reduce their entropy simultaneously
(E → F ).
to achieve, and often requires some additional resources.
In Fig. 4 we show an explicit example for an initial engine
state with populations {a, b, c} = {0.056, 0.074, 0.4} as a
function of the initial exited state population of the bat-
tery pw. In the shaded area the energy of the battery is
increased while its entropy is reduced. The left boundary
of the shaded regime is given by the dS = 0 condition (9).
The right boundary is given by the condition ∆E = 0.
Using (8) ∆E = 0 leads to the right boundary condition
pw = c/1 − a = c/(b + c). This condition means that
population ratio in the engine qutrit and in the battery
is the same. Hence, nothing happens when the swap is
carried out. This zero change in population also leads to
∆S = 0 at this point.
IV. HIGHER ORDER SPLITTINGS
The regime of equivalence studied above and in [1] is
determined by the use of the Strang decomposition for
the evolution operator. Although higher order decompo-
sitions do exist, they involve coefficients with alternating
signs [79]. In the Markovian case this is not physical since
a bath that generates evolution of the form exp(−Lt) is
not physical (where exp(+Lt) is the standard Lindblad
evolution). In the present paper, instead of non unitary
evolution of the reduced state of the engine, we consider
the global evolution operator of all the components. The
global evolution is unitary and its generators, the inter-
9Figure 4. For a given engine the changes in energy (black)
and entropy (red) of the battery are plotted as a function of
the initial excited state probability pw of the battery. a,b
and c are the population of level 1,2 and 3 of the engine just
before the interaction with the battery starts. The shaded
area shows the regime where the battery is not only charged
but also purified. This can only be done by strong interaction
with the engine and the battery.
action Hamiltonian, are all Hermitian. Hence, there is
no problem to have for example exp(+iHect) instead of
exp(−iHect). It simply means an interaction term with
opposite sign. This facilitates the use of higher order
decompositions in order to make machines with more
strokes and a larger regime or equivalence.
In [80] Yoshida introduced a very elegant method to
construct higher order decompositions. Let Us2(t) =
Usimul(t) +O[( s~ )
4] stand for an evolution operator that
has a correction of order s3 with respect to Usimul(t). It
can be, for example, a four-stroke or two-stroke engine.
As shown in [80], a fourth order evolution operator Us4(t)
can be constructed from Us2(t) in the following way:
Us4(t) = Us4(x1t)Us4(x0t)Us4(x1t) (10)
{x0, x1} = { −2
1/3
1− 21/3 ,
1
1− 21/3 }
where Us4(t) = U
simul(t) + O[( s~ )
5]. By applying the
same arguments as before, when the cycle starts with
fresh uncorrelated bath and battery particles the correc-
tion to the work and heat are O[( s~ )
6]. The Yoshida
method is powerful since it can be repeated, with dif-
ferent x0, x1 coefficients, to gain operators that are even
closer to the simultaneous machine. Physically, (10) can
be interpreted as a regular Us2(t) machine where the
stroke durations alternate every cycle. Figure 2b shows
the ratio of the power of various engines with respect to
the simultaneous engine. While in the Strang four-stroke
and two-stroke machine the power deviation from the si-
multaneous machine is second order in the action, the
power of the Yoshida engine of order four deviates from
the simultaneous machine only in the fourth order in the
action.
Two-stroke and four-stroke engines naturally emerge
from practical considerations. Two-stroke engines
emerge when it is easier to thermalize simultaneously
the hot and cold manifolds. Four-stroke engines emerge
when it is easier to thermalize one manifold at a time. In
contrast, the Yoshida decomposition (10) does not split
the simultaneous engine into more basic or simpler op-
erations compared to the two-stroke and four-stroke ma-
chines. Thus, the practical motivation for actually con-
structing Yoshida-like higher order machines is not ob-
vious at all at this point. Nevertheless, our main point
in this context is that higher order machines are forbid-
den in Markovian dynamics and are allowed in the non
Markovian machines studied here.
V. CONCLUSION
It has been demonstrated that the principle of ther-
modynamics equivalence of heat machine types is valid
beyond Markovianity. We find higher order equivalence
relations that do not exist in the Markovian regime. In
addition it was shown that the strong coupling limit en-
ables to deliver finite work to the battery without increas-
ing its entropy. It also enables to charge and reduce the
entropy of the battery at the same time. In our setup
we introduced heat exchangers to mediate between the
machine and the baths. Heat exchangers significantly
simplify the analysis, but they also have a significant
practical value. They remove the strong dependence on
the finer properties of the baths, and allow more flexi-
ble machine operating regimes while still using a simple
Markovian bath.
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