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INITIAL-BOUNDARY VALUE PROBLEM TO 2D BOUSSINESQ
EQUATIONS FOR MHD CONVECTION WITH STRATIFICATION
EFFECTS
DONGFEN BIAN AND JITAO LIU
Abstract. This paper is concerned with the initial-boundary value problem to 2D
magnetohydrodynamics-Boussinesq system with the temperature-dependent viscos-
ity, thermal diffusivity and electrical conductivity. First, we establish the global
weak solutions under the minimal initial assumption. Then by imposing higher
regularity assumption on the initial data, we obtain the global strong solution with
uniqueness. Moreover, the exponential decay estimate of the solution is obtained.
1. Introduction and main results
In this paper, we consider the following 2D incompressible Boussinesq equations
for magnetohydrodynamics (MHD) convection with stratification effects [5, 6, 48]:
∂tθ + u · ∇θ − div(κ(θ)∇θ)) = −u2T ′0(x2),
∂tu+ u · ∇u− div(µ(θ)∇u) +∇Π = θe2 + J B⊥,
∂tB + u · ∇B −∇⊥(σ(θ)J) = B · ∇u,
divu = divB = 0.
(1.1)
The unknowns are the temperature θ (or the density in the modeling of geophysical
fluids), the solenoidal velocity field u = (u1, u2), the magnetic field B = (B1, B2),
and the scalar pressure Π. Here the current density J = ∇⊥ · B, ∇⊥ = (−∂2, ∂1)T
and e2 = (0, 1). In addition, we denote here by σ(θ) the electrical conductivity of
the fluid, µ(θ) the fluid viscosity, and κ(θ) the thermal diffusivity. All of them are
assumed to be smooth in θ and satisfy
κ(θ), µ(θ), σ(θ) ≥ C−10 . (1.2)
Key words and phrases. MHD-Boussinesq system; temperature-dependent viscosity; initial-
boundary value problem.
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Physically, the first equation of (1.1) describes the temperature fluctuation in which
the term −u2T
′
0(x2) stratification effects about a linear mean temperature profile
T0(x2) in the direction of gravity [48]. The second equation of (1.1) represents the
conservation law of the momentum with the effect of the buoyancy θe2 and the
Lorentz force J B⊥. The last equation of (1.1) shows that the electromagnetic field is
governed by the Maxwell equation. The sign of T ′0(x2) that appears in the equation
of the temperature θ is critical (cf.[46]). For the case T ′0(x2) < 0, the situation is
unstable because the hot fluid at the bottom is less dense than the fluid above it.
While for the case T ′0(x2) > 0, the density decreases with height and the heavier
fluid is below lighter fluid. This is the situation of stable stratification, and the
real quantity N (x2) :=
√
T ′0(x2) is called the buoyancy or Brunt-Va¨isa¨ra¨ frequency
(stratification-parameter) [35, 46]. In one word, the system (1.1) is a combination of
the incompressible Boussinesq equations of fluid dynamics and Maxwell’s equations
of electromagnetism, where the displacement current is neglected [36, 39].
When the fluid is not affected by the temperature and stratification, that is, θ ≡ 0
and T0(x2) ≡ Const., then the equations (1.1) become the standard MHD system and
govern the dynamics of the velocity and the magnetic field in electrically conducting
fluids such as plasmas and reflect the basic physics conservation laws. There have
been a lot of studies on MHD by physicists and mathematicians. For instance, G.
Duvaut and J. L. Lions [25] established the local existence and uniqueness of solutions
in the Sobolev spaces Hs(Rd), s ≥ d. Besides, the global existence of solutions for
small initial data is also proved in this paper. Then M. Sermange and R. Temam
[52] examined the properties of these solutions. In particular, for two dimensional
case, the local strong solution has been proved to be global and unique. Recent work
on the MHD equations developed regularity criteria in terms of the velocity field
and dealt with the MHD equations with dissipation and magnetic diffusion (see, e.g.
[17, 30, 31]). Also the issue of global regularity on the MHD equations with partial
dissipation, has been extensively studied (see, e.g., [9, 10, 34, 40, 43, 45, 49, 62]).
Further background and motivation for the MHD system may be found in [17, 21,
25, 26, 28, 30, 41, 42, 52, 57, 60, 61] and references therein.
On the other hand, if the fluid is not affected by the Lorentz force and stratification,
that is, B ≡ 0 and T0(x2) ≡ Const., then the equations (1.1) become the classical
Boussinesq system. In [20], R. Danchin and M. Paicu obtained the global existence
of weak solution for L2 initial data. Started from D. Chae, T. Y. Hou and C. Li
[12, 33], there are many works devoted to the 2D Boussinesq system with partial
3constant viscosity, one can also refer to [2, 11, 16, 19, 32, 37, 38, 56] for related
works. Regarding the Boussinesq system with temperature-dependent viscosity and
thermal diffusivity, Wang-Zhang [58] proved the global well-posed of Cauchy problem
for smooth initial data , see also [53] for initial-boundary value problem. This result
was then generalized to the case without viscosity by Li-Xu [23] and Li-Pan-Zhang
[24] for the whole space and bounded domain separately.
For Boussinese-MHD system (1.1) with the temperature-dependent viscosity, ther-
mal diffusivity and electrical conductivity, Bian-Gui [5] and Bian-Guo-Gui-Xin [6]
rigorously justified the stability and instability in a fully nonlinear, dynamical set-
ting from mathematical point of view in unbounded domain. However, in real world,
the flows often move in bounded domains with constraints from boundaries, where
the initial boundary value problems appear. Compared with Cauchy problems, solu-
tions of the initial boundary value problems usually exhibit different behaviors and
much richer phenomena. In [7], the author obtained the global well-posedness for
Boussinese-MHD system (1.1) in bounded domain with constant viscosity. Never-
theless, for initial-boundary value problem to the system (1.1) with temperature-
dependent viscosity, it is still open.
In this paper, we will investigate the initial-boundary value problem to the sys-
tem (1.1) with the temperature-dependent viscosity, thermal diffusivity and electrical
conductivity in a bounded domain. Without loss of generality, we take N = 1 which
does not change the results of original model. Under this assumption, the system
(1.1) is reformulated as
∂tθ + u · ∇θ − div(κ(θ)∇θ)) = −u2,
∂tu+ u · ∇u− div(µ(θ)∇u) +∇Π = θe2 +B · ∇B,
∂tB + u · ∇B −∇⊥(σ(θ)J) = B · ∇u,
div u = divB = 0.
(1.3)
What’s more, we will treat (1.3) with prescribed initial conditions:
(θ, u, B) (x, 0) = (θ0, u0, B0), x ∈ Ω, (1.4)
and physical boundary conditions:
θ|∂Ω = 0, u|∂Ω = 0, B|∂Ω = 0. (1.5)
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In addition, we also require the following compatibility conditions
θ0|∂Ω = u0|∂Ω = B0|∂Ω = 0,
∇ · u0 = ∇ ·B0 = 0,
[u0 · ∇θ0]|∂Ω = [∇ · (κ(θ0)∇θ0)− u2(0, x)]|∂Ω,
[u0 · ∇u0 +∇π0]|∂Ω = [∇ · (µ(θ0)∇u0) +B0 · ∇B0 + θ0e2]|∂Ω,
[u0 · ∇B0]|∂Ω = [∇⊥(σ(θ0)∇⊥ · B0) +B0 · ∇u0]|∂Ω.
(1.6)
Here π0 is determined by the divergence-free condition ∇ · u0 = 0 with the Neumann
boundary condition
∇π0 · n|∂Ω = [∇ · (µ(θ0)∇u0) +B0 · ∇B0 + θ0e2 − u0 · ∇u0] · n|∂Ω (1.7)
and n denotes the unit outward normal on ∂Ω.
Now, we are in the position to state the main results of this paper. Our first result
is concerning the solvability for the weak solution of (1.1) with the initial data in the
energy spaces.
Theorem 1.1. Let Ω ⊂ R2 be a bounded domain with smooth boundary. Assume
(θ0, u0, B0) ∈ H10 (Ω), then (1.3)-(1.5) has a global weak solution in the sense of
Definition 1.1. Moreover, the solution has the following decay estimate
‖θ(·, t), u(·, t), B(·, t)‖2H1(Ω) ≤ Ce
−αt, ∀ t ≥ 0, (1.8)
where C and α are the constants depending on C0, Ω and ‖θ0, u0, B0‖H1(Ω).
If we further impose higher regularity assumption on the initial data, one can
then get the strong solution with uniqueness. It should be pointed out that in this
theorem, there is not any smallness restriction upon the initial data.
Theorem 1.2. Suppose Ω ⊂ R2 be a bounded domain with smooth boundary, (θ0, u0, B0)
∈ H2(Ω) are vector fields such that (1.6) and (1.7) hold. Then the system (1.3)-(1.5)
has a unique global strong solution (θ, u, b) which satisfies
(θt, ut, Bt) ∈ C(0, T ;L
2(Ω)) ∩ L2(0, T ;H10(Ω))
and
(θ, u, B) ∈ C(0, T ;H2(Ω)) ∩ L2(0, T ;H3(Ω))
for any T > 0. In addition, the corresponding solution has the exponential decay rate
‖θ(·, t), u(·, t), B(·, t)‖2H2(Ω) ≤ Ce
−αt, ∀ t ≥ 0, (1.9)
where C and α are the constants depending on C0, Ω and ‖θ0, u0, B0‖H2(Ω).
5Remark 1.1. Theorem 1.2 also implies that for the Boussinesq system addressed
in [53], the decay rate of resulting solution is ‖θ(·, t), u(·, t)‖2H2(Ω) ≤ Ce
−αt for any
t ≥ 0.
Remark 1.2. When the Dirichlet boundary condition B|∂Ω = 0 be replaced by
B · n|∂Ω = ∇⊥ · B|∂Ω = 0 (the perfectly conducting wall condition), the results in
Theorems 1.1 and 1.2 still hold.
Remark 1.3. If one takes the adiabetic boundary condition ∂nθ|∂Ω = 0 instead of
θ|∂Ω = 0, the contents in Theorems 1.1 and 1.2 hold except for the L2 decay rate of
temperature ‖θ(·, t)‖2
L2(Ω) ≤ Ce
−αt.
The proof of main theorems is divided into two main steps. The first step is to
establish the global existence of weak solutions which are defined as follows.
Definition 1.1. Suppose (θ0, u0, B0, ) ∈ L2(Ω), a pair of measurable vector field
θ(x, t), u(x, t) and B(x, t) is called a weak solution of (1.3)-(1.5) if
(1) (θ(x, t), u(x, t), B(x, t)) ∈ C(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω));
(2)
∫
Ω
θ0φ0dx+
∫ T
0
∫
Ω
(
θφt + u · ∇φθ − κ(θ)∇θ · ∇φ− u2φ
)
dxdt = 0,∫
Ω
u0 · ψ0dx+
∫ T
0
∫
Ω
(
)u · ψt + u · ∇ψ · u−B · ∇ψ ·B − µ(θ)∇u · ∇ψ
)
dxdt
=
∫ T
0
∫
Ω
θe2 · ψ dxdt,∫
Ω
B0 · ϕ0dx+
∫ T
0
∫
Ω
(
B · ϕt + u · ∇ϕ · B − σ(θ)J∇
⊥ · ϕ
)
dxdt
=
∫ T
0
∫
Ω
B · ∇ϕ · u dxdt
holds for any (φ, ψ, ϕ) ∈ C∞(Ω × [0, T ]) with φ|∂Ω = φ(x, T ) = 0, ∇ · ψ = ψ|∂Ω =
ψ(x, T ) = 0 and ∇ · ϕ = ϕ|∂Ω = ϕ(x, T ) = 0.
Remark 1.4. Following standard arguments as in the theory of the Navier-Stokes
equations (see e.g., [54]), it is clear that the above system is equivalent to the system
d
dt
< θ, φ > +(κ(θ)∇θ,∇φ) + b(u, θ, φ) = −(u2, φ), (1.10)
d
dt
< u, ψ > +(µ(θ)∇u,∇ψ) + b(u, u, ψ) = b(B,B, ψ) + (θe2, ψ), (1.11)
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d
dt
< B, ϕ > +(σ(θ)∇⊥ · B,∇⊥ · ϕ) + b(u,B, ϕ) = b(B, u, ϕ) (1.12)
for any φ ∈ L2(0, T ;H10(Ω)) and ψ, ϕ ∈ L
2(0, T ;V ).
The second step is to build up the higher estimates and the uniqueness of solution
by a priori estimates under the initial and boundary conditions (1.4)-(1.5). More
precisely, we will do the L∞(0, T ;H2(Ω)) estimates of temperature, velocity field and
magnetic field for any T > 0. Due to the strong coupling in the nonlinearities and
the boundary effects, there are not enough spatial derivatives of the solution at the
boundary. To solve it, we will make full use of the Sobolev embeddings and classical
regularity results of elliptic equations to obtain the estimates of high-order spatial
derivatives, which is distinguished from the Cauchy problem in [5]. Our energy
estimates is somewhat delicate. In the end, we got the the desired estimates which
lead to the global regularity and uniqueness of solution.
This paper is organized as follows. In section 2, we introduce some useful Proposi-
tions and Lemmas of this paper. In section 3, we will concentrate on the global weak
solution (i.e., the proof of Theorem 1.1). Section 4 is devoted to the global strong
solution (i.e., the proof of Theorem 1.2).
2. Preliminary
2.1. Notations. In this section, we will give some Propositions and Lemmas
which will be used to prove Theorem 1.1. Initially, we define the inner products on
L2(Ω) and space V by
(u, v) =
2∑
i=1
∫
R2
uivi dx,
and
V = {u ∈ H10 (Ω) : ∇ · u = 0 in Ω},
respectively. Then, we will denote by V ′ the dual space of V and the action of V ′ on
V by < · , · >. Moreover, we use the following notation for the trilinear continuous
form by setting
b(u, v, w) =
2∑
i,j=1
∫
Ω
ui∂ivjwj dx. (2.13)
7If u ∈ V , then
b(u, v, w) = −b(u, w, v), ∀ v, w ∈ H10 (Ω), (2.14)
and
b(u, v, v) = 0, ∀ v ∈ H10 (Ω). (2.15)
The following one to be introduced is the well known Gagliardo-Nirenberg inter-
polation inequality.
Proposition 2.1. [44] Let f(x) be a function defined on a bounded domain Ω ⊂ Rn
with smooth boundary, fix 1 ≤ q, r ≤ ∞ and a natural number m. Suppose also that
a real number α and a natural number j are such that
1
p
=
j
2
+
(
1
r
−
m
n
)
α+
1− α
q
,
and
j
m
≤ α ≤ 1,
then there holds that
‖Djf‖Lp(Ω) ≤ C1‖D
mf‖αLr(Ω)‖f‖
1−α
Lq(Ω) + C2‖f‖Ls(Ω),
where s > 0 is arbitrary and the constants C1 and C2 depend upon Ω, m, j, s only.
By inputting n = 2 and p = 4,∞ separately, it is clear to derive the following
corollary.
Corollary 2.1. Suppose Ω ⊂ R2 be a bounded domain with smooth boundary. Then
(1) ‖f‖L4(Ω) ≤ C (‖f‖
1
2
L2(Ω)‖∇f‖
1
2
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H
1(Ω);
(2) ‖∇f‖L4(Ω) ≤ C (‖f‖
1
4
L2(Ω)‖∇
2f‖
3
4
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H
2(Ω);
(3) ‖f‖L∞(Ω) ≤ C (‖f‖
1
2
L2(Ω)‖∇
2f‖
1
2
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H
2(Ω);
(4) ‖f‖L∞(Ω) ≤ C (‖f‖
2
3
L2(Ω)‖∇
3f‖
1
3
L2(Ω) + ‖f‖L2(Ω)), ∀f ∈ H
3(Ω).
Then, let us recall some classical results which can be found in the cited reference.
Lemma 2.1. [22, 27] Let Ω ⊂ R2 be a bounded domain with smooth boundary and
consider the elliptic boundary-value problem{
−∆f = g in Ω,
f = 0 on ∂Ω.
(2.16)
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Then for any p ∈ (1,∞), integers m ≥ −1 and g ∈ Wm,p(Ω), (2.16) has a unique
solution f satisfying
‖f‖Wm+2,p(Ω) ≤ C‖g‖Wm,p(Ω),
where C depending only on Ω, m and p.
Now we set the coefficient µ(x) and κ(x) be smooth functions satisfying
0 < Cmin ≤ µ(x), κ(x) ≤ Cmax <∞.
Under this assumption, we then introduce the following four Lemmas.
Lemma 2.2. [51, 53] Consider the Stokes system with variable coefficient in a
bounded smooth domain Ω ⊂ R2 :
−div(µ(x)∇u) +∇π = f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω.
Then for any f ∈ H−1(Ω), there exists a unique weak solution (u, π) ∈ H10 (Ω)×L
2(Ω)
with
∫
Ω
π(x)dx = 0 satisying
‖u‖H1(Ω) + ‖π‖L2(Ω) ≤ C‖f‖H−1(Ω),
where the constant C depends only on Cmin, Cmax and Ω.
Lemma 2.3. [51, 53] Let (u, π) ∈ H2(Ω)×H1(Ω) be a solution of the Stokes system
of non-divergence form
−µ(x)∆u+∇π = f in Ω,
div u = 0 in Ω,
u = 0 on ∂Ω.
Then there exists a constant C = C(Cmin, Cmax, Ω) such that
‖∇2u‖L2(Ω) + ‖∇π‖L2(Ω) ≤ C(‖f‖L2(Ω) + ‖u‖H1(Ω) + ‖π‖L2(Ω)).
Corollary 2.2. [51, 53] For the solution (u, π) in Lemma 2.3, if one further assume
f ∈ H1(Ω), then it holds that
‖∇3u‖L2(Ω) + ‖∇
2π‖L2(Ω) ≤ C(‖f‖H1(Ω) + ‖u‖H2(Ω) + ‖π‖H1(Ω)),
here C depends only on Cmin, Cmax and Ω.
9Lemma 2.4. [53] Suppose Ω ⊂ R2 be a bounded domain with smooth boundary and
consider the initial-boundary value problem
ut + u · ∇u−∇ · (µ(θ)∇u) +∇p = θe2 + f,
θt + u · ∇θ −∇ · (κ(θ)∇θ) = g,
∇ · u = 0,
(u, θ)|t=0 = (u0, θ0)(x), (u, θ)|∂Ω = 0.
Assume u0, θ0 ∈ C1+γ(Ω) with 0 < γ < 1 satisfying ∇ ·u0(x) = 0 and (u0, θ0)|∂Ω = 0.
Then for any f, g ∈ C([0, T ];C1+γ(Ω)), there exists a unique solution (u, θ, p) such
that (u, θ, p) ∈ C1+γ(Ω× [0, T ]).
Lemma 2.5. Let Ω ⊂ R2 be a bounded domain with smooth boundary, f : Ω → R2
and φ : Ω→ R be the vector field and function respectively, then if follows that∫
Ω
∇⊥ · f φ dx =
∫
Ω
f · ∇⊥φ dx+
∫
∂Ω
f · n⊥φ ds,
where ⊥ is defined as f⊥ = (−f2, f1).
Lemma 2.6. Let Ω ⊂ R2 be a bounded domain with smooth boundary, f : Ω → R2
be the vector field, then if holds that
‖∇f‖L2(Ω) = ‖∇
⊥ · f‖L2(Ω).
Proof. By noticing ∇⊥∇⊥ · f = ∆f , by taking φ = ∇⊥ · f in Lemma 2.5, one can
prove this Lemma easily. 
To simplify the proofs of Theorems, it is better to introduce a new quantity
θˆ =
∫ θ
0
κ(z)dz, (2.17)
which satisfies, after multiplying κ(θ) on both sides of (1.1)1, that
∂tθˆ + u · ∇θˆ − κ(θ)∆θˆ = −κ(θ)u2, (2.18)
with the following initial and boundary conditions{
θˆ(x, 0) =
∫ θ0(x)
0
κ(z)dz , θˆ0(x) in Ω,
θˆ = 0 on ∂Ω.
(2.19)
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3. Global weak solution
In this section, we will make the effort to get the global weak solution. To start
with, we build up the desired estimates mentioned in the introduction.
Proposition 3.1. Let (θ0, u0, B0) ∈ H10 (Ω) and Ω be a bounded domain with smooth
boundary. Suppose (θ, u, B) solves the system (1.3)-(1.5), then there holds that
‖θ(·, t), u(·, t), B(·, t)‖2H1(Ω) ≤ Ce
−αt
and ∫ t
0
eατ‖θτ , uτ , Bτ‖
2
H2(Ω)dτ ≤ C,
for any t > 0, where C and α depend only on C0, Ω and ‖θ0, u0, B0‖H1(Ω).
The proof of Proposition 3.1 is based on all the following subsections. Moreover,
for any t > 0, we will restrict the time to be within the interval [0, t] in the rest of
this section unless otherwise specified.
3.1. L2 Estimates.
Lemma 3.1. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that
‖θ(·, t), u(·, t), B(·, t)‖2L2(Ω) ≤ e
−2αt‖θ0, u0, B0‖
2
L2(Ω)
and ∫ t
0
eατ‖∇θ, ∇u, ∇B‖2L2(Ω)dτ ≤
C0
2
‖θ0, u0, B0‖
2
L2(Ω),
where α = (C0C
∗)−1 with C∗ be the constant in Poincare´ inequality for the domain
Ω.
Proof. Multiplying (1.3)1 with θ and taking the inner product of (1.3)2 and (1.3)3
with u and B respectively, noticing (1.5), Lemma 2.6 and the fact that∫
Ω
B · ∇B · udx+
∫
Ω
B · ∇u · Bdx
=
∫
Ω
2∑
i,j=1
(Bi∂iBjuj +Bi∂iujBj)dx
=
∫
Ω
2∑
i,j=1
∂i(BiBjuj +BiujBj)dx
11
=
∫
∂Ω
(B · n)(u · B) = 0,
one has
d
dt
‖θ, u, B‖2L2(Ω) + 2C
−1
0 ‖∇θ, ∇u, ∇B‖
2
L2(Ω) ≤ 0. (3.20)
Considering the boundary condition θ|∂Ω = u|∂Ω = B|∂Ω = 0, one can apply the
Poincare´ inequality to get that
‖θ‖L2(Ω) ≤ C
∗‖∇θ‖L2(Ω), ‖u‖L2(Ω) ≤ C
∗‖∇u‖L2(Ω), ‖B‖L2(Ω) ≤ C
∗‖∇B‖L2(Ω)
for the constant C∗ depending only on Ω.
Thus, we can update (3.20) as
d
dt
‖θ, u, B‖2L2(Ω) +
2
C0C∗
‖θ, u, B‖2L2(Ω) ≤ 0,
which yields, after applying the Gronwall’s inequality, that
‖θ(·, t), u(·, t), B(·, t)‖2L2(Ω) ≤ e
−2αt‖θ0, u0, B0‖
2
L2(Ω), ∀ t ≥ 0, (3.21)
where α = (C0C
∗)−1.
Then we multiply eαt on both sides of (3.20) and employ (3.21) to derive
d
dt
(eαt‖θ, u, B‖2L2(Ω)) + 2C
−1
0 e
αt‖∇θ, ∇u, ∇B‖2L2(Ω)
≤ αeαt‖θ, u, B‖2L2(Ω) ≤ αe
−αt‖θ0, u0, B0‖
2
L2(Ω)
for any t ≥ 0, which also implies, after integrating in time over [0, t], that∫ t
0
eατ‖∇θ, ∇u, ∇B‖2L2(Ω)dτ ≤
C0
2
‖θ0, u0, B0‖
2
L2(Ω), ∀t ≥ 0.

3.2. L∞ Estimates of Temperature.
Lemma 3.2. Under the assumptions of Proposition 3.1, if in addition, θ0 ∈ L
p(Ω),
then there holds that
‖θ(·, t)‖Lp(Ω) ≤ C
for any p ∈ [2,∞] and t ≥ 0, where C only depends on ‖θ0, u0, B0‖L2(Ω), ‖θ0‖Lp(Ω),
C0 and C
∗.
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Proof. For any 2 ≤ p < ∞, multiplying (1.3)1 with |θ|p−2θ and using Ho¨lder
inequality, it follows that
1
p
d
dt
‖θ‖p
Lp(Ω) +
4(p− 1)
p2C0
‖∇|θ|
p
2‖2L2(Ω) ≤ ‖u‖Lp(Ω)‖θ‖
p−1
Lp(Ω),
which yields that
d
dt
‖θ‖Lp(Ω) ≤ ‖u‖Lp(Ω). (3.22)
Now we integrate on both sides of (3.22) in time over [0, t], make use of the Soblev
embedding and Lemma 3.1 to get
‖θ‖Lp(Ω) ≤ ‖θ0‖Lp(Ω) +
∫ t
0
‖u‖Lp(Ω)dτ
≤ ‖θ0‖Lp(Ω) +
∫ t
0
‖u‖H1(Ω)dτ
≤ ‖θ0‖Lp(Ω) +
∫ t
0
e−
ατ
2 e
ατ
2 ‖u‖H1(Ω)dτ (3.23)
≤ ‖θ0‖Lp(Ω) + (
∫ t
0
e−ατdτ)
1
2 (
∫ t
0
eατ‖u‖2H1(Ω)dτ)
1
2
≤ C.
Because the constant C in (3.23) is independent of p, by letting p → ∞, one can
further derive that ‖θ‖L∞(Ω) ≤ C. 
As an immediate consequence of Lemma 3.2 and the assumption that κ(θ), µ(θ), σ(θ)
are smooth, it holds that
max
θ∈[−‖θ0‖L∞ , ‖θ0‖L∞ ]
{|κ(·), κ′(·), κ′′(·)|, |µ(·), µ′(·), µ′′(·)|, |σ(·), σ′(·), σ′′(·)|} ≤ M, (3.24)
where M is a constant depending only on ‖θ0‖L∞ .
On the basis of (3.24), the definition of θˆ (2.17) and assumption (1.2), it is not
hard to derive the following property.
Lemma 3.3. For θˆ defined in (2.17) and arbitrary p ∈ [2,∞], it follows that
C−10 ‖∇θ‖Lp(Ω) ≤ ‖∇θˆ‖Lp(Ω) ≤ M‖∇θ‖Lp(Ω), (3.25)
C−10 ‖θt‖Lp(Ω) ≤ ‖θˆt‖Lp(Ω) ≤ M‖θt‖Lp(Ω). (3.26)
The second one is the relation between ‖∇θˆ‖L2(Ω), ‖∇
2θˆ‖L2(Ω) and ‖∇
2θ‖L2(Ω),
which can be summarized as below.
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Proposition 3.2. For θˆ defined in (2.17), there holds that
‖∇2θ‖L2(Ω) ≤ C
(
‖∇2θˆ‖L2(Ω) + ‖∇θˆ‖
2
L2(Ω)
)
, (3.27)
where C depends on C0 and M only.
Proof. Thanks to (2.17), one has ∂iθˆ = κ(θ)∂iθ, which also implies, after direct
calculation,
∂i∂jθ = κ
−1(θ)∂i∂j θˆ − κ
−3(θ)κ′(θ)∂iθˆ∂j θˆ.
Then by using (1.2) and (3.24), we have
‖∂i∂jθ‖L2(Ω) ≤ C0‖∂i∂j θˆ‖L2(Ω) + C
3
0M‖∂iθˆ‖L2(Ω)‖∂j θˆ‖L2(Ω), (3.28)
which yields (3.27) by summing over (3.28) about i and j.

3.3. H1 Estimates.
Lemma 3.4. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that
‖∇θ, ∇θˆ‖2L2(Ω) ≤ Ce
−αt
and ∫ t
0
eατ‖θτ , θˆτ‖
2
L2(Ω)dτ +
∫ t
0
eατ‖∆θ, ∆θˆ‖2L2(Ω)dτ ≤ C,
where C depends on ‖θ0, u0, B0‖L2(Ω), ‖∇θ0‖L2(Ω), C0, M and α.
Proof. Multiplying (2.18) with −∆θˆ, applying (2.19), Corollary 2.1, Lemma 2.1
and Lemma 3.1, one can get
1
2
d
dt
‖∇θˆ‖2L2(Ω) + C
−1
0 ‖∆θˆ‖
2
L2(Ω) ≤
∫
Ω
u · ∇θˆ∆θˆdx+
∫
Ω
κ(θ)u2∆θˆdx
≤ ‖u · ∇θˆ‖L2(Ω)‖∆θˆ‖L2(Ω) +M‖u‖L2(Ω)‖∆θˆ‖L2(Ω)
≤
C−10
4
‖∆θˆ‖2L2(Ω) + C‖u · ∇θˆ‖
2
L2(Ω) + C‖u‖
2
L2(Ω)
≤
C−10
4
‖∆θˆ‖2L2(Ω) + C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇θˆ‖L2(Ω)‖∇
2θˆ‖L2(Ω)
+C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇θˆ‖
2
L2(Ω) + C‖u‖
2
L2(Ω)
≤
C−10
2
‖∆θˆ‖2L2(Ω) + C‖∇u‖
2
L2(Ω)‖∇θˆ‖
2
L2(Ω) + C‖∇u‖L2(Ω)‖∇θˆ‖
2
L2(Ω) + C‖u‖
2
L2(Ω)
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≤
C−10
2
‖∆θˆ‖2L2(Ω) + C‖∇u‖
2
L2(Ω)‖∇θˆ‖
2
L2(Ω) + C‖u‖
2
L2(Ω) + C‖∇θˆ‖
2
L2(Ω),
which yields, after multiplying by eαt on both sides of above inequality, that
d
dt
(eαt‖∇θˆ‖2L2(Ω)) + C
−1
0 e
αt‖∆θˆ‖2L2(Ω)
≤ Ceαt‖∇u‖2L2(Ω)‖∇θˆ‖
2
L2(Ω) + Ce
αt‖u‖2L2(Ω) + Ce
αt‖∇θˆ‖2L2(Ω).
This, together with Gronwall’s inequality and (3.25) shows
eαt‖∇θ, ∇θˆ‖2L2(Ω) + C
−1
0
∫ t
0
eατ‖∆θˆ‖2L2(Ω)dτ ≤ C‖∇θ0‖
2
L2(Ω). (3.29)
Then by employing (2.18), (3.26), (3.29), repeating the same calculation as above
and using Lemma 3.1 again, we have∫ t
0
eατ‖θτ‖
2
L2(Ω)dτ ≤ C0
∫ t
0
eατ‖θˆτ‖
2
L2(Ω)dτ
≤ C
[ ∫ t
0
eατ‖∆θˆ‖2L2(Ω)dτ +
∫ t
0
eατ‖∇u‖2L2(Ω)‖∇θˆ‖
2
L2(Ω)dτ
+
∫ t
0
eατ‖∇u‖L2(Ω)‖∇θˆ‖
2
L2(Ω)dτ +
∫ t
0
eατ‖u‖2L2(Ω)dτ
]
≤ C
[ ∫ t
0
eατ‖∆θˆ‖2L2(Ω)dτ +
∫ t
0
eατ‖∇u‖2L2(Ω)dτ +
∫ t
0
e−ατdτ
]
≤ C.
Finally, thanks to Lemma 2.1, Proposition 3.2 and (3.29), there holds that∫ t
0
eατ‖∆θ‖2L2(Ω)dτ ≤ C
[ ∫ t
0
eατ‖∆θˆ‖2L2(Ω)dτ +
∫ t
0
eατ‖∇θˆ‖4L2(Ω)dτ
]
≤ C
[ ∫ t
0
eατ‖∆θˆ‖2L2(Ω)dτ +
∫ t
0
e−ατdτ
]
≤ C.

Lemma 3.5. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that
‖∇u, ∇B‖2L2(Ω) ≤ Ce
−αt
and ∫ t
0
eατ‖∆u, ∆B‖2L2(Ω)dτ ≤ C,
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where C depends on ‖θ0, u0, B0‖H1(Ω), M , C0 and α.
Proof. On the basis of direct calculation, we can rewrite (1.3)2 and (1.3)3 as∂tu+ u · ∇u− µ(θ)∆u+∇Π = θe2 +B · ∇B +∇µ(θ) · ∇u,∂tB + u · ∇B − σ(θ)∆B = B · ∇u+∇⊥σ(θ)∇⊥ · B. (3.30)
By taking inner product of (3.30)1 with −∆u and (3.30)2 with −∆B, integrating
by parts, one has
1
2
d
dt
(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω)) + C
−1
0 ‖∆u‖
2
L2(Ω) + C
−1
0 ‖∆B‖
2
L2(Ω)
≤ −
∫
Ω
θe2 ·∆udx−
∫
Ω
B · ∇B ·∆udx−
∫
Ω
u · ∇B ·∆Bdx−
∫
Ω
B · ∇u ·∆Bdx
−
∫
Ω
∇µ(θ) · ∇u ·∆udx−
∫
Ω
∇⊥ · B∇⊥σ(θ) ·∆Bdx
=
6∑
j=1
Ij,
where we use the fact that
∫
Ω
u · ∇u ·∆udx = 0 by u|∂Ω = 0 and integrating by part.
Subsequently, we will estimate the six terms one by one. Initially, by the Ho¨lder
inequality and Young inequality, it is clear that
I1 ≤ ‖θ‖L2(Ω)‖∆u‖L2(Ω)
≤
C−10
6
‖∆u‖2L2(Ω) + C‖θ‖
2
L2(Ω).
Then by Ho¨lder inequality, Corollary 2.1, Lemma 2.1, Lemma 3.1 and Young inequal-
ity, it follows that
I2 + I3 + I4
≤ ‖B‖L4(Ω)‖∇B‖L4(Ω)‖∆u‖L2(Ω) + ‖u‖L4(Ω)‖∇B‖L4(Ω)‖∆B‖L2(Ω)
+‖B‖L4(Ω)‖∇u‖L4(Ω)‖∆B‖L2(Ω)
≤ ‖B‖
1
2
L2(Ω)‖∇B‖
1
2
L2(Ω)(‖∇B‖
1
2
L2(Ω)‖∆B‖
1
2
L2(Ω) + ‖∇B‖L2(Ω))‖∆u‖L2(Ω)
+‖u‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)(‖∇B‖
1
2
L2(Ω)‖∆B‖
1
2
L2(Ω) + ‖∇B‖L2(Ω))‖∆B‖L2(Ω)
+‖B‖
1
2
L2(Ω)‖∇B‖
1
2
L2(Ω)(‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))‖∆B‖L2(Ω)
≤ ‖∇B‖L2(Ω)‖∆B‖
1
2
L2(Ω)‖∆u‖L2(Ω) + ‖∇B‖
3
2
L2(Ω)‖∆u‖L2(Ω)
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+‖∇u‖
1
2
L2(Ω)‖∇B‖
1
2
L2(Ω)‖∆B‖
3
2
L2(Ω) + ‖∇u‖
1
2
L2(Ω)‖∇B‖L2(Ω)‖∆B‖L2(Ω)
+‖∇B‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω)‖∆B‖L2(Ω) + ‖∇B‖
1
2
L2(Ω)‖∇u‖L2(Ω)‖∆B‖L2(Ω)
≤
C−10
6
(‖∆u‖2L2(Ω) + ‖∆B‖
2
L2(Ω)) + C(‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω))
2
+C(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω)).
Regarding the last two terms, thanks to (3.24), Ho¨lder inequality, Corollary 2.1,
Lemma 2.1, Lemma 3.1 and Young inequality, we have
I5 + I6
≤ M‖∇θ‖L4(Ω)
[
‖∇u‖L4(Ω)‖∆u‖L2(Ω) + ‖∇B‖L4(Ω)‖∆B‖L2(Ω)
]
≤ M‖∇θ‖
1
2
L2(Ω)‖∆θ‖
1
2
L2(Ω)(‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))‖∆u‖L2(Ω)
+M‖∇θ‖L2(Ω)(‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))‖∆u‖L2(Ω)
+M‖∇θ‖
1
2
L2(Ω)‖∆θ‖
1
2
L2(Ω)(‖∇B‖
1
2
L2(Ω)‖∆B‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))‖∆B‖L2(Ω)
+M‖∇θ‖L2(Ω)(‖∇B‖
1
2
L2(Ω)‖∆B‖
1
2
L2(Ω) + ‖∇B‖L2(Ω))‖∆B‖L2(Ω)
≤ C‖∆θ‖
1
2
L2(Ω)‖∇u‖
1
2
L2(Ω)‖∆u‖
3
2
L2(Ω) + ‖∆θ‖
1
2
L2(Ω)‖∇u‖L2(Ω)‖∆u‖L2(Ω)
+C‖∇u‖
1
2
L2(Ω)‖∆u‖
3
2
L2(Ω) + C‖∇u‖L2(Ω)‖∆u‖L2(Ω)
+C‖∆θ‖
1
2
L2(Ω)‖∇B‖
1
2
L2(Ω)‖∆B‖
3
2
L2(Ω) + ‖∆θ‖
1
2
L2(Ω)‖∇B‖L2(Ω)‖∆B‖L2(Ω)
+C‖∇B‖
1
2
L2(Ω)‖∆B‖
3
2
L2(Ω) + C‖∇B‖L2(Ω)‖∆B‖L2(Ω)
≤
C−10
6
(‖∆u‖2L2(Ω) + ‖∆B‖
2
L2(Ω)) + C‖∆θ‖
2
L2(Ω)(‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω))
+C(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω) + ‖∆θ‖
2
L2(Ω)).
Thus, summing up all the above inequalities, it yields that
d
dt
(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω)) + C
−1
0 ‖∆u‖
2
L2(Ω) + C
−1
0 ‖∆B‖
2
L2(Ω)
≤ C(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω))
2 + C‖∆θ‖2L2(Ω)(‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω))
+C(‖θ‖2L2(Ω) + ‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω) + ‖∆θ‖
2
L2(Ω)), (3.31)
which also implies, after using Gronwall’s inequality, Lemma 3.1 and 3.4, that
‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω) + C
−1
0
∫ t
0
(‖∆u‖2L2(Ω) + ‖∆B‖
2
L2(Ω))dτ
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[∫ t
0
(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω) + ‖∆θ‖
2
L2(Ω))dτ
]
×
[
‖∇u0‖
2
L2(Ω) + ‖∇B0‖
2
L2(Ω) +
∫ t
0
‖θ, ∇u, ∇B, ∆θ‖2L2(Ω)dτ
]
≤ C.
Now, we can update (3.31) as
d
dt
(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω)) + C
−1
0 ‖∆u‖
2
L2(Ω) + C
−1
0 ‖∆B‖
2
L2(Ω)
≤ C(‖θ‖2L2(Ω) + ‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω) + ‖∆θ‖
2
L2(Ω)), (3.32)
which deduces, after multiplying by eαt on both sides of (3.32) and integrating in
time over [0, t], that
eαt‖∇u, ∇B‖2L2(Ω) + C
−1
0
∫ t
0
eατ‖∆u, ∆B‖2L2(Ω)dτ ≤ C‖∇u0, ∇B0‖
2
L2(Ω).

Corollary 3.1. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that∫ t
0
eατ‖uτ , Bτ‖
2
L2(Ω)dτ ≤ C,
where C depends on ‖θ0, u0, B0‖H1(Ω), M , C0 and α.
Proof. Taking inner product of (3.30)1 with ut and (3.30)
2 with Bt, integrating by
parts, employing Ho¨lder inequality Corollary 2.1, Lemma 2.1, Lemma 3.1, Lemma
3.4 and Lemma 3.5, one has
‖ut‖
2
L2(Ω) + ‖Bt‖
2
L2(Ω)
≤ ‖θ‖2L2(Ω) +M‖∆u‖
2
L2(Ω) +M‖∆B‖
2
L2(Ω) + ‖u · ∇u‖
2
L2(Ω) + ‖B · ∇B‖
2
L2(Ω)
+‖u · ∇B‖2L2(Ω) + ‖B · ∇u‖
2
L2(Ω) + ‖∇θ‖
2
L4(Ω)(‖∇u‖
2
L4(Ω) + ‖∇B‖
2
L4(Ω))
≤ C‖θ, ∆u, ∆B‖2L2(Ω) + (‖u‖L2(Ω)‖∇u‖L2(Ω) + ‖B‖L2(Ω)‖∇B‖L2(Ω)
+‖∇θ‖2L2(Ω) + ‖∇θ‖L2(Ω)‖∆θ‖L2(Ω))× (‖∇u‖L2(Ω)‖∆u‖L2(Ω) + ‖∇u‖
2
L2(Ω)
+‖∇B‖2L2(Ω) + ‖∇B‖L2(Ω)‖∆B‖L2(Ω))
≤ Ce−2αt + C‖∆θ, ∆u, ∆B‖2L2(Ω).
On the basis of this inequality, we can multiply by eαt on both sides of it and integrate
in time over [0, t] to get the conclusion. 
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Proof of Theorem 1.1. The proof is a consequence of Schauder’s fixed point theorem.
We shall only provide the sketches.
To define the functional setting, we fix T > 0 and R0 to be specified later. For
notational convenience, we write
X ≡ C(0, T ;H10(Ω)) ∩ L
2(0, T ;H2(Ω))
with ‖g‖X ≡ ‖g‖C(0,T ;H10 (Ω)) + ‖g‖L2(0,T ;H2(Ω)), and define
D = {g ∈ X | ‖g‖X ≤ R0}.
Clearly, D ⊂ X is closed and convex.
We fix ǫ ∈ (0, 1) and define a continuous map onD. For any f, g ∈ D, we regularize
it and the initial data (θ0, u0, B0) via the standard mollifying process,
gǫ = ρǫ ∗ g, θǫ0 = ρ
ǫ ∗ θ0, u
ǫ
0 = ρ
ǫ ∗ u0, B
ǫ
0 = ρ
ǫ ∗B0,
where ρǫ is the standard mollifier. According to Lemma 2.4, the 2D Boussinesq
system with smooth external forcing gǫ · ∇gǫ and smooth initial data uǫ0, θ
ǫ
0
ut + u · ∇u−∇ · (µ(θ)∇u) +∇p = θe2 + gǫ · ∇gǫ,
θt + u · ∇θ −∇ · (κ(θ)∇θ) = −u2,
∇ · u = 0,
(u, θ)|t=0 = (u0, θ0)(x), (u, θ)|∂Ω = 0.
(3.33)
has a unique solution uǫ, θǫ. We then solve the linear parabolic equation with the
smooth initial data Bǫ0{
∂tB + u
ǫ · ∇B −∇⊥(σ(θǫ)∇⊥ · B) = B · ∇uǫ,
B(x, 0) = Bǫ0(x), B|∂Ω = 0,
(3.34)
and denote the solution by Bǫ. This process allows us to define the map
F ǫ(g) = wǫ.
We then apply Schauder’s fixed point theorem to construct a sequence of approx-
imate solutions to (1.3)-(1.5). It suffices to show that, for any fixed ǫ ∈ (0, 1),
F ǫ : D → D is continuous and compact. More precisely, we need to show
(a) ‖Bǫ‖D ≤ R0;
(b) ‖F ǫ(g1)−F
ǫ(g2)‖D ≤ C‖g1− g2‖D for C indepedent of ǫ and any g1, g2 ∈ D.
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These estimates can be verified as in the proof of Lemma 3.1-3.5 and we omit the
details. In addition, as in the proof of Lemma 3.1-3.5, we can show that
‖Bǫ‖C(0,T ;H10 (Ω)) + ‖B
ǫ‖L2(0,T ;H2(Ω)) ≤ C,
for a constant C independent of ǫ. These uniform estimates would allow us to pass
the limit to obtain a weak solution (u, θ, B) as stated in Theorem 1.1. This completes
the proof. 
4. Global strong solution
In the section, we will concentrate on deriving the global strong solution, i.e the
proof of Theorem 1.2. As described in the introduction, to prove Theorem 1.2, the
first step is the desired H2(Ω) estimates, which is summarized by Lemma 4.1 and 4.2
as below.
4.1. H2 Estimates. Due to the appear of boundary effects, we will make use
of the estimates of time derivatives and Lemma 2.1-2.3 to obtain the estimates of
spatial derivatives. Therefore, the main work is the L2 estimates of time derivatives.
Lemma 4.1. Suppose Ω be a bounded domain with smooth boundary, (u0, B0) ∈
H10 (Ω), θ0 ∈ H
2(Ω), and (θ, u, B) solves the system (1.3)-(1.5), then ∀ t ≥ 0, it
holds that
‖∇2θ, θt‖
2
L2(Ω) ≤ Ce
−αt
and ∫ t
0
eατ‖∇θτ‖
2
L2(Ω)dτ +
∫ t
0
eατ‖θ‖2H3(Ω)dτ ≤ C,
where C depends on ‖θ0‖H2(Ω), ‖u0, B0‖H1(Ω), C0, M and α.
Proof. Taking the temporal derivative of (1.3)1, it follows that
∂tθt + u · ∇θt + ut · ∇θ −∇ · (κ(θ)∇θt) = ∇ · (κ
′(θ)θt∇θ)− ∂tu2. (4.35)
Then multiplying (4.35) by θt, integrating on Ω, applying Corollary 2.1, Lemma 2.1
and Young inequality, we can obtain that
1
2
d
dt
‖θt‖
2
L2(Ω) + C
−1
0 ‖∇θt‖
2
L2(Ω)
≤ −
∫
Ω
ut · ∇θθtdx−
∫
Ω
κ′(θ)θt∇θ · ∇θtdx−
∫
Ω
∂tu2θtdx
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≤ ‖ut‖L2(Ω)‖θt‖L4(Ω)‖∇θ‖L4(Ω) +M‖θt‖L4(Ω)‖∇θ‖L4(Ω)‖∇θt‖L2(Ω)
+‖ut‖L2(Ω)‖θt‖L2(Ω)
≤ C‖ut‖L2(Ω)‖θt‖
1
2
L2(Ω)‖∇θt‖
1
2
L2(Ω)‖∇θ‖
1
2
L2(Ω)‖∆θ‖
1
2
L2(Ω)
+C‖ut‖L2(Ω)‖θt‖
1
2
L2(Ω)‖∇θt‖
1
2
L2(Ω)‖∇θ‖L2(Ω) (4.36)
+C‖θt‖
1
2
L2(Ω)‖∇θt‖
3
2
L2(Ω)(‖∇θ‖
1
2
L2(Ω)‖∆θ‖
1
2
L2(Ω) + ‖∇θ‖L2(Ω))
+‖ut‖L2(Ω)‖θt‖L2(Ω)
≤
C−10
2
‖∇θt‖
2
L2(Ω) + C(‖∇θ‖
2
L2(Ω)‖∆θ‖
2
L2(Ω) + ‖∇θ‖
4
L2(Ω))‖θt‖
2
L2(Ω)
+C‖ut‖
2
L2(Ω) + C‖θt‖
2
L2(Ω),
which further yields, after employing Gronwall’s inequality, Lemma 3.4 and Corollary
3.1, that
‖θt‖
2
L2(Ω) + C
−1
0
∫ t
0
‖∇θτ‖
2
L2(Ω)dτ
≤ Cexp
[∫ t
0
(‖∇θ‖2L2(Ω)‖∆θ‖
2
L2(Ω) + ‖∇θ‖
4
L2(Ω))dτ
]
×
[
‖θt(0, x)‖
2
L2(Ω) +
∫ t
0
‖θτ , uτ‖
2
L2(Ω)dτ
]
≤ C.
In fact, from (1.3)1, the value of ‖θt(0, x)‖L2(Ω) can be controlled by ‖θ0‖H2(Ω). Now,
we can update (4.36) as
d
dt
‖θt‖
2
L2(Ω) + C
−1
0 ‖∇θt‖
2
L2(Ω) (4.37)
≤ C(‖∇θ‖2L2(Ω)‖∆θ‖
2
L2(Ω) + ‖∇θ‖
4
L2(Ω)) + C‖ut‖
2
L2(Ω) + C‖θt‖
2
L2(Ω),
which implies, after multiplying by eαt on both sides of (4.37) and integrating in time
over [0, t], that
eαt‖θt‖
2
L2(Ω) + C
−1
0
∫ t
0
eατ‖∇θτ‖
2
L2(Ω)dτ ≤ C. (4.38)
Subsequently, we get to do the H2(Ω) estimates. By using (2.17), (1.2), Lemma
3.3 and Proposition 3.2, it yields that
‖∇2θ‖2L2(Ω) ≤ C‖∆θˆ‖
2
L2(Ω) + C‖∇θˆ‖
4
L2(Ω)
≤ C‖θt‖
2
L2(Ω) + C‖u · ∇θˆ‖
2
L2(Ω) + C‖u‖
2
L2(Ω) + C‖∇θ‖
4
L2(Ω)
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≤ Ce−αt + C‖u‖2L4(Ω)‖∇θ‖
2
L4(Ω)
≤ Ce−αt + C‖u‖L2(Ω)‖∇u‖L2(Ω)(‖∇θ‖
2
L2(Ω) + ‖∇θ‖L2(Ω)‖∇
2θ‖L2(Ω))
≤
1
2
‖∇2θ‖2L2(Ω) + Ce
−αt + C‖u‖2L2(Ω)‖∇u‖
2
L2(Ω)‖∇θ‖
2
L2(Ω)
+C‖u‖L2(Ω)‖∇u‖L2(Ω)‖∇θ‖
2
L2(Ω)
≤
1
2
‖∇2θ‖2L2(Ω) + Ce
−αt.
This clearly implies
‖∇2θ‖2L2(Ω) ≤ Ce
−αt. (4.39)
Recall the equation (1.3)1 satisfied by θ, we can rewrite it as
−κ(θ)∆θ = κ′(θ)∇θ · ∇θ − θt − u · ∇θ − u2.
Considering that κ(θ) is positive and bounded by C−10 below, by Corollary 2.1, Lemma
3.1-4.1, (4.38)-(4.39), there holds that
‖θ‖H3(Ω)
≤ C‖κ′(θ)∇θ · ∇θ‖H1(Ω) + C‖θt‖H1(Ω) + C‖u · ∇θ‖H1(Ω) + C‖u‖H1(Ω)
≤ C‖∇θ‖2L4(Ω) + C‖∇θ‖
2
L4(Ω)‖∇θ‖L2(Ω) + C‖∇
2θ‖L4(Ω)‖∇θ‖
L
4
3 (Ω)
+C‖θt‖H1(Ω) + C‖u‖L4(Ω)‖∇θ‖L4(Ω) + C‖∇u‖L4(Ω)‖∇θ‖L4(Ω)
+C‖u‖L4(Ω)‖∇
2θ‖L4(Ω) + C‖u‖H1(Ω)
≤ Ce−αt + C‖θt‖H1(Ω) + Ce
−αt‖∇2θ‖L4(Ω) + Ce
−αt‖∇u‖L4(Ω)
≤ Ce−αt + C‖θt‖H1(Ω) + Ce
−αt(‖∇2θ‖L2(Ω) + ‖∇
2θ‖
1
2
L2(Ω)‖∇
3θ‖
1
2
L2(Ω))
+Ce−αt(‖∇u‖L2(Ω) + ‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω))
≤
1
2
‖∇3θ‖2L2(Ω) + Ce
−αt + C‖∆u‖2L2(Ω),
which implies, after simple calculation, that
∫ t
0
eατ‖θ‖2
H3(Ω)dτ ≤ C. 
Lemma 4.2. Under the assumptions of Lemma 4.1, we further assume (u0, B0) ∈
H2(Ω), then we have
‖∇2u, ∇2B, ut, Bt‖
2
L2(Ω) ≤ Ce
−αt
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and ∫ t
0
eατ‖∇uτ , ∇Bτ‖
2
L2(Ω)dτ +
∫ t
0
eατ‖u, B‖2H3(Ω)dτ ≤ C
for any t ≥ 0, where C depends on ‖θ0, u0, B0‖H2(Ω), C0, M and α.
Proof. Taking the temporal derivative of (1.3)2 and (1.3)3, it follows that
∂tut + u · ∇ut −∇ · (µ(θ)∇ut) +∇Πt = ∇ · (µ′(θ)θt∇u)− ut · ∇u
+θte2 +Bt · ∇B +B · ∇Bt,
∂tBt + u · ∇Bt −∇⊥(σ(θ)∇⊥ · Bt) = ∇⊥(σ′(θ)θt∇⊥ · Bt)− ut · ∇B
+Bt · ∇u+B · ∇ut.
(4.40)
Now we take inner product of (4.40)1 with ut, (4.40)
2 with Bt and apply Lemma 2.6
to get that
1
2
d
dt
(‖ut‖
2
L2(Ω) + ‖Bt‖
2
L2(Ω)) + C
−1
0 ‖∇ut‖
2
L2(Ω) + C
−1
0 ‖∇Bt‖
2
L2(Ω)
≤ −
∫
Ω
µ′(θ)θt∇u · ∇utdx−
∫
Ω
ut · ∇u · utdx+
∫
Ω
Bt · ∇B · utdx+
∫
Ω
θte2utdx
−
∫
Ω
σ′(θ)θt∇
⊥ · B∇⊥ · Btdx−
∫
Ω
ut · ∇B · Btdx+
∫
Ω
Bt · ∇u · Btdx
=
7∑
j=1
Ij, (4.41)
here we have used the fact
∫
Ω
B ·∇Bt ·utdx+
∫
Ω
B ·∇ut ·Btdx = 0. Thanks to Ho¨lder
inequality, Corollary 2.1 and Young inequality, there holds that
I1 + I5
≤ C‖θt‖L4(Ω)(‖∇u‖L4(Ω)‖∇ut‖L2(Ω) + ‖∇B‖L4(Ω)‖∇Bt‖L2(Ω))
≤
C−10
4
(‖∇ut‖
2
L2(Ω) + ‖∇Bt‖
2
L2(Ω)) + C‖θt‖
2
L4(Ω)(‖∇u‖
2
L4(Ω) + ‖∇B‖
2
L4(Ω))
≤
C−10
4
(‖∇ut‖
2
L2(Ω) + ‖∇Bt‖
2
L2(Ω)) + C‖θt‖L2(Ω)‖∇θt‖L2(Ω)(‖∇u‖
2
L2(Ω)
+‖∇B‖2L2(Ω) + ‖∇u‖L2(Ω)‖∆u‖L2(Ω) + ‖∇B‖L2(Ω)‖∆B‖L2(Ω)) (4.42)
≤
C−10
4
(‖∇ut‖
2
L2(Ω) + ‖∇Bt‖
2
L2(Ω)) + C‖θt‖
2
L2(Ω)‖∇θt‖
2
L2(Ω) + C‖∇u‖
4
L2(Ω)
+C‖∇B‖4L2(Ω) + C‖∇u‖
2
L2(Ω)‖∆u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω)‖∆B‖
2
L2(Ω).
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For the left terms, similarly, one has
I2 + I3 + I4 + I6 + I7
≤ C(‖ut‖L4(Ω) + ‖Bt‖L4(Ω))
2(‖∇u‖L2(Ω) + ‖∇B‖L2(Ω)) + ‖θt‖L2(Ω)‖ut‖L2(Ω)
≤ C(‖ut‖L2(Ω)‖∇ut‖L2(Ω) + ‖Bt‖L2(Ω)‖∇Bt‖L2(Ω))(‖∇u‖L2(Ω) + ‖∇B‖L2(Ω))
+‖θt‖L2(Ω)‖ut‖L2(Ω)
≤
C−10
4
(‖∇ut‖
2
L2(Ω) + ‖∇Bt‖
2
L2(Ω)) + C(‖∇u‖
2
L2(Ω) + ‖∇B‖
2
L2(Ω))(‖ut‖
2
L2(Ω)
+‖Bt‖
2
L2(Ω)) + C‖θt‖
2
L2(Ω) + C‖ut‖
2
L2(Ω),
which together with (4.41) and (4.42) yield
d
dt
(‖ut‖
2
L2(Ω) + ‖Bt‖
2
L2(Ω)) + C
−1
0 ‖∇ut‖
2
L2(Ω) + C
−1
0 ‖∇Bt‖
2
L2(Ω)
≤ C(‖∇u‖2L2(Ω) + ‖∇B‖
2
L2(Ω))(‖ut‖
2
L2(Ω) + ‖Bt‖
2
L2(Ω))
+C‖θt‖
2
L2(Ω)‖∇θt‖
2
L2(Ω) + C‖∇u‖
4
L2(Ω) + C‖∇B‖
4
L2(Ω) (4.43)
+C‖∇u‖2L2(Ω)‖∆u‖
2
L2(Ω) + C‖∇B‖
2
L2(Ω)‖∆B‖
2
L2(Ω)
+C‖θt‖
2
L2(Ω) + C‖ut‖
2
L2(Ω).
Thus, by applying Gronwall’s inequality, Lemma 3.4-3.5, Corollary 3.1 and Lemma
4.1, it follows that
‖ut, Bt‖
2
L2(Ω) + C
−1
0
∫ t
0
‖∇uτ , ∇Bτ‖
2
L2(Ω)dτ ≤ C,
with the help of which, (4.43) can be updated as
d
dt
‖ut, Bt‖
2
L2(Ω) + C
−1
0 ‖∇ut, ∇Bt‖
2
L2(Ω)
≤ C‖∇u‖2L2(Ω) + C‖∇B‖
2
L2(Ω) + C‖∇θt‖
2
L2(Ω) + C‖∆u‖
2
L2(Ω) (4.44)
+C‖∆B‖2L2(Ω) + C‖θt‖
2
L2(Ω) + C‖ut‖
2
L2(Ω).
Next, we multiply by eαt on both sides of (4.44) and integrate in time over [0, t] to
derive
eαt‖ut, Bt‖
2
L2(Ω) + C
−1
0
∫ t
0
eατ‖∇uτ , ∇Bτ‖
2
L2(Ω)dτ ≤ C. (4.45)
At last, recall the equations (3.30), by employing Lemma 2.1-2.3, 3.1-4.1 and (4.45),
we have
‖∇2u‖L2(Ω) + ‖∇
2B‖L2(Ω) + ‖∇π‖L2(Ω)
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≤ C‖ut‖L2(Ω) + C‖µ
′(θ)∇θ · ∇u‖L2(Ω) + C‖u · ∇u‖L2(Ω) + C‖B · ∇B‖L2(Ω)
+C‖θ‖L2(Ω) + C‖u‖H1(Ω) + C‖π‖L2(Ω) + C‖Bt‖L2(Ω)
+C‖σ′(θ)∇⊥θ∇⊥ · B‖L2(Ω) + C‖u · ∇B‖L2(Ω) + C‖B · ∇u‖L2(Ω)
≤ C‖ut‖L2(Ω) + C‖µ
′(θ)∇θ · ∇u‖L2(Ω) + C‖u · ∇u‖L2(Ω) + C‖B · ∇B‖L2(Ω)
+C‖θ‖L2(Ω) + C‖u‖H1(Ω) + C‖Bt‖L2(Ω) + C‖σ
′(θ)∇⊥θ∇⊥ · B‖L2(Ω)
+C‖u · ∇B‖L2(Ω) + C‖B · ∇u‖L2(Ω)
≤ C(‖ut‖L2(Ω) + ‖Bt‖L2(Ω) + ‖θ‖L2(Ω) + ‖u‖H1(Ω)) + C‖∇θ‖L4(Ω)(‖∇u‖L4(Ω)
+‖∇B‖L4(Ω)) + C(‖u‖L4(Ω) + ‖B‖L4(Ω))(‖∇u‖L4(Ω) + ‖∇B‖L4(Ω))
≤ C(‖ut‖L2(Ω) + ‖Bt‖L2(Ω) + ‖θ‖L2(Ω) + ‖u‖H1(Ω)) + C(‖u‖H1(Ω) + ‖B‖H1(Ω)
+‖θ‖H2(Ω))×
[
‖∇u‖L2(Ω) + ‖∇u‖
1
2
L2(Ω)‖∇
2u‖
1
2
L2(Ω) + ‖∇B‖L2(Ω)
+‖∇B‖
1
2
L2(Ω)‖∇
2B‖
1
2
L2(Ω)
]
≤
1
2
‖∇2u‖L2(Ω) +
1
2
‖∇2B‖L2(Ω) + Ce
−α
2
t,
which actually shows ‖∇2u‖2
L2(Ω) + ‖∇
2B‖2
L2(Ω) ≤ Ce
−αt. By Corollary 2.2, Lemma
2.1 and similar calculation as above, we can also obtain
∫ t
0
eατ‖u, B‖2
H3(Ω)dτ ≤ C.

4.2. Proof of Theorem 1.2.
Proof. The existence of strong solutions is from Theorem 1.1 and Lemma 4.1-4.2,
the left thing is to show the uniqueness of the solution.
Uniqueness: For any fixed T > 0, suppose there are two solutions (θ, u, B, π),
(θ˜, u˜, B˜, π˜) of (1.3) and let θ¯ = θ˜ − θ, u¯ = u˜− u, B¯ = B˜ − B, π¯ = π˜ − π. Then by
Remark 1.4, for any φ ∈ L2(0, T ;H10(Ω)) and ψ, ϕ ∈ L
2(0, T ;V ), (θ¯, u¯, B¯, π¯) satisfies
the following problem:
d
dt
< θ¯, φ > +(κ(θ˜)∇θ¯,∇φ) + ([κ(θ˜)− κ(θ)]∇θ,∇φ) + b(u˜, θ¯, φ)
= −b(u¯, θ, φ)− (u¯2, φ), (4.46)
d
dt
< u¯, ψ > +(µ(θ˜)∇u¯,∇ψ) + ([µ(θ˜)− µ(θ)]∇u,∇ψ) + b(u˜, u¯, ψ)
= −b(u¯, u, ψ) + b(B˜, B¯, ψ) + b(B¯, B, ψ) + (θ¯e2, ψ), (4.47)
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d
dt
< B¯, ϕ > +(σ(θ˜)∇⊥ · B¯,∇⊥ · ϕ)− ([σ(θ˜)− σ(θ)]∇⊥ · B,∇⊥ · ϕ)
= −b(u˜, B¯, ψ)− b(u¯, B, ψ) + b(B˜, u¯, ψ) + b(B¯, u, ψ), (4.48)
(θ¯, u¯, B¯)|∂Ω = 0, (θ¯, u¯, B¯)(x, 0) = 0. (4.49)
Taking φ = θ¯ in (4.46), ψ = u¯ in (4.47), ϕ = B¯ in (4.48) respectively, and applying
Lemma 2.6, it follows that
1
2
d
dt
‖θ¯, u¯, B¯‖2L2(Ω) + C
−1
0 ‖∇θ¯, ∇u¯, ∇B¯‖
2
L2(Ω)
≤ −
∫
Ω
[κ(θ˜)− κ(θ)]∇θ · ∇θ¯dx−
∫
Ω
u¯ · ∇θθ¯dx−
∫
Ω
u¯ · ∇u · u¯dx (4.50)
−
∫
Ω
[µ(θ˜)− µ(θ)]∇u · ∇u¯ dx−
∫
Ω
B¯ · ∇B · u¯dx−
∫
Ω
u¯ · ∇B · B¯dx
−
∫
Ω
[σ(θ˜)− σ(θ)]∇⊥ · B∇⊥ · B¯dx−
∫
Ω
B¯ · ∇u · B¯dx
=
8∑
j=1
Ij,
where we make use of (2.15), the fact (θ¯e2, u¯)−(u¯2, θ¯) = 0, b(B˜, B¯, u¯)+b(B˜, u¯, B¯) = 0
and Lions-Magenes Lemma (see e.g., [54]). In the following, we will deal with the
eight terms one by one. Firstly, by (3.24), it is clear to get
‖κ(θ˜)− κ(θ)‖L2(Ω) + ‖µ(θ˜)− µ(θ)‖L2(Ω) + ‖σ(θ˜)− σ(θ)‖L2(Ω)
+‖κ′(θ˜)− κ′(θ)‖L2(Ω) + ‖µ
′(θ˜)− µ′(θ)‖L2(Ω) + ‖σ
′(θ˜)− σ′(θ)‖L2(Ω)
≤ ‖
∫ θ˜
θ
κ′(s) ds‖L2(Ω) + ‖
∫ θ˜
θ
µ′(s) ds‖L2(Ω) + ‖
∫ θ˜
θ
σ′(s) ds‖L2(Ω) (4.51)
+‖
∫ θ˜
θ
κ′′(s) ds‖L2(Ω) + ‖
∫ θ˜
θ
µ′′(s) ds‖L2(Ω) + ‖
∫ θ˜
θ
σ′′(s) ds‖L2(Ω)
≤ M‖θ¯‖L2(Ω).
Then by Ho¨lder inequality, it holds that
I1 + I4 + I7
≤ ‖∇θ¯‖L2(Ω)‖∇θ‖L4(Ω)‖κ(θ˜)− κ(θ)‖L4(Ω) + ‖∇u¯‖L2(Ω)‖∇u‖L4(Ω)‖µ(θ˜)− µ(θ)‖L4(Ω)
+‖∇B¯‖L2(Ω)‖∇B‖L4(Ω)‖σ(θ˜)− σ(θ)‖L4(Ω). (4.52)
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On the other hand, by use of (4.51), Corollary 2.1, ‖κ(θ˜)−κ(θ)‖L4(Ω) can be estimated
as
‖κ(θ˜)− κ(θ)‖L4(Ω)
≤ ‖κ(θ˜)− κ(θ)‖
1
2
L2(Ω)‖κ
′(θ˜)∇θ˜ − κ′(θ)∇θ‖
1
2
L2(Ω) + ‖κ(θ˜)− κ(θ)‖L2(Ω)
≤ C‖θ¯‖
1
2
L2(Ω)(‖κ
′(θ˜)∇θ¯‖
1
2
L2(Ω)
+ ‖(κ′(θ˜)− κ′(θ))∇θ‖
1
2
L2(Ω)) + ‖θ¯‖L2(Ω)
≤ C‖θ¯‖
1
2
L2(Ω)(‖κ
′(θ˜)‖
1
2
L∞(Ω)‖∇θ¯‖
1
2
L2(Ω) + ‖θ¯‖
1
2
L2(Ω)‖∇θ‖
1
2
L∞(Ω)) + ‖θ¯‖L2(Ω)
≤ C‖θ¯‖
1
2
L2(Ω)‖∇θ¯‖
1
2
L2(Ω) + ‖θ¯‖L2(Ω)‖∇θ‖
1
2
L∞(Ω) + ‖θ¯‖L2(Ω)
≤ C‖θ¯‖
1
2
L2(Ω)‖∇θ¯‖
1
2
L2(Ω) + ‖θ¯‖L2(Ω)‖θ‖
1
2
H3(Ω) + ‖θ¯‖L2(Ω),
which also holds for ‖µ(θ˜) − µ(θ)‖L4(Ω) and ‖σ(θ˜) − σ(θ)‖L4(Ω). Thus, by Lemma
3.1-4.2, we can update (4.52) as
I1 + I4 + I7
≤ C(‖θ¯‖
1
2
L2(Ω)‖∇θ¯‖
1
2
L2(Ω) + ‖θ¯‖L2(Ω)‖θ‖
1
2
H3(Ω) + ‖θ¯‖L2(Ω))
[
‖∇θ¯‖L2(Ω)(‖∇θ‖L2(Ω)
+‖∇θ‖
1
2
L2(Ω)‖∆θ‖
1
2
L2(Ω)) + ‖∇u¯‖L2(Ω)(‖∇u‖
1
2
L2(Ω)‖∆u‖
1
2
L2(Ω) + ‖∇u‖L2(Ω))
+‖∇B¯‖L2(Ω)(‖∇B‖
1
2
L2(Ω)‖∆B‖
1
2
L2(Ω) + ‖∇B‖L2(Ω))
]
(4.53)
≤ Ce−
αt
2 ‖∇θ¯, ∇u¯, ∇B¯‖L2(Ω)(‖θ¯‖
1
2
L2(Ω)‖∇θ¯‖
1
2
L2(Ω) + ‖θ¯‖L2(Ω)‖θ‖
1
2
H3(Ω) + ‖θ¯‖L2(Ω))
≤
1
4
‖∇θ¯, ∇u¯, ∇B¯‖2L2(Ω) + Ce
−αt(‖θ¯‖2L2(Ω) + ‖θ‖H3(Ω)‖θ¯‖
2
L2(Ω)).
To estimate the left terms, by employing Corollary 2.1, Lemma 3.1-4.2, one can
get
I2 + I3 + I5 + I8
≤ ‖∇θ, ∇u, ∇B‖L2(Ω)‖θ¯, u¯, B¯‖
2
L4(Ω)
≤ Ce−
αt
2 ‖θ¯, u¯, B¯‖L2(Ω)‖∇θ¯, ∇u¯, ∇B¯‖L2(Ω) (4.54)
≤
1
4
‖∇θ¯, ∇u¯, ∇B¯‖2L2(Ω) + Ce
−αt‖θ¯, u¯, B¯‖2L2(Ω).
Thus, by summing up (4.50), (4.53)-(4.54) and using Young inequality, we have
d
dt
‖θ¯, u¯, B¯‖2L2(Ω) + C
−1
0 ‖∇θ¯, ∇u¯, ∇B¯‖
2
L2(Ω)
≤ C(e−αt + eαt‖θ‖2H3(Ω))‖θ¯, u¯, B¯‖
2
L2(Ω),
27
which implies, after applying Gronwall’s inequality and Lemma 4.1, that
‖θ¯‖2L2(Ω) + ‖u¯‖
2
L2(Ω) + ‖B¯‖
2
L2(Ω) ≤ C(‖θ¯0‖
2
L2(Ω) + ‖u¯0‖
2
L2(Ω) + ‖B¯0‖
2
L2(Ω)) = 0
for any t ∈ [0, T ]. Thus we finish all the proof. 
Acknowledgments
D. Bian is partially supported by the National Natural Science Foundation of China
(Nos. 11501028 and 11471323), the Postdoctoral Science Foundation of China (No.
2016T90038), and the Basic Research Foundation of Beijing Institute of Technology
(20151742001). J. Liu is supported by the Connotation Development Funds of Beijing
University of Technology (No. 006000514116041).
References
[1] H. Abidi, T. Hmidi, Re´sultats dexistence globale pour le syste`me de la magnetho-
hydrodynamique inhomogene, Annales Math. Blaise Pascal 14 (2007) 103–148.
[2] H. Abidi, T. Hmidi, On the global well-posedness for Boussinesq system, J.
Differential Equations 233 (2007) 199–220.
[3] S. Alinhac, Paracomposition et ope´rateurs paradiffe´rentiels, Comm. Partial Dif-
ferential Equations 11 (1986) 87–121.
[4] H. Bahouri, J. Y. Chemin, R. Danchin, Fourier analysis and nonlinear par-
tial differential equations, Grundlehren der mathematischen Wissenschaften 343,
Springer-Verlag Berlin Heidelberg, 2011.
[5] D. Bian, G. Gui, On 2-D Boussinesq equations for MHD convection with strati-
fication effects, J. Differential Equations 261 (2016) 1669–1711.
[6] D. Bian, G. Gui, B. Guo, Z. Xin, On the stability for the incompressible 2-D
Boussinesq system for magnetohydrodynamics convection, preprint, 2015.
[7] D. Bian, Initial boundary value problem for two-dimensional viscous Boussinesq
equations for MHD convection, Discrete Contin. Dyn. Syst. Series S 9(6) (2016)
1591–1611.
[8] J. M. Bony, Calcul symbolique et propagation des singularite´s pour les q´uations
aux drive´es partielles non line´aires, Ann. Sci. E´cole Norm. Sup. 14(4) (1981)
209–246.
[9] C. Cao, J. Wu, Global regularity for the 2D MHD equations with mixed partial
dissipation and magnetic diffusion, Adv. Math. 226 (2011) 1803–1822.
28 DONGFEN BIAN AND JITAO LIU
[10] C. Cao, J. Wu, B. Yuan, The 2D incompressible magnetohydrodynamics equa-
tions with only magnetic diffusion, SIAM J. Math. Anal. 46 (2014) 588–602.
[11] C. Cao, J. Wu, Global regularity for the two-dimensional anistropic Boussinesq
equations with vertical dissipation, Arch. Ration. Mech. Anal. 208(3) (2013) 985-
1004.
[12] D. Chae, Global regularity for the 2D Boussinesq equations with partial viscosity
terms, Adv. Math. 203 (2006) 497–513.
[13] J. Y. Chemin, Perfect Incompressibe Fluids, Oxford University Press, New York,
1998.
[14] J. Y. Chemin, The´ore´mes d’unicite´ pour le syste´me de Navier-Stokes tridimen-
sionnel, J. Anal. Math. 77 (1999) 27–50.
[15] J. Y. Chemin, N. Lerner, Flot de champs de vecteurs non lipschitziens et
e´quations de Navier-Stokes, J. Differential Equations 121 (1995) 314–328.
[16] C. Chen, J. Liu, Global well-posedness of 2D nonlinear Boussinesq equations
with mixed partial viscosity and thermal diffusivity, to appear in Math. Methods
Appl. Sci.
[17] Q. Chen, C. Miao, Z. Zhang, The Beale-Kato-Majda criterion for the 3D mag-
netohydrodynamics equations, Comm. Math. Phys. 275 (2007) 861–872.
[18] R. Danchin, Local and global well-posedness results for flows of inhomogeneous
viscous fluids, Adv. Differential Equations 9 (2004) 353–386.
[19] P. Danchin, M. Paicu, Global existence results for the anistropic Boussinesq sys-
tem in dimension two, Math. Models Methods Appl. Sci. 21(3) (2011) 421–457.
[20] R. Danchin, M. Paicu, Les the´ore`mes de Leray et de Fujita-Kato pour le syste`me
de Boussinesq partiellement visqueux, Bull. Soc. Math. France 136 (2008) 261–
309.
[21] B. Desjardins, C. Le Bris, Remarks on a nonhomogeneous model of magnetohy-
drodynamics, Differential Integral Equations 11(3) (1998) 377–394.
[22] L. C. Evans, Partial differential equations, Grad. Stud. Math, 19, Amer. Math.
Soc., Providence, RI, 1968.
[23] D. Li, X. Xu, Global wellposedness of an inviscid 2D Boussinesq system with
nonlinear thermal diffusivity, Dyn. Partial Differ. Equ. 10(3) (2013) 255–265.
[24] H. Li, R. Pan, W. Zhang, Initial boundary value problem for 2D Boussinesq
equations with temperature-dependent diffusion, J. Hyperbolic Differ. Equ. 12(3)
(2015) 469–488.
29
[25] G. Duvaut, J. L. Lions, Ine´quations en thermoe´lasticite´ et
magne´tohydrodynamique, Arch. Ration. Mech. Anal. 46 (1972) 241–279.
[26] J.-F. Gerbeau, C. Le Bris, Existence of solution for a density-dependent magne-
tohydrodynamic equation, Adv. Differential Equations 2 (1997) 427–452.
[27] D. Gilbarg, N. S. Trudinger, Elliptic Partial Differential Equations of Second
Order, Springer-Verlag, Berlin-Heidelberg-New York, 1977.
[28] G. Gui, Global well-posedness of the two-dimensional incompressible magne-
tohydrodynamics system with variable density and electrical conductivity, J.
Functional Analysis 267 (2014) 1488–1539.
[29] G. Gui, P. Zhang, Global Smooth Solutions to the 2-D Inhomogeneous Navier-
Stokes Equations with Variable Viscosity, Chin Ann. Math., Ser B. 5 (2009)
607–630.
[30] C. He, Z. Xin, Partial regularity of suitable weak solutions to the incompressible
magnetohydrodynamic equations, J. Functional Analysis 227 (2005) 113–152.
[31] C. He, Z. Xin, On the regularity of weak solutions to the magnetohydrodynamic
equations, J. Differential Equations 213 (2005) 235–254.
[32] T. Hmidi, S. Keraani, On the global well-posedness of the Boussinesq system
with zero viscosity, Indiana Univ. Math. J. 58 (2009) 1591–1618.
[33] T. Y. Hou, C. Li, Global well-posedness of the viscous Boussinesq equations,
Discrete Contin. Dyn. Syst. 12 (2005) 1–12.
[34] X. Hu, F. Lin, Global existence for two dimensional incompressible magnetohy-
drodynamic flows with zero magnetic diffusivity, arXiv:1405.0082.
[35] S. Ibrahim and T. Yoneda, Long-time solvability of the Navier-Stokes-Boussinesq
equations with almost periodic initial large data, J. Math. Sci. Univ. Tokyo 20(1)
(2013) 1–25.
[36] A. G. Kulikovskiy and G. A. Lyubimov, Magnetohydrodynamics, Addison-
Wesley, Reading, Massachusetts, 1965.
[37] Q. Jiu, J. Liu, Global-wellposedness of 2D Boussinesq equations with mixed
partial temperature-dependent viscosity and thermal diffusivity, Nonlinear Anal.
132 (2016), 227–239.
[38] M.-J. Lai, R. Pan, K. Zhao, Initial boundary value problem for two-dimensional
viscous Boussinesq equations, Arch. Ration. Mech. Anal. 199 (2011) 739–760.
[39] L. D. Laudau, E. M. Lifshitz, Electrodynamics of Continuous Media, 2nd ed.,
Pergamon, New York, 1984.
30 DONGFEN BIAN AND JITAO LIU
[40] Z. Lei, On axially symmetric incompressible magnetohydrodynamics in three
dimensions, J. Differential Equations 259 (2015) 3202–3215.
[41] Z. Lei, Blow-up of classical solutions to the ideal magnetohydrodynamic equa-
tions with initial disturbances, Chinese Ann. Math. Ser. A 26(2) (2005) 193–
204.
[42] Z. Lei, Y. Zhou, BKM’s criterion and global weak solutions for magnetohydro-
dynamics with zero viscosity, Discrete Contin. Dyn. Syst. 25(2) (2009) 575–583.
[43] F. Lin, P. Zhang, Global small solutions to an MHD-type system: the three-
dimensional case, Comm. Pure Appl. Math. 67 (2014) 531–580.
[44] L. Nirenberg, On elliptic partial differential equations, Ann. Scuola Norm. Sup.
Pisa 13(3) (1959) 115–162.
[45] F. Lin, L. Xu, and P. Zhang, Global small solutions of 2-D incompressible MHD
system, J. Differential Equations 259(10) (2015) 5440–5485.
[46] A. J. Majda, Introduction to PDEs and Waves for the Atmosphere and Ocean,
Courant Lecture Notes Vol. 9, American Mathematical Society & Courant Insti-
tute of Mathematical Sciences, 2002.
[47] J. Peetre, New thoughts on Besov spaces, Duke University Mathematical Series
1, Durham N. C. 1976.
[48] J. Pratt, A. Busse, W. C. Mu¨ller, Fluctuation dynamo amplified by intermittent
shear bursts in convectively driven magnetohydrodynamic turbulence, Astron-
omy & Astrophics 557(A76) (2013) 6 pp.
[49] X. Ren, J. Wu, Z. Xiang, Z. Zhang, Global existence and decay of smooth solution
for the 2-D MHD equations without magnetic diffusion, J. Functional Analysis
267 (2014) 503–541.
[50] M. Schonbek, Large time behavior of solutions to Navier-Stokes equations,
Comm. Partial Differential Equations 11(7) (1986) 733–763.
[51] V. A. Solonnikov, Lp-estimates for solutions to the initial boundary-value prob-
lem for the generalized Stokes system in a bounded domain, J. Math. Sci. (N.
Y) 105 (2001) 2448–2484.
[52] M. Sermange, R. Temam, Some mathematical questions related to the MHD
equations, Comm. Pure Appl. Math. 36 (1983) 635–664.
[53] Y. Sun, Z. Zhang, Global regularity for the initial-boundary value problem of
the 2-D Boussinesq system with variable viscosity and thermal diffusivity, J.
Differential Equations 255 (2013) 1069–1085.
31
[54] R. Temam, Navier-Stokes Equations: Theory and Numerical Analysis, North-
Holland, Amsterdam, 1984.
[55] H. Triebel, Theory of Function Spaces, Monograph in mathematics, vol.78, 1983,
Birkhauser Verlag, Basel.
[56] G. Wu, X. Zheng, Global well-posedness for the two-dimensional nonlinear
Boussinesq equations with vertical dissipation, J. Differential Equations 255
(2013) 2891-2926.
[57] J. Wu, Y. Wu, X. Xu, Global small solution to the 2D MHD system with a
velocity damping term, SIAM J. Math. Anal. 47(4) (2015) 2630–2656.
[58] C. Wang, Z. Zhang, Global well-posedness for 2-D Boussinesq system with the
temperature-density viscosity and thermal diffusivity, Adv. Math. 228 (2011)
43–62.
[59] M. Wiegner, Decay results for weak solutions to the Navier-Stokes equations on
R
n, J. London Math. Soc. 35(2) (1987) 303–313.
[60] L. Xu, P. Zhang, Global small solutions to three-dimensional incompressible
magnetohydrodynamical system, SIAM J. Math. Anal. 47(1) (2015) 26–65.
[61] T. Zhang, An elementary proof of the global existence and uniqueness theorem
to 2-D incompressible non-resistive MHD system, arXiv:1404.5681.
[62] T. Zhang, Global solutions to the 2D viscous, non-resistive MHD system with
large background magnetic field, J. Differential Equations 26 (2016) 5450–5480.
(Dongfen Bian) School of mathematics and statistics, Beijing Institute of Technol-
ogy, Beijing, 100081, China.
Beijing Key Laboratory on MCAACI, Beijing Institute of Technology, Beijing,
100081, China.
E-mail address : biandongfen@bit.edu.cn
(Jitao Liu) College of Applied Sciences, Beijing University of Technology, Beijing,
100124, China.
E-mail address : jtliu@bjut.edu.cn, jtliumath@qq.com
