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The Klein-Gordon equation is the simplest relativistic equation of 
quantum mechanics of one particle. It reads formally 
(ih-$-- V)* Y(x, t) = <c*p* + m’c”) Y(x, t), 
where f E R is the time and x E IR3 the space variable. The constants A, c, m 
(Planck constant, light velocity, and mass) are positive, V is a multiplicative 
operator by a real measurable function V(x) describing the outer electric 
field, and p* is the self-adjoint realization of the differential operator 
in the complex Hilbert space L2(R3) of the wave functions Y(., t). The 
substitution Y(x, t) = v(x) exp(-ifE/A) leads to 
(E - V)“ty(x) = (c’p’ + m’c”) y(x). (1.2) 
The aim of this paper is a detailed and possibly quantitative investigation 
of the nonrelativistic limit of Eq. (1.2). Making the substitution 
Y(x, t) = Y,(x, t) e -imc2f’n, 
we obtain 
ih -$ Yl(x, t) = 
( 
& + V- & (ihi- V)‘) Y,(x,t), (1.3) 
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whereas E = E + mc* transforms (1.2) into 
( 
2 
$+v-,- l - (E - vy ) y(x) = 0. 
2mc* (1.4) 
Thus, in the limit c* -+ co the Schrodinger equation with the same 
potential is obtained. Similar considerations can be made also for the Dirac 
equation. From (1.3) one can conclude that the whole problem can be 
studied within the framework of the singular perturbation theory. Schoene 
[8] treated both the Klein-Gordon and Dirac equations along these lines and 
obtained estimates of the type 
where Y,,, is the solution of the corresponding Schrodinger equation. 
Schoene was apparently unaware of the previous literature on the subject [4, 
5, 9-131. In [lo] by introducing an analytic perturbation theory for 
pseudoresolvents we have shown that the isolated eigenvalues are analytic in 
some complex neighbourhood of l/c = 0 for a rather restricted class of 
bounded V’s. 
This result was of a qualitative character since neither explicit pertur- 
bation formulae nor the estimates of the convergence radii were obtained. 
The only yet existent explicit perturbation formulae seem to be the ones 
produced by the socalled Foldy-Wouthuysen transformation [ 11. However, 
their highly singular character does not admit more than asymptotic 
considerations for c-t co (cf. 191 for the case of the Dirac operator). The 
error estimates do not seem to exist at all. 
The present paper produces an explicit analytic perturbation theory in 
l/c* in full analogy with that developed by Kato 16, Chaps. II and VII] for 
common eigenvalue problems. Moreover, our formalism yields calculable 
estimates of the convergence radii. 
The Klein-Gordon equation is of the second order in time and the usual 
way of attacking it is a “linearization, ” i.e., its conversion in a system of the 
first order. Here this linearization is made only after a detailed study of the 
quadratic operator family 
7;(A)&+ v-E.-& (J. - V)‘, 
for A E C. In order to accommodate the potentials V with Coulomb 
singularities at the origin, the operator sum (1.5) has to be understood in the 
sense of the sesquilinear forms. 
The condition on V is essentially the existence of a (real) E,, such that 
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Tc(cO) is positive definite. This establishes a very interesting and fruitful 
connection with the theory of damped oscillations of linear systems which is 
also described by the quadratic families of self-adjoint operators. In the 
framework of this theory our condition on V is shown to be equivalent to 
inf { (Vv/, w)’ + ((c*p* + m2c4 - V’) I//, iy)} > 0, 
lI*ll= 1 (1.6) 
and is called there the “overdampedness” condition. It formally guarantees 
that the spectrum of the problem (1.4) is real. 
The mathematical study of overdamped systems was performed in 
]2,3, 71, where also a remarkable minimax formula for the eigenvalues has 
been found. All this can be applied without alteration to our situation.’ 
The plan of the article is as follows: 
In Section 2 we construct the operator family T,(i). Although it is defined 
by means of quadratic forms we show that it represents a holomorphic 
family in 1 of type (A) in the sense of Kato [6]. In Section 3 we define the 
eigenvalues and the spectrum of r,(L) in a natural way. Moreover an analog 
of the numerical range is defined which contains the spectrum. This 
numerical range is, as a rule, not convex but consists of two semi-infinite 
intervals and gives a natural way to distinguish between the “positive” and 
the “negative” energies which appear in any one-particle relativistic theory. 
(The Dirac equation does not seem to have a simple tool for this purpose.) 
In Section 4 the analytic perturbation theory is developed containing 
explicit perturbation series for the eigenvalues and eigenprojections as well as 
the reduction formulae for multiple unperturbed eigenvalues and an estimate 
of the convergence radius. 
In Section 5 we apply our theory to the exactly soluble case of the 
Coulomb potential. We show that the estimates of the convergence radius 
given by our theory are of the same order of magnitude as the actual one for 
low eigenvalues. 
Of course, our techniques are by no means restricted to the case of the 
Klein-Gordon equation and apply to a large class of singular perturbations 
of the equations of second order in time with operator coefficients. We have 
restricted ourselves to this important special case because a general approach 
would make the presentation unreasonably lengthy and complicated without 
carrying any gain in the clarity of the exposition. 
The notation and terminology in this paper will largely follow that of 
‘Of course not all tools of the mentioned theory are equally useful in our case. The main 
difference between the two theories lies in the fact that here the parameter 1 in (1.5) stays for 
ii,/?!/. where in the other case it stays for h/ir/. 
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Kato 16). The main difference is the notation for the resolvent set, spectrum, 
and resolvent of an operator T which we denote by p(T), a(T), and 
(1 - T)-‘, respectively. 
2. THE FAMILY T,(A) 
We are dealing with the complex Hilbert space 
x = L2(R3). (2.1) 
Let V(.) be a real measurable function. Throughout the paper V shall satisfy 
the following conditions: 
1 
&ffl 2m l- ll~~l~‘t((~-&~)~,~)-~lI(t.~-~)~~ll~~ >O, (2.3) 
for some real E,,. Here both (2.2) and (2.3) have to hold for every IY E g(p), 
where 
and j3, 6 are real and positive with 
p< 1. 
Note that if (2.3) holds for V= V,, then both (2.2) and (2.3) will hold for 
all V= aV,, 0 < a < 1. Also (2.2) tacitly says that 
G(V) 2 g(p). 
Consider the sesquilinear form 
(2.4) 
The form is defined on 
qt,(*, ., A)> = D(P). 
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2.1 THEOREM. (i) The form sC(., .;A) is closed and sectorial for any 
complex A. 
(ii) For real A the form is symmetric and bounded from below. The 
form sC(., .; E,,) is positive definite. 
Proof: We have 
On the other hand by (2.2) the operator V is p*-bounded with the relative 
bound zero. Altogether the absolute value of the sum of the last two terms in 
(2.4) for q = w is bounded by 
g- llPVl12 + c-f’ II VII*, 
with /I’ < 4. According to a well-known theorem on perturbations of 
sectorial forms (Kato [6, Theorem V.1.331) the form t, is closed and 
sectorial. The remaining assertions are trivial. Q.E.D. 
We now introduce the functionals (cf. [2, 3, 71) 
(2.5) 
where 
d(v) = (VW w>’ + (I~~P~II* + m2c4 II v/II* - I/ WI*) II VII*. (2.6) 
Both functionals are defined on %?(p)\(O) and have the homogeneity 
property 
P*(W)=P*(V)Y a E G. (2.7) 
The identity 
d(v) = ((V - co - mc’) w w)’ 
- (~4 ~>lllV-~~) ‘VII* - 2mc*((V- co) v/, ~‘1 
-c* II PV/l121~ 
together with (2.3) implies 
(2.8) 
inf d(y/) > 0, 
/l*Il= 1. 
rlr E %P) 
(2.9) 
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such that the range 9 * of p * is a subset of the real axis. In fact, p * (w) are 
distinct solutions of the quadratic equation 
2.2. LEMMA. For any complex II not contained in the closure of 
9’ v .P- the point zero is not contained in the closure of the numerical 
range O(r,(., .; A)) of tC(., .; A). 
Proof For any complex ,4 we have 
G(Y/, vi 4 = - (A -P + (v/))(k - P-(v))(K v/)/(2mc2), (2.10) 
and therefore 
dist(L, 9’) dist(A, ,8-). Q.E.D. (2.11) 
2.3 THEOREM. (i) For any complex A there exists a unique maximal 
sectorial operator T,(A) such that g(T,(i)) E g(p) and 
rc(c IC/; A> = (T,(A) rp, w>, (2.12) 
for every cp E kd(T,(A)), w E g(p). 
(ii) Q(T,(L)) is a core for rC(., .; A). 
(iii) From 
rc(w (P; A) = cw9 (PI for every rp E g(p), 
it follows 
w E gP’c@)) and T,(A) w = 9. 
(iv) The operator T,(A) is self-adjoint and bounded from below for 
real A. For h = E,, it is positive definite. 
Proof. All the assertions follow immediately from Theorem 2.1 and the 
first representation theorem in [6, Theorem V.2.11. Q.E.D. 
We are now in a position to make our eigenvalue problem (1.2) precise. 
We say that w # 0 is an eigenvector of the family T,(A) if 
T,(k) w = 0; (2.13) 
the number L is the corresponding eigenvalue. By Theorem 2.3, (2.13) is 
equivalent to 
q(llI, VI; 2) = 0 for all v, E g(p). (2.14) 
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More generally we define the resolvent set p of the family T,(L) as the set of 
all complex 1 for which T,(n))’ is everywhere defined and bounded, i.e., 
p = (1 E c; 0 E P(T&))J. 
Similarly the complement cs of p is called the spectrum of the family T,(L). 
We next investigate the L-dependence of g(7’,(1)). 
2.4 THEOREM. The domain 53 = g(T$)) is independent of ,I E C and 
T,(L) is a holomorphic family of type (A) in L E @. Moreover, for any 
APEC 
T,(l) = T,(p) + (I- ,L) (2 - I) - (“,,,“2’ . (2.15) 
Proof. The identity 
is obvious for any w, q E g(p), 1, p E C. Taking here v E ~(T,(,u)) and 
using Theorem 2.3 it follows 
T&)+(1-p) (s-L)-(f2---j2 &T,(L). 
Since J. and p are arbitrary (2.15) follows. In particular ~9 = L3(T,(L)) is 
constant in 2. Since by (2.15) T,(L) is a polynomial in ,4 it is a holomorphic 
family of type (A) (see [6, V. Sect. 21). Q.E.D. 
Note also the useful identity 
T&l-’ - T,@)-’ = -(A -p) T,(A)-’ -& l-z] T&-l, (2.16) 
mc 
which can be rewritten as 
T,(L)-’ = T&J-’ Z&p)-‘, (2.17) 
where 
Z(A,p)= 1 +@-A> v A+P T- 1 + 2mc~ UP-’ I (2.18) mc 
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is continuously invertible, if and only if both 1 and p belong to p. From 
(2.16) it follows that p is open and T,(k)-’ is bounded holomorphic in A E p. 
3. SPECTRAL PROPERTIES OF THE FAMILY T,(A) 
We shall now locate the spectrum u more precisely. We set 
0=9+uy-. 
Although 0 will not be convex we shall see that it conveniently generalises 
the notion of the numerical range. It certainly contains every eigenvalue. 
More generally we have 
3.1 THEOREM. Denoting the closure of 0 by 6 we have 
0 Lz 6. (3.1) 
Moreover, a real A lies outside of 6, if and only if rC(., +; A) is positive 
definite. The set of all such il is a bounded open interval J such that 
9” <J<9+, .P- uJu.Y+ = R, 
and both boundary points of J belong to a. 
Prooj Since the numerical range of T,(A) is contained in that of 
zJ.3 . ; A), Lemma 2.2 implies that for any k ~5 0’ the point zero lies outside 
of @T,(A)). Moreover, from (2.11) it follows 
We are now in a position to use the perturbation theory of the Fredholm 
properties as described in [6, IV. Sect. 51. The function II -+ T,(A) is 
continuous in the graph topology by Theorem 2.4 and by (3.2) for I 6? 0” the 
operator T,(A) has a closed range. According to [6, Theorem IV. 5.161, if for 
some II, @ 6 the operator T,(&,) has a bounded, everywhere defined inverse, 
then the same must hold for all A @ 0’ (note that the complement of 0’ is 
connected). Such a & exists in our case and is equal to s0 in (2.3). This 
proves (3.1). 
Let now J be the set of all 1 for which T,(k) is positive definite. Obviously 
.P contains et, and is open in R. By (2.5) 
9- <J<9+, 
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from which it follows that 
infY+ > sup-F. 
Conversely for any L E (sup ,P-, inf Y’) (2.9) implies the positive 
definiteness of r,(L). Thus 
J= (sup.P-, infY+). 
It remains to prove that 4* are infinite intervals. The convexity of .Y* 
follows from the continuity of the function 
t’P*(tw+ (1 -t)v), t real. 
Taking any v/,, E Cr(lR3) we see that for u/,(x) = v,(x) exp(iux) 
as ]a]+ co. IR = Y- UJU Pt. That both sup 
belong to u follows from the analyticity of r,(1)-’ ’ 
.P- and inf T”+ must 
m 1 E p so that, if one of 
these points would belong to p, the operator T,(A) would be positive definite 
there, which is a contradiction. Q.E.D. 
3.2 Remarks. (i) Taking p = co in the formula (2.15) we see that the 
family r,(L) satisfies the conditions of Eisenfeld [3]. Our Theorem 2.4 can 
be partly deduced from [3]. Moreover, as Eisenfeld showed, (2.3) is 
equivalent to (2.9). Interpreted within the theory of damped linear systems, 
which are also described by operator families quadratic in the parameter, the 
condition (2.9) means that the system is overdamped. 
(ii) According to Theorem 2.4 the spectrum u is divided into two 
disconnected parts contained in .Pt and Y”-, respectively. These parts are 
nothing else but the so-called “positive” and “negative” energies appearing in 
any one-particle relativistic wave equation. Thus, in contrast to the Dirac 
equation, we have here a direct criterion which enables us to check whether 
an eigenvalue belongs to the positive or negative energies. 
(iii) The “mass energy shift” E-t E - mc*, performed on (1.2), is a 
preparation for a study of the nonrelativistic limit on positive energies. The 
opposite shift E --) E + mc* leads to the family 
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Here in the nonrelativistic limit the negative energies survive and the limiting 
Schrodinger operator has the potential --V. Since both cases are completely 
parallel we continue our study on r,. 
(iv) According to [2, 3, 71 the eigenvalues of the family 7’,(L), together 
with their multiplicities, are obtained as the minimax values of p*. Thus an 
eventual monotonic dependence of p* on V would imply the same for the 
eigenvalues. However, by inspecting (2.5) and (2.6) no such monotonicity 
seems to exist,* again in contrast to the Dirac equation in which it is trivial. 
For V = 0 we have 
0 = (-co, -2mcy u [O, co). 
For V # 0 the gap (-2mc2, 0) can also contain spectral points.3 For 
bounded potentials we have 
3.3 THEOREM. Let V be bounded and set 
V + = ,;hl,p, (VW wh 
Then (2.2) and (2.3) hold, if 
v+ - v- c 2mc’. 
Proof. Take so = (v, - v-)/2 - mc2. Then T(E,,) is positive definite. 
Q.E.D. 
3.4 COROLLARY. The conditions (2.2) and (2.3) hold if 
-2mc2+rf< V<O, (3.3) 
for some q > 0. 
*This does not mean that the eigenvalues behave quite irregularly under variation of V. 
They are certainly continuous. Moreover, if V, ( 0, then it is easily seen that for V = I Vu the 
eigenvalues in 9+ are monotone in 1. 
3 Under reasonable relative compactness conditions on V these points will be discrete. We 
shall not need such a result in the following. 
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4. THE NONRELATIVISTIC LIMIT 
Consider the SchrGdinger operator with the potential V 
H=&+ v. (4.1) 
Since by (2.2) the operator V is p*-bounded with the relative bound zero it 
follows that H is self-adjoint on Q(p’). Also 
GZ(IA -HI”*) = Q(p), (4.2) 
for all complex L E p(H). The formula for r, has a sense also for c = 00, thus 
giving 
such that we can expect that r,(L)-’ tends to the resolvent of H as c + 0~). 
4.1 THEOREM. Let qO be an isolated eigenvalue of H and r the positively 
oriented circle centered at r,, with the radius 
d = dWv, y W)\I v. 1 l/2 
(see Fig. 1). The operator 
B(/l)=(L V)lH-AP1’*, /I E 1-, 
is everywhere deJned and bounded. Set 
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Then 
-I 
TC(k)-‘=IH-Alp”’ sign(H--l)-B(~~~(“)) IH-Al-1’2. (4.6) 
Proof The boundedness of B follows from the p-boundedness of V. Let 




= (sign(H - A) o, w). 
In other words 
(P% PW) 2m +((V-~)~,y/)=(sign(H-~)IH-~I”2rp,lH--l/”2yl), 
for any cp, IJ E g(p). Take now P E @, v/ E g(p). Then 
(T,(A) ~9 w> 
= Qi% li/; A) 
= (sign(H - A) I H - ;1 I “‘q, I H - A I “*y/) 
_ ((V-~)IH--lI”21H--l”2~, (v-Si)IH-xl-“2 1H-Al’~21y) 
2mc2 
where we have used the identity I H - j I = /H - 11. Since I,U E G(p) is 
arbitrary it follows 
T,(A)GIH-AI”* (4.7) 
Conversely, let q E G?(I H - J,(“’ U(1) (H - 2 / I”), where 
U(l) = sign(H - A) - 
B(;i)*B(k) 
2mc2 , (4.8) 
and let v E g(p). Then by reading backwards the above computation 
and using (iii) of Theorem 2.3 we obtain (DEL9 and 
/ H - 1 I “‘U(n) 1 H - 1 I “‘q = T,(A) rp. Altogether we have 
T,(~)=(H--~“2U(~)(H--11’2. (4.9) 
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By (4.3) and (4.5) the operator U(A) is everywhere defined and bounded 
together with its inverse for any A E r. This implies (4.6). Q.E.D. 
From (4.6) we see that r,(A)- ’ is a convergent power series in 1/(2mc*), 
the first term of which is (H - A))‘. The choice of the circle r is made for 
the contour integration needed in the perturbation theory of the eigenvalues. 
In order to get at useful expansion formulae in the spirit of [ 6, Chap. II ] 
we shall undertake a “linearization” of the quadratic eigenvalue problem, i.e., 
we shall convert it into a standard two-component eigenvalue problem. 
Set formally 
VI = W? y2 = (I - V) w/me’. (4.10) 





i 1. 2 kfmc’ V 
Formal expressions for the resolvent of d read 













1 c, = - ---y - (A + mc2 - V) T,(L)-‘@ + mc2 - V) 
mc 2m2c4 
. (4.17) 
We construct the “right” operator ~2 as an extension of ~8 starting from 
(4.14~(4.17). 
4.2 THEOREM. The operators A,, B,, C,, and D, are densely defined 
and bounded for any ,I E p (the operators B, and D, are even everywhere 
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defined). There exists a unique closed, densely defined operator &’ in the 
Hilbert space Y = X @ X such that 
(4.18) 
The operator zf satisfies the identity 
xf* = Y.d.Y-,” (4.19) 
with 
,p= O1 ( i 10’ 
Moreover, 
u(d - mc’) = (3. (4.20) 
Also the eigenvalues of L&’ - mc* coincide with those of (2.13). 
Proof. Let A E p. Then the operators B, and D,I are everywhere defined 
and bounded by &f(p) c S?. Furthermore, A, is densely defined and 
A*=- /I+mc’-V 
A 2mc2 
T,(j)-’ = D,. (4.21) 
Here we have used T,(l) = T,(A)*. The operator A,* is everywhere defined 
and bounded. Thus, A, is bounded, too. 
Consider now C,. It is obviously densely defined. By (2.17) and (2.18) we 
have 
T,(L)-’ = T,(EJ’ 
+ (E,, - A) T,(e,) ’ Z(F, E,,) ’ T&J ‘. (4.22) 
Now VT,(&,)-‘V is a restriction of 
which is bounded. Thus, the operator 
(4.23) 
4 Here x-I, C?, are the closures of A,, C,, respectively. 
5This property is called .P-self-adjointness (cf. 110, 11 I). 
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is everywhere defined and bounded in Y for 1 E p. The resolvent equation 
is verified directly. In order to see that 2A is the resolvent of some operator 
we must check that its null-space is trivial. Indeed, from 
~,~w,+%~*=o~ 
CA v/l + DA ‘i/2 = 0, 
it follows 
and 
from which it follows IJJ, = 0 and then also w2 = 0. Thus there exists a closed 
linear operator d such that (4.18) is valid. As it is seen from B,, the 
resolvent SgA cannot be extended beyond p which implies (4.20). The 
property (4.19) follows from (4.21) and 
Now from (4.19) it follows that ,r4 is densely defined. It remains now to 
consider the eigenvalues. Let 
be an eigenvector of .M - mc2 with the eigenvalue y, i.e., 
(4.24) 
(4.25) 
By using the expressions (4.22) and (4.23) it is immediately seen that 
x,v, E D(p); by (4.24) also v, E @n(p) so that (4.24) and (4.25) hold with 
A, and C, instead of A”, and C,. This implies 
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Conversely, if 7’,@) ly = 0, then by setting vi = w and v12 = (,u + mc2 - V) v 
we obtain (4.24) and (4.25). Q.E.D. 
4.3 Remark. The linearization described in Theorem 4.2 was also 
mentioned in [ 111. It is not self-adjoint, but contrary to the various self- 
adjoint linearizations it produces resolvents holomorphic in l/c at cl) and 
therefore the analytic perturbation theory (see [ 1 l] and the references cited 
there). 
While, as Theorem 4.2 shows, our linearization has the right eigenvalues, 
the analyticity in l/c of other physical quantities involving eigenvectors (e.g., 
transition probabilities, scattering theory) needs additional considerations 
and will not be treated here. 
We now go over to derive the explicit perturbation formulae for the 
isolated eigenvalues and eigenprojections of A’ - mc2. We assume as before 
that v0 is an isolated eigenvalue of H with the multiplicity q < co. The circle 
f and its radius d are as in Theorem 4.1 and also (4.5) is supposed to hold. 
From (4.6) it follows for 1 E r 
T,(A)-’ = lH-Alp”2 sign(H-A) 
x?- 
k:O 
sign(H - 1) “(fan’“’ ]* 1~ - k/-1”2, (4.26) 
which is convergent in operator norm, uniformly in A E r. In the special case 
of a bounded V (4.26) can be simplified to read 
T,(k)-‘= c (H-A)-‘[(V-A)2(H-k)-‘]k (2mlc’)k. 
k=O 
(4.27) 
From (4.26) all other perturbation formulae for the resolvent, eigenpro- 
jections, and eigenvalues are derived. In order to keep the notation more 
transparent we shall always use the simpler writing as in (4.27) although it 
has no sense for general V. The right formulae are then obtained through a 
factorization as in (4.22) (4.23). 
So, for 9,, we have 
B,=-+T,@-‘, (4.28) 
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with 




1, = 01. (4.32) 
Here any negative power of WA has to be taken as zero. 
The series for the perturbed spectral projection belonging to the group of 
eigenvalues surrounded by r is given by 
(4.33) 
Since ‘all series converge in norm uniformly in 1 E r they can be integrated 
term by term which gives 
~1’ ? ’ 
2 & (-2mC2y 
Tkr (4.34) 




$0’ = p 
01 
S’P’ = SP 
5 p = 1, 2,..., (4.36) 
where PO is the spectral projection of H belonging to v. and S is the 
corresponding reduced resolvent of H: 
S = hlo (A - H)--‘(l -PO). (4.37) 
409’9h.‘I 6 
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We have further 
+ Tk-,(% - v> + (‘lo - v> Tk-2(q” - VI 
(-2)kP ’ I t-2)- ’ 
p=lG ’ 7; ()70 - v) Tk- I 
2 kyo (mC’)k (_2)k + (-2)k ’ I ’ 
where again T, = 0 for k < 0. 




The series for P,, Q,, R, has exactly the same form as that for P, Q, R, 
respectively; the only difference is that Tk is replaced by pk for which the 
sum in (4.35) extends to all p, ,..., pk+, > 0 with 
P,+...+Pk+,=k-l. (4.41) 
The formula for the weighted means of the eigenvalues inside of r reads 
tr(% - v) fk- , 
I (-qk-’ ’ 
(4.42) 
The lowest approximations, given by the lowest terms in C9,1, Y”, 7’ ‘, and 
I- qo, are 
(4.43) 
1 1 1 
-4mc2 c 11 i p&h - q*p,, 
1 
- tr ----7 p&h - 2qmc V)*P,, 
(4.45) 
(4.46) 
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respectively. Here, as we have said, (4.45) and (4.46) must in general be read 
as 
respectively. Equation (4.3) shows that the resolvent of & - mc2 has as its 
nonrelativistic limit a pseudoresolvent which is naturally connected with the 
Schrodinger operator with the same potential. The pseudoresolvents seem to 
be a natural tool to treat such kind of perturbation problems (see 
Ill, 12,8]). The operator (4.45) gives the right unperturbed vectors and its 
eigenvalues are the first corrections to the unperturbed eigenvalues. All series 
which appear here are norm convergent under the condition (4.5). 
We shall stop here our review of the perturbation formulae. It 
continued along the lines of 16, Chaps. II, VII]. 
5. APPLICATION TO THE COULOMB POTENTIAL 
In order to check how good our estimate (4.5) is we consider a 
which both the perturbed and unperturbed eigenvalues are exactly 
The Coulomb potential 
Ze2 







describing a z-mesic atom represents such a case. Here e > 0 is the 
elementary charge and Z is the atomic number. The eigenvalues of the 
Klein-Gordon equation with this potential are given by 
(-3” ! 
- I/2 
En*, = l+ [n + (1 + (1/2))(& - (Za)2/(1+ (1/2))Z -1)J’ 
mc’, (5.2) 
where a = e2/hc =: l/137 is the fine structure constant and 
n = 1, 2,...; f = 0, l)...) n - 1. 
As a function of Za, E,, has a convergent power series which looks like 






2’ /I = Z2e4m/2A2, 
are the eigenvalues of the Schrodinger operator. We set also 
d=d,=&“+, p 2n+l - rl,) = 1 n2(n + 1)2 * 
We use the following inequalities (both in the form sense): 








which holds for any K > 0. (Note that by (5.6) the conditions (2.2) and (2.3) 
are fullfilled for Za < 4. The latter inequality guarantees also the 
convergence of the power series for E,, in (5.2).) 
From (5.7) it follows 
K> 1, 
whereas for II E r (5.6) and (5.7) imply 
(5.8) 
(A- V)(j - V) < g - qq, + d,) H + Y&, (5.9) 
with 
g = (d” - rJ2 > 0, y = 16P + ‘2Qj-n + d,) > 0. 
From (5.9) it follows 
< SUP 
g - 2(V, + h>iu + (I”& - l))@ - KVd 
b-A/ 
K> 1. (5.10) 
P EUW) 
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Here the maximizing over 1 E r, ,U E u(H) and then the minimizing over 
K > 1 gives 
Gf g-2(r,+4)I?n+,+Y 
n [ 
+‘1,+, -KU%)]? (5.11) 
with 
1 
(n + 1)2 ’ 
According to (4.5) the perturbation series will converge, if the right-hand 
side of (5.11) is <2mc2. This gives 
2 
(-w2 <f(n)’ (5.12) 
where 
f(n) = (n + l12n2 2n + 1 
2 
2n + 1 2n2(n + 1)’ 
+’ 
rz2 
2 ( 2n + 1 1 
+ (n + 1)2 2n2(n + 1)2 n2i 
where we have used the identity 
2 
Ko Ko 1 
Kg- 1 Kg- 1 (n-t l)‘=Ki. 
Thus, the estimates guaranteed by our theory, in contrast to the real 
convergence radii, tend to zero as n --t co. This is not surprising since for 
n + co the distance 2d, between the unperturbed eigenvalues-and it plays a 
key role in any perturbation estimate-goes to zero. So, the most realistic 
estimate can be expected for the ground state, where it reads 
Za < 0.168..., 
while the exact convergence radius is given by 
zcl < 0.5, 
which is rather the same order of magnitude. 
K. VESELIk 
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