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Abstract
The observation and simulation of the variability of coastal sea level are impacted by 
various uncertainties, such as measurement errors and sampling biases, unresolved pro-
cesses, and model and forcing biases. Ocean model simulations suggest that another uncer-
tainty should be taken into account for the attribution of sea-level changes. Global ocean 
simulations indeed show that resolving mesoscale turbulence (even partly) promotes the 
emergence of low-frequency (LF) chaotic intrinsic variability (CIV) which causes sub-
stantial random fluctuations of sea level up to multiple decades in eddy-active regions of 
the world ocean. This random LFCIV is superimposed on the atmospherically forced (or 
simply “forced”) fluctuations, which are directly controlled by the atmospheric variabil-
ity. We show from a large ensemble of global oceanic hindcasts that this multi-decadal 
LFCIV leaves a substantial imprint on the long-term trends (1993–2015) of coastal sea 
level: over 17–20% of the global ocean coastal area, in particular along the coastlines of 
the northwestern Pacific and Indian Oceans, and around the Gulf of Mexico, random sea-
level trends may blur their atmospherically forced counterpart, such that simulated (and 
potentially observed) coastal sea-level trends cannot be unambiguously attributed to atmos-
pheric or anthropic causes. The steric and manometric sea-level change contributions of 
these uncertainties are discussed, suggesting that they mostly come from the manometric 
sea-level trends near the coasts.
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1  Introduction and Context
1.1  Open Ocean and Coastal Sea‑Level Evolution
The remote observation of sea level has reached an unprecedented level of accuracy and 
spatio-temporal coverage with the launch of the Topex/Poseidon altimeter satellite in 1992, 
followed by several successors up to the present day. Data from these successive missions 
have been inter-calibrated and merged into gridded fields, providing a continuous quasi-
global monitoring of sea level at a spatio-temporal resolution ranging from the scale of 
mesoscale eddies to the global ocean, and from weekly timescales to more than two dec-
ades (Ablain et al. 2017; WCRP Global Sea Level Budget Group 2018). These data have 
yielded tremendous progress in physical oceanography for the description, understanding, 
modeling, and forecasting of the evolution of sea level (as well as related variables, includ-
ing below the surface) over a wide range of scales.
Anthropogenic global warming is mostly being transferred to the ocean (Church et al. 
2011; Rhein et al. 2013) and has a particularly clear imprint on global mean sea level, with 
a linear rise of 3 ± 0.4 mm year−1 since 1993 (Nerem et al. 2018). This globally averaged 
increase is mostly due to the thermal expansion of sea water (known as thermosteric sea-
level contribution), and to the melting of ice sheets from Greenland and Antarctica and 
mountain glaciers. The continental freshwater input has a global imprint on global mean 
sea-level rise and is known as barystatic sea-level rise (Gregory et al. 2019). At regional 
scale, other physical processes are at play such as salinity changes that can compensate 
or enhance temperature changes (Llovel and Lee 2015), ocean dynamics and circulation 
(affecting seawater properties), atmospheric heat fluxes, precipitation, and evaporation 
(Church et al. 2013). The observed trends of sea level in fact have a complex and slowly 
varying spatial structure controlled by many oceanic and atmospheric processes, the geom-
etry of ocean basins and coasts, the vertical displacements of the latter, etc. This means 
that in certain coastal regions, the observed sea-level trend can be substantially smaller 
or larger than its global average, raising in the latter case serious environmental concerns 
within highly populated coastal areas around the globe.
The monitoring, understanding, and mitigation of sea-level changes require accurate and 
stable measurements of open ocean and coastal sea level over long periods (see Marcos 
et al. 2019), together with numerical and process-oriented studies of the ocean dynamics. 
Another important issue also requires attention: it concerns the estimation of uncertainties 
associated with the measurements and processes of long-term sea-level variations, which 
are particularly large in coastal regions.
1.2  Low‑Frequency Chaotic Intrinsic Variability (LFCIV) in the Ocean
One specific uncertainty about the low-frequency oceanic variations of regional sea level 
has been somewhat overlooked until recently and is now being recognized as substantial in 
the open ocean. Global ocean/sea-ice simulations, and especially those performed in the 
eddying regime (with grid spacings of 1/4° and finer) show that nonlinear ocean dynam-
ics spontaneously produce a Low-Frequency Chaotic Intrinsic Variability (LFCIV), even 
without any low-frequency atmospheric forcing. Penduff et  al. (2011) and Sérazin et  al. 
(2015) have shown from long global ocean/sea-ice high-resolution simulations, repeatedly 
forced by the same annual cycle, that the LFCIV leaves a large imprint on sea level in many 
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regions of the open ocean, and may explain in certain midlatitudes eddy-active regions up 
to 100% of the full interannual-to-decadal sea-level variability simulated in a hindcast.1 
This LFCIV questions the attribution to atmospheric or anthropic drivers of regional sea-
level variability or long-term changes: the LFCIV in the turbulent ocean consists of a per-
sistent low-frequency spatially-structured “noise” (with a random phase and an intermittent 
character) that may blur or even dominate the “signal” (i.e., the atmospherically forced 
variations) that is directly driven by the evolution of the external forcing. It is important to 
note that LFCIV is much weaker in non-turbulent ocean models2 (Penduff et al. 2011), sug-
gesting that the coarse-resolution ocean components of coupled climate models used for 
climate projections largely underestimate this source of uncertainty.
Sérazin et al. (2018) demonstrated that nonlinear interactions between mesoscale (tur-
bulent, chaotic) eddies at subannual timescales spontaneously and persistently feed sea-
level variability at longer timescales (i.e., decadal in the Southern Ocean).3 This temporal 
inverse cascade is at work in 1/4° and 1/12° global ocean simulations; this process is basi-
cally equally strong under seasonal atmospheric forcing and under full reanalyzed forcing, 
and may thus be an important source of LFCIV in oceanic hindcasts.
1.3  Disentangling the LFCIV and the Atmospherically Forced Ocean Variability
The model studies mentioned above took advantage of pairs of simulations: a climatologi-
cal run that isolates the LFCIV under repeated seasonal forcing, and a hindcast (driven by 
an atmospheric reanalysis including interannual variability) that simulates the “full” low-
frequency ocean variability. These results suggested that the full ocean variability in this 
eddying regime might be a blend of LFCIV and atmospherically forced variability (Penduff 
et al. 2011). Pairs of simulations, however, are not sufficient to properly disentangle both 
components.
In order to separate both components, the OCCIPUT project produced a large ensemble 
(50 members) of 1/4°-resolution global ocean/sea-ice NEMO-based simulations (Penduff 
et al. 2014, Bessières et al. 2017). As explained in the next section, the integration strategy 
was designed to separate, quantify, and characterize the forced variability that is directly 
driven by the atmospheric variability, and the chaotic intrinsic variability (abbreviated as 
LFCIV for low frequencies) whose phase differs in each member, and which is independ-
ent of the atmospheric evolution.
Studies based on 1/4° and 1/12° climatological simulations have shown that the LFCIV 
not only has a strong imprint on sea level, but also on the Atlantic Meridional Overturn-
ing simulation (AMOC; see Hirschi et  al. 2003; Grégorio et  al. 2015). Analyses of the 
OCCIPUT ensemble have further demonstrated that the LFCIV, now diagnosed from 
ensemble statistics, remains comparable in amplitude to its counterpart in climatologi-
cal runs (Leroux et al. 2018), and impacts other important climate-relevant oceanic vari-
ables: the interannual-to-decadal variability of ocean heat content (OHC) was, for example, 
shown to be dominantly chaotic in several regions of the global ocean (Sérazin et al. 2017).
1 That is, a simulation driven by an atmospheric reanalysis, i.e., including the full range of timescales.
2 Certain 1°-resolution simulations produce LFCIV, albeit with much weaker intensity (e.g., O’Kane et al. 
2013).
3 Although other processes such as large-scale baroclinic instability may also produce LFCIV (Huck et al. 
2015).
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While the globally integrated OHC interannual-to-decadal variability is almost totally 
forced by the atmosphere in the OCCIPUT ensemble, the LFCIV impact on certain large-
scale climate-relevant oceanic indices can remain substantial at very large spatial scales. 
Zanna et al. (2018) thus showed that between 40 and 48°S, the LFCIV accounts for about 
30% of the monthly to multi-decadal variability of the Meridional Heat Transport inte-
grated over the whole range of longitudes.
1.4  Impacts of the Forcing and of the LFCIV on Long‑Term Oceanic Trends
The chaotic component of the eddying ocean variability can exert a significant influence 
even at timescales of multiple decades and thus has an imprint on long-term trends. Sérazin 
et al. (2016) showed from a long climatological 1/4° NEMO simulation that multi-decadal 
LFCIV in strongly eddying regions may manifest itself as random sea-level trends over 
several decades. Sérazin et al. (2017) further showed that in such regions the 30-year trends 
of OHC fields, computed between 1980 and 2010 from the OCCIPUT ensemble, may also 
be mostly due to the oceanic chaos and not to the atmospheric (or anthropogenic) forcing. 
Llovel et al. (2018) showed that similar results hold for regional sea-level trends in many 
regions of the open ocean over the altimetric period (1993–2015).
These results strongly suggest that attributing low-frequency ocean variability, and cer-
tain long-term trends, to external (atmospheric, or anthropogenic) drivers is not straightfor-
ward in the eddying ocean. The ocean-driven multi-decadal LFCIV may manifest itself in 
certain finite-length time series as significant random trends. This raises important issues 
regarding the detection and attribution of oceanic changes in numerical simulations, and 
presumably in observations.
The aforementioned studies were, however, focused on the impacts of the LFCIV and 
atmospheric variability in the open ocean and gave no particular consideration to coastal 
regions. In this study, the OCCIPUT ensemble simulation is analyzed to disentangle the 
respective imprints of the atmospheric forcing and the low-frequency oceanic chaos on 
regional sea-level trends over the altimetric period (1993–2015), in particular in coastal 
regions. This paper addresses the following questions:
• How are the forced and random sea-level trends distributed in the coastal ocean?
• Where is the signal-to-noise ratio (ratio between the forced and random trends) largest
and smallest in the coastal ocean?
• What are the contributions of steric and manometric (i.e., non-steric or bottom pressure
changes, Gregory et al. 2019) effects in the forced and random sea-level trends in the
coastal ocean?
• What are the implications of the above issues for the monitoring, analysis and forecast
of sea-level trends?
Section 2 presents the OCCIPUT ensemble simulation, and the post-processing applied
to the model outputs. Section 3 presents the respective imprints of forced and random sea-
level trends, with a specific focus on coastal and shallow regions. Conclusions are given 
and discussed in the last section.
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2  Post‑processing of Model and Observed Data
The partners of the OCCIPUT project (OceaniC Chaos—ImPacts, strUcture, predicTabil-
ity, Penduff et  al. 2014) performed two kinds of 1/4° ocean/sea-ice simulations drawing 
on a common global model configuration based on NEMO3.5 (Bessières et al. 2017): the 
ensemble run presented above consists in 50 hindcasts with perturbed initial conditions, 
driven over 1960–2015 by the DFS5.2 forcing fields (based on ERA-Interim, see Dussin 
and Barnier 2013); a companion climatological simulation was repeatedly forced during 
330 years by a climatological atmospheric annual cycle derived from DFS5.2. (This forc-
ing is devoid of any low-frequency and trend.) The integration strategy is detailed in Ler-
oux et al. (2018) and is summarized below.
2.1  Ensemble Simulation Strategy
All members of the ensemble simulation were initialized using the final state of a common 
21-year spin-up. We then introduced slight stochastic perturbations within each ensemble 
member during 1960 (see Brankart 2013  and  Bessières et  al. 2017), switched off these 
perturbations at the end of 1960, and resumed the integration of the 50 members until 2015 
using the same fully varying DFS5.2 forcing. Nonlinear ocean dynamics yield an initial 
growth of incipient perturbations, i.e., of chaotic mesoscale anomalies; the subsequent 
ensemble spread then approximately saturates in amplitude within a few months or years 
depending on the region (see Zanna et  al. 2018). Nonlinear processes (e.g., eddy–eddy 
interactions, subsequent spatial and temporal inverse cascades) then contribute to extend 
the range of chaotic fluctuations toward lower wavenumbers and frequencies, hence feed-
ing the LFCIV and larger structures which emerge around the ensemble mean within each 
member with a random phase. As shown in Sérazin et al. (2016) under seasonal forcing, 
and in Sérazin et  al. (2017) and in Llovel et  al. (2018) in the OCCIPUT ensemble, the 
LFCIV exerts an influence on decadal and longer periods as the OCCIPUT simulation 
proceeds, and leaves regional imprints on long-term trends in the form of random trends 
within each member. The present paper will assess whether (coastal) sea-level trends are 
also impacted by this random signal.
2.2  Computing Regional Sea‑Level Trends
The full details of the post-processing are presented in Llovel et al. (2018) and summarized 
below. The diagnostics performed in this study started in 1993, i.e., after 21 + 34 = 55 years 
of dynamical adjustment within each member. At every grid point of each ensemble mem-
ber, we first compute the linear trend of sea level over the 23-year period 1993–2015. The 
imprint of the model numerical drift on sea-level trends is then estimated from the clima-
tological run in a similar way: the drift-related linear sea-level trend is computed at every 
grid point from the climatological run after 55 years of adjustment, i.e., between years 56 
and 78. This field is removed from the trends of the 50 ensemble members to retain the 
geophysical sea-level trend signals. Finally, we subtract the global average from these 50 
sea-level trend fields (this being necessary in Boussinesq ocean models, see Greatbatch 
1994), yielding 50 estimates of regional sea-level trends over 1993–2015, corrected for the 
model drift and relative to their global average. These processing steps yield a remarkably 
small root-mean-square difference between observed and ensemble mean sea-level trends 
(1.57 mm/year over the period 1993–2015, see Llovel et al. 2018).
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Consistently with the above, steric sea-level fields are calculated from the monthly 
3-dimensional temperature and salinity fields archived from the 50 ensemble members 
(between 1993 and 2015) at every grid point. We estimate the spurious drift of 3-D temper-
ature and salinity from the climatological run (between years 56 and 78), remove this drift 
from the 3-D temperature and salinity fields from the 50 members, compute the full-depth 
steric sea-level trend fields, and finally remove their respective global averages. This yields 
50 regional steric sea-level trend fields, corrected for the model drift and relative to their 
global average. Manometric sea-level trends are computed from each ensemble member 
as the difference between sea-level trends and full-depth steric sea-level trends. Note that 
manometric sea-level trends refer to the ocean bottom pressure term in regional sea-level 
changes (see Gregory et al. 2019 for more details).
The observed regional sea-level trend field is calculated over the same 1993–2015 
period from the Climate Change Initiative (CCI, Legeais et al. 2018) dataset derived from 
several altimeter missions. The observed regional sea-level trend field is finally obtained 
by removing the global average from the latter field and used to assess the realism of the 
ensemble simulation.
2.3  Ensemble Statistics: Forced and Random Trends
The ensemble standard deviation (ESTD) of any oceanic field simulated with this initial 
perturbation ensemble modeling strategy quantifies the imprint of the chaotic variability 
on this field (i.e., the width of the ensemble spread). The ensemble mean (EMEAN) of any 
field provides an estimate of the atmospherically forced signal, since all members were 
driven by the same atmospheric forcing. For the purpose of this study, we estimated the 
forced sea-level trend (due to external influences, i.e., atmospheric variability and trend, 
anthropogenic influences, etc.) by the ensemble mean of the 50 sea-level trend maps, and 
the imprint of low-frequency chaotic variability by the ensemble standard deviation of 
these maps (which will quantify the amplitude of random trends in the following). These 
forced and random signals are estimated for the total, steric, and manometric regional sea-
level trends. Using the Lilliefors test, we verified that local ensemble distributions of total 
and steric sea-level trend fields are Gaussian at the 95% significance level over 93% of the 
global ocean area. The use of EMEANs and ESTDs to estimate the forced and random 
trends is therefore adequate for our analysis.
3  Results from the 1/4° OCCIPUT Ensemble Simulation
Section  3.1 describes and compares the forced and random sea-level trends in the open 
ocean and summarizes the more detailed analysis presented by Llovel et al. (2018). The 
focus is put on coastal regions in the following sections.
3.1  Forced and Random Regional Sea‑Level Trends in the Open Ocean
Figure  1a, b shows the regional trends of sea level over the period 1993–2015 from 
altimeter observations and from a randomly picked OCCIPUT member (member #1), 
respectively. While some discrepancies are visible in certain regions (in particular in the 
North Atlantic western Subpolar Gyre), the distribution and magnitude of regional sea-
level trends are quite well reproduced by the model: Llovel et al. (2018) show that the 
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root-mean-square difference between OCCIPUT and observed trends is smaller than any 
simulation considered in Griffies et al. (2014). Large-scale patterns of regional sea-level 
trends range between roughly − 3 and + 3 mm/year, and are found at similar locations 
in the model and the real ocean: large positive trends throughout most of the western 
Pacific and within the subtropical gyres of the South Indian, South Atlantic, and North 
Atlantic oceans; large negative trends over most of the eastern and southern Pacific, and 
along the Gulf Stream path.
We now take advantage of the information from the 50 members and split the simu-
lated sea-level trends into their forced (EMEAN, Fig. 1c) and random (ESTD, Fig. 1d) 
components. The main large-scale patterns of regional sea-level trends simulated in 
member #1 happen to belong to the forced component over many regions (compare pan-
els b and c); there indeed, random trends (panel d) remain smaller than about 1 mm/
year, i.e., smaller than forced trends. The relative contributions of forced and random 
trends should, however, be compared more quantitatively to identify regions where the 
“signal,” associated with the atmospheric fluctuations and climate change, can be con-
sidered as significantly larger than the “noise,” associated with LFCIV.
We define at every grid point a signal-to-noise ratio (SNR) as the ratio of the abso-
lute value of the forced sea-level trend to the random sea-level trend, respectively, given 
by the EMEAN and ESTD of local trends. The larger the SNR, the more confidently 
one can attribute the regional sea-level trend found in one particular realization (i.e., 
one ensemble member picked randomly) to the external forcing, whether it be natural 
atmospheric variability or anthropogenic influences. Conversely, the smaller the SNR 
the more the low-frequency chaotic variability impacts the sea-level trends in a given 
realization, with a smaller impact of external sources. As Sérazin et al. (2017, their sec-
tion  4), we consider that one may attribute the regional trend found in a given reali-
zation to the external forcing where SNR > 2, while one cannot unambiguously do so 
Fig. 1  1993–2015 regional sea-level trends from the CCI observational product (a) and from the OCCIPUT 
ensemble simulation: ensemble member #1 (b), forced trends (c, ensemble mean), and random trends (d, 
ensemble standard deviation)
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where SNR < 2 (at the 95% confidence level). In other words, regional sea-level trends 
in regions where SNR < 2 may just be random since they emerge from the LFCIV.
Figure 2 shows the global distribution of the sea-level trend SNR, and the black con-
tour encircles regions where SNR < 2. Large forced trends are generally associated with 
large SNRs in vast areas of the intertropical Pacific, within most of the Eastern Pacific and 
Arctic oceans. This is no longer the case in many other parts of the global ocean: SNR < 2 
over most of the South Atlantic (25–55°S), central and tropical parts of the North Atlan-
tic (15–45°N, 0–10°N), western North Pacific (18–50°N, west of 180°W), western Indian 
ocean (west of 60°E, from 15°S to the northern boundary), and almost everywhere in the 
Antarctic Circumpolar Current (except in the South Pacific sector). There, our results sug-
gest that regional sea-level trends are not certainly driven by external (atmospheric or 
anthropogenic) causes, but may be random since they are influenced by the intrinsic oce-
anic “noise” (LFCIV). In other words, sea-level trends in such regions are affected by a 
sizeable uncertainty due to chaotic ocean dynamics.
3.2  Forced and Random Regional Sea‑Level Trends in Coastal Regions
Figure  2 shows that the SNR increases and passes the SNR = 2 threshold when 
approaching the coast in several regions, such as around Alaska, Antarctica, Australia 
and all islands located north of it, around all islands from Cuba to the lesser Antilles, 
or along the west coasts of America, Europe, and North Africa. Figure 3d shows that 
the coasts surrounding the southern tip of Africa (SA region) seem to be shielded from 
the very small SNR values found offshore within the strongly chaotic Agulhas Retro-
flexion. Along other coastlines, however, the opposite holds: the other panels of Fig. 3 
show that over large coastal parts of the northwestern Pacific (NWP), western Indian 
Fig. 2  Ratio between the forced and random 1993–2015 regional sea-level trends (i.e., ensemble mean 
divided by the ensemble standard deviation, or signal-to-noise ratio) deduced from the OCCIPUT ensemble 
simulation. Sea-level trends found in a single member cannot be unambiguously attributed to the atmos-
pheric forcing (95% confidence interval) in regions enclosed by the SNR = 2 isocontour (black)
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(WI), Gulf of Mexico, and US east coast (MEX), the SNR remains smaller than 2 and 
may even fall below 0.5 locally. In the latter coastal regions, the modeled sea-level 
trends may thus be random and cannot be unambiguously attributed to the atmospheric 
(and anthropogenic) forcing.
We now try to identify generic differences between the open ocean and coastal 
regions in terms of forced and random sea-level trends (and/or their ratio, SNR). We 
will focus on five specific domains: the global ocean, and the four domains shown 
in Fig.  3. We will show the distributions of forced trends, random trends, and SNR 
considering all grid points of each specific domain, then considering two subregions 
within each specific domain: the coastal domain (CD) will include all grid points 
located less than 25 km away from the coastline, whether they be deep or shallow. In a 
complementary way, the shallow domain (SD) will include all grid points where depth 
is shallower than 25 m, whether they be close to or far away from the coasts.
Fig. 3  Zooms of Fig. 2 in the Northwest Pacific (a), the Northwest Atlantic (b), the Northwest Indian (c), 
and around the south of Africa
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3.2.1  Scale of the global ocean
Let us first consider the global ocean domain. We sort in increasing order the signals 
(i.e., the absolute value of the forced sea-level trends) simulated at each grid point of the 
domain; we accumulate the areas of the corresponding grid points and express the result 
as a fraction (in %) of the total area of the domain. This result is shown in black in Fig. 4a 
(the fractional area is not shown for very small values of the signal): this line indicates for 
instance that the absolute value of forced sea-level trends is smaller than 0.4 mm/year over 
20% of the global ocean area, smaller than 1 mm/year (the median) over half of it, larger 
than 3  mm/year over 10% of it, and does not exceed 50  mm/year anywhere. The same 
Fig. 4  Cumulative fractional area of the global ocean as a function of: a absolute value of the forced sea-
level trends; b random sea-level trends; c local signal-to-noise ratio shown in Fig. 2. Black lines show the 
results for all model points, red lines for model points located within 0–25 km from the coasts, blue lines 
for model points located in regions shallower than 25 m
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computation is done in the CD and SD subregions of the global ocean, and the results are 
shown in red and blue in the same figure. The differences between these 3 lines are gener-
ally small (median values are around 1 mm/year in the 3 regions), except for the largest sig-
nals: the signal exceeds 3 mm/year within only 5% of the area of CD, and barely anywhere 
in SD. We thus conclude that at global scale, the distribution of forced sea-level trends in 
shallow and coastal regions is comparable to their counterparts in the open ocean, except 
for extreme (and rare) signals which are much smaller near the coast.
The same three computations are repeated in the global ocean, substituting the signal 
with the noise (i.e., random trends or ensemble standard deviation). Figure 4b shows that 
noise values range between about 0.035 and 20 mm/year at global scale, with a median of 
0.3–0.4 mm/year, that is 30–40% of the median of the signal. Unlike the signal however, 
the noise substantially decreases (by a factor of about 3 for the median, 10 for the maxi-
mum) when focusing on shallow (SD) and coastal (CD) domains. This reduction might 
be explained by one or several of the following hypotheses: the mesoscale processes that 
emerge and may locally feed LFCIV may be marginally resolved by the model since inter-
nal deformation radii are smaller in shallow regions (see, e.g., Hallberg 2013); the time-
scales of the LFCIV generated in these regions may not reach multiple decades and have 
less imprint on long-term trends; the multi-decadal LFCIV present in the neighboring open 
ocean may be high-pass filtered when approaching the coasts and shallow waters. Other 
hypotheses might exist, and further work is required to explain these features, which never-
theless are quite robust according to Fig. 4b.
Figure 4c does not show the ratio of the lines in the previous two panels, but presents 
the result of the binning described above applied to local SNR values within the global 
ocean, and its CD and SD subdomains. The black line shows that sea-level trends can be 
considered to be dominantly driven by the atmosphere over more than half (62%) of the 
global open ocean area (where SNR > 2). Colored lines show that regional sea-level trends 
in coastal and shallow parts of the global ocean are characterized by larger SNR values 
than in the open ocean: the SNR remains larger than 2 in about 80–83% of their area; the 
coastal areas are also those where the largest values of the SNR may be found at global 
scale.
These model results conversely show that within 17–20% of the coastal and shallow 
areas of the global ocean, the 1993–2015 sea-level trends are likely to be random because 
of LFCIV and are not certainly forced by external drivers. This proportion decreases from 
38 to 17–20% from the open ocean to the shallow and coastal domains because the imprint 
of LFCIV on sea-level trends significantly decreases there. In other words, the model sug-
gests that the attribution of observed sea-level trends (from altimetry or from tide gauges) 
to non-oceanic sources is questionable over 38% of the global ocean area, and over about 
one-fifth of the coastal and shallow water area. The implications of these results are further 
discussed in the last section of this paper.
3.2.2  Zoom on Four Specific Regions
We now describe in more detail the respective imprints of the external forcing and of the 
oceanic chaos on sea-level trends in the four regional domains shown in Fig. 3, and in their 
coastal (CD) and shallow (SD) parts.
We saw that coastal SNR values tend to remain small in the region surrounding the 
Southern tip of Africa (SA, Fig.  3d). Figure  5d shows that the SNR changes from the 
whole SA domain to its shallow and coastal parts are comparable to those described at 
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global scale (Fig.  4c): while SNR values are smaller than 2 over most (62%) of the SA 
full domain, this proportion sharply decreases (17–23%) near the coasts and in shallow 
areas, except along the northeastern coasts of South Africa and the southeastern coast of 
Mozambique where the SNR remains smaller than 2 (and even less locally, see Fig. 3d). 
As in the global ocean, the decrease of SNR values in the coastal and shallow areas of the 
SA domain is essentially due to a sixfold decrease of the median (and more than a tenfold 
decrease of the maximum) of the LFCIV-induced noise, while the median of the signal 
remains very close to 1  mm/year (not shown). These resemblances suggest that in sev-
eral parts of the global ocean, approaching the coastal and shallow oceans has comparable 
impacts on the forced and random parts of sea-level trends as in the SA region.
Figure  5b resembles Fig.  5d: within the whole region shown in Fig.  3b, SNR values 
are smaller than 2 over 62% of model grid points, and over substantially less (36–38%) 
grid points in its coastal and shallow parts, with a strong spatial inhomogeneity: coastal 
sea-level trends can be attributed to the forcing along most of US Atlantic coast (SNR > 2 
from around Titusville, FL, to Nova Scotia at least) and along the coasts of the Caribbean 
islands. In contrast, our results suggest that coastal sea-level trends may be random over 
most of the Gulf of Mexico coastline (from southwest Florida to the southernmost point of 
the Gulf), with SNR values remaining even smaller than 0.5 everywhere between Pensa-
cola, FL, to Caillou Bay, LO.
The structure of the forced and random trends is much more homogeneous along the 
coasts of the northwestern Pacific (NWP) domain, host of the strongly turbulent Kuro-
shio. Here as well, the SNR remains below 2 within most (about 68%) of its total area. 
In contrast with the other regions considered, however, this fractional area remains as 
large when only coastal regions are considered, and even increases (90%) in the shal-
low parts of the NWP domain. Figure  3a further shows that the sea-level trend SNR 
Fig. 5  Same as Fig. 4c for the four domains shown in Fig. 3 (with identically laid out panels)
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remains smaller than 2 (and becomes locally much smaller) almost everywhere along 
the continental and island coastlines located within the East China Sea, Yellow Sea, 
and Japan Sea, all the way between the cities of Haikou (South China) and Vladivostok, 
including most Japanese coastlines (except southern and northeastern Hokkaido). Fur-
ther analysis in the NWP region (not shown) shows that the median forced sea-level 
trends now decrease by a factor 4–6 near the coasts and in shallow waters compared to 
the open ocean, while the imprint of LFCIV on these trends only decreases by a factor 
of 3, yielding these small SNR values over most of the coasts in this area. The NWP 
domain is therefore the region of the global ocean where attributing coastal sea-level 
trends to external drivers is the most questionable.
3.3  Steric and Manometric Contributions to the Coastal Sea‑Level Trend 
Components
The total regional sea-level trends discussed above may be split in two components: 
steric trends result from the thermal expansion and haline contraction of seawater, and 
manometric (i.e., non-steric) sea-level trends come from local changes in the mass of 
seawater at each location. Note that the trends in the melting rate of glaciers and ice 
sheets are not taken into account in these simulations.
In this section, we investigate the respective imprints of steric and manometric com-
ponents on the forced and random trends over the global ocean area, and in its shallow 
(SD), and coastal (CD) parts. Table 1 summarizes for each of these three domains the 
forced part, the random part, and the SNR of the total, steric and manometric regional 
sea-level trends. The last three lines in Table  1 are derived from the counterparts of 
Fig. 4 drawn for the steric and manometric sea-level trends (not shown); colors corre-
spond to the whole global ocean, its coastal and shallow parts.
Table 1  Main statistics (last 3 lines) of total, steric, and manometric sea-level trends (last three columns) 
over the global ocean: whole domain (black), grid points within 25 km of the coasts (red), grid points with 
depth shallower than 25 m (blue)
GLOBAL CEAN Total
sea level trends
Steric
sea level trends
Manometric 
sea level trends
Whole Coastal Shallow
Median of
the Signal Absolute value
(Forced sea level trends, 
mm/yr)
1.0 1.0 1.0 1.0 0.9 0.9 0.1 0.4 1.0
Median of the Noise
(Random sea level trends, 
mm/yr)
0.3 0.1 0.1 0.3 0.045 0.025 0.05 0.09 0.1
Fractional area where S/R < 2 38% 17% 20% 37% 5% 1% 56% 30% 14%
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3.3.1  Steric and Manometric Coastal Sea‑Level Trends: Forced Part
The second line in Table 1 concerns the median of the absolute value of the signal (i.e., 
of the forced trends). In Fig. 4a, this median corresponds to the abscissae where each line 
reaches the 50% fractional area. As explained in the previous section, the median absolute 
values of the forced total sea-level trends are basically the same over the open ocean, the 
coastal and shallow domains (close to 1 mm/year, see line 2, column 2). The next two col-
umns of line 2 further indicate that forced steric trends are also typically close to 1 mm/
year in absolute value over these 3 domains, but that forced manometric trends (last col-
umn) are 4 and 10 times stronger in the coastal and shallow domains, respectively.
This strong increase of forced manometric trends toward the coast is consistent with 
several studies using forced ocean circulation models (Griffies and Greatbatch 2012) and 
coupled climate models (Landerer et al. 2007a, b; Yin et al. 2009, 2010) at coarse resolu-
tion. Sea-level projections in the late twenty-first century show an increase of bottom pres-
sure loading along shelves and marginal seas related to the expansion of open ocean water 
due to the increased concentration of greenhouse gases in the atmosphere. Such a forced 
increase of ocean heat content in the open ocean may create a steric sea-level gradient 
next to the continental shelf and push water masses toward the coast at the shelf break. As 
the deep open ocean can absorb more heat than shallower coastal regions, steric sea-level 
trends can be greater away from the coastal zone. Therefore, the steric sea-level change 
yields a dynamic topography gradient near the continental shelf areas, with lower dynamic 
topography on the shelves than in the open oceans. Dynamic topography gradients may 
then locally modify ocean currents through dynamical adjustments. Therefore, open ocean 
water is expected to progressively penetrate on the shelves, increase mass and therefore 
ocean bottom pressure in the coastal areas, yielding this enhanced forced manometric sea-
level trend near the coasts.
3.3.2  Steric and Manometric Coastal Sea‑Level Trends: Random Part
The third line in Table 1 concerns the median of the noise (random trends). In Fig.  4b, 
this median corresponds to the abscissae where each line reaches 50% fractional area. As 
mentioned in Sect. 3.2.1, the median amplitude of random total sea-level trends is close to 
0.3 mm/year over the whole global ocean area, i.e., about 30% of the typical forced signal. 
Unlike the forced (total and steric) sea-level trends which were similar in the whole, coastal 
and shallow regions, typical values of their random counterparts drop by 70–99% when 
only coastal and shallow domains are considered (columns 2 and 3, line 3).
As was noted for its forced counterpart, the manometric random sea-level trend median 
increases (roughly doubles) from the open ocean to its coastal and shallow parts, and gets 
similar as the total random trend median (about 0.1 mm/year). This amplification toward 
the coasts of manometric trends thus concerns both the forced and random components, 
unlike the steric trends whose medians remain unchanged (forced component) or sharply 
drop (random component). The dynamical hypotheses presented in Sect. 3.3.1 to explain 
the coastal amplification of forced manometric trends are likely to hold for their random 
counterparts.
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3.3.3  Steric and Manometric Coastal Sea‑Level Trends: Signal‑to‑Noise Ratio
The reader might have noted that adding the medians of steric and manometric sea-level 
trends (columns 3 and 4 in lines 2 or 3) does not yield the median of total sea-level 
trends (column 2). Indeed, the fractional areas corresponding to steric and manometric 
components are computed independently after sorting their values by increasing order. 
In other words, the values given in rows 2 and 3 of Table 1 do not take into account the 
possibility of local compensations between steric and manometric signals. These pos-
sible compensations are now taken into account: the last line of the table gives the frac-
tion of the area of the global ocean (full, coastal, and shallow domains) where the local 
signal-to-noise ratios (SNR) of total, steric, and manometric sea-level trends are smaller 
than 2. This is the percentage of the area where regional trends cannot be unambigu-
ously attributed to external causes (95% confidence), but may be due to the LFCIV.
As mentioned earlier, attributing total sea-level trends to the atmospheric forcing is 
questionable over 38% of the global ocean area; this fraction decreases to 17–20% in 
its coastal and shallow parts (line 4, column 2). The changes of the forced and ran-
dom parts of the steric and manometric signals when approaching the coast (described 
above separately) combine together when considering them locally, and yield a simpler 
picture in terms of SNR: the fractional area over which the oceanic LFCIV may affect 
the (steric, manometric, and total) sea-level trends consistently decrease when switch-
ing from the global ocean to its coastal and shallow parts. In the coastal regions located 
within 25  km of the coasts, the external forcing cannot be certainly  held as the main 
driver of total sea-level trends over 17% of the oceanic area. This area proportion is 
slightly larger (30%) for manometric sea-level trends, and clearly smaller for steric sea-
level trends (5%).
In summary, our results show that sea-level trends in coastal regions are somewhat 
shielded from the LFCIV, whose relative contribution compared to the forced signal is 
smaller than in the open ocean. The attribution of coastal sea-level trends to external 
forcing (atmospheric fluctuations, anthropogenic forcing) is thus valid over most of the 
globe, but requires care in regions where the SNR approaches 2, and may be invalid 
where SNR values drop below this level (i.e., within 17–20% of the global ocean coastal 
area). The model suggests that sea-level trends in such regions may be random since 
they are substantially impacted by the ocean-driven low-frequency chaotic variability.
4  Conclusions and Discussion
Sea-level trends have a complex distribution along the coasts, where the ongoing global 
mean sea-level rise can be either enhanced or reduced. The accurate monitoring and 
understanding of these coastal trends requires detailed analyses of their causes, and of 
the associated uncertainties. In this paper, we investigated the contributions of two driv-
ers of coastal sea-level trends over the altimetric period (1993–2015): the trends driven 
by the atmospheric evolution (of natural or anthropic origin), and the trends driven by 
the oceanic Low-Frequency Chaotic Intrinsic Variability (LFCIV). The latter driver is 
substantial when mesoscale eddies are (even partly) resolved, and should be considered 
as a source of uncertainty for attributing coastal sea-level trends to external drivers: the 
LFCIV indeed induces random fluctuations on sea-level trends and other oceanic fields. 
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Using the outputs of a large ensemble of 1/4° global oceanic hindcasts, we showed that, 
in certain coastal areas, this “noise” may blur the detection of regional sea-level trends.
Our results do not concern (and do not question the anthropic origin of) the globally 
averaged 1993–2015 sea-level trend, which was removed from our datasets: they concern 
the regional contrasts of sea-level trends near the coasts, specifically their external or inter-
nal origin. Our main results may be summarized as follows:
• Coastal sea-level trends are not significantly impacted by the ocean-driven multi-dec-
adal LFCIV over most (80–83%) of the global ocean area located less than 25 km away
from the coasts. They may be attributed to non-oceanic (atmospheric or anthropic)
causes with 95% confidence level.
• However, coastal sea-level trends cannot be unambiguously attributed to atmospheric
drivers over the remaining 17–20% of the global ocean coastal area. There, the ocean-
driven multi-decadal LFCIV is smaller than in the open ocean, but still induces random
sea-level trends that represent more than half of the externally driven counterpart, and
may blur the detection of the latter.
• These latter regions are inhomogeneously distributed around the globe and sit near
strong eddy-active regions (Fig. 3). They include in particular all island and continental
coastlines between 142°E and the Asian coast between 20 and 42°N, most of the Gulf
of Mexico coastline, and several parts of the northwestern Indian Ocean coastlines.
• Steric sea-level trends are impacted by LFCIV over only 5% of the global ocean coastal
area; manometric sea-level trends are impacted by LFCIV over a larger fraction (30%)
of it.
These results suggest that the presently available 23-year altimeter record is not long
enough to rigorously assess the externally forced character of sea-level trends along 
17–20% of the coastlines. It is nevertheless likely that a longer altimetric record will pro-
gressively increase the percentage of coastal areas where the LFCIV does not perturb the 
attribution of sea-level changes. In this context, an interesting perspective of this study 
would be to assess the contribution of atmospherically forced and internally generated sea-
level trends in coastal regions where (longer) tide gauge records are available.
The members of this ensemble simulation represent the observed distribution of 
regional sea-level trends with a very good degree of accuracy in the open ocean (as quanti-
fied in Llovel et al. 2018), except in a few areas such as the western Subpolar Gyre of the 
North Atlantic. As for any model-based study however, our results should be considered 
with caution. The fidelity of 1/4° simulations may decrease from the open ocean toward the 
coasts: certain coastal processes are either absent from our model (e.g., tides, surface grav-
ity waves, etc.), or may be marginally resolved (mesoscale turbulence, edge waves, coastal 
wind drop-off, certain upwellings, etc.) since depth, hence the internal Rossby radii and the 
model effective resolution, generally decrease when approaching the coasts. Future inves-
tigations of forced and random coastal sea-level trends could utilize for instance higher 
resolution ensembles of regional coastal simulations (with adequate lateral forcing), and 
ideally ensembles gathering different types of models. The present study may in any case 
be seen as a proof of concept: it illustrates at least the potential of ensemble-based mod-
eling strategies for disentangling internal and external sources of oceanic fluctuations over 
a wide range of scales.
As noted in Sect. 1.2, the ocean-driven LFCIV, and therefore random sea-level trends, 
are largely underestimated in laminar ocean simulations forced by the atmosphere, and 
presumably also in ocean–atmosphere coupled simulations where the oceanic mesoscale 
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is absent. In other words, the LFCIV is an oceanic driver of coastal sea-level changes in 
the turbulent regime, which may compete with the external drivers examined in Wood-
worth et al. (2019) and with the ocean–atmosphere coupled modes presented by Han et al. 
(2019). More importantly, the random character of LFCIV suggests that it actually consti-
tutes a source of uncertainty for the detection and attribution of coastal sea-level trends, in 
addition to those simulated by climate models (Carson et al. 2019), and that these uncer-
tainties should also be taken into account for coastal sea-level projections (see Jevrejeva 
et al. 2019).
Fasullo and Nerem (2018) and Hamlington et al. (2019) used ocean–atmosphere cou-
pled ensemble simulations (with a non-eddying ocean component) to extract the “inter-
nal” and “forced” sea-level trends. In their context however, (1) “internal” refers to the 
variability (e.g., ENSO, PDO, etc.) and trends that emerge from the air-sea coupling and in 
the turbulent atmosphere, whose phase are essentially random and differ among ensemble 
members; (2) and “forced” refers to the response of the coupled system to the sole anthro-
pogenic forcing (greenhouse gases concentration increase in particular).
In our study, we have used an ocean-only ensemble simulation (with an eddying ocean 
model) driven by a prescribed atmospheric variability. As explained in Sérazin et al. (2017, 
their introduction) and in Penduff et al. (2018), this prescription of the atmospheric vari-
ability is mandatory to split the oceanic variability into its atmospherically forced compo-
nent, and its intrinsic/chaotic variability that spontaneously arises in the turbulent ocean. 
In other words, what we called the “forced” ocean variability and trends are those driven 
by the atmospheric forcing (including the anthropogenic trends it contains), and what we 
called the LFCIV and the random trends emerge in the ocean from nonlinear processes 
without coupling to the atmosphere. It is important to recall, as mentioned in Sect. 1.2, that 
this oceanic LFCIV is very small in non-eddying ocean models (Penduff et al. 2011; Gré-
gorio et al. 2015): Fasullo and Nerem (2018) and Hamlington et al. (2019)’s coupled simu-
lations performed with a non-eddying ocean are thus certainly underestimating this chaotic 
variability that our eddying ocean model generates. In other words, the processes and sig-
nals that we have disentangled are distinct from those considered in the latter two studies.
Characterizing the imprints of LFCIV on, e.g., sea-level trends in a global eddying 
50-member ensemble simulation coupled to the atmosphere would not only require huge 
computational resources; it would also require simulation and analysis strategies allow-
ing to separate intrinsic and forced signals within two fluids in complex interaction, and 
such strategies are not clear yet. An intermediate step could consist of forcing atmospheric 
model ensembles with sea-surface temperature (or upper ocean heat content) fields simu-
lated in several OCCIPUT members. This would help to answer important but open ques-
tions about the atmospheric response to random trends of the upper ocean heat content 
(Sérazin et al. 2017), which contribute to the steric sea-level trends discussed here. These 
ambitious modeling and physical objectives are left for the future.
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