To identify the type of edible oil, we proposed a near-infrared (NIR) spectral analysis method based on the contents of four characteristic components: iodine value, palmitic acid, oleic acid, and linoleic acid. Built support vector machine qualitative models that can identify eight kinds of oil. The four characteristic component values of 129 oil samples from 8 kinds of oil were collected and detected. Established three SVC identification models by using three parameter optimization methods including genetic algorithm, grid search and particle swarm optimization. The results showed that the prediction sets' accuracy rates of all the three models were up to 100%. Especially, both the accuracy rates of the correction and prediction sets of the particle-swarm-optimization-support-vector-machine classification (PSO-SVC) model reached 100%. The results indicate that it is effective and feasible to use the contents of characteristic components to identify the type of edible oil, and this method is fast, convenient, and accurate.
Introduction
Edible oil contains many valuable essential nutrients on daily diet, and it's indispensible in daily life. Researches show that edible oil contain many characteristic components including saturated fatty acids, iodine value [1] , palmitic acid, oleic acid, acid value, peroxide value. The contents of characteristic components in different types of edible oils are also variant. In addition, these characteristic components could determine the nutritional value and quality of edible oils. The increasing of people's demand for the quality of edible oil causing the price rising, a lot of merchants even put low-value oils into high-quality edible oils to gain more benefits. Therefore, it is necessary to establish a method to fast identify the type of edible oils for the sake of consumers' interests.
This study combines near infrared technology [2] with support vector machines and establish quantitative models of iodine value, palmitic acid, oleic acid and linoleic acid content in edible oil referring to the researches of Bo Peng [3] , Bin Tu [3] and Shuang Wu [4] .Then build qualitative model of iodine value, palmitic acid, oleic acid and linoleic acid content in edible oil on the basis of former quantitative models ,making accurate and fast identification of edible oil species come true.
Materials and Methods

Samples and Sample Sets
The tested samples were picked from eight common commercial edible oils in shop or market with different brands by different manufacturers, which could make these samples more compatible and representative and eliminate the influence of external factors caused by production technology and production technology as much as possible to reduce the random error of the experiment. The tested samples include soybean oil, peanut oil, rapeseed oil, tea seed oil, rice oil, corn oil, sunflower seed oil and olive oil. The sample-set-portioning algorithm based on joint X-Y distance (SPXY) was used to divide the spectral data of 129 samples into calibration and prediction sets at the ratio of 3:1. The calibration set was used to fit the models, and the prediction set was used to evaluate the prediction performances of these models. The numbers of samples in the calibration and prediction sets are shown in Table 1 . 
Instruments and Software
A custom-made laser near-infrared (NIR) vegetable-oil-quality detection instrument we applied in the tests. The central detector was applied in an Axsun XL410-type laser near-infrared spectrometer from the US, and it's scanning range was roughly 1350-1800 nm. The light path was 2 mm in length and spectral resolution was 3.5 cm -1 . The scanning performed 32 times. The spectral data I preprocessed by the MATLAB_R2013a software, and the models obtained were built and optimized with the Unscrambler X10.4 software.
Spectral Data Acquisition
Firstly, heated the oil samples to 60°C with a thermostatic water bath. Then, moved a sample into a 2-mm special cuvette quickly, which was placed into a sample cell fastly at 60°C in the NIR detection instrument. After 1 minute, I could get spectral data of the sample. Each sample was withdrawn and detected three times. The average spectrum was derived for the establishment of the quantitative model. The original NIR spectra acquired are shown in Figure 1 . 
Preprocessing and Wavelength Extraction of Spectral Data
Spectral preprocessing [5] [6] can eliminate the influence of random noise, background interference and instrumental fluctuation on the measurement results. Meanwhile, the representative spectral region can be screened to improve the calculation efficiency. In this experience, combined the standard normal variable transformation with detrending (SNV-DT, SNV as the formula (1)show) to process datas, and many other preprocess methods like multiple scattering correction (MSC), smoothing algorithm, baseline correction, and normalization were separately employed to preprocess the original spectra. The above pre-processing method is used in combination with a competitive adaptive reweighting sampling algorithm (CARS), successive projections algorithm (SPA) and an interval partial least squares (iPLS) [7] to build models, finally, the established models are compared to select the optimal model. of wavelength points, k=1,2,3,...,m) .
Modeling Method
Quantitative Model. Support vector machine [8] [9] regression (SVR) is applied to establish quantitative model because it's often used in quantitative prediction analysis. Studies have shown that error penalty factor C and radial basis function (RBF) kernel function [10] [11] parameter g in SVM are the key factors affecting SVM performance(the transformed formula of SVM follows as(2)),Therefore, obtained a high prediction correlation coefficient regression model by selecting the optimal parameter combination (C, g)that is optimized using a grid search algorithm [12] (CV).
represents the mapped eigenvectors of x) Qualitative Model. The qualitative model was built by support vector machine classification (SVC) method, Selected the optimal combination of parameters (C, g)and optimized them with genetic algorithm (GA), grid search (SG), particle swarm optimization (PSO) methods to get best model for prediction finally.
Results and Discussion
Prediction Performances of the Quantitative Models
The collected near-infrared spectral data was used as the input value of the SVR model to establish a quantitative prediction model for the iodine value, palmitic acid, oleic acid and linoleic acid content, set the correlation coefficient R and the root mean square error RMSE as evaluation standard to obtain the quantitative detection model parameter table shown in Table 2 and Table 3 . Table 2 . Parameters of the NIR-SVR models for iodine value prediction [4] . Table 3 . Parameters of the SVR models for the prediction of the contents of fatty acids [3] . In conclusion, above models and data demonstrate that model established by SVR can accurately predict the content of palmitic acid, oleic acid, linoleic acid and iodine value in edible oil, which provides a guarantee for the stability and accuracy of the following qualitative model.
Identification Performances of the Qualitative Models
Using the established quantitative models of palmitic acid, oleic acid, linoleic acid, and iodine values, to predict the content of the four components of the predicted sample in the eight oil samples, and use this value as the prediction set of the qualitative model of the edible oil, and then use real content of the iodine value, palmitic acid, oleic acid, and linoleic acid in the calibration set as input values for the calibration set of the qualitative model in 129 samples, grid optimization, genetic algorithm, particle swarm and other methods were used to optimized the parameters of the classification model, establishing a quantitative-qualitative model based on the criteria of palmitic acid, oleic acid, linoleic acid and iodine value, and it's parameters and test results as shown in Table  4 . Table 3 shows that the characteristic-value-based edible-oil identification technique is feasible and accurate. Among all the parameter optimization methods, the PSO-SVC method can achieve relatively good modeling and prediction results: No wrong prediction results were found among the 129 results. The two-dimensional parameter optimization diagram of PSO is shown in Figure 2 . Figures 3 and 4 , respectively. It can be found that: the three optimization methods were all reliable and all the prediction results are good, and the PSO-SVC model has a great generalization ability and good prediction performance.
Conclusions
According to the results of this study, the characteristic-value-based method for the identification of edible-oil type is viable. The established three SVC identification models have a prediction accuracy of 100%. And, only 1 or 2 errors took place in the calibration set. The accuracy of the prediction set of PSO-SVC model was also up to 100%, indicating that this method can successfully identify edible oils. 
