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1. INTRODUCTION 
Algebraic fixed-point theorems have long been important tools in the 
investigation of boundary value problems for ordinary differential equations. 
For example, Picard [6] made extensive use of successive approximation 
methods during his pioneering studies, and recently Falb and de Jong [2] 
have used several iterative techniques to investigate two-point nonlinear 
problems. The standard procedure for applying these constructive methods 
involves converting the problem to an equivalent integral equation by the 
choice of a suitable Green’s function. The resulting theory is consequently 
limited to problems for which such a formulation is possible. 
In this paper we shall apply a Newton iterative technique to boundary 
value problems for nonlinear ordinary differential equations. Our approach 
differs from the traditional work in two ways. First, we treat a very general 
problem with nonlinear boundary conditions. Moreover, we apply the itera- 
tive technique directly to the operators that result from the boundary value 
problems; no formulation as an integral equation is required. Using this 
approach, we develop existence and local uniqueness criteria for solutions 
of both traditional and less familiar boundary value problems. 
Let C(I) denote the linear space of continuous functions from the compact 
interval I = [a, S] into n-dimensional real arithmetic space Rn, and let 
C’(1) be the subspace of continuously differentiable functions on I. We shall 
consider the boundary value problem for a first-order system of n ordinary 
differential equations on I given by 
x’ + F(x, t) = 0, f(x) = 0. U-1) 
The function f is a mapping from a subset of C’(I) into R, , where m and n 
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are not necessarily equal. The problem (1.1) will be referred to as a nonlinear 
boundary value problem. 
Very little research has been done in the direction of applying constructive 
techniques directly to the operators resulting from nonlinear boundary 
value problems. The previous work is presented in two papers by M. Urabe. 
In the first [lo], he considers multipoint boundary value problems and obtains 
results for the existence and uniqueness of solutions by applying Banach’s 
contraction mapping principle. In the second paper [ 1 l), he applies a similar 
technique to a problem with more general boundary conditions. 
2. NEWTON'S METHOD IN BANACH SPACES 
In this section, we present a generalization of the well-known theorem of 
L. V. Kantorovich on the convergence of Newton’s method [3]. Although 
there is a vast literature detailing various extensions of Kantorovich’s theorem 
(see [5] and [7] for bibliographies), none of the extensions is well suited for 
dealing with the operators resulting from nonlinear boundary value problems. 
In particular, the available formulations require the existence of a two-sided 
inverse for a linear operator associated with the problem. Such an assumption 
would constrain the operator f in (1.1) to be an n-dimensional functional and 
thus severely limit the class of problems that could be treated. The following 
generalization of the Kantorovich theorem overcomes this difficulty by 
requiring only right inverses. Although the theorem and proof embody 
several variations from those in the literature, sections of the forthcoming 
development parallel the presentations in [5, pp. 421-424; 7, pp. 135-142; 81. 
If X and Y are real Banach spaces, we use L(X, Y) to denote the Banach 
space of bounded linear operators from X into Y. If Q is an operator from an 
open subset of X into Y, then Q’(x) and Q”( x are the first and second FrCchet ) 
derivatives of Q at a point x. The open ball with center at x and radius I will 
be denoted by S(x, I), and its closure will be designated by s(x, I). The 
identity operator on a linear space will be denoted by E. 
THEOREM 1. Let X and Y be Banach spaces and suppose D is an open 
subset of X. Assume Q: D + Y where Q is Frkhet d$ferentiable on D. For 
x0 E D suppose there exists an operator [Q’(xJ]+ E L( Y, X) such that 
Q’W [Q’(xo>l+ = E. 
Further assume there exist positive constants /I, K, 7 such that 
(9 ll~Q’(xoll+ IIG B; 
(3 llD’(xo~l+ Qh>ll < ‘I; 
(iii) II Q’(x) - Q’(r)11 G K II x - Y II for all x, Y E S(x, , r,,) (2.1) 
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where S(xo , 70) c D and 
IO = 1 - (1 - 2h)1/2 
rf= ’ 
h =/3K? <$, 
Cot&.sion. 
(1) The Newton iteratia for Q starting at x,, , namely 
X k+l = xk - IQ’@dl+Q(~d k = 0, 1, 2 ,..., 
(2.2) 
yields a sequence (xlc> which remains in s(x,, , r,J and converges to x* E S(x, , rO) 
such that Q(x*) = 0. 
(2) The sequence of rigkt inverse operators generated from [Q’(xo)]+ and 
given by 
wc%ll+~ k = 0, I, 2 ,..., 
is uniquely detmmined. 
(3) An error estimate is given by 
P 
I;X*-X,l;+&-’ k = 0, 1, 2 ,.... 
(4a) If  h <+ and (2.1) holds in S(x, , yl) where 
rl = 
1 + (1 - 2h)lj2 
pK 9 S@o ,ydCD 
and @‘(x0)]+ is a two-sided inverse of Q’(x,,), then x* is the unique solution of 
Q(x) = 0 in S(x, , rl). 
(4b) If h = Q and [Q’(xJ]+ is a two-sided inverse of Q’(xo), then x* 
is the unique solution of Q(x) = 0 in 3(x, , r,,). 
Proof. Let p(t) = ~~Kt2 - t + q, and define {tk) to be the scalar sequence 
of Newton iterates starting at t,, = 0 for the equation p(t) = 0. The sequence 
{tk) is strictIy increasing and converges to rO. Furthermore, a calculation 
shows that for k 2 1 
&+l - tk = 
$h(ta - t,-J2 
77 - ht, * 
If x E S(x,, , Y@>, it follows by (2.2) that 
(2.3) 
(2.4) 
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We can write 
Q’(x) = Q’@o) CE - [Q’bJl+ (Q’W - Q’WI 
and obtain, with the aid of (2.1), (2.4), and hypothesis (i), that 
ll[Q’(~o)l+ IiII Q%> - QWII < 1. 
Hence by [9, Theor. 4.1-C], we have that the operator 
M = iE - [Q’hJl’ (Q’W - Q’W-’ 
exists, belongs to L(X, X), and can be represented as 
M = E + f ~[Q’hJl+ (Q’bJ - Q’(4)>“. 
n-1 
(2.5) 
Thus [Q’(x)]+ exists and is given by [Q’(x)]+ = M[Q’(xJ]+. Furthermore, 
the representation (2.5) yields 
By hypothesis (ii) it follows that // x1 - x0 11 < t, . Hence we have that x1 
exists and lies in S(x, , ra). Now suppose xk exists, xk E S(x, , yo), and 
I/ xk - xkFl // < t, - t,-, for k = 1, 2 ,..., n. Since Q is Frechet differentiable 
and satisfies (2.1) on 8(x,, yo), we have 
Q&J = Q(xn-I) + 16’ Q’@n + (1 - 0) ~-1) @n - ~-1) de. 
Then by the definition of the Newton sequence, it follows that 
QW = s,’ [QWn + (1 - 4 x,-l) - Q’h-Al h - x,-d a. 
Therefore, using (2.1), we conclude 
II QhJll G 8K II x, - x,-l 11’. (2.7) 
Since [Q(x~)]+ exists, x,+r is defined as an element of X, and thus by (2.6) 
and (2.7) we obtain 
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Because (1 X, - x0 /I < t, , it follows from the induction hypothesis that 
ll%l+1 
_ x ,) ( iwll - Ld2 
12 \ 7 - ht, * 
Using (2.3), we see that (1 x,+~ - X, 11 < tn+l - t, . Furthermore, we 
obtain I] x,,, - x,, /I < tn+l and hence x,+r E S(X, , Y,,). By induction, we 
have established that, for any positive integer k, x, exists, x, E S(X,, , r,,), and 
Ilxk- xk-1 11 < tk - tk-l * 
It follows immediately that for any positive integers k and q, 
II x kin - xkI)<tk+~-tk<rO-tk. 
Therefore (x,} is a Cauchy sequence which converges to some element 
x* E @v,, , rs) since X is complete. Furthermore the continuity of Q implies 
that Q(Xk) --t Q(x*) if xk + x *. From the definition of the Newton sequence 
for Q beginning at x0 , we see that 
and thus 
11 Q(4ll = 11 Q’(Xd cxk+l - xkc)ii 
11 QWII d (11 Q’WII + 11 Q’(xo> - Q’txk)ii) 11 Xk+l - xk 11 - 
Hence by hypothesis (iii), we obtain 
11 &WI CG (11 Q'(xo)ll + Kyo) 11 xk+l - xk I/ ' 
Thus, Q&J -+ 0 as k --+ co, and by the uniqueness of limits in normed linear 
spaces, it follows that Q(x*) = 0. This proves (1). 
The representation 
iIQ’bJl+ = @ - [Q’(xo>l+ (Q’W - Q’WY [Q’(xo>l+ 
is valid at each step of the iteration and shows that the sequence of right 
inverses is uniquely determined for a tied choice of [Q’(xJ]+. This observa- 
tion establishes (2). 
The argument is completed by noting that the error estimate in (3) follows 
as in [S] and that statements (4a) and (4b) concerning uniqueness can be 
proved in the same manner as in [7, pp. 139-1421. 
The following result is more suitable than Theorem 1 for immediate 
applications to the operators which result from nonlinear boundary value 
problems. 
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COROLLARY. Let X and Y be Banach spaces and D be an open subset of X. 
Suppose Q is a twice continuously Frtkhet differentiable mapping of D into Y. 
For x0 E D assume that the operator Q’(x,,) is right invertible. Furthermore, 
assume there are positive real numbers o(, /3, K such that 
(9 I/ QhJll G ol; 
(4 ~I[Q’hJl+ II G R 
(iii) jl Q”(X)\\ < K for aZZ x E s(x,-, , r,,) 
where S(x, , rO) C D and 
r, = 
1 - (1 - 2h)lj2 
BK ’ 
h = ci,k12K < 5. 
(2.8) 
Then the conclusion of Theorem 1 is valid, provided (2.1) is replaced by (2.8) 
ivz statement (4a) about uniqueness. 
Proof. The result follows from the observation that the assumptions of 
the corollary are stronger than the corresponding hypotheses in Theorem 1. 
3. NONLINEAR BOUNDARY VALUE PROBLEMS 
Boundary value problem (1 .l) will now be formulated as an equivalent 
operator equation, and the corollary to Theorem 1 will be used to obtain 
the desired existence and uniqueness criteria for solutions. We begin by 
making C(I) into a Banach space by giving it the uniform norm 11 . jlu defined 
bY 
II x llu = St”,‘: II x(t>ll 9 x E C(I). 
The linear space c’(I) will be made into a Banach space with the norm 
II . II* 9 
II x IL = II x Ilu + II x’ 1124 t x E c’(I). 
We shall also need to consider the product space Y = C(I) x R, , which 
is a Banach space under the norm 
It is necessary to require that certain relationships hold among the norms 
introduced on the various spaces of matrices in the problem. To be specific, 
let A, B, and C be, respectively, the linear spaces of j x k, k x I, and j x 2 
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real matrices with corresponding norms jJ . /jr, jj ’ I/a, and jl . [(a . Then the 
norms are said to be compatible, if for all A E A and B E J.3 we have 
If we make the natural identification of elements of R, with n x 1 matrices, 
then this notion of compatibility is a generalization of the concept defined in 
[4, p. 4271. We require that the arithmetic spaces R, and R, be given norms 
which are compatible with the norms introduced on the other spaces of 
matrices in the forthcoming development. 
We shall assume that the function F in (1.1) is at least continuously dif- 
ferentiable on U x I where U is an open subset of R, . The domain of the 
operator f is assumed to be an open subset D of c’(I), and we shall require 
that x(t) E U, t E I, for every choice of x E D. Hence, we can define an operator 
T on D by 
T(x) (t) = F(40, 9, a<t<b. 
Since F is continuously differentiable, it follows that T maps D into C(I) 
and that T is continuously FrCchet differentiable on D. For any x0 ED, 
the value of T/(x,) at x E c’(I) can be represented as 
(T’(xo) 4 (9 = G(t) 4th a<t<b, 
where G is an n x n matrix of continuous functions and the indicated 
multiplication is ordinary multiplication of a matrix by a vector (see [7, 
p. 95-j). In the remainder of this exposition we shall identify T’(x,) with the 
matrix G by using the notation T’(x,) (t) = G(t), t ~1. 
Now consider the problem (1.1). Define the operator P: D -+ Y by 
P(x) = [x’ + W),f(41. (3.1) 
The following key result is an immediate consequence of the form of P and 
the definition of the operations on Y. 
THEOREM 2. A function x E C’(I) is a solution of (1.1) a. and only z.. it is a 
sozution of P(x) = 0. 
We can now study questions of existence and uniqueness for solutions of 
(1.1) by applying the Newton iterative technique of the previous section to 
the equation P(x) = 0. 
THEOREM 3. Suppose the operators T and f in (3.1) are twice continuowly 
Frkchet dz@rentiable on D. For x,, E D let @ be a fundamental matrix on I for 
x’ + T’(x,) x = 0 
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and define 
K* = SE? II Wll 9 K, = “~7 II @-V>li . 
Also define the linear operator L on R, by Lt = f  ‘(x0) (@[), 4 E R,, and let M 
be an m x n matrix representation of L. Assume there exist positive constants 
oi, /I, K and an n x m matrix M+ such that 
(i) Ii f+,)li < 6 
(ii) &%!ZM- = E, (the m x m identity matrix); 
(iii> 1 -I- (1 + s:p II T’(4 (Oil) Wli M+ Ii + (1 i y II T’b4 (QI) 
x KlK2 II M+ II llf’(xJl (b - a) + Ii M” Ii IJ f’(x4 -I K&J - 1)) 
<Pi 
(iv) ‘1 P”(x)\\ < K for all x E S(x, , r,,) (3.2) 
where s(x, , r,J C D and 
P”(x) X$2 = [T”(x) ZlZZ , f  “(x) z&#], 
r. = 
1 - (1 - 2h)liz 
BK ’ 
Zl 7 x2 E C’(Q (3.3) 
Conclusion. The Newton iteration for P starting at x0, namely 
X. h+l = xk - [p’(xk)]+ P(xk), k = 0, 1) 2 )...) 
yields a sequence (xk} which is contained in S(x,, , r,,) and converges to an element 
X* E S(X~, r,) such that P(x”) = 0. For any nonnegative integer h, an error 
estimate is given by 
/i x* - xk IIs < L- iil!!Vf . 
flK 2’; 
Furthermore, ;f  h < 4 and (3.2) holds in the open ball S(x, , rl) where 
r I= 1 + (1 - 2JV 
1 BK , S(x,, rl> CD 
and M+ is an n x n invertible matrix, then x* is the unique solution of P(x) = 0 
in S(x,, , rl). I f  h = 4, then x* is the unique solution of P(x) = 0 in. s(x, , rU) 
provided M+ is an n x n invertible matrix. 
Proof. We proceed by satisfying the hypotheses of the corollary to Theo- 
Frn 1. By our choice of norms on C(I) and C’(1) we have that the mapping 
I!&,: x + x’ is Frkhet differentiable on D. Hence, for x0 E D, 
P’(xo) x = Lx’ + W,) x, f  ‘(xc,) xl, x E C’(1). 
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Thus, we can deal with the problem of calculating and bounding [P’(xs)]f 
by considering linear boundary value problems of the form 
x’ + T’(x,) x = #, (3.4) 
f’(xo) x = w (35) 
for [#, V] E Y. If we let Hx = x’ + T’(x,) x, it follows that the inverse image 
of any # E C(l) under H is the set of solutions of (3.4) and is represented by 
the following linear variety in C’(I): 
where N(H) denotes the null space of H. Thus H maps C’(1) onto C(1) and 
Eq. (3.4) has solutions for every choice of $ e C(l). Furthermore, the null 
space of H is isomorphic to R, under the isomorphism defined by 
5~.@1, PER,,. (3.6) 
Because the operator H is onto, it has right inverses, and one such right 
inverse is given by 
(H+#) (4 = j-” Q(t) Q-‘(s) W) ds, a<t<b. 
a 
Hence, using (3.6), we see that all solutions of (3.4) can be represented by 
x=@rf+H+$, PER,. (3.7) 
Therefore, x will be a solution of (3.4) and (3.5) if 5 E R, is a solution of 
M.$ = ZI - f’(x,J H+#. (3.8) 
By assumption, M has a right inverse M+, and thus, 
6 = to + M+b - f’h) H+#) 
is a solution of (3.8) for each & E N(L). However, we must choose & = 0 
in order to obtain a linear right inverse operator, and hence by (3.7) we have 
[p’(x,,)]+ [I/, w] = @(M+w - M+f’(xJ H+#) + H+$. (3% 
Now consider the problem of estimating the norm of [P’(xa)]+ EL( Y, C’(1)). 
For any [$, V] E Y, we let [P’(xa)]+ [#, w] = x. Then by definition, 
NONLINEAR BOUNDARY VALUE PROBLEMS 443 
But x’ = -T’(xa) z + # and thus, 
Using (3.9) and (3.10), we can apply the boundedness of the linear operator 
f’(~& the compatibility of the norms, and hypothesis (iii) to show that 
IIip’(~o)l+ II G 8. 
Since the mapping H,, is a bounded linear operator from C’(1) to C(I), it 
follows that Hi(x) = 0 for every x E C’(l). Thus, because T and f are twice 
Fr6chet differentiable on D, so is P and for each x ED, we obtain (3.3). 
Hence, if hypothesis (iv) holds, a check of the assumptions shows that the 
conditions of the corollary are satisfied. Our conclusion then follows imme- 
diately. 
4. SPECIFIC BOUNDARY CONDITIONS 
The boundary value problem treated in Theorem 3 is very extensive in 
that it includes nonlinear differential equations subject to many different 
classes of boundary conditions. The existence and uniqueness criteria 
developed for it are correspondingly general in nature. In particular, the 
estimate for the norm of II[P’(xJ]+ 11 g’ rven in hypothesis (iii) is very crude. 
For specific classes of problems and particular examples, more precise 
conditions can be formulated. As an illustration, we conclude by treating a 
iroblem that has been touched upon in its linear form (see [I, pp. 148-1491) 
but for which no nonlinear theory exists. The general framework for the 
following theorem will be the same as in the previous section; in particular, 
the linear spaces will have the same norms and the operator T is assumed to 
be derived from a continuously differentiable function F. Unless otherwise 
specified, all summations are assumed to be taken from I to infinity. 
THEOREM 4. Suppose P: D -+ Y where D is an open subset of C’(Z) and 
P has the form 
P(x) = [x’ + T(x), x B&q) - c] 
‘quith CER,, {Bi) a se q uence of real m x n matrices such that 2 11 Bi I/ < 03, 
#Ud Ti E I for i = 1,2,.... Assume the operator T is twice continuously Frkhet 
d$krentiable on D. For x,, E D let @ be a fundamental matrix on I for 
x’ + T’(x,,) x = 0 
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and dejke 
Assume there exist positive constants LY, 8, K and an n x m matrix M+ such that 
(i) II %4l < a; 
(ii) MM+ = E, , where M = C B,@(T~); 
(iii) 1 + (1 + st”,lp II T’(xJ Wll> 
xK~/IlM+l/+K,K,llM+/l(b--a)~/lBill+K,(b--a)t 
< it 
(iv) 11 P”(x)Ij < K for all x E S(x, , rO) 
where s(xO, Y,,) CD and 
P”(x) %% = [T”(4 f=w, ,013 a,,22 E c'(4, 
rO = 1 - (1 - %)1/s 
PK ’ 
h = c$PK Q 4. 
Then the conclusion of Theorem 3 holds. 
Proof. Let f(x) = 2 B&T,) - c. The operator fi(x) = C Bix(~J is 
clearly linear on C’(1). For every positive integer p, we have 
and so fl is bounded with a norm no larger than C 11 Bi Ij . Thus, P is twice 
continuously FrCchet differentiable on D. We also note that the finiteness of 
C j/ Bi /I guarantees the convergence of C Bi and C B,@(T,) and the con- 
vergence of C B,x(T,) for any x E C’(I). 
We have for every x E C’(1) that 
P’(xJ x = [x’ + T’(x,) x, C B&J] . 
Therefore, we consider the boundary value problem 
x’ + T/(x,) x = $4 c BIX(TJ = v, 
for [#, v] E Y. Since the matrix M = C B&rJ is a representation of the 
linear operator .$ ---f f ‘(x0) (@$), 5 E Rn , the assumed right invertibility of M 
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guarantees the existence of a right inverse for P’(x,J. Using the boundedness 
of f’(x,,) and the compatibility of the norms, we obtain from hypothesis (iii) 
that ll[P’(x,)]+ II B 8. Furth ermore, the linearity of fi assures that on D, 
P”(x) = [T”(x), 01. H ence, the corollary to Theorem 1 applies and the 
conclusion follows directly. 
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