In this paper, we investigate a parking process on a uniform random rooted plane tree with n vertices. Every vertex of the tree has a parking space for a single car. Cars arrive at independent uniformly random vertices of the tree. If the parking space at a vertex is unoccupied when a car arrives there, it parks. If not, the car drives towards the root and parks in the first empty space it encounters (if there is one). We are interested in asymptotics of the probability of the event that all cars can park when αn cars arrive, for α > 0. We observe that there is a phase transition at αc := √ 2 − 1: if α < αc then the event has positive probability, whereas for α > αc it has probability 0. Analogous results have been proved by Lackner and Panholzer [7] , Goldschmidt and Przykucki [3] and Jones [4] for different underlying random tree models.
Introduction
In this paper, we continue the investigation of phase transitions for parking processes on random trees begun by Lackner and Panholzer [7] , Goldschmidt and Przykucki [3] and Jones [4] .
Consider a finite rooted tree, whose edges are directed towards the root. Each vertex has a parking space for a single car. A fixed number of cars arrive one by one, each at a uniformly random vertex in the tree, independently of the others. If the parking space at a vertex is unoccupied when a car arrives there, it parks. If not, the car drives towards the root and parks in the first empty space it encounters (if there is one). If all vertices along the way already have been taken, the car has to leave the tree, and we say that the car cannot park. We will be interested in the probability that all cars can park. This problem originates in the computer science literature, where Konheim and Weiss [6] introduced it in order to model collisions in hash functions. Their setting takes a directed path on [n] = {1, 2, ..., n} with edges directed towards 1 and has each car picking an independent uniformly random preferred parking spot. On non-degenerate trees, which is the setting of primary interest to us, a similar model has been studied in the context of the modelling of rainfall runoff from hillsides (see Jones [4] and the references therein): here, the vertices of the tree represent different positions on the hillside and the directed edges represent paths down which water can flow. Each location has a certain capacity to absorb rainwater; once the threshold is exceeded, water flows futher down the hill; and the question is whether or not there will be runoff at the bottom.
Lackner and Panholzer [7] considered the parking problem on a uniform random rooted labelled (unordered) tree with n vertices. They proved that when a number αn of cars arrive independently at uniformly random preferred parking spots, the probability that all cars can park undergoes a phase transition as we vary α. A probabilistic explanation for this phase transition was given in Goldschmidt and Przykucki [3] , using the objective method. In this paper, we investigate the scenario of uniform random rooted plane (i.e. ordered) trees instead of unordered trees, with αn cars again arriving at independent uniform vertices. We show that there is an analogous phase transition in this setting.
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To specify our tree model precisely, let N = {1, 2, . . .} and let U = ∪ n≥0 N n be the Ulam-Harris tree. (By convention N 0 = {∅}.) Any element u ∈ U is a word u = u 1 u 2 . . . u n for some n ≥ 0 (where if n = 0 the word is empty). The parent p(u) of u is u 1 u 2 . . . u n−1 and the children of u are u1, u2, . . .. A rooted plane tree t is a subset of U with the following properties:
(The root is ∅.) We take as a convention that the edges of t are directed from u to p(u). Write T for the set of rooted plane trees. The size of t ∈ T (i.e. its size as a subset of U) is denoted by |t|. Write T n for the subset of T consisting only of trees of size n. We note that T n is a finite set, whose cardinality is given by the Catalan number C n−1 = 1 n 2n−2 n−1 . Throughout this paper, we write T n for a uniformly random element of T n .
Our main result is the following. Theorem 1.1. Suppose we have αn cars wishing to park on T n , and each car arrives at an independent uniform random vertex of the tree. Let A n,α be the event that all the cars can park. Then
If α > 1 then we have more cars than parking spaces and so trivially P (A n,α ) = 0 for all n sufficiently large. So for the rest of the paper we will impose that α ≤ 1. Henceforth, we write Geom( 1 2 ) for the geometric distribution with success probability 1/2 (having probability mass function (1/2) i+1 for i ≥ 0 and, therefore, mean 1), and Po(λ) for the Poisson distribution with parameter λ > 0. We write GGW( 1 2 ) for the law of the family tree of a Galton-Watson branching process with Geom( 1 2 ) offspring distribution. Fix a tree t ∈ T n . Then the GGW( 1 2 ) model generates t with probability u∈t 2 −k(u)−1 . Since u∈t k(u) = n − 1, this product is equal to 2 −2n+1 . So, in other words, the GGW( 1 2 ) model generates each of the C n−1 elements of T n with the same probability, and so, in particular, T n has the same distribution as a GGW( 1 2 ) tree conditioned to have n vertices. We will make extensive use of this fact. Let us also observe that the number of cars arriving at a single vertex of T n has Binomial( αn , 1 n ) distribution, which converges in distribution to Po(α) as n → ∞.
We will prove Theorem 1.1 in several stages. The structure of the proof follows closely that of Theorem 1.1 in [3] . The basic idea is that the model of random tree plus random arrivals of cars possesses a local weak limit, on which one can more easily analyse the problem, and for which the probability that all cars can park is exactly the limit given in Theorem 1.1. Conveniently, it turns out that the probability that all cars can park behaves continuously with respect to this notion of convergence, and so we are able to deduce Theorem 1.1.
The limit model consists of a tree generated as follows: we take an infinite backbone (a copy of N = {1, 2, . . .}, rooted at 1) and at each point k ≥ 1 we graft a pair of i.i.d. GGW( 1 2 ) trees (by identifying their roots with k). We orient all edges towards the root. (We do not give this tree a proper Ulam-Harris labelling because that will be unnecessary in the sequel.) Now let an independent Po(α) number of cars arrive at each vertex. It is convenient to analyse the parking process on this infinite tree in different stages. In Section 2, we examine the parking process on a single GGW( 1 2 ) tree with i.i.d. Po(α) arrivals of cars. In this setting, the random number of cars that reach the root satisfies a recursive distributional equation, which enables us to essentially completely analyse its generating function. In Section 3, we first argue that the claimed limiting model really is the local weak limit of the finite-n model. Then we use the conclusions of Section 2 to derive results for the parking problem on the full limiting model, and complete the proof of Theorem 1.1 by confirming that the probability that all cars can park on our limiting model is indeed the limit of such probabilities for uniform random rooted plane trees as the number of vertices tends to infinity.
Finally, in Section 4, we put our results into context and discuss future directions.
Parking on a single geometric Galton-Watson tree
We begin by presenting the key theorem of this section.
Theorem 2.1. Let X denote the number of cars that visit the root of a GGW( 1 2 ) tree with, for some α ∈ (0, 1), an independent Po(α) number of cars initially arriving at each vertex. Let p := P (X = 0).
We observe that the quantity E [X] undergoes a discontinuous phase transition at α = √ 2 − 1:
The rest of Section 2 is devoted to the proof of Theorem 2.1. In Section 2.1, we prove some basic properties of G, while in Sections 2.2 and 2.3 we deal with cases that α is below and above the threshold √ 2 − 1, respectively.
2.1.
Results for general α. To begin with, we establish some elementary results that hold for all α ∈ (0, 1).
For an integer m we write m + = max{m, 0}. By the recursive definition of a GGW( 1 2 ) tree, we obtain the following recursive distributional equation (RDE) for X:
where P ∼ Po(α), N ∼ Geom( 1 2 ), X 1 , X 2 , . . . are i.i.d. copies of the (non-negative integervalued) random variable X, and all of the random variables on the right-hand side are independent.
Moreover, either E [X] = ∞ or p = 1 − α (or both).
Proof. The inequality p ≥ 1 2 exp(−α) holds because if the GGW( 1 2 ) tree contains only the root and no cars choose to park there then clearly X = 0. Hence, we must have
For the second statement, we take expectations in (2) and obtain
, which implies the claim. Now let G(s) = E s X for s ≥ 0 be the probability generating function of X. We obtain from the RDE (2) that
Hence, G(s) satisfies a quadratic equation:
Solving this equation, we straightforwardly obtain that there are two possible values for G(s) for each s ∈ (0, 1):
For simplicity we write
for the two branches. Since we have an explicit construction of a solution to the RDE (2), G must exist and so, in particular, for all s ∈ (0, 1], we have
Since X < ∞ almost surely, G(1) = 1. So as s → 1, the limit of the denominator in (6) is 0. Assume (for a contradiction) that p < 1−α. Then the limit of the numerator is 1−p−α, which is strictly positive. Hence by Abel's Theorem, which states that E [X] = G (1−), the expectation of X is infinite in absolute value, and since X is non-negative we must have
In particular, this implies that G(s) − s converges to zero from above. But since G(s) ≤ 1 for s ∈ [0, 1], we must then have G (1−) ≤ 1, which contradicts G (1−) = ∞. It follows that p ≥ 1 − α.
The next lemma specifies that the probability generating function G must take the branch Q + at least in a neighbourhood of s = 0.
Proof. By Proposition 2.2, we have G(0) = p = 0. But lim s→0 Q − (s) = 0 and so G and Q − differ at 0. (One may also check that lim s→0 Q + (s) = p.) Since G is continuous, this completes the proof.
for all s ∈ [0, 1].
Proof. By the continuity of G and Lemma 2.4, it suffices to show that for all s ∈ (0, 1), the branches Q + and Q − do not meet, i.e. that
Since ((2 − p)s + p) 2 − 4s exp(α(s − 1)) is increasing in p for s ∈ (0, 1), by Lemma 2.3 it is enough to show that g(s) := ((1 + α)s + (1 − α)) 2 − 4s exp(α(s − 1)) > 0 for all s ∈ (0, 1).
The first and second derivatives of g are
Observe that g(1) = g (1) = 0 and g (1)
is a strictly decreasing function for s ∈ [0, 1], this then gives that g (s) > 0 for all s ∈ (0, 1). Hence g (s) is strictly increasing for s ∈ (0, 1). But then since g (1) = 0, by continuity of g at 1 we must have g (s) < 0 for s ∈ (0, 1). Hence, g(s) is strictly decreasing for s ∈ (0, 1), and it follows that ((1 + α)s + (1 − α)) 2 − 4s exp(α(s − 1)) > 0 for all s ∈ (0, 1), as required.
The following lemma establishes the values of p and E [X] for α ∈ (0,
Proof. We differentiate the expression for G(s) stated in Lemma 2.5 to find 1) ) .
As s ↑ 1, the numerator (2 − p) 2 s + p(2 − p) − 2(1 + αs) exp(α(s − 1)) tends to 2(1 − p − α) while the denominator tends to 0 from above. (As shown in the proof of Lemma 2.5, the denominator is strictly positive for s ∈ (0, 1).) If we had p > 1 − α, G (s) would tend to −∞ which gives E [X] = G (1−) = −∞, a contradiction. It then follows from Lemma 2.3 that p = 1 − α.
In particular, (8) becomes 1) ) .
Taking limit as s ↑ 1 in (6) and using L'Hôpital's rule, we obtain that
Hence, G (1−) solves
This has solutions
To determine the correct sign, we note that X is stochastically increasing in α.
respectively, the requirement that the derivative be non-negative yields that Proof. Assume, for a contradiction, that p = 1 − α. Recall from the proof of Lemma 2.5 that for g(s) = ((1 + α)s + (1 − α)) 2 − 4s exp(α(s − 1)) we have g(1) = g (1) = 0 and
which is strictly negative when α > √ 2 − 1. Hence, there exists some δ α > 0 such that for s ∈ (1 − δ α , 1), we have g(s) < 0. This contradicts (5) and the first result follows. The second follows immediately from Proposition 2.2.
The next lemma shows that for α > √ 2 − 1, G(s) is equal to Q − in a neighbourhood of 1 and so cannot be equal to Q + throughout the interval [0, 1].
Proof. Suppose, for a contradiction, that there exists δ > 0 such that
Then differentiating G(s) would give − 1) ) .
The numerator of the fraction tends to the negative quantity 2(1 − α − p) as s ↑ 1, while the denominator tends to 0+ as s ↑ 1. But then E [X] = G (1−) = −∞, which contradicts E [X] = ∞. Lemma 2.9. Let α > √ 2 − 1. Then there exists t ∈ (0, 1) such that
Proof. First we analyse the roots of h(s) := ((2 − p)s + p) 2 − 4s exp(α(s − 1)) as a function of s for s ∈ (0, 1). We note that for G(s) to have a solution as at (4), we must have h(s) ≥ 0 for s ∈ [0, 1], and so any root of h in (0, 1) must also be a turning point. We obtain two equations for the root(s) to satisfy:
where the second equation was obtained by differentiating the first. Combining these, we obtain that
Dividing by ( which has at most two roots in (0, 1). Now by Lemmas 2.4 and 2.8 there must exist some t ∈ (0, 1) where the Q + and Q − meet and G(s) changes branch. We note that t must be a root of f . We have shown that there can be at most two such roots, which implies that G(s) switches branch at most twice in [0, 1]. But since G(s) takes different branches near 0 and near 1, it must switch exactly once.
With the results in the above proof, we pursue our analysis of the function h(s) = ((2 − p)s + p) 2 − 4s exp(α(s − 1)).
Lemma 2.10. Let α > √ 2 − 1. Then h has two turning points, t 1 and t 2 , which are such that 0 < t 1 < t 2 < 1. Both t 1 and 1 are roots of h, and t 1 is the point where G switches branch. Moreover, h is monotonically decreasing on (0, t 1 ), increasing on (t 1 , t 2 ), and decreasing on (t 2 , 1). − 1) ). The second derivative h (s) is monotonically decreasing in s on (0, 1), so that either h (s) is monotonic or has exactly one turning point. In either case, h (s) has at most two roots, which means that h has at most two turning points in (0, 1).
Proof. First we note that
We have already established that h stays positive on (0, 1) except for one or two points where h and h are both equal to zero. Let t 1 be the leftmost of these. Then we have h(0) = p 2 > 0, h(t 1 ) = 0 and h(1) = 0. In order to have h(s) ≥ 0 on (t 1 , 1), there must be a turning point t 2 ∈ (t 1 , 1) at which h(t 2 ) > 0. Since h cannot have three turning points in (0, 1), there can be no roots of h in (t 1 , 1). The description of h given in the statement of the lemma follows.
This also provides us with more information on the values of p and the turning point t.
2)α , and the point t where G(s) switches branch is the smaller root of the quadratic function f from (10).
Proof. It is clear that t needs to be a root of f . Now f (0) and f (1) are both strictly positive, and there must also be a root in (0, 1) in order for G to change branch. So the discriminant (αp + p − 2) 2 − 4αp(2 − p) must stay non-negative and both (including repeated) roots of f need to lie in (0, 1). Now
which is non-negative if and only if (6 − (3 + α)p) 2 ≥ 8(2 − p) 2 . But since 6 − (3 + α)p > 0 and 2 − p > 0, we obtain
and, rearranging gives the upper bound for p. The lower bound comes from Lemma 2.7.
The conclusion that t is the smaller root of f comes from observing that, if there are two roots, then the other root, r, must satisfy h(r) > 0, i.e. 4r exp(α(r − 1)) < ((2 − p)r + p) 2 . Putting this into the expression for the derivative of h we get
But r is a root of f and so the right-hand side is 0. Hence, h (r) > 0. But by the previous lemma this is possible only if r > t = t 1 .
This completes the proof of Theorem 2.1.
3. The limiting model and the parking problem on it 3.1. The limiting model. We wish to consider the local weak limit of T n (following, for example, Aldous and Steele [1] ), which should intuitively be obtained by conditioning a GGW( 1 2 ) tree on non-extinction. It follows from Lemma 1.14 of Kesten [5] that one can make sense of this (a priori singular) conditioning for any mean-1 offspring distribution µ. In particular, the limit object may be constructed as follows. Vertices may have one of two types: they are either special or non-special. The root is special. Since we do not care about the planar ordering of the different offspring, and the size-biased distribution associated with Geom( 1 2 ) is that of 1 + G 1 + G 2 where G 1 and G 2 are independent Geom( 1 2 ) random variables, we obtain the following simplification, which is our limiting tree model, T . Start with an infinite directed path Π ∞ on N, with edges directed from k + 1 to k for all k ≥ 1. Then, for every k, graft two independent GGW( 1 2 ) trees onto k (by identifying their roots with k) with all edges directed towards k. Finally, root the resulting (infinite) tree at 1. We call this model GGW ∞ ( 1 2 ).
On the tree of size n, we had αn cars arriving at i.i.d. uniform parking spots. So, in particular, the joint distribution of the numbers of cars arriving at the different vertices is Multinomial( αn ; 1 n , . . . , 1 n ). It is not hard to see that in the limit (at least as long as we restrict our attention to a fixed subset of the vertices) we get an independent Po(α) number of cars at each vertex of the limiting tree model.
In summary, we claim that the local weak limit of our model is given by a GGW ∞ ( 1 2 ) tree T with i.i.d. Po(α) arrivals of cars at each vertex. Since, in fact, our only interest is in showing that the probability all cars can park on T n converges to the probability that all cars can park on T , we will not go into the topological details required to properly set up the convergence of the tree and cars. We will prove the convergence of the probabilities in Section 3.3 below.
3.2.
Parking on the limit model. In Section 2, we studied the random number X of cars that arrive at the root of a single GGW( 1 2 ) tree. Based on this knowledge of X, we will reexamine the parking process on our limiting model. We find it convenient to do this in two steps: first let the cars which arrive within the geometric Galton-Watson subtrees hanging from Π ∞ park within those subtrees if they can, or stop at the root of their subtree if they cannot. Let Y i denote the numbers of cars wanting to park at i ∈ N. Then in the second step, consider the parking problem restricted to the infinite directed path Π ∞ with arrivals of cars now given by Y i , i ∈ N.
The random variables Y 1 , Y 2 , . . . are clearly i.i.d. Since each vertex of Π ∞ has a number of neighbours off the path equal to the sum of two independent Geom( 1 2 ) random variables, we get that Y 1 , Y 2 , . . . have common distribution satisfying
where P ∼ Po(α), N 1 , N 2 ∼ Geom( 1 2 ), X 1 , X 2 , . . . are i.i.d. copies of X, and all of the random variables on the right-hand side are independent.
As shown in Goldschmidt and Przykucki [3] , the cars can all park on Π ∞ if and only if we have
(One can think of C n as the "spare parking capacity" in the first n vertices along the spine -if this ever becomes negative then some car cannot park.) The next result is the key theorem in this section. Theorem 3.1. Let T denote a GGW ∞ ( 1 2 ) tree with all edges directed towards the root. Now initially place an independent Po(α) number of cars at each vertex of the tree. Following our conventional parking rules, let A α be the event that all cars can park on T . Then
In particular, we may reformulate P (A α ) = P (C n ≥ 0 for all n ≥ 1) .
Proof. The process (C n ) n≥1 is a random walk with initial state C 0 = 0 and step-size 1 − Y n . If E [Y ] > 1, then by the strong law of large numbers, P (C n ≥ 0 for all n ≥ 1) = 0. Now by (11),
where the second line follows from Theorem 2.1.
For α ≤ √ 2 − 1, we apply the following lemma, whose proof may be found, for example, in [2] .
By (2), we have
where clearly P (P = 0) = exp(−α). Since α ≤ √ 2 − 1, we have P (X = 0) = p = 1 − α, and so
But then
and applying Lemma 3.2, we obtain the claimed result.
3.3.
Completing the proof of Theorem 1.1. Conditionally on the existence of a monotone coupling of the trees T n as n varies, the derivation of Theorem 1.1 from Theorem 3.1 is now identical to the proof of Theorem 1.1 in Goldschmidt and Przykucki [3] , the analogous result for uniform random (unordered) tree. The existence of such a coupling (also known as a "building scheme") follows from results of Luczak and Winkler [8] ; see, in particular, the discussion on p.427 of their paper. We will give a short proof for the sake of completeness. [8] ). There exists a coupling of the trees (T n ) n≥1 which is such that T 1 consists of the root ∅ and, for each n ≥ 1, T n+1 is obtained from T n by the addition of a leaf.
Proposition 3.3 (Luczak and Winkler
Proof. We start by introducing another model of trees. We call a binary tree a subset t ∈ ∪ n≥0 {0, 1} n (where, by convention, {0, 1} 0 = ∅) satisfying the following conditions: Notice that each vertex u of the tree has at most two children: a left child u0, a right child u1 or both. Let T 2 be the set of binary trees, and let T 2 n be the subset of binary trees of size n. Then T 2 n is enumerated by the Catalan number C n . There is a well-known bijection Φ : T n → T 2 n−1 , sometimes called the rotation correspondence, which works as follows. Let t ∈ T n . For each vertex u ∈ t, if k(u) ≥ 1 then keep the edge from u1 to u and delete the edges from u2, . . . , uk(u) to u. Draw new edges u(i + 1) to ui for 1 ≤ i ≤ k(u) − 1. Now remove the root ∅ and the edge to its (now unique) child. In the resulting object, treat edges of the original tree as edges from left children, and edges which we have added between siblings as from right children, and relabel accordingly, to give an element of T 2 n−1 . See Figure 1 for an example.
In particular, if T n−1 is a uniformly random element of T 2 n−1 then Φ −1 (T n−1 ) has the same distribution as T n , a uniformly random element of T n . Section 3 of [8] is devoted to showing that there exists a building scheme for (T n ) n≥1 which works by always adding a leaf. It is straightforward to see that addition of a leaf in t corresponds to adding a new leaf (indeed, a leaf which is a rightmost child) in t. So if (T n ) n≥1 is constructed according to the building scheme for binary trees then (Φ −1 (T n−1 )) n≥2 is a building scheme for uniform random plane trees.
This concludes the proof of Theorem 1.1.
Our results in context
Consider the following more general version of our model. Take a Galton-Watson tree with offspring distribution the law of some random variable N , and assume that i.i.d. numbers of cars initially arrive at each of the vertices of the tree, with common distribution that of some random variable P . Let us restrict attention to the situation where the offspring distribution is critical, i.e. has mean 1, and non-degenerate in the sense that P (N = 1) < 1 . (See [3] for a discussion of the sub-and super-critical cases.) As usual, let X be the number of cars arriving at the root, which solves the analogue of the RDE (2) . We are aware of three settings for which the distribution of X has now been fully analysed: N ∼ Po(1), P ∼ Po(α) in [3] ; N ∼ Geom( 1 2 ), P ∼ Po(α) in the present paper; and P (N = 0) = β, P (N = 1) = 1 − 2β, P (N = 2) = β, where β ∈ (0, 1/4] and P (P = 0) = 1 − α/2, P (P = 2) = α/2, where α ∈ (0, 2], in [4] . In each case, we have a critical offspring distribution with finite variance and a stochastically monotone family of arrival distributions parameterised by α; and in each case we observe a discontinuous phase transition for E [X], which jumps from a finite value to ∞ as α passes through some critical value α c . In each case, we also observe the branchswitching phenomenon for the generating function of X for α > α c , as described in Section 2.3. In particular, the behaviour of the random variable X seems to be, at least to some extent, universal. The following conjecture was made in [3] . This conjecture holds in our setting, despite the fact that our Geom( 1 2 ) offspring distribution has var (N ) = 2.
