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Re´sume´: nous de´finissons l’ide´e de bassin d’attraction pour l’ite´ration des ger-
mes holomorphes attractifs de CN , 0 et la notion de domaine de Riemann-Fatou-
Bieberbach. Ceci est un domaine de Riemann R recouvrant une region Ω ⊂ CN ,
et e´galement CN de fac¸on telle que les fibres de la projection vers CN soient com-
patibles avec celles de la projection vers Ω. Enfin, e´tant donne´ un endomorphisme
de CN admettant un point fixe re´pulsif en 0 (satisfaisant une hypothe`se technique
supple´mentaire), nous prouvons que le bassin d’attraction du germe inverse ad-
met un recouvrement par un domaine de Riemann-Fatou-Bieberbach et que, en
certains cas, ce domaine est biholomorphe a` CN .
1 Introduction
Rappelons qu’un domaine de Fatou-Bieberbach est un ouvert de CN biholo-
morphe a` CN ; le bassin d’attraction Ω d’un point fixe d’un automorphisme
f de CN a cette proprie´te´ dans le cas attractif (voir [RR], appendice), et,
parfois, dans le cas des applications tangentes a` l’identite´ (voir [Wck]). Pour
plus d’exemples de tels domaines, voir [BS], [BF], [FS], [G], [K], [My], [Si],
[Ste] et [Stn].
Nous proposons une ge´ne´ralisation de ce concept, consistant en un domaine
de Riemann (M, π) recouvrant un ouvert propre Ω de CN et e´galement CN : il
s’agit donc d’une correspondence holomorphe entre Ω et CN . En outre, les
fibres de la projection vers CN seront compatibles avec celles de la projection
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vers Ω: cela permet de voir ce type de construction comme une sorte de
’correspondence biholomorphe’.
Nous montrerons que, e´tant donne´ h un endomorphisme de CN avec un
point fixe re´pulsif re´gulier en 0 (voir de´f. 8), le bassin potentiel d’attraction
(de´f. 7) de 0 pour l’inverse local h−10 peut eˆtre recouvert par un domaine de
Riemann (M, π) qui sera aussi un domaine de Riemann (M,Ψ) au-dessus de
C
N . En outre, Ψ(x) = Ψ(y) ⇒ π(x) = π(y) et, si 0 est fortement re´gulier
(voir de´f. 8), M est biholomorphe a` CN .
2 Pre´liminaires
Soient N et M des varie´te´s complexes: un e´le´ment d’application holomorphe de
N dans M est une paire (U, f), ou` U est un ouvert connexe de N and f une
application holomorphe definie sur U et a` valeurs dans M.
Deux e´le´ments (U, f) et (V, g) sont reliables s’il existe une suite
{(Uj, fj)}j=0,....,n, telle que (U0, f0) = (U, f), (Un, fn) = (V, g) et, pour chaque
j = 0, ...., n− 1, {
Uj ∩ Uj+1 6= ∅,
fj+1|Uj∩Uj+1 = fj|Uj∩Uj+1 .
On dira aussi que (V, g) est un prolongement analytique de (U, f) et vice versa.
Un domaine de Riemann au-dessus d’un ouvert Ω ⊂ N est une paire (R, p) ou`
R est une varie´te´ complexe et p : R→ Ω un biholomorphisme local surjectif
(voir aussi [GR], p.43). Une extension analytique d’un e´le´ment d’application
holomorphe consiste en un domaine de Riemann connexe (S, π) au-dessus
d’un ouvert Ω ⊂ N tel que U ⊂ π(S), en une immersion holomorphe j : U →
S telle que π ◦ j = id|U et en une application holomorphe F : S → M telle
que F ◦j = f . Un morphisme entre deux extensions analytiques (S, π, j, F ) et
(T, ̺, ℓ, G) du meˆme e´le´ment (U, f) est une application holomorphe h : T →
S telle que h ◦ ℓ = j. Un morphisme entre deux extensions analytiques
(S, π, j, F ) et (T, ̺, ℓ, G) du meˆme e´le´ment est une application non constante,
univoquement de´termine´e -en j(U) et donc partout en S-, par ℓ ◦ j−1. En
outre, ̺ ◦ h = π et G ◦ h = F en j(U) donc partout en S.
Le seul morphisme entre une extension analytique et lui meˆme est l’iden-
tite´, la composition de deux morphismes est encore un morphisme; si un
morphisme admet une application holomorphe comme inverse, elle est encore
un morphisme: dans ce cas, nous parlons d’un isomorphisme de extensions
analytiques.
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De´finition 1 Une extension analytique S de l’e´le´ment (U, f) est maximale
si, pour chaque extension Ŝ de (U, f) il existe un morphisme h : S → Ŝ.
Remarquons que deux extensions maximales du meˆme element sont
force´ment isomorphes et donc l’extension analytique maximale est unique
a` isomorphismes pre`s.
The´ore`me 2 Tout e´le´ment (U, f) d’application holomorphe admet une ex-
tension analytique maximale
On pourra aussi consulter [N], chap. 2;6 ou [Ma] chap. 1(iv).
Le lemme suivante e´tablit une liaison entre les extensions analytiques max-
imales de deux e´le´ments qui sont inverses l’un de l’autre: il sera utilise´ dans
le cas fortement re´gulier (lemme 14 (iv)).
Lemme 3 Soient (U , f) et (V, g) deux e´le´ments d’applications holomor-
phes entre ouverts de CN , inverses l’un de de l’autre; soient (R, π, j,Φ)
et (S, ρ, ℓ,Ψ) leur extensions analytiques maximales: alors, si C =
{points critiques de Φ} et D = {points critiques de Ψ}, on a Φ(R \
C) = ρ(S \ D).
De´monstration. A) Φ(R\C) ⊂ ρ(S\D): soit ξ ∈ R\C et Φ(ξ) = η: il existe
un voisinage ouvert U1 de ξ, ouverts U2 ⊂ π(U1), V2 ⊂ Φ(U1) et une fonction
biholomorphe g2 : V2 → U2 (avec inverse f2 : U2 → V2 ) tels que (U2, f2) et
(U , f) soient reliables , aussi que (V2, g2) et (V, g). Par construction il existe
des immersions holomorphes ˜ : U2 → R et ℓ˜ : V2 → S telles que π ◦ ˜ = id
et ρ ◦ ℓ˜ = id. Soit V1 = Φ(U1) et
Σ = {(x, y) ∈ U1 × V2 : Φ(x) = y}.
De´finissons J : V2 → Σ en posant J(v) = (˜ ◦ g2(v), v). Or (Σ, pr2, J, π ◦ pr1)
est une extension analytique de (V2, g2) car π ◦ pr1 ◦ J = π ◦ ˜ ◦ g2 = g2. Mais
(V2, g2) est reliable avec (V, g), donc (Σ, pr2, J, π ◦ pr1) est une extension
analytique de (V, g).
Graˆce a` la maximalite´, cela entraˆıne qu’il existe une fonction holomorphe
h : Σ→ S telle que ρ ◦ h = pr2, donc η = pr2(ξ, η) = ρ ◦ h(ξ, η) ∈ ρ(S).
Enfin, par differentation compose´e, aucun point de ρ−1(η) ne peut eˆtre
critique pour Ψ.
B) Φ(R \ C) ⊃ ρ(S \ D): soit s ∈ S un point re´gulier de Ψ: il existe un
voisinage V de s ne contenant que points re´guliers de Ψ. C¸a signifie que, pour
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chaque s′ ∈ V , il existe un e´le´ment d’application holomorphe (V ′, g˜s′) (avec
ρ(s′) ∈ V ′) reliable avec (V, g); en outre, il existe une immersion holomorphe
ℓ˜ : V ′ → V . ParA) de´sormais prouve´, Ψ(s) ∈ π(R\C), donc il existe p ∈ R\C
et un voisinageW de p dans R\C tels que π(p) = Ψ(s) et π−1(g˜(V ′))
⋂
W 6= ∅.
Posons W ′ = π−1(g˜(V ′))
⋂
W : on peut supposer, sans perte de ge´ne´ralite´,
que π soit inversible dans W ′: alors il existe une immersion holomorphe
˜ : g˜(V ′) → W . Donc, pour chaque ζ ∈ ˜(g˜(V ′)), il existe η ∈ ℓ˜(V ′) tel que
Φ(ζ) = Φ(˜ ◦ g˜ ◦ ρ(η)). Or par la de´finition de extension analytique, on a
Φ ◦ ˜ ◦ g˜ = id, c’est-a`-dire Φ(ζ) = ρ(η). Conside´rons maintenant la fonction
holomorphe Ξ : W × V → CN de´finie en posant Ξ(w, v) = Φ(w)− ρ(v): on
a Ξ ≡ 0 dans ˜(g˜(V ′))× ℓ˜(V ′): cet ensemble est ouvert dans W × V , donc
Ξ ≡ 0 dans W × V . Cela implique finalement Φ(p) = ρ(s), ce qui conclut la
de´monstration.
Les deux e´nonce´es suivants correspondent aux lemmes 1 et 3 de l’appendice
de [RR]: le deuxieme est connu comme the´ore`me de Poincare´-Dulac.
Soit G = (g1...gN) un automorphisme triangulaire infe´rieur polynomial de
C
N : 
g1(z) = c1z1
g2(z) = c2z2 + h2(z1)
...
gn(z) = cNzN + hN(z1...zN−1),
ou` les c1...cN sont des constantes complexes non nulles, et chaque hi est une
fonction polynomiale de (z1...zi−1); soit ∆ le polydisque unite´ en C
N .
Lemme 4 (a) il existe M ∈ N, β ∈ R tels que deg(Gk) ≤ M et Gk(∆) ⊂
βk∆; (b) si |ci| < 1 pour tout i = 1...N , {G
k} converge uniforme´ment a` 0 sur
les compacts de CN et, pour chaque voisinage V de 0,
⋃
∞
k=1G
−k(V ) = CN .
The´ore`me 5 (Poincare´-Dulac) Soit V un voisinage de 0 in CN , F : V →
C
N une application holomorphe avec F (0) = 0 et F∗(0) triangulaire infe´rieure
; supposons que toutes les valeurs propres λi de F∗|0 := A satisfassent |λi| <
1. Alors il existe: (i) un automorphisme triangulaire infe´rieur polynomial
G de CN tel que G(0) = 0 et G∗|0 = A (ii) des applications polynomiales
Tm : C
N → CN , avec Tm(0) = 0, Tm∗|0 = id telles que G
−1 oTm oF − Tm =
O(|z|m), (m = 2, 3, 4....).
Le lemme suivant de´crit le comportement d’une application holomorphe au
voisinage d’un point fixe attractif:
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Lemme 6 Soit V un voisinage de 0 en CN , F : V → CN une application
holomorphe admettant un point fixe attractif en 0: alors il existe α < 1 et un
voisinage ouvert R ⊂ V de 0 tel que F n(R) ⊂ αnR.
De´monstration: graˆce au lemme de Schur, on peut supposer, sans perte de
ge´ne´ralite´, que
F∗(0) =

λ1 . . . . . . . . . 0
a21 λ2 . . . . . . 0
...
...
. . .
...
...
...
. . .
...
aN1 . . . . . . aN N−1 λN
 ,
ou` les λk (avec |λ1| ≤ |λ2| ≤ ... ≤ |λN |) sont les valeurs propres de F∗(0) et
les ajk des constantes complexes. Soit
Eε =

εN 0 . . . 0
0 εN−1 . . . 0
...
...
. . .
...
0 . . . . . . ε
 :
si ε est suffisamment petit, il existe α < 1 tel que
‖E−1ε F∗(0)Eε‖(= ‖E
−1
ε F∗Eε(0)‖) < α;
il existera alors ̺ > 0 tel que E−1ε ◦ F ◦ Eε(B(0, ̺)) ⊂ B(0, ̺), donc, si
p ∈ B(0, ̺), on a ‖E−1ε F
n
∗ Eε(p)‖ < α
n et
‖E−1ε F
nEε(p)‖ < α
n‖p‖ ≤ αn̺,
c’est-a`-dire E−1ε ◦ F
n ◦ Eε(B(0, ̺)) ⊂ B(0, α
n̺); mais alors, on a
F n(Eε(B(0, ̺))) ⊂ Eε(B(0, α
n̺)) = αnEε(B(0, ̺));
on conclut en posant R = Eε(B(0, ̺)).
3 Le the´ore`me principal
De´finition 7 Soit (R, F ) un e´le´ment d’application holomorphe avec un point
fixe attractif en 0 et tel que F n(R) ⊂ αnR, pour un certain 0 < α < 1; on dira
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que p est dans le bassin potentiel d’attraction de 0 pour la dynamique
de F (p ∈ BPA(F, 0) dans la suite) s’il existe une suite finie de points
{xν}ν=0...N et des prolongements analytiques (Vν , Fν) de F tels que x0 = p,
xν ∈ Vν, Fν(xν) = xν+1, Fν(Vν) ⊂ Vν+1 et oNν=0 Fν(V0) ⊂ R.
Soit maintenant h un endomorphisme de CN avec un point fixe re´pulsif en 0.
De´finition 8 On dira que le point fixe re´pulsif 0 est re´gulier s’il admet un
voisinage R sur lequel h est inversible, [h|R]
−k ⊂ αkR pour 0 < α < 1 et,
pour chaque k, hk est localement inversible; on appellera R un voisinage de
re´gularite´ de 0. Si, de plus, pour chaque k, hk est un reveˆtement topologique
on dira que le point fixe est fortement re´gulier.
Lemme 9 Soit 0 ∈ CN un point fixe re´pulsif re´gulier pour h, R un voisinage
de re´gularite´ de 0 et F := [h|R]
−1. Alors p ∈ BPA(F, 0) si et seulement si il
existe k ≥ 1 et un prolongement analytique (Vk, Fk) de F
k tel que Fk(Vk) ⊂ R.
Par conse´quent, pour tout k ≥ 1, hk(R) ⊂ BPA(F, 0).
De´monstration: (⇒) e´tant trivial, on prouvera (⇐). Pour chaque 0 < ν ≤
k et x ∈ hν(R) il existe un inverse locale φν,x de h
ν et un voisinage Uν,x de
x tels que φν,x (Uν,x) ⊂ R. Posons x0 := p, xν+1 := h
k−(ν−1) ◦ φk−ν,xν(xν)
et Fν := h
k − (ν − 1) ◦ φk−ν,xν pour 0 ≤ ν < k. Alors Fν(xν) = xν+1,
Fν(Uν,xν ) ⊂ Uν−1,xν+1 et
k
o
ν=0
Fν(Uk,p) ⊂ R. On conclut en posant, selon la
notation de la de´finition 7, Vν := Uk−ν,xν .
Nous rappelons que un domaine de Fatou-Bieberbach est un ouvert de CN
biholomorphe a` CN , peut eˆtre un sous-ensemble propre. On va de´finir une
ge´ne´ralisation a` ’plusieurs feuillets’ de cette ide´e:
De´finition 10 Un domaine de Riemann-Fatou-Bieberbach au-dessus d’un ou-
vert Ω ⊂ CN est un domaine de Riemann R au-dessus de Ω, avec projection
π qui est e´galement un domaine de Riemann au-dessus de CN avec projection
Ψ, tel que Ψ(x) = Ψ(y)⇒ π(x) = π(y).
The´ore`me 11 Soit h un endomorphisme de CN avec un point fixe re´pulsif
re´gulier en 0, R un voisinage de re´gu;arite´ de 0, Ω le bassin potentiel
d’attraction de 0 pour la dynamique de F := [h|R]
−1. Alors il existe un
domaine de Riemann-Fatou-Bieberbach M au-dessus de Ω. De plus, si 0 est
fortement re´gulier, M est biholomorphe a` CN .
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Remarque 12 On verra plus tard (voir section 4) que, ge´ne´ralement, on a
Ω 6= CN , comme dans le cas des domaines de Fatou-Bieberbach.
De´monstration: rappelons que F n(R) ⊂ αnR pour 0 < α < 1 convenable.
Graˆce au the´ore`me de Poincare´-Dulac, on prouve, comme dans la la
de´monstration du the´ore`me de l’appendice de [RR], qu’il existe une une
application holomorphe Ψ0 : R→ C
N satisfaisant
Ψ0 = 0
(Ψ0)∗ = id
G−noΨ0 = Ψ0oh
n.
(1)
Conside´rons maintenant le prolongement analytique maximal (M, π, j,Ψ) de
Ψ0.
Lemme 13 Si x1, x2 ∈ M et Ψ(x1) = Ψ(x2), on a π(x1) = π(x2).
De´monstration: comme π(x1), π(x2) ∈ Ω, il existe des voisinages Ui de
π(xi), des points {xik}k=0...N (avec xi0 = π(xi), i = 1, 2) et des e´le´ments
d’applications holomorphes (Wik, fik), i = 1, 2, chacun desquels reliable avec
F , tels que 
xik ∈ Wik
fik(xik) = xi,k+1
limk→∞ oNl=0 fil(Wi0) ⊂ R
i = 1, 2.
En outre, on peut supposer, sans perte de ge´ne´ralite´, que j admet des pro-
longements analytiques jik sur tous les Wik, de fac¸on telle que {jik(Wik)}
(i=1,2) soient deux chaˆınes d’ouverts en M connectant respectivement j(0)
avec x1 et j(0) avec x2. On peut aussi supposer que, pour k assez grand,
Wik ≡ R et jik ≡ j, i = 1, 2.
Posons Fik = okl=0 fil, i = 1, 2; on a Ψ ◦ jik ◦ Fik ◦ π = G
k ◦Ψ, donc
Ψj1kF1kπ(x1) = G
kΨ(x1) = G
kΨ(x2) = Ψ j2kF2kπ(x2). (2)
On peut supposer, sans perte de ge´ne´ralite´, que j soit inversible dans S et
Ψ injective dans j(S). On a alors que (2) entraˆıne, pour k = N j1N ◦ F1N ◦
π(x1) = j2N ◦F2N ◦ π(x2); en appliquant h
N ◦ π on obtient π(x1) = π(x2).
(lemme 13)
Lemme 14 On a: (i) Ω = π(M); (ii) Ψ est localement biholomorphe;
si le point fixe 0 est fortement re´gulier, (iii) π est un reveˆtement
topologique et (iv) ψ est un reveˆtement topologique.
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De´monstration. (i): graˆce au lemme 9, Ω =
⋃
∞
k=1
[
hk(R)
]
. Comme R ⊂
h(R) on a h(Ω) = Ω. Prouvons d’abord que Ω ⊂ π(M). Si p ∈ Ω, il existe,
graˆce au lemme 7, n ∈ N et un prolongement analytique (V, Fn) de (R, F
n) a`
un voisinage V de p, tel que Fn(V ) ⊂ R.
Cela entraˆıne que la suite d’applications holomorphes{
(G−k ◦ T ◦ F k−n)oFn
}
k∈N
(3)
converge uniforme´ment sur les compacts de V vers une application holomor-
phe Ψp, qui est visiblement un prolongement analytique de Ψ0 car Fn est un
prolongement analytique de F n. Ainsi p ∈ π(M).
Soit p ∈ π(M): il existe un prolongement analytique (Up,Ψp) de Ψ0 a` un
voisinage Up de p.
On peut supposer Ψ0 inversible sur un ouvert U ⊂ R: en soit (V,Ψ
−1
0 )
l’invers. On peut toujours supposer V ⊂ R. Comme
Ψ−10 ◦G
n ◦Ψ0 = F
n (4)
sur R pour tout n et, par le lemme 4, limk→∞G
k = 0 uniforme´ment sur les
compacts de CN , on voit que, pour chaque compact K ⊂ Up et n assez grand,
GnΨp(K) ⊂ R. On peut donc prolonger le membre gauche de (4) sur Up, en
gagnant l’e´le´ment Ψ−10 ◦G
n◦Ψp. Par conse´quent, F
n aussi peut eˆtre prolonge´
sur Up a` un e´le´ment (Up, Fn) et Fn(p) ∈ R. Ainsi p ∈ h
n(R) et, graˆce au lemme
9, p ∈ Ω.
(ii): notons que la de´finition de Ψp par (3) entraˆıne que cette applica-
tion est une limite de biholomorphismes locaux, donc soit Ψp est de´ge´ne´re´e
au voisinage de p, soit elle y est biholomorphe. Le premier cas ne peut
pas se pree´senter, car sinon, par prolongement analytique, meˆme Ψ0 serait
de´ge´ne´re´e, ce qui contredit (1).
(iii): prouvons que, dans le cas de forte re´gularite´, π jouit de la proprie´te´
du rele`vement des courbes. Soit γ : I → π(M) un chemin et x ∈ π−1(γ(0)).
Par construction de M il existe un chemin β : I → π(M) tel que β(0) = 0,
β(1) = γ(0) admettant un rele`vement β˜ : I → M tel que β˜(0) = j(0) et
β˜(1) = x. Soit Γ := β ∗ γ: comme π(M) = Ω par (i), Ω =
⋃
∞
k=1
[
hk(R)
]
et
hk(R) ⊂ hk+1(R), on a Γ(I) ⊂ hN(R) pour N assez grand.
Or hN est un reveˆtement, donc (R, FN) admet un prolongement analytique
le long de Γ jusqu’a` un e´le´ment (V, Fn) dans un voisinage de γ(1) = Γ(1).
On peut de´finir un prolongement analytique de Ψ0 le long de Γ a` l’aide de
(3).
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Cela entraˆıne que Γ admet un rele`vement Γ˜ : I → (M) tel que Γ˜(0) = j(0)
et Γ˜(1/2) = x. Posons γ˜(t) := Γ˜((t+ 1)/2): on voit que γ˜(0) = x et πγ˜ = γ,
donc γ admet un rele`vement respectivement a` π commenc¸ant a` x, c’est-a`-dire
π est un reveˆtement topologique.
(iv): au voisinage de 0 on a
Ψ−10 = lim
k→∞
hk ◦ T−1 ◦Gk; (5)
cette de´finition-la` peut eˆtre prolonge´e a` une application holomorphe Θ sur
C
N , car limk→∞G
k = 0 uniformement sur les compacts de CN .
Or, au voisinage de chaque point p ∈ CN , la suite (5) est une suite de
biholomorphismes locaux, car les {hk} le sont sur R, donc soit Θ est de´ge´ne´re´e
au voisinage de p soit p n’est pas un point critique pour Θ. Le premier cas ne
peut pas se pree´senter, car sinon Θ serait de´ge´ne´re´e sur CN , ce qui contredit
Θ∗(0) = Ψ∗(0)
−1 = id. Graˆce au lemme 3 et a` (ii), Θ(CN) = Ω.
Montrons que ψ jouit de la proprie´te´ du rele`vement des courbes. Soit γ :
I → CN un chemin et y ∈ ψ−1(γ(0)): graˆce au lemme 13, y ∈ π−1(Θ(γ(0))).
Puisque π est, par (iii), un reveˆtement, il existe un rele`vement γ˜ : I → M
de Θγ commenc¸ant a` y; comme on a aussi ψγ˜ = γ, on voit que γ˜ est un
rele`vement de γ par respectivement a` Ψ, commenc¸ant a` y, c’est a` dire Ψ est
un reveˆtement topologique.
(lemme 14)
Fin de la de´monstration du the´ore`me 11: montrons que Ψ est surjec-
tive: on peut recouvrir M par un ensemble de´nombrable d’ouverts {Vl} tels
que π|Vl est inversible; posons Ul := π(Vl). Graˆce au lemme 14 (i) et au fait
que h(Ω) = Ω, pour tout n et tout l on aura aussi hn(Ul) ⊂
⋃
λ∈L(l,n) Ul, pour
un certain ensemble d’indices L(l, n). Par construction Ψ(M) =
⋃
∞
l=1Ψl(Ul),
ou` chacun des (Ul,Ψl) est un prolongement analytique de Ψ0, et donc
G−nΨ(M) =
∞⋃
l=1
G−nΨl(Ul).
Par prolongement analytique de (1), on a, pour chaque l, n,
G−nΨl(Ul) =
⋃
λ∈L(l,n)
Ψλh(Ul) ⊂ Ψ(M);
en conside´rant la re´union sur l, on obtient G−nΨ(M) ⊂ Ψ(M); mais alors,
graˆce au lemme 5,
C
N =
∞⋃
n=1
G−nΨ(M) ⊂ Ψ(M),
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donc Ψ(M) = CN .
Finalement, dans le cas fortement re´gulier, graˆce au lemme 14 (iv),
Ψ est un reveˆtement topologique, donc, graˆce a` la connexite´ simple de CN ,
il s’agit d’une application biholomorphe.
(the´ore`me 11)
4 Exemples
4.1 Le cas re´gulier
Voici une classe d’exemples de domaine de Riemann-Fatou-Bieberbach: on
construira d’abord un automorphisme h de CN , admettant un point fixe
re´pulsif re´gulier en 0, et dont l’image soit un sous-ensemble ouvert propre Ω
de CN . Pour ce faire, il suffit de prendre en conside´ration une application bi-
holomorphe χ : CN → CN , tangente a l’identite´ en 0, telle que χ(CN) ( 6= CN )
soit le bassin d’attraction du point fixe attractif 0 pour un automorphisme
de CN . En posant h = 2χ et S := χ(CN), nous obtenons une application
biholomorphe h : CN → 2S, dont nous appellerons f l’inverse. Comme f a
un point fixe attractif en 0, il existe un bassin d’attraction Ω de ce point. On
a force´ment Ω ⊂ 2S.
Soit maintenant N = 2 et E : C2 → C2 de´finie en posant E(u, v) = (exp(u)−
1, v) et φ := E ◦ h. On a φ(0) = 0 et φ∗(0) = h∗(0) = 2id. On voit aise´ment
que 0 est re´pulsif re´gulier pour φ. Si ψ est une inverse locale de φ en 0, on a
||ψ∗(0)|| = 1/2, donc on peut ite´rer ψ et il existe un voisinage ouvert U de 0
tel que K ⊂⊂ U ⇒ ψn(K) → 0, c’est-a`-dire, U est dans le bassin potentiel
d’attraction Ω′ de 0 pour la dynamique de ψ.
Graˆce au lemme 9, Ω′ =
⋃
∞
n=1 φ
k(U); comme E(2S) = φ(C2) ⊃ φ2(C2) ⊃
· · · ⊃ φn(C2) ⊃ · · ·, on a Ω′ ⊂⊂ E(2S) : c’est un sous-ensemble propre de C2.
4.2 Le cas fortement re´gulier
Soit E := C2(z,w) \ {0} × C: construissons une application holomorphe propre
h : C2 → E avec un point fixe re´pulsif et Jh 6= 0 sur E . Pour ce faire on
pourra partir de l’application biholomorphe sur C2, prenant valeurs en E , de
[RR], p.76 ou` 77, que nous allons appeler G. Soit G(1, 1) = (a, b)(∈ E); or,
pour α, β convenables l’application H de´finie en posant
H(z, w) := G(αz − αa+ 1, βy − βb+ 1)
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a un point fixe re´pulsif en p := (a, b). Enfin, on pourra considerer h :=
H(a1−nzn, w), qui jouit e´videmment des proprie´te´s e´nonce´es au debut du
paragraphe.
Or, pour chaque voisinage V de p en E et pour chaque entier positif k, on a
hk(V ) ⊂ E par construction. Par ailleurs, hk|V est un biholomorphisme local
propre, et donc un reveˆtement topologique. Ainsi le point fixe p est fortement
re´gulier. Donc la construction du the´ore`me 11 nous donne un domaine de
Riemann M biholomorphe a` CN qui recouvre le bassin potentiel d’attraction
de p par respect a` un inverse local de h. Par construction, ce bassin est
contenu en E , et donc il est un sousensemble propre de C2.
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