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Resumen: En este trabajo abordamos la generacio´n automa´tica de frases literarias
en espan˜ol. Proponemos un modelo de generacio´n textual basado en algoritmos
estad´ısticos y ana´lisis sinta´ctico superficial. Presentamos resultados preliminares que
son bastante alentadores.
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Abstract: In this paper we address the automatic generation of literary phrases in
Spanish. We propose a model for text generation based on statistical algorithms and
Shallow Parsing. We present preliminary results that are quite encouraging.
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1 Introduccio´n
La Generacio´n Automa´tica de Texto (GAT),
es un a´rea del Procesamiento de Lenguaje
Natural (PLN), que en los u´ltimos an˜os ha
logrado avances importantes, bajo la convic-
cio´n de desarrollar modelos computacionales
capaces de simular co´mo las personas mani-
pulan el lenguaje. La mayor´ıa de estos tra-
bajos persiguen la automatizacio´n de ciertos
procesos para aumentar la productividad en
el a´mbito industrial, acade´mico, tecnolo´gico,
etc. (Szymanski y Ciota, 2002; Sridhara et
al., 2010; Fu et al., 2014).
Sin embargo, existe un enfoque dentro de
GAT que ha sido poco abordado: la genera-
cio´n automa´tica de texto literario. Desde ha-
ce algu´n tiempo, diversos investigadores han
trabajado en modelos generativos de este ti-
po, la mayor parte se avocan directamente a
poemas, poes´ıas o narrativas (Lebret, Gran-
gier, y Auli, 2016; Brantley et al., 2019). Con-
sideramos que la literatura, como “Proceso
Creativo” Boden (2004), es el resultado que
las personas desarrollan como parte de un
proceso cognitivo complejo, y que la mejor
manera de abordarla, es partir de conceptos
ma´s amplios como: emociones, asociacio´n de
conceptos (sema´ntica) y estilos de redaccio´n.
Pensamos que, combinados adecuadamente,
estos conceptos podr´ıan usarse para mode-
lar computacionalmente una parte del pro-
ceso creativo que una persona sigue para la
generacio´n de literatura.
La complejidad para automatizar la gene-
racio´n literaria reside en el ana´lisis de los tex-
tos literarios, que sistema´ticamente han sido
dejados a un lado por varias razones. En pri-
mer lugar, el nivel de discurso literario es ma´s
complejo que el de los otros ge´neros. En se-
gundo lugar, a menudo, los documentos lite-
rarios hacen referencia a mundos o situacio-
nes imaginarias o alego´ricas, a diferencia de
ge´neros como el perid´ıstico o enciclope´dico
que describen mayoritariamente situaciones
o hechos factuales. Estas y otras caracter´ısti-
cas presentes en los textos literarios, vuelven
sumamente compleja la tarea de ana´lisis au-
toma´tico de este tipo de textos. En este tra-
bajo nos proponemos utilizar corpora litera-
rios, a fin de generar realizaciones literarias
(frases nuevas) no presentes en dichos corpo-
ra.
Este proceso automatizado da lugar a un
campo de investigacio´n denominado Creati-
vidad Computacional (CC) (Pe´rez y Pe´rez,
2015), donde el objetivo es modelar el “proce-
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so creativo” en un lenguaje que sea interpre-
table y reproducible en el dominio de lo cal-
culable. Una gran variedad de modelos de IA
han sido adaptados e incluso mejorados para
lograr simular el proceso creativo a trave´s de
modelos computacionales (Colton, 2012). De-
be considerarse que el objetivo principal de la
CC no es solucionar problemas espec´ıficos en
el a´mbito industrial o acade´mico, sino pro-
poner nuevos paradigmas para la creacio´n de
obras art´ısticas (Colton, Wiggins, y others,
2012).
Otro problema es la falta de una defini-
cio´n universal de literatura; por lo que diver-
sas definiciones son encontradas. Esto com-
plica la tarea de evaluacio´n, ya que, para lo-
grar una percepcio´n literaria homoge´nea, se
deber´ıa partir de la misma definicio´n de li-
teratura. En este trabajo optaremos por in-
troducir una definicio´n pragma´tica de frase
literaria, que servira´ para nuestros modelos y
experimentos.
Definicio´n. Una frase literaria se carac-
teriza por poseer elementos (sustantivos, ver-
bos, adjetivos y adverbios) que son percibidos
como elegantes y menos coloquiales que sus
equivalentes en lengua general.
Por ejemplo, la frase en lengua general:
“Me detuve a descansar luego de haber
caminado mucho.”
puede ser ligeramente re-escrita para generar
una frase literaria segu´n nuestra definicio´n:
“Tome´ unos instantes para respirar y
oxigenar mis pulmones... pues mi andar
se hab´ıa prolongado largo tiempo.”
En particular, proponemos crear artificial-
mente frases literarias utilizando modelos ge-
nerativos y aproximaciones sema´nticas basa-
dos en corpora de lengua literaria. Buscamos,
atrave´s de la combinacio´n de estos elementos,
una homosintaxis, es decir, la produccio´n de
texto nuevo a partir de formas de discurso
de diversos autores. La homosintaxis no tie-
ne el mismo contenido sema´ntico, tampoco
las mismas palabras, pero guarda la misma
estructura sinta´ctica. En este art´ıculo estu-
diamos el problema de la generacio´n de texto
literario en forma de frases aisladas, no a nivel
de pa´rrafos. La generacio´n de pa´rrafos puede
ser objeto de trabajos futuros. Un protoco-
lo de evaluacio´n de la calidad de las frases
generadas sera´ presentado.
Este art´ıculo esta´ estructurado como si-
gue. La Seccio´n 2 presenta un estado del arte
de la creatividad computacional. La Seccio´n 3
describe los corpora utilizados en nuestros ex-
perimentos. Los modelos usados son descritos
en la Seccio´n 4. Los resultados se encuentran
en la Seccio´n 5, antes de concluir en Seccio´n
6 con algunas ideas de trabajos futuros.
2 Estado del arte
En la GAT se encuentran algunos trabajos
con diversos objetivos. Szymanski y Ciota
(2002) han desarrollado un modelo basado
en cadenas de Markov para la generacio´n
de texto en polaco. El proceso inicia con un
te´rmino dado por el usuario (estado inicial).
Un proceso probabil´ıstico calcula los estados
siguientes. Cada estado es representado por
n-gramas de letras o de palabras. El me´to-
do demostro´ un mejor comportamiento, ge-
nerando palabras de hasta 4 o 5 letras, con-
siderando que en polaco esta es la longitud
media de palabras.
Sridhara et al. (2010) utilizan un enfoque
distinto. Presentan un algoritmo generativo
de comentarios descriptivos aplicados a blo-
ques de co´digo en lenguaje Java. Se consi-
deran algunas variables lingu¨´ısticas como los
nombres de me´todos, funciones e instancias.
Estos elementos son procesados heur´ıstica-
mente para generar texto descriptivo.
Tambie´n existen trabajos menos extensos
pero ma´s precisos. Huang et al. (2012) pro-
ponen un modelo basado en redes neurona-
les para la generacio´n de subconjuntos multi-
palabras. Este mismo objetivo se considera en
(Fu et al., 2014), en donde se busca estable-
cer y detectar la relacio´n hipero´nimo-hipo´ni-
mo usando un modelo Word2vec (tambie´n
basado en redes neuronales (Mikolov, Yih, y
Zweig, 2013)). Los autores reportan una pre-
cisio´n de 0.70, al ser evaluado sobre un corpus
manualmente etiquetado.
En cuanto a los trabajos relacionados a la
GAT, se percibe una diferencia entre aquellos
orientados a la generacio´n literaria y aquellos
que buscan la generacio´n de texto en lengua
general. Por ejemplo, en (Zhang y Lapata,
2014) se propone un modelo para la genera-
cio´n de poemas basado en dos premisas ba´si-
cas: ¿que´ decir? y ¿co´mo decirlo? El mode-
lo considera una lista de palabras clave para
seleccionar un conjunto de frases. Estas fra-
ses son procesadas con una red neuronal (Mi-
kolov y Zweig, 2012) para construir nuevas
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combinaciones y formular nuevos contextos.
El modelo fue evaluado manualmente por 30
expertos en una escala de 1 a 5, analizando le-
gibilidad, coherencia y significatividad en fra-
ses de 5 palabras, obteniendo una precisio´n de
0,75. Sin embargo, la coherencia entre frases
resulto´ ser muy pobre.
Otros trabajos, como los de Oliveira
(2012; Oliveira y Cardoso (2015) proponen
modelos para la generacio´n de poemas, basa-
dos en plantillas lingu¨´ısticas. Se utilizan listas
de palabras clave para controlar el contexto
bajo el cual los poemas son generados. Estos
trabajos utilizan la herramienta PEN1 para
obtener la informacio´n gramatical de las pa-
labras y crear nuevas plantillas. La ventaja de
utilizar me´todos basados en plantillas es que
ayudan a mantener la coherencia y la grama-
ticalidad de los textos generados.
Modelos enfocados a la generacio´n de
poes´ıa pueden ser analizados en los trabajos
de Oliveira (2017) y Agirrezabal et al. (2013).
Este u´ltimo presenta un modelo estoca´stico,
donde se calcula la probabilidad de aparicio´n
de etiquetas POS (Part-of-Speech), conside-
rando las ocurrencias de estas etiquetas ex-
tra´ıdas de diversos corpora. Despue´s se ge-
neran nuevas secuencias y posteriormente se
procede a la sustitucio´n de las etiquetas POS
de sustantivos y adjetivos.
3 Corpora utilizados
En esta seccio´n, describimos los corpora uti-
lizados en nuestros modelos para los experi-
mentos. Se trata del corpus 5KL y del corpus
8KF, ambos creados en idioma espan˜ol.
3.1 Corpus 5KL
Este corpus fue constituido con aproximada-
mente 5 000 documentos (en su mayor parte
libros) en espan˜ol. Los textos, en su mayor´ıa,
corresponden a ge´neros literarios: narrativa,
poes´ıa, teatro, ensayos, etc2. Los documentos
originales, en formatos muy heteroge´neos3,
fueron procesados para crear un u´nico docu-
mento codificado en utf8. Dada su heteroge-
neidad, este corpus presenta una gran canti-
dad de errores: palabras cortadas o pegadas,
s´ımbolos, nu´meros, disposicio´n no convencio-
nal de pa´rrafos, etc. Lo que complica la tarea
1http://code.google.com/p/pen
2Dada la dimensio´n de este corpus, no nos fue po-
sible cuantificar los ge´neros manualmente. Una apro-
ximacio´n automa´tica podra´ realizarse a futuro.
3pdf, txt, html, doc, docx, odt, etc.
de ana´lisis. Estas son, sin embargo, las condi-
ciones que presenta un corpus literario real.
Las herramientas cla´sicas como FreeLing
tienen mucha dificultad en tratar este tipo
de documentos. Por ello, decidimos construir
un segmentador de frases ad hoc para este
tipo de corpus ruidoso. Las frases fueron seg-
mentadas automa´ticamente, usando un pro-
grama en PERL 5.0 y expresiones regulares,
para obtener una frase por l´ınea.
Las caracter´ısticas del corpus 5KL se en-
cuentran en la Tabla 14. Este corpus es em-
pleado para entrenar el modelo Word2vec
(Seccio´n 4).
Corpus Frases Tokens
5KL 9 M 149 M
Media por doc. 2.4 K 37.3 K
Tabla 1: Corpus 5KL: obras literarias
El corpus literario 5KL posee la ventaja de
ser muy extenso y adecuado para el aprendi-
zaje automa´tico. Tiene sin embargo, la des-
ventaja de que no todas las frases son nece-
sariamente frases literarias. Muchas de ellas
son frases de lengua general, que a menudo
otorgan una fluidez a la lectura y proporcio-
nan los enlaces necesarios a las ideas.
3.2 Corpus 8KF
Decidimos crear un pequen˜o corpus contro-
lado, exclusivamente compuesto de “frases li-
terarias”, que sera´ utilizado para generar las
plantillas o estructuras gramaticales (Seccio´n
4.1). Este corpus de casi 8 000 frases literarias
fue constituido manualmente, a partir de poe-
mas, discursos, citas, cuentos y otras obras.
Se evitaron cuidadosamente las frases de
lengua general, y tambie´n aquellas demasia-
do cortas (N ≤ 3 palabras) y demasiado lar-
gas (N ≥ 30 palabras). Algunos elementos
que sirvieron para seleccionar manualmente
las frases “literarias” fueron: un vocabulario
complejo y este´tico, el cual rara vez es em-
pleado en el lenguaje comu´n, adema´s de la
identificacio´n de ciertas figuras literarias co-
mo la rima, la ana´fora, la meta´fora y otras.
Las caracter´ısticas del corpus 8KF se mues-
tran en la Tabla 2.
4 Modelo de Generacio´n Textual
A continuacio´n, se describen las dos fases
que conforman nuestro modelo. La primera
4M = 106 y K = 103.
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Corpus Frases Tokens
8KF 7 679 114 K
Media por frase – 15
Tabla 2: Corpus 8KF: frases literarias
consiste en la generacio´n de una estructura
gramatical que hemos denominado estructura
gramatical parcialmente vac´ıa (EGP), la cual
se compone de palabras funcionales (conec-
tores, verbos auxiliares, art´ıculos, etc.) y eti-
quetas POS (Part-of-Speech)5. Estas u´ltimas
son obtenidas a trave´s de un ana´lisis morfo-
sinta´ctico realizado con FreeLing 6 (Padro´ y
Stanilovsky, 2012).
La segunda, consiste en la sustitucio´n de
las etiquetas POS con palabras sema´ntica-
mente relacionadas a un contexto (query, Q),
que es solicitado al usuario. Para ello, se em-
plea un modelo Word2vec (Mikolov, Yih, y
Zweig, 2013) con interpretaciones geome´tri-
cas.
4.1 Generacio´n de EGP basado en
texto enlatado
Esta te´cnica conocida como texto enlata-
do (Canned Text) (Molins y Lapalme, 2015)
cuenta con la ventaja de agilizar el ana´lisis
sinta´ctico y permitir centrarnos directamente
en el vocabulario a emplear (McRoy, Chan-
narukul, y Ali, 2003; van Deemter, Theune, y
Krahmer, 2005). La EGP es generada usando
una frase del corpus 8KF (Seccio´n 3), donde
se reemplazan u´nicamente verbos, sustanti-
vos o adjetivos {V, S,A}, por sus respectivas
etiquetas POS. Las otras entidades lingu¨´ısti-
cas, en particular las palabras funcionales,
son conservadas.
El proceso inicia con la seleccio´n aleato-
ria de una frase original fo ∈ corpus 8KF de
longitud |fo| = N . Se selecciona una fo para
cada frase que se desee generar. fo sera´ ana-
lizada con FreeLing para identificar los sin-
tagmas. Los elementos {V, S,A} de los sin-
tagmas de fo sera´n reemplazados por sus
respectivas etiquetas POS. Estos elementos
lingu¨´ısticos son los que mayor informacio´n
aportan en un texto, independientemente de
su ge´nero (Bracewell, Ren, y Kuriowa, 2005).
5Etiquetas que aportan informacio´n gramatical
de cada palabra http://blade10.cs.upc.edu/freeling-
old/doc/tagsets/tagset-es.html
6Desarrollado en el centro TALP (Universidad Po-
lite´cnica de Catalun˜a) y puede ser obtenido en la di-
reccio´n: http://nlp.lsi.upc.edu/freeling
Segu´n nuestra hipo´tesis, al sustituirlos, lo-
graremos la generacio´n de frases nuevas por
homosintaxis: sema´ntica diferente, misma es-
tructura7.
La arquitectura del modelo se ilustra en
la Figura 1. Los cuadros llenos representan
palabras funcionales y los cuadros vac´ıos eti-









Figura 1: Modelo generativo canned text
4.2 Reemplazo de etiquetas POS
En esta fase, empleamos el modelo de apro-
ximacio´n sema´ntica Word2vec, que utiliza un
algoritmo basado en redes neuronales. El ob-
jetivo es obtener la representacio´n vectorial
de las palabras (embeddings) del corpus 5KL
en un espacio n-dimensional8, y poder cal-
cular las distancias entre estas. El entrena-
miento del modelo Word2vec se describe a
continuacio´n.
4.2.1 Modelo Word2vec
Para el entrenamiento y la implementacio´n
de Word2vec se utiliza la biblioteca Gen-
sim9, una implementacio´n en Python de
Word2vec10. El corpus 5KL es pre-procesado
para uniformizar el formato del texto, elimi-
nando caracteres que no son importantes en
los ana´lisis de PLN (como puntuacio´n, nu´me-
ros, etc.) (Torres-Moreno, 2014).
Se consideraron palabras con ma´s de 5
ocurrencias en el corpus. Se definio´ una lon-
gitud de 10 palabras para la ventana contex-
tual. Para las representaciones vectoriales se
7Al contrario de la para´frasis que busca conservar
la sema´ntica, alterando la estructura sinta´ctica.
8Word2vec pertenece a un amplio campo de inves-
tigacio´n dentro de PLN conocido como Representa-




Luis-Gil Moreno-Jiménez, Juan-Manuel Torres-Moreno, Roseli S. Wedmann
32
consideraron vectores de 60 dimensiones. El
modelo Word2vec empleado en este trabajo
es continuous skip-gram model (Skip-gram)
(Mikolov et al., 2013).
Con el modelo entrenado, es posible ob-
tener un conjunto de palabras, o embeddings,
asociadas a una entrada definida por un query
Q. Word2vec recibe un te´rmino Q y devuel-
ve un le´xico L(Q) = (w1, w2, ..., wm), que re-
presenta un conjunto de m = 10 palabras
sema´nticamente pro´ximas a Q. El valor de m
fue definido de esta manera ya que se perci-
bio´ que, mientras ma´s se extiende el nu´mero
de palabras proximas a Q, estas pierden ma´s
su relacio´n con respecto a Q. Formalmente,
representamos Word2vec: Q→ L(Q).
4.2.2 Interpretacio´n geome´trica
En esta parte, determinamos las palabras
ma´s adecuadas que sustituira´n las etiquetas
POS de una EGP y as´ı generar una nueva
frase. Para cada etiqueta POSk, k = 1, 2, ...
∈ EGP, que se desea sustituir, usamos el al-
goritmo descrito a continuacio´n.
Se efectu´a un ana´lisis morfosinta´ctico del
corpus 5KL usando FreeLing y se usan las
etiquetas POS para crear conjuntos de pala-
bras que posean la misma informacio´n gra-
matical (etiquetas POS ide´nticas). Una Ta-
bla Asociativa (TA) es generada como re-
sultado de este proceso. La TA consiste en
entradas de pares POSk y una lista de pa-
labras asociadas. Formalmente, se reprenta
POSk → Vk = {vk,1, vk,2, ..., vk,i}.
Luego se construye un vector para cada
una de las tres palabras siguientes.
o: es la palabra k de la frase fo correspon-
diente a la etiqueta POSk. Esta palabra
permite recrear un contexto del cual la
nueva frase debe alejarse, evitando pro-
ducir una para´frasis.
Q: es la palabra que define al query pro-
porcionado por el usuario.
w: es la palabra candidata que podr´ıa re-
emplazar POSk. Esta palabra pertenece
a un vocabulario Vk de taman˜o |Vk| = m
palabras, w ∈ Vk, que es recuperado de
TA.
Las 10 palabras oi ma´s pro´ximas a o, las
10 palabras Qi ma´s pro´ximas a Q y las 10
palabras wi ma´s pro´ximas a w (en este orden
y obtenidas con Word2vec), son concatena-
das y representadas en un vector simbo´lico ~U
de 30 dimensiones. El nu´mero de dimensiones
fue fijado a 30 de manera emp´ırica, como un
compromiso razonable entre diversidad le´xica
y tiempo de procesamiento.
El vector ~U puede ser escrito como
~U = (u1, ..., u10, u11, ..., u20, u21, ..., u30)
donde cada elemento uj , j = 1, ..., 10, re-
presenta una palabra pro´xima a o; uj , j =
11, ..., 20, representa una palabra pro´xima a
Q; y uj , j = 21, ..., 30, es una palabra pro´xi-
ma a w. ~U puede ser re-escrito de la siguiente
manera,
~U = (o1, ..., o10, Q11, ..., Q20, w21, ..., w30)
o, Q y w generan respectivamente tres vecto-
res nume´ricos de 30 dimensiones:
o : ~X = (x1, ..., x30)
Q : ~Q = (q1, .., q30)
w : ~W = (w1, ..., w30)
donde los valores de ~X son obtenidos toman-
do la distancia entre la palabra o y cada
palabra uj ∈ ~U, j = 1, ..., 30. La distancia,
xj = dist(o, uj) es recuperada de Word2vec,
donde xj ∈ [0, 1]. Evidentemente la palabra
o estara´ ma´s pro´xima a las 10 primeras pala-
bras uj que a las restantes.
Un proceso similar permite obtener los va-
lores de ~Q y ~W a partir de Q y w, respecti-
vamente. En estos casos, el query Q estara´
ma´s pro´ximo a las palabras uj en las posicio-
nes j = 11, ..., 20 y la palabra candidata w
estara´ ma´s pro´xima a las palabras uj en las
posiciones j = 21, ..., 30.
Enseguida, se calculan las similitudes co-
seno entre ~Q y ~W (1) y entre ~X y ~W (2),
θ = cos( ~Q, ~W ) =
~Q · ~W
| ~Q|| ~W | (1)
β = cos( ~X, ~W ) =
~X · ~W
| ~X|| ~W | (2)
Estos valores de θ y β esta´n normalizados en
[0,1]. Se itera el proceso para todas las pala-
bras del le´xico w ∈ Vk. Esto genera otro con-
junto de vectores ~X, ~Q y ~W para los cuales se
debera´n calcular nuevamente las similitudes.
Al final se obtienen m valores de similitudes
θi y βi, i = 1, ...,m, y se calculan los prome-
dios 〈θ〉 y 〈β〉.







tan grande es la similitud de θi con respecto
al promedio 〈θ〉 (interpretacio´n de tipo ma-
ximizacio´n); es decir, que tan pro´xima se en-







reducida es la similitud de βi con respecto a
〈β〉 (interpretacio´n de tipo minimizacio´n); es
decir, que´ tan lejos se encuentra la palabra
candidata w de la palabra o de fo.
Estas fracciones se obtienen en cada
par (θi, βi) y se combinan (minimizacio´n-












Mientras ma´s elevado sea el valor Si, me-
jor obedece a nuestros objetivos: acercarse al
query y alejarse de la sema´ntica original.
Finalmente, ordenamos en forma decre-
ciente la lista de valores de Si y se escoge,
de manera aleatoria, entre los 3 primeros, la
palabra candidata w que reemplazara´ la eti-
queta POSk en cuestio´n. El resultado es una
nueva frase f3(Q,N) que no existe en los cor-
pora utilizados para construir el modelo (ver
Figura 2).
[o]












{Vk} Léxico asociado a la etiqueta POS k
o Palabra original de la frase fo
Query Q
f3(Q,N)
Léxicos ordenados, guiados por Q
1   2   ...       11  12 ...        21   ...     30
procesado
1   2   ...  10
1   2   ...  10
1   2   ...  10
X⃗=dist ( o⃗ , U⃗ )
W⃗=dist ( w⃗ , U⃗ )
Q⃗=dist (Q⃗ , U⃗ )
Word2vec
o
Figura 2: Aproximacio´n sema´ntica basada en
interpretacio´n geome´trica min-max
5 Resultados y evaluacio´n
Dados las caracter´ısticas de nuestro modelo
(idioma, corpora empleados, generacio´n ins-
pirada en homosintaxis), no es posible com-
pararse con otros, ya que estos se centran en
a´reas espec´ıficas de la literatura y no par-
ten de un enfoque general como es el caso
en este trabajo. Sin embargo, previo a este
modelo, realizamos dos experimentos basa-
dos en me´todos estoca´sticos, empleando Ca-
denas de Markov, y un integracio´n de Can-
ned Text y Word2vec, con un enfoque sim-
plificado. Los resultados de esos experimen-
tos se detallan en (Moreno-Jime´nez, Torres-
Moreno, y Wedemann, 2020), pero a grosso
modo los criterios evaluados as´ı como la esca-
la empleada fueron los mismos que se aplica-
ron en este trabajo. Para el modelo basado en
Markov, se obtuvieron los siguientes resulta-
dos: gramaticalidad=0,55, coherencia=0,25
y contexto=0,67. El experimento integra-
do por Canned Text y Word2vec obtu-
vo: gramaticalidad=0,74, coherencia=0,56 y
contexto=0,35.
Los resultados de esos experimentos nos
permitieron detectar algunas deficiencias en
los modelos iniciales, y proponer el modelo
actual, cuyos resultados se muestran a conti-
nuacio´n.
5.1 Resultados
Presentamos algunos ejemplos de frases ge-
neradas por nuestro modelo. Para el query
Q, y una longitud en nu´mero de palabras
N , los resultados se muestran en el formato
f(Q,N) = frase generada.
1. f(AMOR,10) = En el aprecio esta´ el
cari~no forzoso de una simpatı´a.
2. f(AMOR,10) = Los cari~nos no conocen
de nada a un respeto loco.
3. f(AMOR,10) = No esta´ la simpatı´a en
las bondades de la envidia.
4. f(GUERRA,9) = Existe demasiada
innovacion en torno a muy pocos
sucesos.
5. f(GUERRA,9) = En la pelea todo debe
motivo, menos la retirada.
6. f(GUERRA,10) = La codicia, siempre
adversa, es terrible engendrada
contra un desgraciado.
7. f(SOL,9) = Si tus dulces fueran
amanecer, mis ojos marchitas
fueran.
8. f(SOL,11) = Con rapidez, los
mono´gamos impedimentos buscan
para iluminar nos la luz.
9. f(SOL,10) = Incluso los luceros
ingratos son comilones, y por
tanto antiguos.
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5.2 Evaluacio´n
Presentamos en esta seccio´n un protocolo de
evaluacio´n manual. El experimento completo
consistio´ en la generacio´n de 45 frases. Se con-
sideraron tres queries, Q = {AMOR, GUERRA,
SOL} y se generaron 15 frases de cada uno.
Las frases fueron mezcladas antes de presen-
tarlas a los 7 evaluadores seleccionados. Los
evaluadores se eligieron considerando que po-
seen estudios universitarios y son hispanoha-
blantes nativos, adema´s de cierto ha´bito a la
lectura que les permita la buena compresio´n
de este tipo de textos. Se les pidio´ evaluar,
usando la escala 0=mal, 1=aceptable y 2=co-
rrecto, los criterios siguientes:
Gramaticalidad: ortograf´ıa, conjuga-
ciones correctas, concordancia en ge´nero
y nu´mero.
Coherencia: legibilidad, percepcio´n de
una idea general.
Contexto: relacio´n de la frase con res-
pecto al query.
Se realizo´ una adaptacio´n del Turing. A
los evaluadores se les hizo creer que hab´ıa
algunas frases escritas por personas y otras
escritas por los algoritmos. Se les pidio´ indi-
car cua´les frases pensaban que hab´ıan sido
generadas por personas (0) y cua´les por al-
goritmos (1). La Tabla 3 presenta la media
aritme´tica y la desviacio´n esta´ndar de los re-
sultados obtenidos normalizados a una escala
entre 0-1.
Criterio Resultados
Gramaticalidad 0.77 ± 0.13
Coherencia 0.60 ± 0.14
Contexto 0.53 ± 0.19
Turing 0.44 ± 0.15
Tabla 3: Evaluacio´n del sistema
Se observa que las frases son percibidas co-
mo gramaticales y coherentes, con una eva-
luacio´n de 0,77 y 0,60 respectivamente. El
contexto obtuvo un resultado ma´s bajo. Es-
to puede deberse a que las EGP contie-
nen elementos fijos (palabras funcionales) que
en ocasiones pueden alterar el contexto o
sema´ntica de las palabras insertadas. A pesar
de ello, los resultados desde una perspectiva
general son bastante alentadores.
En el test de Turing, los evaluadores per-
ciben un 44 % como frases generadas por una
persona. Esto, aunque parece ser un score ba-
jo, comparado con los trabajos relacionados
con este tema, resulta ser una buena evalua-
cio´n, considerando que el objetivo no es ge-
nerar texto aleatorio, sino un texto con ca-
racter´ısticas literarias.
6 Conclusiones
En este trabajo presentamos una primera
aproximacio´n de un modelo generativo de
texto literario usando modelos neuronales de
tipo Word embedding. El modelo produce
frases aisladas en espan˜ol con un cierto con-
tenido literario. No se requiere pra´cticamente
intervencio´n del usuario (excepto por el query
y la longitud de la frase requerida). La gene-
racio´n de pa´rrafos y el uso de rimas sera el
objeto de trabajos futuros (Medina-Urrea y
Torres-Moreno, 2019). Dada la estructura del
modelo propuesto, la extensio´n a otros idio-
mas (france´s y portugue´s) tambie´n sera´ con-
templada (Charton y Torres-Moreno, 2011).
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