Factor analysis is a flexible technique for assessment of multivariate dependence and codependence. Besides being an exploratory tool used to reduce the dimensionality of multivariate data, it allows estimation of common factors that often have an interesting theoretical interpretation in real problems. However, in some specific cases the interest involves the effects of latent factors not only in the mean, but in the entire response distribution, represented by a quantile. This paper introduces a new class of models, named quantile factor models, which combines factor model theory with distribution-free quantile regression producing a robust statistical method. Bayesian estimation for the proposed model is performed using an efficient Markov chain Monte Carlo algorithm. The proposed model is evaluated using synthetic datasets in different settings, in order to evaluate its robustness and performance under different quantiles compared to more usual methods. The model is also applied to a financial sector dataset and a heart disease experiment.
Introduction
Technological advancement and the strengthening of computational tools have led to increasing of large amounts of data available, making dimensionality reduction an essential aspect of data analysis. Among the multivariate analysis techniques for that purpose is factorial analysis, which aims to describe the original dependence of a set of observed correlated variables by a smaller number of unobservable latent variables called latent factors.
Factor models are structured from a linear model that relates observable variables to the latent factors plus a random error component. The dependence structure of the original variables is explained by the matrix of factor loadings. Although in standard factor analysis, a multivariate normal distribution is assumed for the errors [1] , the literature has introduced various factor models, such as a general class of factor-analytic models for the analysis of multivariate (truncated) count data [2] , binary data coming from an unobserved heterogeneous population [3] , robust analysis replacing the Gaussian factor analysis model with a multivariate Student-t distribution [4] , censored non-normal random variables with influential observations [5] , and categorical variables [6] . For all these cases, the latent factors are a representation of the original variables, obtained from the expected value, which entails two possibly restrictive features: (i) hidden factors that may shift characteristics (moments or quantiles) of the distribution of the original variable rather than its mean are not captured; and (ii) the factor loadings are not allowed to vary across the distributional characteristics of each unit.
Interest in investigating associations of random variables in tail parts has arisen in various fields. In finance, for example, recurrent global finance crises have shown that the risky status, or Value at Risk (VaR), of one financial institution may cause a series of negative impacts on other financial institutions or the entire financial system [7] . In environmental science, the growing frequency of abnormal climate events has increased the importance of identifying associations of environmental factors in the extreme tail part of the distribution [8] . In particular, in this work, one of the applications discussed in Section 4 shows how the association between several world market indices may be influenced when analyzing lower quantiles, for example. More specifically, the effect of the Russell 2000 index of the New York Stock Exchange on other market indices is greater when observed at the 10% quantile than at the expected value.
In the context of regression analysis, quantile regression has been an appealing application [9] in cases where the interest relies in the effects of covariates not only in the mean, but in the entire response distribution, represented by a quantile. Quantile regression is advantageous compared to standard mean regression because besides providing richer information about the covariate effects, it is robust to heteroscedasticity and outliers, and accommodates the non-normal errors often encountered in practical applications.
Bayesian inference for quantile regression operates by forming the likelihood function based on the asymmetric Laplace distribution [10] . In particular, [11] proposed a Gibbs sampling algorithm to sample from the posterior distribution of the unknown quantities using a normal-exponential location-scale mixture representation for the asymmetric Laplace distribution.
Based on these ideas, the main aim of this work is to extend the standard factor models to a flexible new class, named quantile factor models, which allows capturing both the quantile-dependent loadings and extra latent factors. In the proposed method a linear function of the latent factors is set equal to a quantile of the response variables, similar to the quantile regression of [9] . Besides being an exploratory tool used to reduce the dimensionality of multivariate data based on a quantile correlation structure, the method allows estimation of common factors that often have an interesting theoretical interpretation in real problems and that may vary depending on the quantile.
To follow the Bayesian paradigm, like [10] , a multivariate asymmetric Laplace distribution is assumed for the random errors of the proposed factorial model. Since the kernel of the posterior distribution does not result in a known distribution, we make use of Markov chain Monte Carlo (MCMC) methods to sample from it.
The remainder of the paper is organized as follows. Section 2 presents the proposed model. It starts by discussing some aspects of the method when applied to the simplest case, namely the univariate one assuming the latent factors to be fixed. Then, the proposed method is introduced as an extension of those ideas to the multivariate case and assuming unknown factors. Some model properties are discussed together with the inference procedure, which follows the Bayesian paradigm and makes use of Gibbs sampling for almost all the parameters, since the posterior full conditional distributions have a closed analytical form, except for some scale parameters, for which the Metropolis-Hastings algorithm is used. Section 3 presents the analysis of two synthetic datasets. First a dataset is generated from a transformation of a Normal factor model, for which correlation seems to be larger for upper quantiles. Then, the results obtained in the quantile factor model fit for some quantiles are compared to those obtained under Normal and Student-t [4] factor model fits. The second illustration consists of a comparison of the results obtained with the proposed model in the median with the Normal and Student-t factor models using a synthetic dataset with outliers, in order to study the robustness of the method. In Section 4, we illustrate the approach for two real datasets. Model comparison is performed using different criteria and we concentrate on the practical interpretations using the factor loadings estimates. Finally, Section 5 discusses our main findings.
Quantile factor model
Let a random p-vector y i , i = 1, . . . , n, be a measurement of k (k ≤ p) latent factors, f
The proposed model assumes that the associations among the observed variables in τ -th quantile (0 < τ < 1) are wholly explained by the q latent variables, such that:
where Q τ (y i |f i ) is the τ -th p-quantile of y i , formally defined as Q τ (y i ) = inf{y * : P (y i < y * ) ≥ τ }, for y * ∈ R p , β τ is the p×k τ -factor loadings matrix analogous to factor loadings in standard factor models. Besides the factor loadings, the method allows factors to exhibit heterogeneous effects across different parts of the conditional distribution.
Conditioning equation (1) on the latent factors and assuming p = 1, we get y i a scalar, so the problem described can be viewed as a standard quantile regression. To motivate the proposed model's construction, we first describe its presentation first describing this particular case. From now on, the sub and superscript τ will be omitted in order to keep the notation as simple as possible.
A particular introductory case
The standard quantile regression is obtained conditionally on the latent factors, assuming p = 1 and adding to the term βf i in equation (1) an error term ǫ i whose distribution (with density, say, g τ (.)) is restricted so that the τ -th quantile is equal to zero, that is 0 −∞ g τ (ǫ i )dǫ i = τ . For this case, [9] defined the τ -th quantile regression estimator of β as any solution of the following quantile minimization problem:
where φ τ (.) is the loss (or check) function defined by φ τ (u) = u(τ − I(u < 0)), with I(·) denoting the indicator function.
In this particular case, the Bayesian inference for quantile regression proceeds by using the idea that minimizing the loss function φ τ (·) is equivalent to maximizing the likelihood function of an asymmetric Laplace (AL) distribution [10] . However, instead of maximizing the likelihood, [10] obtained the posterior distribution of the τ -th quantile regression coefficients using the AL distribution. Thus, to use the Bayesian inference paradigm for quantile regression, it is enough to assume that, regardless of the distribution of y i , ǫ i ∼ LA(0, σ, τ ), whose density function is given by:
with ǫ i ∈ R, 0 < τ < 1 a skewness parameter representing the quantile of interest and σ > 0 a scale parameter. Conditional on f i , we have that y i | f i ∼ AL(βf i , σ, τ ).
[12] presented a location-scale mixture representation of the AL distribution that allows finding analytical expressions for the conditional posterior densities of the model. Then, conditional on f i we can write the distribution of y i using the following mixture representation:
where Exp(λ) denotes the Exponential distribution with mean λ,
.
Moreover, its mean and variance are, respectively, given by:
The quantile factor model, presented next, can be viewed as a multivariate extension (p > 1) of model in (3), assuming also that f i is unknown.
Proposed model
The quantile factor model relates each p-vector y i to the underlying k-vector of random variables f i such that: for i = 1, . . . , n
where f i is independent with f i ∼ N k (0, I k ), for I k an identity k-matrix; AL p (µ, Ψ) denotes the p−multivariate asymmetric Laplace distribution with µ ∈ R p and Ψ is a symmetric positive-definite p × p-matrix [12, ch. 6] ; ǫ i and f s are independent for all i and s. A brief presentation of the p−multivariate asymmetric Laplace (AL p ) distribution, its moments and the characteristic function are presented in Appendix A.
From the definition in equation (4) and the marginal properties presented in Appendix A, we get, conditional on latent factors, that for all l, h = 1, . . . , p,
Analogously, the pairwise covariance and variance, marginal on latent factors, are, respectively, given by:
According to (5) , we have that the variance is divided into a part explained by the common factors and the uniquenesses, which measure the residual variability for each of the variables once those contributed by the factors are accounted for. This feature is in agreement with the normal factor model.
Note that while in the normal factor model, the conditional covariance is always zero, this only happens in the proposed model in (4) if we assume δ lh = 0 and τ = 1/2. Thus, we particularly assume in this paper that δ lh = 0, in order to have an approach closest to the standard theory.
The variance decomposition, which is a fairly standard way to summarize the importance of a common factor by its percentage contribution to the variability of a given attribute, is given by:
for l = 1, . . . , p. Since the uniqueness σ 2 l is multiplied by a factor that depends on τ , the variance decomposition in (6) should be carefully used, mainly when the interest lies in comparing different quantiles or the proposed model with other ones, whose penalty is different. The uniqueness is increased eightfold if the median is tracked, when compared to the variance decomposition in the Normal factor model, and this inflation becomes larger as the quantile moves to the distribution's tails.
Moreover, as happens in the normal factor model, the proposed model (4) suffers from a identifiability problem, due to the invariance of factor models under orthogonal transformations. That is, if one considers β * = βΓ −1 and f * i = Γf i , for any nonsingular matrix Γ, the same model defined in (4) is obtained. To deal with the factor model invariance, the alternative adopted here to identify the model is to constrain β to be a block lower triangular matrix, assumed to be of full rank, with strictly positive diagonal elements. This form provides both identification and often useful interpretation of the factor model [1] .
With a specified k-factor model, Bayesian analysis using MCMC methods is straightforward. [1] treated the case where uncertainty about the number of latent factors is assumed in a Normal factor model. They also discussed reversible jump MCMC methods and alternative MCMC methods based on bridge sampling. In the identifiable model, the loadings matrix has pk − k(k − 1)/2 free parameters. With p non-zero σ 2 j , j = 1, . . . , p parameters, the resulting factor form of ∆ has p(k + 1) − k(k − 1)/2 parameters, compared with the total p(p + 1)/2 in an unconstrained (or p = k) model; leading to the constraint that p(p + 1)/2 − p(k + 1) + k(k − 1)/2 ≥ 0, which provides at least an upper bound on k [1] . In this work, we assume k known and use an exploratory pairwise quantile correlation plot as a preliminary method to infer the k-value. Moreover, the method is flexible enough to allow the use of different values for k, depending on the quantile of interest.
The choice of the quantile to be tracked in the following applications depends on the specific aims of the problem. In each example we arbitrarily fix a small quantile, 10%, the median, and a large quantile, 90%, to be monitored, with the purpose of illustrating the method for different scenarios and quantile correlation values. However, in some contexts, there is a practical rationale behind this choice. For example, in the Value-at-Risk (VaR) estimation, used by financial institutions and their regulators as the standard measure of market risk, the τ -th quantile is often set to 0.01 or 0.05. Or in survival analysis, in the mean residual life estimation this is especially useful when the tail behavior of the distribution is of interest. The same rationale applies to in the quantile factor model fit.
Inference procedure
The AL p distribution admits a location-scale mixture representation that allows finding analytical expressions for the conditional posterior densities of the model [11] . Therefore, the quantile factor model in equation (4) can be rewritten as the following hierarchical model:
with f i ∼ N k (0, I k ).
Let Θ = (β, f 1 , . . . , f n , σ 2 1 , . . . , σ 2 p , w 1 , . . . , w n ) be the parameter vector. The inference procedure is performed under the Bayesian paradigm assuming the number of factors k to be known, and model specification is completed after assigning a prior distribution for Θ, p(Θ). An advantage of following the Bayesian paradigm is that the inference procedure is performed in a single framework, and uncertainty about parameter estimation is naturally accounted for. We assume some components of Θ are independent, a priori. More specifically,
where g(f i ) is the pdf of the q-multivariate normal with all the components of the mean vector equal to 0, and correlation identity matrix. We assume further that a priori, β jl ∼ N (0, C 0 ), when j = l, β jj ∼ N (0, C 0 )I(β jj > 0) and σ 2 j ∼ IG(ν/2, νs 2 /2), where IG(a, b) denotes the inverse gamma distribution having mode s 2 with ν being the prior degrees of freedom hyperparameter.
Following Bayes' theorem, the posterior distribution of Θ, which is proportional to the product of the likelihood function and the prior distribution for Θ, is given by:
for i = 1, . . . , n, j = 1, . . . , p, and β j the j-th line of matrix β. Moreover, we have f i = (f i1 , . . . , f ik ) and denote by f j i a j−vector containing the first j elements of f i . The kernel of this distribution does not result in a known distribution. We make use of MCMC methods to obtain samples from the resulting posterior distribution. In particular, we use the Gibbs sampling algorithm for all the parameters, except for σ 2 1 , . . . , σ 2 p , whose full conditional distributions do not have a closed form, so we make use of the Metropolis-Hastings algorithm with a random walk proposal distribution to obtain samples from them. However, it is quite interesting that, when τ = 1/2, those full conditional distributions also have a closed form, so Gibbs sampling alone could be used. The full conditional posterior distributions are described in Appendix B.
In the following applications, we also perform model comparison with different values of q using the Akaike information criterion (AIC), Bayesian information criterion (BIC), a variant BIC* and the informational complexity criterion (ICOMP). Each of these criteria is described in more detail in Appendix C.
Illustrations with synthetic data
In this section we analyze two synthetic datasets generated from standard models, to check the proposed model's performance in different scenarios and under different quantiles. The main aim here is to compare the proposed model with standard models, not only with respect to the fit, but also the practical interpretations that may be deduced from each case.
In the first case study we generated a synthetic dataset from a transformation of a multivariate Normal distribution, with the purpose of comparing the proposed model with several quantiles, denoted by QFM, with the Normal and Student-t factor models, denoted by NFM and TFM, respectively. The generation process reflects the tail-dependent degree of pairwise association. In the second study, a synthetic dataset is generated from a multivariate Student-t model, with the purpose of verifying the quantile factor model fit in the median in comparison to the fit of the Student-t and Normal factor models.
We considered the following hyperparameters in the prior distributions: C 0 = 100, ν = 0.02 and s 2 = 1, which yield vague priors. The MCMC algorithm was implemented in the R programming language, version 3.4.1 [13] , in a computer with an Intel(R) Core(TM) i5-4590 processor with 3.30 GHz and 8 GB of RAM memory. For each sample and fitted model, we ran two parallel chains starting from different values, letting each chain run for 160,000 iterations, discarded the first 10,000 as burn-in, and stored every 50th iteration to avoid possible autocorrelations within the chains. We used the diagnostic tools available in the CODA package [14] to check convergence of the chains.
A preliminary analysis of the artificial datasets generated is done using scatterplots and a Bayesian version of the quantile correlation measure, denoted by ρ τ , proposed by [15] and described next.
Bayesian quantile correlation
The usual correlation coefficients, as the Pearson correlation coefficient, which is a measure of linear association, tend to fail in the measurement of tail-specific relationships. The quantile correlation coefficient measures tail dependence in this context. In particular, [15] defined the quantile correlation for two random variables x and y by:
which is the geometric mean of the two τ -quantile regression slopes β 2.1 (τ ) of y on x and β 1.2 (τ ) of x on y .
While the Pearson correlation coefficient measures sensitivity of the conditional mean of a random variable with respect to a change in the other variable, the quantile correlation ρ τ is modified to measure sensitivity of conditional quantiles rather than conditional mean by considering τ -quantile regressions.
The quantile correlation coefficient satisfies the basic features of correlation coefficient, such as: being zero for independent random variables; being bounded by 1 in absolute value for a wide class of distributions with 1 and −1 indicating perfectly linear related random variables; and having commutativity and scale-location-invariance. The larger the absolute value of ρ τ is, the more sensitive the conditional τ −quantile of a random variable to change of the other variable will be. More details about the quantile correlation coefficient can be seen in [15] .
In this work, we make use of a Bayesian version of the coefficient. With the posterior sample obtained from MCMC for β 2.1 (τ ) and β 1.2 (τ ), we can propagate them and obtain a sample of posterior distribution of ρ τ . In particular, we define the Bayesian quantile correlation estimator as the posterior mean of ρ τ .
Case study 1
In this illustration, a sample with n = 150 observations was generated from a multivariate Normal distribution with p = 5, zero mean vector and covariance matrix Ψ =
An auxiliary variable e was generated from N (0, 9) and the following transformations were applied to the original dataset:
The lower panels of Figure 1 As expected from the covariance structure considered in the data generation, variables 3, 4 and 5 have strong linear and quantile correlation for all the quantiles considered. However, due to the transformation adopted, variables 1 and 2 seems to have a significant correlation only for lower quantiles and this value decreases as the quantile increases.
Upper panels with the quantile correlations show that for τ ≤ 0.3, there is a moderate correlation between variables, while for τ > 0.3 it becomes weak. The other pairs seem not to be correlated with y i1 and y i2 , for i = 1, . . . , n, regardless of the quantiles considered. Figure 2 presents the quantile correlation estimated for τ = 0.1, 0.5, 0.9 and the respective Pearson coefficient. While variables y i3 , y i4 and y i5 , for i = 1, . . . , n, are correlated for the three quantiles considered as well as in the mean, components 1 and 2 seems to have a significant correlation just for τ = 0.1. Note that the Pearson correlation shows weak correlation, like an average value between the quantiles, since it is not as high as in the 0.1-th quantile and not as low as in the other quantiles.
This exploratory analysis motivates the use of the proposed quantile factor model, since the correlations are very different depending on the quantile considered. Therefore, we fit to the synthetic dataset to the proposed quantile factor model for τ = 0.1, 0.25, 0.5, 0.75 and 0.9, the Student-t and Normal factor model, assuming k = 1 and k = 2. Table 1 shows the different model comparison criteria computed. In a preliminary analysis the Normal factor model performs best compared to the quantile factor model with respect to the ICOMP, AIC, BIC and BIC* values. This occurs because these criteria are completely based on the likelihood function and the quantile model is not assumed to fit the data well, but to estimate relations in quantiles. Thus, we suggest the use of those comparison criteria for assessment of the quantile or the number of factors for models in the same distribution class. For the Normal factor model, all the different criteria indicated that k = 1 performed best among the fitted ones, while for the quantile factor model, the best results were achieved assuming τ = 0.5 and k = 2. Moreover, it is quite interesting that the best value of k indicated by those criteria is different depending on the quantile considered. For example, while for τ = 0.1 the model with k = 2 performed better than with k = 1, for τ = 0.75 this behavior changed.
On the other hand, for RPS, MAE and MSE criteria, the model that performed best was the quantile factor model assuming τ = 0.1 and k = 2. In general, models fitted assuming k = 2 performed better in these criteria than the models with k = 1. When k = 1 is fixed, independently of the value of τ , the factor loadings estimated are higher for variables y i3 , y i4 and y i5 , showing that these variables are more correlated and better explained by the latent factor than variables y i1 and y i2 . Even so, the highest factor loadings estimated for these variables happen with τ = 0.1, which is exactly the one with the highest value of quantile correlation, as was shown in Figure 1 . However, Figure 3 (b) shows that the factor loadings matrix is more influenced by the quantile considered when k = 2 is assumed than for k = 1.
When τ = 0.1, the first factor is clearly related to variables y i1 and y i2 , while the second factor is related to the other variables. Thus, the quantile factor model assuming τ = 0.1 captured the correlation structure, while in the Normal factor model this structure is less evident.
Therefore, the quantile factor model allows more flexibility to summarize the association between the components for any quantile considered, either through the factor loadings, the latent factor dimension, or their interpretation. Figure 4 displays the boxplots of the posterior mean of the latent factor obtained from the quantile factor model fit for the quantiles considered, for k = 1 and k = 2. In general, when k = 1 is assumed, as the quantile increases, the factor mean increases with similar variability. However, when k = 2, this increase is just present in the first factor, while the second factor remains at a similar level but with different variability depending on the quantile considered. Finally, Table 2 reports the posterior mean of the variance decomposition defined in equation (6) obtained in the quantile factor model fit assuming particularly k = 1 and 2 and τ = 0.1, 0.5 and 0.9. We also include the variance decomposition in the Normal and Student-t factor model fits. The values are reported for each variable and separated by factor, when appropriate.
Variables 3, 4 and 5 are in general well explained for all the models considered. However, the quantile factor model with k = 2 and τ = 0.1 is the only one for which the latent factors can explain variables 1 and 2 well. The results obtained assuming τ = 0.9 should also be highlighted for the first variable. However, since the the variance decomposition presented in equation (6) contains a portion that depends on τ in the uniqueness, it must be carefully evaluated.
In particular, for τ = 0.1 and 0.9, the uniqueness σ 2 l is multiplied by 101 in both cases, while in the median it is just multiplied by 8. Thus, although this inflation in the uniqueness part is lower for τ = 0.5 than for τ = 0.1, the quantile factor for τ = 0.1 still obtains better results.
Just for comparison purposes, we include a modified version of the decomposition variance (6) that may be useful for the cases when comparing results with different quantiles is the interest. The modified variance decomposition for variable l is defined in a similar way to the Normal factor model, as: 
Case study 2
The main aim of this illustration is to evaluate the robustness of the quantile factor model for the median in the presence of outliers, compared to the Normal and Student-t factor models. With this purpose, a sample was generated from a particular multivariate Student-t model with p = 6 variables, that is, y ∼ t 6 (µ 0 , Σ 0 , ν), with ν = 2.5 degrees of freedom and a shape matrix
In a preliminary exploratory analysis, the scatterplots and quantile correlations estimated for several values of τ , presented in Figure 5 , show some evidence that three latent factors are necessary to explain the variability, since there are three independent pairs of variables are be correlated. Note that in general the quantile correlations do not vary among the quantiles, except for higher quantiles, which tend to increase the quantile correlations, probably due to the presence of outliers. Thus, to the generate dataset we fit those three factor models assuming k = 1, 2 and 3 and compared their performance in a similar way to the case study 1 in Subsection 3.2. Table 3 reports the results of the model comparison criteria considered. The quantile factor model proposed is the only one in which the criteria point k = 3 is the best. In the Normal factor model fit, for example, the AIC indicates k = 1, while in the Student-t factor model fit it suggests k = 2. For the number of latent factors fixed, note that RPS, MAE and MSE in general indicate either the quantile factor model for the median or the Student-t model performs best. The posterior mean of the factor loadings for the three models considered are presented in Table 4 . When models assuming k = 1 are fitted, the latent factor only captures the correlation structure between variables 5 and 6. In this case, the estimates obtained in the Normal fit are significantly higher than those obtained in the quantile factor model in the median and Student-t model fit, which in turn have similar results. Assuming k = 2 is fixed, the quantile and Normal factor models capture the correlation between variables 1 and 2 in the first latent factor and between variables 5 and 6 in the second latent factor. However, the second latent factor in the Student-t factor model is associated with variables 3 and 4.
Finally, when k = 3 is fixed, the three pairs of correlated variables are correctly identified in both the quantile and Student-t factor models, while the factor loadings estimated in the Normal model fit do not provide a clear distinction between the three pairs of variables, allowing y i3 , y i4 , y i5 and y i6 to be a combination of two latent factors.
These results suggest that since the quantile factor model with τ = 0.5 presented similar performance to the Student-t model, it can be viewed as an efficient alternative for studying datasets with outliers, while the Normal model seems to be more inefficient otherwise. The proposed model could be even more advantageous in this case, as it does not require estimation of the degrees of freedom, which is usually a hard parameter to estimate [4] . Table 4 : Posterior mean of the factor loadings matrix obtained in the quantile factor model fit assuming τ = 0.5, and the Normal and Student-t factor models, for k = 1, 2 and 3. Finally, from the variance decomposition, presented in Table 5 , it is possible to see that the quantile and Student-t factor model fits for k = 3 show that all the variables are equally well explained. In the Normal factor model just variables 1 and 2 are well explained by only one latent factor, while variables 3 to 6 are partially explained by the three latent factors, reflecting the estimated factor loadings. 
Applications to real data
In this section, the quantile factor model, Normal and Student-t factor models are evaluated using two real datasets with two very different structures. In the first application, 5 daily price indexes are analyzed, for which the correlation structure seems to be highly dependent on the quantile considered, motivating the use of our proposed. The second application is to a dataset from a heart disease study. In this case, the correlation structure a priori does not seem to be quantile dependent, not favoring the use of the proposed model.
For both cases, we considered the same hyperparameters described in Section 3 for the prior distributions. The MCMC algorithm was also implemented in the R programming language, version 3.4.1 [13] , in a computer with an Intel(R) Core(TM) i5-4590 processor with 3.30 GHz and 8 GB of RAM memory. For each sample and fitted model, we also ran two parallel chains starting from different values, letting each chain run for 160,000 iterations, discarded the first 10,000 as burn-in, and stored every 50th iteration to avoid possible autocorrelations within the chains. We also used the diagnostic tools available in the CODA package [14] to check convergence of the chains.
Financial sector dataset
The dataset consists of 5 daily price indexes during 2018. In particular, variables y i1 to y i5 for i = 1, . . . , n represent, respectively the Russell 2000 (New York, USA), Bell 20 (Brussels, Belgium), IBEX 35 (Madrid, Spain), Straits Times (Singapore) and Hang Seng (Hong Kong, China) indexes. This dataset was also analyzed to illustrate the quantile correlation measure in [15] and is available at https://realized.oxford-man.ox.ac.uk/ Table 6 reports the comparison criteria values in the quantile factor model for some values of τ , and the Student-t and Normal factor model fits. When k = 2 is assumed, RPS, MAE and MSE point to the quantile factor model as the best, especially with τ = 0.1 and 0.9.
On the other hand, ICOMP, AIC, BIC and BIC* suggest that quantile factor models assuming k = 2 always perform best for all the quantiles considered, while for the Student-t and Normal factor model fits they suggest k = 1. 8 (b) show the posterior mean of the factor loadings obtained under the quantile (in black) and Normal (in gray) factor model fits assuming k = 1 and 2. When k = 1, the latent factor is strongly correlated to variables y i2 , y i3 , y i4 and y i5 , as expected. Although the latent factor does not explain well the Russell 2000 index (y i1 ) in general, some improvement can be viewed in the factor loadings for extreme quantiles. On the other hand, from Figure 8 (b), we notice that while the second latent factor is correlated to variables y i2 , y i3 , y i4 and y i5 for both models and all the quantiles, the first latent factor is more correlated to the Russell 2000 index (y i1 ), mainly in 10% and 90% quantiles, although it seems to be also correlated to the Bell 20 and IBEX 35 indexes (y i2 and y i3 ). The Normal factor model does not capture well the Russell 2000 index in its structure. Table 7 with the variance decomposition for each model considered, we conclude that while the variability explained by the latent factor for the Russell 2000 index (y i1 ) in the Normal and Student-t model fits does not exceed 50%, it is higher than 75% with just one factor for τ = 0.1 and 0.9. In the two-quantile factor model, all the indexes are well explained, mainly for τ = 0.1 and 0.9, for which the first latent factor is clearly related to y i1 and the second latent factor to the other components. The modified variance decomposition in equation (9) is presented just to reinforce the previous conclusion. Table 7 : Posterior mean of the modified variance decomposition and variance decomposition obtained, respectively, in the quantile factor model fit with τ = 0.1, 0.5 and 0.9, and the Normal and Student-t factor model fits, assuming k = 1 and 2.
Variance decomposition
Modified 
Heart disease dataset
Here we analyze a sample extracted from the dataset wcgs available in the faraway package of R [16] . It consists of data on 3154 healthy young men aged from 39 to 59 years old from the San Francisco area. All patients were free from coronary heart disease at the start of the study. Eight and a half years later, changes in this situation were recorded. In particular, this application was performed with a random sample of n = 100 individuals and is concentrated in the following variables: weight (y i1 ), height (y i2 ), systolic blood pressure (y i3 ), diastolic blood pressure (y i4 ) and fasting serum cholesterol (y i5 ).
From Figure 9 it can be seen that weight and height (y i1 and y i2 , respectively) are strongly correlated, as are the systolic and diastolic blood pressure (y i3 and y i4 , respectively). The aim of this application is to evaluate the proposed quantile model's performance in comparison with the Student-t and the Normal ones, in a real scenario that does not seem to favor a quantile analysis a priori. Additionally, Figure 10 presents the quantile correlation matrix for τ = 0.1, 0.5 and 0, 9 and the linear correlation. In fact, the quantile correlation is very similar to the linear one, mainly when τ = 0.5 is assumed. Thus, in this application we just considered the proposed quantile factor model with τ = 0.5 and compared it to the Normal and Student-t factor model fits, assuming k = 1 and k = 2. Table 8 reports the model comparison criteria results for the three models fitted. First, with respect to the number of factors, while all the criteria point to k = 2 as the best setting in the quantile and Student-t factor models, AIC, BIC and BIC* point to k = 1 as the best in the Normal fit. Then, for k = 2 fixed, RPS, MAE and MSE criteria do not differ much across the different models. However, while the RPS criterion suggests the quantile factor model in the median performs best, MAE suggests the Student-t factor model and MSE equally suggests the Student-t and Normal factor models as the best. Table 9 reports the posterior mean of the factor loadings for the models considered. The results are, in general, very similar. When k = 1, the latent is mainly related to weight and height (y i1 and y i2 ), while fasting serum cholesterol (y i5 ) presents the lowest value of the associated factor loading, reflecting the structure presented in Figures 9 and 10 . On the other hand, when k = 2 is fixed, there is clear separation of the original variables among the two latent factors considered. While, the first factor is related to weight and height (y i1 and y i2 ), the second factor explains the systolic and diastolic blood pressure (y i3 and y i4 ). The fasting serum cholesterol is almost equally explained by both factors. Moreover, since Figures 9 and 10 show a possible inverse correlation between cholesterol component and weight and height components, which are well explained by the first factor, we would expect a negative value for the factor loading of this component. However, this happens only for the quantile factor model in the median and the Normal one. In general the results are very similar for the three models fitted. Table 9 : Posterior mean of the factor loadings matrix obtained in the quantile factor model fit assuming τ = 0.5, and the Normal and Student-t factor models for k = 1 and 2. Finally, Table 10 presents the posterior mean of the variance decomposition for the three models considered. In general, the two-factor structure well explains the original variability for the three models considered, except for the fasting serum cholesterol component (y i5 ). The Normal and Student-t factor models present similar results. On the other hand, for comparison purposes, these results reveal a case for which the modified variance decomposition in equation (9) may be useful. For example, when k = 1, although the latent factor is strongly related to weight and height components, the proposed model better explains the the systolic and diastolic blood pressure than the other models according to the modified variance decomposition. Moreover, under the variance decomposition the quantile factor model evaluated at the median explains about 40% of the variability assuming the two-factor structure, while under the modified variance decomposition this percentage increases to 80%. 
Conclusions
We propose a new class of models, named quantile factor models, which is advantageous compared to standard factor models since it provides richer information about the latent factors, is robust to heteroscedasticity and outliers, and can accommodate the non-normal errors often encountered in practical applications. The method not only allows factor loadings to vary across the quantiles, but also the latent factors. For the inference procedure, we presented a MCMC algorithm based mostly on Gibbs sampling for the location-scale mixture representation of the AL p distribution. The method is also an alternative to the quantile correlation, which may be used in some applications as a preliminary exploratory measure.
We evaluated the QFM in artificial and real datasets and compared it with the Normal and Student-t factor models. We concluded that the proposed model is a robust alternative to these, in some cases having similar performance to the Student-t one. On the other hand, the flexibility of the method shows that the quantile to be tracked depends on the specific aims of the problem and different results and interpretations can be obtained for each case. Model comparison criteria and variance decomposition were used not only to evaluate the model's performance under different quantiles but also to infer about latent factor dimensions for each quantile considered.
A Multivariate asymmetric Laplace distribution
A random vector X ∈ R p is said to have (AL p ) distribution with parameters µ and Ψ, this is, X ∼ AL p (µ, Ψ) if its characteristic function is given by:
where m ∈ R p and ψ is a p × p non-negative definite symmetric matrix [12, ch. 6] . Moreover, we have that E(X) = µ and V ar(X) = µµ ′ + Ψ.
As in the univariate case, the AL p distribution admits a location-scale mixture representation of Normal and Exponential distributions. Let V ∼ N p (0, Ψ) and W ∼ Exp(1), then we can write X using the following mixture representation:
