ABSTRACT As one of the key components in many computer vision applications, visual tracking has been widely investigated in recent years. Correlation filter-based trackers have achieved compelling performance in terms of both efficiency and accuracy by speeding up online training and inference procedures in the frequency domain. For a visual object, such trackers often perform tracking by searching the most correlated patch within a limited search region in a new frame. The acknowledged problem is that a small search region prohibits the successful tracking of fast moving targets while a large search region increases the difficulty of model learning. In this paper, we propose to use different candidate search regions to train multiple tracking experts to alleviate this dilemma. Based on these experts, the final tracker learns to make the optimal decision using a decision-theoretic online learning approach. Besides, we also establish multi-scale experts to handle scale variations during tracking. The experimental results on the public datasets demonstrate that the proposed approach achieves favorable performance against several state-of-the-art methods.
I. INTRODUCTION
Visual tracking has been and continues to be one of the most active research topics owing to its extensive applications in many computer vision systems such as human-computer interface, robotic navigation, video surveillance and automatic driving [1] - [5] . Visual tracking aims to estimate the positions of an initialized target in all the successive frames of a video without regarding the target category [6] . Though many valuable studies have been conducted, visual tracking is still a challenging problem since a good tracker needs to handle various factors such as occlusion, deformation, fast motion, illumination, and scale variation [7] .
Among well-acknowledged visual tracking paradigms, correlation filter-based approaches receive much more attention considering the achieved outstanding performance in terms of both speed and accuracy [8] - [10] . These methods often formulate the training data of dense sampling as a circulant matrix and transform the online time-consuming training and the target search process into the Fourier domain
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to reduce running time [8] - [10] . As shown in Fig.1 , given a target in a frame, correlation filters are employed to search the most correlated area in the next frame. However, the size of the search region is often defined by a fixed padding ratio for all the frames, which reduces the robustness of the tracker. As shown in Fig. 2(a) , a small search region limits the search range while a large search region involves extra background clutter, which may make the tracker fail to work.
In this paper, we propose a multi-expert based tracking algorithm to address the above-mentioned problem. Specifically, the multiple experts based on correlation filters with different padding ratios are constructed to propose possible target locations and the optimal target position are estimated by a decision-theoretic online learning method. Moreover, the multiple experts with different scales are proposed to effectively handle scale variation in the tracking process. As shown in Fig. 2(b) , the target size changes dramatically throughout the tracking process and our tracker is able to estimate the target scale accurately.
The remaining parts of this paper are organized as follows. Section II reviews the related works in recent years. Section III recaps the correlation filtering-based tracking FIGURE 1. A typical correlation filter-based tracking procedure. The marked area within the blue bounding box in the previous frame is used to train the correlation filter. For the current frame, the search region usually has the same position and size as the sample area. A response map which is used to estimate the target position in the current frame can be achieved by computing the correlation between the search region and the learned correlation filter. An inappropriate search region can introduce extra backgrounds or limit the search range.
FIGURE 2. (a)
The screenshots of the tracking results on Jumping and Bolt (from left to right) for the KCF tracker [10] with different padding ratios. For Jumping, the fast-moving target can be traced by the KCF tracker with the large search region(padding ratio = 2.1). However, for Bolt, the background clutter contained in the large search region makes the learned tracker fail to track the target. (b) Tracking results of our method and KCF on Singer1. Our tracker estimates the target scale successfully while the KCF tracker fails to handle the scale variation.
procedure at first and then describes the details of the multi-expert based tracker. Section IV shows the experimental results to compare our algorithm with the baselines. Finally, we draw the conclusions in Section V.
II. RELATED WORK
In this section, we briefly review the main paradigms of visual tracking approaches, including generative models, correlation filter-based trackers, and CNN (Convolutional Neural Networks)-based trackers.
A. GENERATIVE TRACKER
Generative trackers usually learn an appearance model of the target at first and then search the most similar target by using template matching in all the successive frames. For instance, NCC (Normalized Cross Correlation) used the raw pixels of the target and normalized cross-correlation to represent the target and measure the target similarity respectively [11] . MST (Mean Shift) employed the histogram as the target representation and then used a density estimation as the template matching metric [12] , [13] . Recently, many generative methods have focused on exploring sparse representation to achieve more robust target appearance models [14] - [16] . Generally, the problem with these methods is that the template is often fixed and cannot handle target variations during long-term tracking. Additionally, learning the appearance model of the target ignores the importance of the contextual information which can provide conducive cues for tracking.
B. CORRELATION FILTER-BASED TRACKER
Discriminative trackers treat target tracking as a classification problem which aims to distinguish between the target and the background. Different from the generative trackers, the trained discriminative classifiers take advantage of both the target and the background information. Particularly, correlation filter-based methods are of great concern considering the achieved effectiveness and efficiency [8] , [9] , [17] - [20] . Employing correlation filters for visual tracking has a long history which can be traced back to the 1970s [21] . Bolme et al. improved correlation filters by minimizing the output sum of squared error and achieved attractive tracking performance, which reintroduced the topic to modern visual tracking [8] . Henriques et al. formulated the tracking problem from the perspective of ridge regression and VOLUME 7, 2019 imported kernel methods into correlation filters [9] . Based on the kernelized correlation filter framework, improvements have been achieved by either introducing effective features, such as HoG [10] and color names [22] , or a multi-scale searching strategy to handle scale variations of the target [23] - [25] . Additionally, a re-detection model was introduced for long-term visual tracking [26] . A structured support vector was combined with correlation filter to speed up the optimization process [27] . The channel and spatial reliability was proposed to improve the performance [28] . Several types of researches have also focused on tackling the aliasing problem with circular correlation effects [29] - [31] . However, few research has been conducted on the problem of search region estimation, which is crucial for robust tracking as proved in our work. Recently, Taihang et al. presented changing the search area according to the prediction of target motion [32] . However, their methods used frequency-domain interpolation to change the size of the search area. In the case of the large search area, this will introduce additional shifted patches of the cropped target as negative samples, which results in suboptimal solutions. Additionally, they used a fitting curve to estimate the target movement, which is easy to fail in the complex motion scenes. In contrast, we use multiple experts with different search areas to solve this problem and an online decision method to integrate these experts' results according to their correlation maps, which can exploit the opinions of the multiple experts and achieve superior performance.
C. DEEP TRACKER
In recent years, Convolutional Neural Networks (CNN) have achieved outstanding performance in most computer vision tasks including visual tracking. Some methods, such as SO-DLT [33] and MDNet [34] , pre-trained a CNN model by using annotated tracking videos and then fine-tuned the network at the test-time to achieve a detector. However, these methods are time-consuming since they require forward and backward calculations in the detection phase. In contrast, some approaches extracted deep features from pre-trained deep networks as input features of a traditional tracking framework [35] - [37] . Though deep features are powerful for representing target appearances, the large dimension involves heavy computational burdens. End to end visual tracking networks, such as GOTURN [38] , DCFNet [39] , and CFNet [40] , are preferred in recent researches without regarding the lack of training data.
III. MULTIPLE EXPERTS WITH CORRELATION FILTERS
In our algorithm, the tracking task is divided into translation estimation and scale estimation as [24] . Firstly, the multiple experts based on correlation filters of different padding ratios are used to track the target, respectively. According to the results of the respective correlation maps, the loss function is established, and the tracking results are integrated by the online decision algorithm to get the target position. To handle scale variations, the multiple experts with different scales are learned on the object samples. Each of these experts represents a fixed scale target model, and the multiple experts with different scales form a multi-scale representation together. The scale result is estimated by weighting the results of these experts according to the correlation results of a scale correlation filter.
A. CF TRACKER RECAP
The CF filter is trained on an image patch x of size M ×N with the target at the center, which is obtained by padding the target area of size U × V with a padding ratio β, where M = (1 + β)U and N = (1 + β)V . The CF framework aims to learn a regressor by minimizing the following objective function [9] :
where x m,n is a circular shifted training sample with the label y(m, n) that is a Gaussian distribution. λ is the regularization parameter (λ ≥ 0). By using the circulant structure of the training samples, the online time-consuming training and inference procedures have closed-form solutions in the frequency domain. The inputs x can be mapped to a high dimensional feature space with the linear kernel κ(x, x ) = x, x , where ·, · denotes the dot product. Then Eq. (1) can be solved in the dual domain and minimized as w = m,n a m,n x m,n . The coefficient a in frequency domain is:â
whereŷ denotes the discrete Fourier transform (DFT) of y, represents element-wise product and * denotes complex conjugate. In a new frame, the detection stage is performed on an image patch z of size M × N centered at the same position as x, which is also the search region. Then the correlation confidence mapȳ is computed as follows:
where F −1 represents the inverse DFT,x is the learned target appearance model. The estimated position of the target in the current frame locates at the maximum value ofȳ.
To handle target variations during a long-time tracking task, the appearance model of the target and the dual coefficients need to be updated online as follows:
whereā is the learned coefficients and η denotes a learning rate. The search region in the CF-based tracking framework is often fixed and pre-defined by a padding ratio parameter. In the following subsection, we will describe a multi-expert based method to prove the advantages of selecting search regions adaptively.
B. MULTIPLE EXPERTS FOR TRANSLATION ESTIMATION
Following the CF tracker training procedure, we use K search regions of different sizes to train multiple tracking experts T 1 , T 2 , · · · , T K and then an online decision-theoretic hedge method [41] is employed to estimate the final target position in a new frame.
Suppose that the confidence mapȳ i t is computed according to expert T i , the target position is estimated as follows:
With each target position (m i t , n i t ) weighted and summed, the final target location is:
In our method, the definition of the loss i t refers to the Peak-to-Sidelobe Ratio (PSR) [8] , which is a measurement of the strength of a correlation peak. The loss i t is defined as:
where σ i t is the standard deviation of the confidence mapȳ i t . Now we describe how to learn the weights during the training process. For the t th frame, each trained expert T i has a loss i t and the weighted loss can be computed as:
where w i t is the weight of the expert T i , K i=1 w i t = 1 and w i t ≥ 0. To make the optimal decision, we need to learn a weight distribution that minimizes the cumulative regret R i t of each expert. R i t is expressed as follows:
Each expert has a potential exp(([R i t ] + ) 2 /2c t ). The Normal-Hedge method maintains a scale parameter c t to make the average of the potential remain constant at e, and the details can be found in [41] . c t can be obtained by:
here we use the notation [q] + = max(0, q). The weight w i t+1 is proportional to R i t and c t :
For the tracking task, the instantaneous regrets of the previous frames become less important. Thus, as the tracking time increases, the instantaneous regrets are set to decay exponentially by the base γ (0 < γ < 1), and the cumulative regret R i t is calculated as: 
C. MULTIPLE EXPERTS FOR SCALE ESTIMATION
Scale variation is also an important factor which needs to be paid attention to during tracker learning. In this section, we also adopt a multi-expert based strategy to address the scale estimation problem. Following the denotations in [24] , the scale factor of sampling is denoted as α p− P/2 (p = 1, 2, · · · , P), where α and P denote the scale parameter and the number of the experts, respectively. For a scale expert Ts p , its corresponding scale factor is α p− P/2 . To estimate the scale, we first construct a multi-scale representation of the target, as shown in Fig. 3 .
Subsequently, a scale correlation filter is established on the multi-scale appearance model. The objective function, which is the 1-dimensional version of Eq.(1), is expressed by:
After we achieve the scale correlation response ys according Eq. (3), we obtain the expert Ts p that achieves the maximum correlation response by:
The estimated result of the expert Ts p is not always reliable, thus we also exploit the results of the extra experts whose scales are close to the scale of the expert Ts p . We take advantage of 2n p + 1 experts. The correlation scores of these experts are:
Calculate the standard deviation σ s of these results. Then, according to σ s , the target scale s t is obtained as follows:
where ys ln = (ys l − min(ys l ))/ (ys l − min(ys l )) and is the threshold. 
Compute the estimated target location according to each expert T i using Eq.(6); 5: end for 6: Compute the final target location using Eq.(7); 7: Form multi-scale representation of the target and estimate its scale using (15) , (16) , and (17).
8:
Compute the loss i t and update the cumulative regret of each expert with Eq. (8), (9) and (13); 10: Update weights of each expert using Eq. (11) and (12); 11: Update the target model and the dual coefficients using Eq. (4) and (5) 12: end for 13: end for If the result of Ts p is reliable, its correlation value will exceed its neighborhood experts a lot and the correlation results of these experts will have a large standard deviation. On the other hand, when the standard deviation is small, the result of Ts p is not so reliable, thus we use the weighted results of Ts p and its neighborhood experts instead.
A summary of the Multiple Experts with Correlation Filters (MECF) tracker is presented in Algorithm 1.
IV. EXPERIMENT RESULTS
In this section, we evaluate the performance of the proposed multi-expert based tracker and present the quantitative and qualitative comparisons with several state-of-the-art trackers. Before the detailed experimental analysis, we introduce the experimental setup at first.
A. SETUP 1) FEATURES
We utilize three types of features including raw pixels, HoG features [42] , and Color Names (CN) [43] for target representation. The cell size of HoG is set to 4 and CN is an 11-dimensional color representation that is mapped from the RGB values. According to [22] , we apply Principal Component Analysis (PCA) to obtain a two-dimensional feature (CN 2 ) from CN to reduce computational complexity during tracking. Note that the target representation is weighted by a cosine window to eliminate the discontinuous boundary of the circulant samples.
2) PARAMETERS
Similar to the CF-based trackers [10] , [24] , the regularization parameter λ is set to 10 −4 and the learning rate η is set to 0.01, the number of experts P and the scale increment factor α are set to 33 and 1.02, respectively. For the multiple experts with different padding ratios, to decide the number of the experts and the corresponding padding ratios and initial weights, we first fix the number of the experts, and the padding ratios and initial weights are chosen by grid research on a small training set. Then we compare the results of the experts of different numbers to decide the parameters. In practice, we find that increasing the number of experts K only improves the tracking performance slightly but increases the computational complexity simultaneously. Thus, we use three experts with padding ratios (1.5, 2.1, 2.7) and their initial weights are set to (0.8, 0.1, 0.1). The base γ for decaying exponentially is empirically set to 0.01. As for the experts with different scales, the parameters and n p are also validated by using grid search on a small training set.
and n p are set to 0.08 and 6, respectively.
3) DATASETS AND METRICS
To evaluate the performance of the proposed tracker, we use the benchmark dataset OTB100 which contains 100 challenging video sequences [44] . These sequences are marked with 11 attributes, such as scale variation, occlusion, fast motion, and illumination. The one-pass evaluation (OPE), temporal robustness evaluation (TRE), and spatial robustness evaluation (SRE) are conducted. The precision plot and the overlap success plot are utilized as the performance metrics as previous works [17] , [19] , [20] , [44] . Precision measures the distance between the position of the estimated target and the ground truth. Overlap success means the bounding box overlap between the estimated bounding box and the ground truth bounding box. To rank the performance, the distance precision (DP) score that is the mean DP at the threshold of 20 pixels is used for precision plots and the Area Under Curve (AUC) is used in overlap success plots.
B. RESULTS

1) COMPONENT ANALYSIS
To demonstrate the effectiveness of the proposed MECF tracker, we additionally implement four baseline trackers based on the MECF framework. The first baseline which employs a fixed padding ratio 1.5 is denoted by MECFnP. In order to demonstrate the importance of the hedge decision method, the second baseline MECFnH is the expert which has the maximum correlation value. The multi-expert based tracker without scale estimation is MECFnS and the last baseline which utilizes the scale estimation method of DSST [24] is MECFdsst. Fig. 4 shows the quantitative results on the benchmark OTB100. The two legends in Fig. 4 are the DP score and the AUC score respectively. The results show that the DP score is 5% lower without the multiple experts for translation estimation. The hedge decision method can improve the DP score of MECF by 7.7%. Scale estimation is proved to be critical according to the precision comparison between MECFnS and MECF. Compared with the scale estimation method of DSST, the DP score and the AUC score of MECF are 2% and 2.1% higher respectively.
In conclusion, the proposed MECF tracker performs favorably against the other four baselines. These results confirm that the proposed multi-expert strategies are effective for both translation and scale estimation problems.
2) OVERALL PERFORMANCE
We compare our multi-expert based tracker on the benchmark with recent state-of-the-art methods, including SAMF [45] , RPT [45] , KCF [10] , LCT [26] , fDSST [25] , and DCFNet [39] . The first five trackers are based on the CF-based tracking framework and the DCFNet is a deep learning-based tracker. Fig. 5 shows the experimental results of OPE, TRE, and SRE on OTB100 [44] . In Fig. 6 , we also present the OPE results of OTB2013 [46] , which is a subset of OTB100 with 51 sequences. It can be observed that the proposed MECF achieves the best performance on both OTB2013 and OTB100. Particularly, the performance in the OPE precision plots on OTB100 and OTB2013 are improved by more than 3%. Our method achieves the precision of 80.5% and the AUC score of 61.4% on the OPE of OTB100, which outperforms DCFNet by 5.3% and 3.5%, respectively. Compared with LCT, our tracker achieves an average of 5% improvement on OTB2013. In contrast, our method obtains the top rank according to the OPE, TRE, and SRE of OTB100 in terms of both precision and overlap success.
We also compare the mean Frames Per Second (FPS) of each method as shown in Table 1 . The proposed MECF is implemented in Matlab and evaluated on an Intel i7-7700K CPU@4.2GHz and 16GB memory PC. To run DCFNet, we also use an NVIDIA GTX1080 GPU to evaluate its GPU-based running speed. Our tracker runs at about 21 FPS according to the experiments.
3) ATTRIBUTE-BASED EVALUATION
In this section, we analyze the tracker performance in the 11 challenging cases of OTB100, including occlusion, scale variation, fast motion, etc. Fig. 7 shows the OPE success plots of the seven trackers for these challenges.
In background clutter, deformation, fast motion, illumination variation, motion blur, in-plane rotation, scale variation, and out-of-plane rotation, our method achieves the first rank. In particular, in the motion blur evaluation, our MECF achieves the score of 0.581 and significantly outperforms DCFNet by more than 3.4%. In deformation, our tracker provides a gain of 5.2% over the second best tracker. In low resolution, our method outperforms DCFNet by more than 7%. In scale variation, our method and DCFNet obtain a gain of over 6% compared with other trackers. Furthermore, our MECF outperforms DCFNet by 1.3% owing to the multiple experts for scale variations. Our tracker also performs well and achieves similar results with DCFNet in terms of occlusion. Moreover, MECF and DCFNet outperform other trackers by nearly 3% in occlusion. Our method achieves superior performance in fast motion, motion blur, and background clutter, which is attributed to the multi-expert VOLUME 7, 2019 FIGURE 7. Attribute-based evaluation on OTB100. The overall performance is also presented for comparison convenience.
based strategy that fuses the tracking results with different padding ratios. Although our tracker is not specially designed for illumination variation, in-plane rotation, outof-plane rotation, and deformation, our MECF also achieves appealing performance on these challenging image sequences because the representation capabilities of the tracker model are improved due to the integration of multiple tracking experts. Furthermore, it proves that the benefits of more spatial context information are not just to increase the search area for fast motion, which also implies that spatial context information deserves to be further exploited to improve the tracking performance. In out of view, DCFNet achieves better performance, which can be attributed to the effective features extracted by the convolutional layers of DCFNet.
4) QUALITATIVE EVALUATION
As shown in Figure 8 , we further compare our algorithm with the baselines on the 12 challenging sequences of OTB100. Though the KCF tracker has the capability of dealing with partial occlusion and deformation, it does not work well in Dog1, Freeman1, and Walking2 because of the lack of scale estimation. The fDSST method which focuses on estimating the target scale cannot handle occlusion, fast motion, and motion blur (Freeman3, Car1, and BlurBody) due to the fixed small search region. In contrast, our MECF tracker is more robust to deformation, fast movement, and motion blur since various search regions and scales are considered during tracking.
V. CONCLUSION
The padding size of correlation filter-based trackers is crucial for robust tracking, but it is also often overlooked. In this paper, we propose a multi-expert based tracking algorithm to mitigate the limitations of using fixed padding ratio in correlation filter-based trackers. For optimal search region estimation, each expert with a different padding ratio tracks the target independently, and then the optimal decision is made by employing an online decision-theoretical hedge method. Moreover, it is proved that the multiple experts with different scales are effective for scale estimation. Experiments evaluated on the OTB100 dataset demonstrate the robustness and effectiveness of the proposed tracker. However, the performance of our tracker in out of view is not satisfactory. As future work, we will try to apply more effective features and investigate methods to make the tracker more efficient. Another future direction is to further explore spatial context information to deal with more challenges, such as occlusion and deformation. 
