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INTRODUCTION 
The construction of free monoids by means of words is one of the oldest 
practices in modern mathematics, and amounts, in the category of Sets, to the 
formula: Free Monoid (S) = Un Sn (for SE Set). Once it was discovered 
that the concept of monoid was a categorical one that showed up in many 
different areas in mathematics, a lot of similar constructions (like tensor 
algebras, differential graded tensor algebras, free (small) categories, etc.) 
become unified by the above formula (in the appropriate monoidal category). 
The reason why this formula works is the fact that in these categories the 
tensor product commutes with the (above) denumerable coproduct (c.f., [6, 
Theorem 2, p. 168]), and, therefore, it (the formula) is not available in 
categories for which this is not so. A monoidal category for which it becomes 
highly desirable to have free monoids available is the category of endofunctors 
on a given category. Michael Barr [l] studied this problem and produced an 
existential theorem (for free monads) under certain hypotheses adequate in 
practice. What we do in this paper is to devise a technique to construct free 
monoids in general monoidal categories. Then, we show how this technique 
is adequate in practice. It could be said that what is needed are longer words, 
words so long that the tensor product commutes with colimits of that length. 
If this is not so for any (small) length, words as long as the universe have to be 
taken, and, thus, the free monoid is not available; it sits in the next universe. 
The techniques developed in this paper originate in the (known) observation 
that the construction of free monoids utilizing the formula at the beginning 
of this introduction can be broken into two steps. First, construct the free 
pointed set 1 --+ 1 JJ S, then take the colimit of the (face part) of the (co) 
simplicial set generated by this pointed set. Again, this works because the 
tensor product (= product) commutes with this colimit. What we do is to 
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extend the category Ahce to a category having as objects all the ordinal 
numbers. Appropriate colimits of any (small) length become then available. 
In a cocomplete monoidal category a pointed object generates a (co) 
“simplicial” object defined over this transfinite A. If the tensor product 
commutes with colimits of some given length, the object of “simplices” 
(words) of that dimension (length) is the free monoid. 
Some interesting applications of the main result in this paper are given at 
the end. 
THE CATEGORY A? 
The category JY has as its objects all the ordinal numbers, to which we add 
an extra object that will be denoted (- 1). We will write systematically 
% A Y,***, to denote any one of the objects of ~2, n, m,..., to denote the finite 
ordinals or - 1, and p, q, t,L ,..., to denote the limit ordinals. We will consider 0 
to be a limit ordinal, and, therefore, any one of the three types of variables 
may stand for 0. It is clear then that any object of &! decomposes as 01= p + n. 
(-1 = 0 + (-1)). 
The arrows of k! we define as follows. 
DEFINITION 1. A map p + tl + q~ + m is an (m + 1)-tuple of numbers 
(no , nl ,--., n,) such that: 
(i) m + n, + q + +** + n, = n; 
(ii) ni E{-1, 0, l,..., n}, i = 0, l,..., m; 
(iii) Ifp = ~,thenn~~{-l, O},i = 0, l,..., m. 
This definition applies only when p + n < q~ + m. There are no maps 
“going down,” i.e., when p + n > q~ + m. We denote the map by 
f = (P I no9 nl ,..., n, I 94. 
Composition is defined as follows. 
DEFINITION 2. If 
and 
f = (P I no, n1 ,..., n, I v): p + n-+ v + m 
then 
g = (v 1 mO, ml,...,mk I #): v + m -+# + k, 
where 
gf = (P I x0 9 Xl ,..a, ~kl~):~+n+~+k 
~0 = m. + no + n1 + - + nmo 
j+%+ml+. . .+mj 
xi = m, f C ni j = l,..., k, 
Prm,+m,+~~+mj-l 
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subject to the convention that the Z equals 0 when the upper limit is smaller 
than the lower limit (i.e., when mj = - 1). 
It requires only some straightforward computation to check that this is a 
well defined (i.e., the K + 1-tuple (x,, , xi ,..., x,J satisfies conditions (i), (ii), 
or (iii) when appropriate) associative composition with identities 
p+?ZA p + n = (P I 0, o,..., 0 I P). 
When p + n = 0 + (-1) = -1, th’ 1s is the 0-tuple (i.e., the empty-tuple, 
which satisfies condition (i) since, as with the Z above, we consider the sum of 
no members to be 0). We have, therefore, a category. 
The object (-1) is initial, with (unique) arrows, 
(0 I -1, -l,..., -1 1 p): (-1) = 0 + (-1) + p + 12. (1) 
In particular, there is only one (canonical) arrow 
(0 1 -1 IO): (-1) --+ 0. (2) 
There is also, for any OL < q~, aunique arrow, 
(pI49+a=p+n+g,+O=v. (3) 
Observe that (l), when n = 0 (hence also (2)), is a particular case of (3). These 
arrows (3) are the building blocks of A!, since any f = (p I no , n, ,..., nnz Iy) is, 
in a sense, the “juxtaposition” of the arrows (p I ni I p)). It is immediately seen 
that there are exactly n + 1 different arrows: 
(p I 0, 0 )..., -I,..., oIP):p+(n- l)+p+n, 
one for each position of - 1 in the (n + I)-tuple, and that they satisfy (under 
composition) the usual simplicial equations of the face operators. We can say, 
therefore, that A! is like a transfinite chain formed with copies of the face 
part of the simplicial category A, one after another (all of them nonaugmented, 
since there are two maps p 3 p + 1, except that the first one is augmented by 
(- 1) + 0), placed in between each limit ordinal and the next one. These 
copies are also connected by a manifold of maps “jumping” (i.e., not factoring 
throughout) over the limit ordinals. The nature of this structure is illuminated 
by the following remark. 
Remark 1. Let A be the category whose objects are the finite ordinals 
and C-11, and whose arrows n --+ m are (m + I)-tuples of numbers 
(no , nl ,..., n,) satisfying conditions (i) and (ii) of Definition 1, and which 
compose as in Definition2. Then, A is the usual complete simplicial category. 1 
FREE MONOIDS 211 
It follows then that A’ consists of (- 1) and the ordinal numbers as objects, 
where each interval p ,< OL < p + w is connected into any similar other later 
in the chain by a whole copy of the category A, into itself by a copy of only 
the face part of A, and not connected at all into any similar other earlier in 
the chain. That is d(p + II, q~ + m) = A(n, m) when p < q~, =Aface(n, m) 
when p = v, and = o when p > v. This complex structure is compactly 
and globally described in Definition 1, and coherently put together in 
Definition 2. Let us observe also that these definitions (as in Remark 1) give a 
combinatorial definition of A, from which easily follows all of its important 
characteristics, and which is particularly appropriate to prove its principal 
property, i.e., that of being the free monoidal category generated by a monoid. 
Its face part, the free monoidal category generated by a pointed object. The 
category A’ has a property similar to that of Aface , since, as we will establish 
concretely later on, we can say that in a sense A is a monoidal category 
freely generated by a pointed object by means of tensor products and colimit 
construction. 
THE TENSOR PRODUCT OF A? 
Condition (iii) in Definition 1 implies that any possible tensor product in A? 
should be strictly increasing as a function on limit ordinals, i.e., if v < 4, then 
p @ q~ < p @ 4 (and not merely <). In order to guarantee this, it is 
convenient, given any two limit ordinals p, Q, to introduce a symbol for the 
supremum of the two sums p + v and v + p, thus, 
We now define the tensor product in J&! as follows. 
DEFINITION 3. For any two objects in A, 01 = p + n, /3 = v + m, 
a08=pOp+n+m+l. 
For any two arrows in A’, 
f = (P I no 9 % 9**-, % I d: p + n + v + m, 
‘k! = (# I 10 , 4 ,***, 4cIt):~+~-~+kk, 
f 08 = (P 0 4 I no 9 % ,***3 %z 9 lo , 4 ,***, 65 I v 0 I). 
It readily follows that f @ g is a well defined arrow 
(P + 4 0 64 + 4 - b + 4 0 (6 + k) 
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according to Definition 1, and straightforward computation shows that the 
above defined @ is bifunctorial. (Indeed, Definition 2 is especially tailored 
for this to happen.) This, thus, defines a strictly associative tensor product 
(a 0 B> 0 Y = a: 0 (B 0 Y) with unit -1, (--I) @CX = 010(-l) = 01. 
Observethatforanyol,ol@O=a+ l,andifar=p+n,ol=p@O*.Also, 
for any 01, /3, 010 /I = t?I @ LX, but this @ is not symmetric since the identity 
is not natural, obviously f @ g # g @ f. 
We have then a tensor product for which not only can we “interpret” 
its action on maps as putting them side by side (as in the usual presentation of 
d by monotonic functions between finite ordinals), but which literally do put 
them side by side. This has good technical advantages, since it is what 
actually happens when we construct the face part of the simplicial object 
generated by any pointed object inside a monoidal category. 
We now establish the characteristic (although not characterizing) property 
of &4!. 
THEOREM la. Given any cocomplete monoidal category B (with tensor 
product @ and unit I), and a pointed object I --+n P in 8, there is a morphism of 
monotdal categories (in the sense of [2]) A! --+= 8, which sends the pointed object 
(- 1) +(“l-llo) 0 in A into I-4 P in 9. 
The functor T is constructed by transfinite induction, utilizing iterated 
tensor products as well as the colimits of 8. In order to do so we need to 
require further conditions on T (conditions needed in the inductive 
hypotheses). Moreover, these properties of T are essential in later theorems. 
Therefore: 
THEOREM lb. The functor T (whose existence is asserted in Theorem la) 
satisfies, in addition, the following conditions: 
(i) If y is a limit ordinal (9, # 0), then 
TlY T(o1nt-d Ts, (all 01 = p + n < tp) 
is a colimit diagram for the functor ,AW --tT 9 (where .nY, CA is the full 
subcategory of A whose objects are - 1 and all the ordinals smaller than v) 
(ii) If fi = q~ + n (n # 0), then T/3 = (Tp))n+l, 
(iii) If 
f = (P I no , nl ,..., n,I~):or=p+n--t/3=9)+m 
then 
Tf = T(pInoI~),)OT(pIn,I~)O~~~OT(~In~I~)~ 
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[Obserwe that 
Ta = (Tp)n+l = (T/p+1 @ (Tp)n’+l @ *-- @ (Tp)““+l 
= % + %) 0 T(P + n,) 0 -.- 0 T(P + %)r 
TP = (GJ)~+~ and T(p I ni I d: T(P + n + Tq.x We make the convention that i) 
p + (-1) = -1 for any limit ordinal p.] 
Proof. To simplify we will assume in the proof that B is strictly monoidal, 
that is, the associativity and unit isomorphisms for the tensor product are the 
equality. All that is necessary, then, is a functor & -9.9’ and a natural 
transformation T @ T -+e T(- @ -) such that 
O(-l)a = id and B,(-1) = id, 
4a~B)v 0 (&B 0 id) = ~u(~~y) 0 (id 0 4,>- 
(4) 
(5) 
Construction of T: We do transfinite induction on the statement: 
There is a functor &ZB -+r B such that T((-1) -+ 0) = I --Q P, and 
satisfying conditions (i), (ii), and (iii). 
For /I = 0, A0 = {( - l}. Define T( - 1) = I. 
The limit step is obvious since J?,, = Union,ME , all 01 < p. 
Assume now we have dB -+T 9; we have to extend it into a functor 
.M e+1 -J B. 
If j3 = v + m is a nonlimit ordinal, define Tp = (Ty~)~+l (since m # 0, 
~EJL~J, and iff=(PIno,n,,...,n,Iv): ol=~+n+/3=~)+m (maps 
with codomain /3 are the only ones not already in MB), define (as in (iii)) 
Tf =~~~I~~l~)O~(~l~~l~~0~~~O~(~I~,I~).(~(pI~~l~)~~~~~~~~~~ 
been defined since (p I ni I p): p + ni -+ p is in AB .) 
The checking that there is no loss of functoriality is a straightforward 
computation utilizing Definition 2 and the fact that the injections into the 
colimit in (i) form a cone. Therefore, T has been extended into a functor 
defined in .MB+r . 
If fl = p, is a limit ordinal, there are two cases: 
v = 0: Then define TO = P, T(0 I --I I 0) = 7. 
v # 0: Then define TV = colin! (Aq --L g), 
and for f = (p 1 ti 1 v): LY = p + n + v, Tf = injection into the colimit. 
Again, the preservation of functoriality follows from the fact that these 
injections form a cone. We have thus completed the proof of the existence of T. 
&I/29/2-2 
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To define the natural transformation 8, observe that given any two objects 
of JZ, 01 = p + n, /3 = e, + m, the following equality holds: 
Tb 0 B> = T((f + n> 0 (P, + ml) = W 0 P)> + 4 0 T((P 0 94 + 4. 
Consider now the arrow: 
(p + n) @ @ + m) (do.0 . .. . . olo@d@blo,o . . .. . OlO@rn)> 
- ((P 0 9) + 4 0 KP 0 P) + 4. 
We define then 6,s: Ta. @ T,k? + T(a @ fl) simply as 
4, = T(p I 0, O,..., 0 I P 0~) 0 VP 10, O,..., 0 IP 0~). (6) 
The naturality of 0 follows easily from the functoriality of T, observing 
first that given any map f = (p 1 no, n, ,..., n, 1 v), Tf can be decomposed as 
Tf = T(p I n,,n,,..., ni I p') @ T(p I t~,+~,...,n, I cp) for any given 0 < i < m. 
(Apply this decomposition to the tensor product of two maps.) There is no 
trouble in checking equations (4) and (5). 
This proof can be adapted to the more general case when 9 is a nonstrict 
monoidal category. A canonical arrangement of parentheses has to be chosen. 
Once this is done, T and 0 are defined with the aid of the associativity 
isomorphisms. Coherence becomes essential then to prove the functoriality 
of T and the naturality of 0, plus the required compatibility (of 0) with the 
associativity isomorphisms (see [2]). 1 
Observe that in proving the theorem all the strength of the assumption 
of cocompleteness for 9 was not necessary. Actually all we needed was the 
existence in B of some particular colimits, and not even that, only the fact 
that colimit diagrams form a cone was all that was used. Thus, a canonical 
way of choosing certain cones is all that is needed. We see then that we can 
apply Theorem 1 .a to & (together with (- 1) + 0) in place of B (and I --+ P). 
This shows the lack of uniqueness for T, since clearly both T and the identity 
functor satisfy Theorem la. However, conditions (i), (ii) and (iii) in 
Theorem lb completely characterize T. (Composing the endofunctor 
&Y -+ & with the functor M -+ B (both provided by Theorem lb), several 
functors d --f B satisfying Theorem la can be obtained.) The natural 
transformation 0 is the identity on pairs of finite ordinals only, and a functor 
strictly preserving tensor products after the first limit ordinal could not be 
expected in general due to the fact that, for example, w @ 0 = 0 @ w; 
whereas, in general TW @ TO would be different from TO @ Tw. Observe 
that condition (ii) says: T(g, @ 0”) = Ts, @ TqP = T@+l. (In particular, 
T(v @ 0) = Tp, @ TV.) Condition (iii) indicates a decomposition of the 
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arrow Tf in terms of T applied to the basic arrows (3). A similar decomposition 
for f (in 4) is not possible due to the restriction (iii) in Definition 1 (unless all 
the n, are either 0 or -1). 
Our next proposition, whose proof is routine, establishes the fact that the 
construction of T is functorial. 
PROPOSITION 1. Given any cocomplete monoidal category 9 (as in 
Theorem la), the correspondence which assigns to a pointed object I --o P the 
functor A -+T B constructed in Theorem lb, is the object function of a functor 
(I, .9J) + .c??& from the comma category of pointed objects in B into the functor 
category pd. 
That is, given any two pointed objects I -Q P, I -Q’ P’, and a map 
P --+h P’ such that h 0 7 = r]‘, h can be extended into a whole natural trans- 
formation h: T JJ T’, h,: T OL + T’CL (h-, = id, h, = h, and for 01 = p + n, 
h a+1 = h, @ 12,). Moreover, h is compatible with the structure of morphism 
of monoidal categories carried by T and T’, in the sense that the following 
equation holds: 
A very important observation about certain functors arising in mathematical 
practice have been pointed out ever since the earlier developments of category 
theory. This was the fact (property) that they preserved colimits indexed by 
filtered categories. More recently, it was found natural (and highly desirable) 
to extend some of the results about these functors to functors failing to fulfill 
this property, but having, nevertheless, a certain degree of cocontinuity. 
This smaller amount of cocontinuity has been successfully characterized by a 
very natural strengthening of the notion of “filtered.” We recall now this 
‘stronger filtration property (see, for example, [7]). 
Let v be a regular cardinal (that we identify with the smallest ordinal of 
that cardinality). A category .9 is called &&red if 
(i) Given any family {Di}iel of objects in 9 with card (I) < 9, there is 
an object D in 9 and a family of maps (Di + D}iE, . 
(ii) Given any family (C -9i D},, of arrows in ~49 with card (I) < 9, 
there is a map D -+ E in 9 such that all the composites C -J* D -+ E are 
equal. 
Clearly, if 9 is q-filtered, it is also p-filtered for all regular cardinals p < v. 
Remark 2. Given any regular cardinal v > w, the category .&IQ is 
q-filtered. The category &! is v-filtered for all regular cardinals 4p. 
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DEPINITION 4. Given a regular cardinal (p, an object P in a monoidal 
category B is said to have rank q~ if the functors P @ (-) and (-) @ P both 
preserve q-filtered colimits. It is said to have rank, if it has rank v for some 
regular cardinal q. Otherwise, it is said to have no rank, or to be without rank. 
Clearly, if P has rank v, it also has rank p for all regular cardinals p > p. 
We now proceed to prove the crucial theorem in this paper, which asserts 
essentially, that if we start with a pointed object 1-+8 P (in a monoidal 
category 9) which ha-s rank 9, and we generate new objects by means of 
iterated tensor products and colimits (e.g. by first constructing the face part 
of the simplicial object associated to I -+R P, then taking the colimit of this 
diagram, etc.) following the exact procedure described in the construction 
of the functor T in Theorem lb, then, provided that the rank q~ is preserved, 
when we reach v, the object TV has a multiplication Tp, @ Tq -+ Tp, which 
makes it a monoid in 8. Also, this process stops in v’, in the sense that for any 
limit ordinal p bigger than v, Tp is isomorphic to TV. (via the map 
VP I 0 I P>: TV - T/4- 
THEOREM 2. Given any cocomplete monoidal category B (with tensor 
product @ and unit I), and a pointed object I -+* P in 8, let .A? --+= B be the 
functor constructed in Theorem lb. Then, if P and Tar (all 01 E A!) have rank-v 
for some regular cardinal ‘p > W, there is a map T(p, + 1) = Ts, @ Tp, jz TV, 
which together with T(0 1 -1 / p)): T(-1) = I+ Tp, gives to TV the structure 
of a monoid in 8. Moreover, the map 1 is uniquely characterized by the equations: 
1 o @a 0 44 = b3 o &xl3 6% B < 94. (8) 
[It is convenient (here) to adopt a simpler notation for the maps 
TbInId:T~+Tg, 
(injections into the colimit, for 01 = p + n any object of A,,,). Thus, we have 
written A, = T(p 1 n 1 (pI1. 
Proof. Observe first that since q is a regular cardinal, .,#Zw is closed under 
the tensor product in &, and therefore it is a monoidal category. The functor 
T of Theorem lb restricted to JZq , together with the natural transformation 8, 
is then a morphism of monoidal categories Aw + 8. 
From the fact that Tor(T0 = p) has rank ‘p for all cy it follows easily that: 
Tp,OT~=colimf~~~~~~~~X~~) 
with injections Tel @ Tj3 +@‘% TV @ Tp, (LY, /3 < q~). Consider the cone 
Tar @ T/3 2 T(@+@+ Tp, 
(the fact that this diagram is a’cone follows trivially from the naturality of 0). 
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Therefore, there is a unique Tp, @ TV --+l Trp such that the following 
equations hold: 
l o @a 0 44 = L%3 o 6x, (% B < 94 (8) 
Unit equations 
I 0 (A-, @ id) = id and 1 o (id @ X-J = id 
Since Tar --+A= Tcp is a colimit diagram, it will be enough to prove the 
equations: 
I o (A-, @ id) o h, = I\, and Zo(id@/\-,)0X, =A,, 
I.e., 
I 0 (A-, 0 A,) = A, and 10 (Aa @ A-,) = A, . 
But these are just instances of the equations (8) above since 8(-r)= and 0a(-1) 
are both the equality (cf., Eqs. (4)) 
Associativity 
From the fact that Tot has rank v for all 01 it follows easily that the following 
is a colimit diagram: 
Tel @ T/3 @ Ty ‘aQ’6@‘Y. Tp, @ Tp, @ Ty 6% 8, Y -=c P,>* 
Therefore, associativity follows from the equations: 
The proof of these is a routine (but long) process of diagram decomposition 
based on a repeated use of the bifunctoriality of the tensor product, Eqs. (8) 
above, and Eqs. (5). This completes the proof. Observe the essential role 
played by the fact that the arrow JI -+ 9 is not only a functor but a morphism 
of monoidal categories in exactly the sense of [2]. As we did for Theorem lb, 
we have assumed here that 9 was a strict monoidal category, but this proof 
can be adapted to the more general case. Again, coherence and the compati- 
bility of 8 with the canonical isomorphisms of 9 (in place of Eqs. (4) and (5)) 
have to be used. 1 
ADDITIONAL FACT. Given the same situation as in Theorem 2, ;f p is any 
limit ordinal p > v, the map T(yl 0 Ip): Tp, + Tp is an isamorphism in 9. 
Proof. We will not need this fact later on, but we establish it only because 
it answers a question that may arise, as well as because it illuminates the 
situation described in Theorems lb and 2. We will only indicate how it can 
be proved. 
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The proof goes by transfinite induction, after indexing the limit ordinals 
bigger than or equal to v. For p,, = v, then T(p IO 1 pO) is the identity. If + is a 
limit ordinal, the full subcategory 9 C Jaepti whose objects are the ordinals 
b%~ol<* is cofinal, and, therefore, Tp,,, = coli+m(g -4 9). But the only 
arrows in the diagram are T(p, ) 0 1 ps): Tp,+ TpB(a, /3 < I/J), which are 
isomorphisms, therefore the injections T(pm 10 j pJ: Tp,+ Tp,, (in particular 
for p,, = 9) are isomorphisms. If LX+ 1 is a nonlimit ordinal, it will be enough 
to construct an inverse for the arrow T(p, 10 1 po+J: Tp,+ TP,+~ . As in 
Theorem 2, it can be seen that for any (fixed) n, the following is a colimit 
diagram: 
(fured n, ally0 , y1 ,..., yn < 4. 
Since T(p, j 0 1 pJ: T~J+ Tpo: is an isomorphism, the following is also a 
colimit diagram: 
T(~lOlp,)n+l,(AYoO...~AY,) (Tpa>“+l = T(p, + n) 
(fixed n, all yo, yl,-., yn -=c 7) 
from which it follows that the diagram below is also a colimit diagram: 
(observe that pa+i = pa: + co) 
(all n, all y. , y1 ,..., yn < v-9 
Considering the cone 
[where Q...,, is the unique (because of Eqs. (5)) arrow constructed utilizing 8, 
and x is the injection into the colimit (observe y. @ -** @ yn < rp < pJj, it 
follows that there is a unique arrow TP.+~ -4 Tp, such that the following 
equations holds: 
(all 12, all y. , yl ,..., yn < 9-9. 
It can be shown that I is an inverse for T(p, I 0 1 pa+J. 1 
The next task will be to prove that the monoid constructed in Theorem 2 
is the free monoid over the pointed object used as a starting data. To this end 
we establish first the following theorem. 
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THEOREM 3. Given a cocomplete monoidal category B (with tensor product 
@ and unit I), and a pointed object I --+‘I M in 9, let .&Y -9 B the functor 
constructed in Theorem lb. Assume there is a map M @ M --+ M giving a 
monoid structure to M (with unit v), then, (for all (Y E JZ), there are maps 
pa: Hoi -+ HO such that: 
(i) For any arrow (11-f /3 in .k’, the equation pa 0 Hf = pa holds. (i.e., the 
arrows t.~@ form a cone of vertex HO over the functor H). 
(ii) For any a! = p + n + m + 1 (n 2 -1, m 2 -1) the equation 
t~@ = TV 0 &,+, @ II,+,) holds. (Recall the convention p + (- 1) = - 1.) 
Proof. The proof goes by transfinite induction, simultaneously for (i) and 
(ii), and it is a consequence of both the associativity and unit laws for the 
monoid (M, TV, 7): 
p 0 (p 0 id) = CL 0 (id 0 P), p o (p @ id) = id 
p o (id 0~) = id 
(Again, for the purpose of the proof, we assume 9’ to be a strict monoidal 
category, but, as in previous theorems, the proof can be adapted to the more 
general case.) 
Define p-r = r): H(-1) -+ HO. For v a limit ordinal, there are two cases: 
(i) v = 0. Define p0 = id: HO + HO. (ii) y # 0. Since Her --FM= HO is a cone 
(all 01 = p + n < cp), define Hs, -+p HO as the unique arrow such that 
pm 0 H(pl n 19) = tag . The fact that the family {pL, , &,<, remains a cone 
(condition (i)) is obvious since 01 -+(OPW v are the only arrows from a to v 
in 4?. Condition (ii) has to be checked for 01 = v, and there are only two 
possible cases: v = v + 0 + (- 1) + 1 and 9 = IJI + (- 1) + 0 + 1 (i.e., 
n=O,m=-landn=-l,m=O).Theequationsare 
PCLO, =P”o90P-l) and PFLO, = P o (P-1 0 CL,), 
which follow easily from bifunctoriality of @ and the (respective) unit laws 
for p and p-r = r]. For j3 + 1 = 9, + k + 1 a nonlimit ordinal define 
/Gail = /I o 643 OPJ (9) 
(Recall H(p + 1) = H/3 @ Hv.) 
Condition (i). Let 
Hf = (PI no, n1 ,..., nB+1 9~): a=p+n-+j3+1=p+K+l. 
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Decompose Hf as Hf = H(pl n, , n, ,..., nk 1~) @ H(pl nk+l Iv), then by the 
hypothesis of the transfinite induction (i) and (ii) and bifunctoriality of @ we 
have 
PS+I 0 Hf = CL 0 C/-Q 0 4 0 Hf 
= P o (/%+n-n,+,D 0 r%+n,+,)) 
= PCLOI 
(Recall that n, + n, + ... + nk+r + (K + 1) = rz, and rzl < la.) 
Condition (ii). Let ,!3 + 1 = q~ + B. + m + 1 (since p + 1 is a non 
limit ordinal, n + m 2 0, can assume m > 0). Then, by the hypothesis of 
the transfinite induction (ii), bifunctoriality of @ and associativity of p we 
have : 
This completes the proof. 1 
Observe that the above definition of t~~+~ yields p1 = t.~. We have then 
p,, = id and 
(IA M Z-MBM)=(H(-i)%H0A HO @ HO). 
We will need also the following proposition. 
PROPOSITION 2 (general associative law). In the situation described in 
Theorem 3, for any two objects a, /3 E A?, the following equation holds: 
(where 0 is the natural transformation constrllcted in Theorem lb). 
Proof, Let 01 = p + 71, j3 = q + m. Recall that by definition (c.f., (6)) 
we have 
48 = H(p I 0, O,..., 0 I P 0 p’) 0 H(+ I 0,0,-v 0 I P 0 4. 
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Let 1,4 be any limit ordinal I/ > CY @ fl. Then 
~l~(CLOLOIFLB)=~l~(~dO~~)~(~(PI~I~)O~(a,I~I~)) 
= P*+l" WJ In I#) 0 WP I m I?41 
= P*+1 o HP 0 v I 8 I $4 0 WP 0 P I m I $)I o 43 
= Plfl+l" Wf o?J I % m 199 o fL3 
= PLY&3 o @z, - I 
Observe that this general associative law includes both the associative and 
unit laws for the monoid HO. 
At this point it seems appropriate to make some comments concerning 
the problem of having a monoidal category “freely” generated by a whole 
monoid, tensor products and the process of taking the colimit of all that has 
(previously) been accumulated. Then, as was the case for a pointed object, we 
would have a theorem similar to Theorems 1.2 and lb in place of our 
Theorem 3. However, it turns out that the solution to this problem is not 
satisfactory. First, taking colimits of all that has (previously) been accumulated 
yields at the first limit step ( w an isomorphic copy of 0 (and, naturally, all ) 
limit ordinals turn out to be isomorphic). This is done by simply removing 
restriction (ii) in Definition 1 and allowing the same arrows to also “go down.” 
Thus, it becomes clear that what is needed [to obtain what Theorem 3 
provides (i.e., what is generated inside a monoidal category by a given pointed 
object and colimits plus the additional arrows “generated” by a multiplication 
on the pointed object) in a way similar to Theorems la and lb (i.e., as the 
image of a functor from a “universal” monoidal category with a “universal 
monoid”)] is to be separated into two steps. First, utilizing the pointed object 
part of the monoid only, as we have seen in this paper, determine the category 
J?. Then, add formally maps (Y +ha 0 and obtain the monoidal category 
generated by these formal arrows together with the arrows of A, modulo a 
general associative law h, 0 (h, @ h,) = h,,, plus the relations h-, = 
(OI--l~O),hO=(OIO~O)=idplusth e relations arising from the definition 
of the tensor product in .4? and the composition rule of &?. However, it turns 
out that the functor constructed in Theorem lb can not be extended to this 
category (assuming that there is a multiplication in B for the pointed object 
I + Y) since it can not be defined on arrows of the form h, @f forf a general 
arrow in JZ. (i.e., in general, there will be no arrow in 9 corresponding to the 
formal arrow pa Of). Thus, the solution can not be this category. A solution 
can be obtained, however, which is not a monoidal category. Formal arrows 
a -+h= 0 and their tensor products are added to A, plus formal tensor 
products of these arrows with some of the arrows of J! (those between finite 
ordinals), then form the category generated module the appropriate relations. 
A theorem similar to Theorems la and lb is then possible. 
222 EDUARDO J. DUBUC 
We continue now with the main theme of this paper, and establish the 
following theorem. 
THEOREM 4. Given a cocomplete monoidal category 9 (with tensor product 
@ and unit I), and a pointed object I +M P in 8, let 4 -4 B the functor 
constructed in Theorem 1 b. Assume that P and Ta (aZ1 w.) have rank rp for some 
regular cardinal q > p. Then, the monoid I +*W--lW TV, Ts, @ Ts, 4 T, 
(constructed in Theorem 2) together with the morphism of pointed objects 
TO +T(OIol~) TV, is the free monoid over 
(I 9, P) = (T(-1) *(“-l”) > TO). 
Proof. We adopt here the same abbreviation used in the proof of 
Theorem 2, i.e., we write A, for T(p / n j v) (a = p + n). Thus, T(0 I- 11~) = L1 
and T(0 10 1 y) = /\o . 
Consider the morphism of pointed objects P --+ Tq, we will show that 
given any monoid I -+n M +-u M @ M together with a morphism of pointed 
objects P -9 M (7 = 7 0 h), there is a unique morphism of monoids 
TV --+ M such that x 0 A0 = h (we use the letter 7 for both units since it 
leads to no confusion). 
Let A -+H B the functor associated (by Theorem lb) to the pointed 
object I -+n M. Define 
x =p,ohm: TV ~,H++Ho=M, 
where pQ is the arrow provided by Theorem 3 and h, the one provided by 
Proposition 1. 
For any given 01 = p + n < (p, we have 
x o A, = prp o h, 0 h, = pm 0 h, 0 T(P I n I 9,) = CL, 0 WP I n I 4 0 h, = I-L~ 0 h, . 
Since TOM +Aa Ts, is a colimit diagram, x is the unique arrow Tp, ---f M 
satisfying the equations 
x o A, = pa o h, (all a! E A). (10) 
The proof of the theorem is completed by the following fact. 
FACT. Given any arrow TV -+x M, then x satisjies the following three 
equations : 
xoho = h, (11) 
x 0 h-1 = 7, (12) 
xoz=po(x~x) (13) 
if and only if x satisjies Eqs. (10) a b ove. (Observe that these last two equations 
just say that x is a morphism of monoids.) 
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Proof of Fact. Assume x satisfies Eqs. (10) above, then, for 01 = 0 we 
have Eq. (11) and for 01 = - 1, Eq. (12). Since Ta @ Tp -h@V Tp @ Tp, is 
a colimit diagram, to prove Eq. (13) it will be enough to show the equations: 
which we prove as follows: 
where we have utilized, in this order, Eqs. (8) from the definition of 1 
(Theorem 2), Eq. (IO) above, Eq. (7) f rom the definition of h, (Proposition l), 
the general associative law (Proposition 2), bifunctoriality, Eqs. (8) again, and 
bifunctionality again. (We have utilized the same letter 0 for both natural 
transformations, corresponding to T and H, since no confusion arises.) 
Assume now Eqs. (1 I)-(13), the proof of Eqs. (10) goes by transfinite 
induction. For (y. = - 1 we have Eq. (12). If 01 = p is a limit ordinal, there 
are two cases; p = 0, in which case we have Eq. (11) and p > 0 in which 
case the proof is trivial utilizing the fact that the arrows 
Ta r(g’n’rp)+ Tp, (all 01 = 4 + n < p) 
form a colimit diagram. For OL + 1 = p + n + 1 a nonlimit ordinal, we argue 
as follows: 
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where we have utilized, in this order, Eq. (9). From the definition of P,+~ 
(Theorem 3), the equation h,+r = h (I @ h, from Proposition 1, bifunctoriality, 
the inductive hypothesis, bifunctoriality again, Eq. (13), Eq. (8) from the 
definition of 1 (Theorem 2), and, finally, the last step h,,, o O,, = Xor+i follows 
by direct inspection on the definition of 0 [(6) in Theorem lb]. 1 
If B is any cocomplete monoidal category, we will denote gr, C B, 
(~?r C g), the full subcategories, clearly also monoidal, of those objects which 
have rank v (which have rank). Analyzing the hypothesis in the theorems 
proven so far it is clear that we have shown that if .Yr, is closed under the 
process of taking colimits indexed by the categories dp (all of them filtered 
colimits except for .L:, = diace), then free monoids over pointed objects in 
B exist, and (by construction) they automatically are monoids in 9,. . 
Moreover, we have provided a precise recipe (Theorem lb) for the construc- 
tion of these free monoids. 
We now give a sufficient condition on g to insure that gr, is closed in 
the sense described above. This condition, rather strong but adequate in 
practice, isolates a property of the monoidal category of endofunctors on a 
category 3, a property on which is based the fact that the work done in this 
paper is adequate for the purpose of constructing free monads (triples). 
PROPOSITION 3. Given a cocomplete monoidal category 9 and a (small) 
category 9, sf for all objects P E 9’ the functor - @ P preserves %indexed 
colimits, then the categories 8,., C 9 (all regular cardinals ‘p) are closed under 
g-indexed colimits. In particular, 
(a) If all P E B are such that - @ P preserves all (small) colimits, then 
9ro, C 5 is closed under (small) colimits, therefore, it is cocomplete. 
(b) If all P E 9 are such that - @ P preserves colimits indexed by the 
categories .A!, (all limit ordinals p), then S,, C 9’ is closed under these colimits. 
The proof is a trivial argument based on the fact that colimits commute 
with colimits. I 
Denoting by M(9) the category of monoids in any monoidal category B, 
we summarize the results obtained in the following theorem. 
THEOREM 5. Let 9’ be a cocomplete monoidal category (with tensor product @ 
and unit I) such that for any regular cardinal q~ the category 9r, C 5 is 
closed under colimits indexed by the categories ..HO (all limit ordinals p). Let 
MPJ -S (I, 9,) be the forgetful functor from the category of monoids in 9’ 
with rank into the comma category of pointed objects in 9 with rank. Then U 
has a left adjoint (I, 9’,.) +J M(9,.), and,it is monadic (tripable). Moreover, if 
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PE 9’ has rank y, F(I --P P) E M(9) also has rank v. Also, F(I --Q P) = 
colim(&ti --+T 9), where T is the functor constructed in Theorem 1.b (with the 
multiplication constructed in Theorem 2) and $ is any regular cardinal 9 > w, 
* 3 v- 
Proof. All that remains to be seen is the checking of Beck’s conditions 
on U, which is trivial. 1 
Observe that this theorem applies to any B satisfying either (a) or (b) in 
Proposition 3. 
Until this point we have been dealing with the construction of the free 
monoid over a pointed object, and now we will record an easy observation 
that shows how to use this previous work to construct free monoids over 
(plain) objects. 
PROPOSITION 4. Let $3’ any monoidal category with finite coproducts, then 
the fun&or (I, 9) --+(I 8, U(I --+‘I P) = P has a left adjoint B -+F (I, 9’) and 
is monadic (tripable). Moreover, F is given by the formula F(P) = I -Q I u P 
where 77 is the injection into the coproduct. 1 
Observe that if P has rank q, then I IJ P also has rank 9 provided the 
category B satisfies the condition in Proposition 3 for 9 = discrete 2 (in 
particular if it satisfies (a) in Proposition 3). 
It is clear that this last proposition can be used to obtain a theorem exactly 
like Theorem 5 for the forgetful functor M(g,.) -4 9, . In this case, the 
free monoid over an object P E ~9’ with rank, is given by the colimit of the 
functor .Ml -+ B constructed in Theorem lb utilizing the pointed object 
I --+n I L1: P, where IJ is any regular cardinal $ > w, $ > rank of P. 
Let us finally observe that the fact that we have to take a regular cardinal 
bigger than w is only due to the fact that the category .Mm = Aface is not 
filtered. If we replace the condition (on an object P E 9) of having rank w 
by the condition of preserving colimits indexed by A,,, , then all the theorems 
in this paper also hold for the regular cardinal w. Thus, if P has this modified 
“rank-w,” the free monoid on I -+* P is given by the colimit J?~ _tT 9’ where 
T is the functor constructed in Theorem lb (reduced in this case to the 
classical (face part of) simplicial object generated by a pointed object). This is 
clearly the case when B is a symmetrical monoidal closed category, in which 
case a direct argument can be used to show that the colimit of the functor 
A’, -+T B (where T is the functor constructed in Theorem lb utilizing a 
pointed object I --Q I JJ P) is isomorphic to the coproduct unaV1 P”+l, 
which is the classical cortruction of free monoids by means of words (c.f., 
[6, Theorem 2, p. 1681). W e can say then that the techniques developed in 
this paper extend the traditional technique of building free monoids by 
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means of words to general monoidal categories in which the tensor product 
does not preserve coproducts. Notably to the case of free monads. 
This latter case has been studied by [I], where he obtained a purely 
existential theorem (based on adjoint functor theorems) for free monads on 
set-based categories, under hypotheses relatively similar to ours. 
We now present (briefly) some results that follow from Theorem 5 when 
applied to the case in which 9 is the category of endofunctors of a category %, 
or, more generally, for any symmetrical monoidal closed category %, when 
9 is the category of @-endofunctors of a %-category % (where we assume S 
as well as f% to be complete and cocomplete) (clearly these categories satisfy 
condition (a) in Proposition 3). 
Al (c.f., [l]). Let % --tR ST and 55 --tT 3?‘, id in R, id +-n T +JJ TT, be, 
respectively, a pointed %-endofunctor and a @-monad in %, such that T is the 
free a-monad over the pointed endofunctor R. Then given any object A E %, 
there is a (one-to-one) onto correspondence between maps RA -GJ A such that 
a o TA = id and T-algebra structures TA --Q A on A. As a consequence, the 
%-categories (R : 3) (of objects of % equipped with a map a as before) and 
Tx (of f-algebras), Y = (T, tc, 7)) are the same. Therefore, the former is 
%-monadic. 
Proof. This result follows from the following chain of natural bijections: 
RAa-A (maps a such that a 0 7A = id) 
R *@AA (morphisms of pointed endofunctors) 
T>J(anA (morphisms of monads) 
TA a, A (T-algebra structures) 
where Kzz(A) = Projective Kan extension of 17 --+A I along itself = 
codensity monad of l7 J 5?, and II = %-category of only one object 1 and 
n(l, 1) = I]. [Recall Kay(A)(X) = S?(%(X, A), A) where the latter is 
the cotensor of A E 9” with x(X, A) E %. If 99 = Sets, Kz2(A)(X) = 
product of %(X, A) copies of A]. All the necessary details can be checked 
properly. 1 
Utilizing this remark is then possible to establish: 
A2. Let p be a varietal theory with rank (with associated monad 
Sets-+= Sets, TS = $(S, 1)) and S a Jocally presentable (in the sense of [7]) 
e-category. [Recall that powers in ?Z have rank, i.e., for any given S E Sets, 
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the 92-functor % + - ( js %, ((-)“(X) = Xs = product of S-copies of X) 
commutes with p-filtered colimits for q~ a regular cardinal large enough]. 
Then if 9 is a locally presentable category, the e-category of $-algebras in 
$7, (i.e., product preserving functors $ + 28) is %-monadic over a @-monad 
with rank. 
Proof. We outline the proof as follows: Construct the pointed Q-endo- 
functor S +R FE: 
RX = 
I 
’ ($(S, 1) . I) 0% s(S . I, X) 
with unit 
I is the unit for the tensor product in 4; the dot “.” indicates the coproduct 
of the object on the right of it as many times as the set on the left of it has 
elements; 9 and 0% are the cotensor and tensor in 3, respectively; and the 
arrow i is gotten injecting I into the copy of I in $( 1, 1) . I corresponding to 
the identity 1 + 1 in 8. The coend is taken over all sets smaller than the 
rank of the theory $1. 
Observe that R can also be written 
RX = ’ (TS) .xs. 
s 
Given a $-algebra $ -+A 55, it determines an arrow RA(1) -+a A(l), 
a o q/l(l) = id, in such a way that the %-category 59/r of $-algebras 
becomes a Q-full subcategory of (R : S). Moreover, the inclusion preserves 
all (small) limits and v-filtered colimits, where q~ is a regular cardinal larger 
than the rank of $. Therefore, since P/r is locally presentable, it follows, 
from a result in ([7, p. 238]), that this inclusion has a left adjoint. Since it also 
preserves cotensors, this left adjoint is a %-functor (c.f., [4, p. 1731). 
Thus, Z-(f) C (R : s%+) is a ??/-full %-reflexive subcategory. Since the 
%!-endofunctor R has rank (because powers in 3 have rank), it follows from 
Theorem 5 that the pointed endofunctor id * R generates a free s-monad 
which also has rank. It follows then that both %-CP) and (R : 95) are monadic 
over a e-monad with rank. 1 
(1) If & = Set, % = Set’y’), (for a varietal theory $’ with rank), 
A2 applies, and therefore it shows that the tensor product of $ with $ 
exists and has rank. (This argument was first presented in [I].) 
(2) If % = d = a topos, and Z = d = same topos, A2 certainly 
applies, and shows that for any varietal theory f with rank, the enriched 
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category of $-algebras in 6 is monadic over an enriched monad. (This 
extends a result of Kock [5] for algebraic theories, i.e., theories with rank CO, 
in which case free enriched monads are not necessary since the enriched 
functor R (in A2) is already a monad). 
(3) Similar to (1); if f and $’ are two S-monads in @ whose endo- 
functor has rank, we can define $-algebras in 9 = cZr/’ utilizing the 
@-theory associated to f (c.f., [3]). We obtain a &-category that by A2 is 
%-monadic, and therefore, show that the tensor product of two %-monads 
with rank exist, is a @-monad and has rank (provided the category ‘4? is 
locally presentable). This applies to the case in which % is a topos. 
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