







In an earlier interview (April 2016), Ubiquity spoke with John Gustafson about the unum, a new 
format for floating point numbers. The unique property of unums is that they always know how 
many digits of accuracy they have. Now Gustafson has come up with yet another format that, like 
the unum 1.0, always knows how accurate it is. But it also allows an almost arbitrary mapping of 
bit patterns to the reals. In doing so, it paves the way for custom number systems that squeeze the 
maximum accuracy out of a given number of bits. This new format could have prime applications 















We	 recently	 interviewed	 John	 Gustafson	 about	 a	 new	 floating	 point	 format,	 the	 unum,	 or	
universal	number.	What’s	 interesting	about	the	unum	is	both	the	mantissa	and	the	exponent	









for	the	concept	as	any,	but	 it	 is	 really	not	a	“latest	release”	so	much	as	 it	 is	an	alternative.	 It	
might	 be	more	 accurate	 to	 call	 them	 “Type	 2	 unums,”	 and	 the	 original	 ones	 “Type	 1.”	 They	
share	about	80	percent	of	the	mathematical	advantages	that	Type	1	unums	have,	such	as	the	
ability	 to	 avoid	 rounding	 error,	 overflow,	 and	 underflow.	 But	 they	 are	 crafted	 to	 a	 different	
esthetic:	speed	and	simplicity,	both	for	the	hardware	designer	and	the	programmer	who	wants	
to	 use	 them.	 They	 also	 allow	 a	 user	 to	 design	 a	 custom	 number	 system	 for	 a	 particular	
workload,	something	the	deep	learning	community	is	particularly	interested	in.	
People	universally	worry	about	the	variable	size	of	 the	original	unums,	and	 I	 fully	understand	
their	 worry.	 The	 new	 unums	 are	 fixed	 size	 but	 crafted	 to	 squeeze	 as	 much	 information	 as	
possible	into	every	bit.	They	have	some	very	attractive	properties,	like	decimal	representation	
with	no	performance	penalty,	 and	 the	ability	 to	 take	an	exact	 reciprocal	of	 a	number	 just	 as	
quickly	 and	 easily	 as	 we	 can	 negate	 a	 number	 now.	 Addition,	 subtraction,	 multiplication,	
division,	and	even	powers,	that	is,	x	to	the	y	where	both	x	and	y	are	real,	can	all	be	done	in	a	
single	clock	cycle.	There	is	only	one	way	to	represent	a	particular	real	value,	whereas	in	Type	1	






What	 I	 realized	 four	months	 ago	 was	 that	 I	 had	 put	 a	 great	 deal	 of	 effort	 into	maintaining	






















this	 one.	 To	 negate	 a	 unum,	 you	negate	 the	 integer	 associated	with	 the	 bit	 string,	 as	 if	 that	
integer	 was	 a	 standard	 two’s	 complement	 number.	 Flip	 the	 bits	 and	 add	 one,	 ignoring	 any	
overflow;	that	gives	you	the	negative	of	an	integer.	It	works	with	no	exceptions.	But	get	this:	To	
reciprocate	a	unum,	you	ignore	the	first	bit	and	negate	what	remains!	Geometrically,	negating	
is	 like	 revolving	 the	 circle	 about	 the	 vertical	 axis	 and	 reciprocating	 is	 revolving	 it	 about	 the	
horizontal	axis.	And	yes,	the	reciprocal	of	zero	is	±∞	and	vice	versa.	













that	 every	 number	 and	 interval	 is	 complemented	 with	 its	 inverse,	 which	 makes	 inversion	















data	 can	 be	 –1,	 0,	 or	 1,	 and	 that’s	 it.	 I	 understand	 the	 oil	 and	 gas	 people	 doing	 seismic	
exploration	 are	 similarly	 happy	 to	 use	 very	 low	 precision	 inputs,	 so	 long	 as	 the	 Fourier	
transform	is	accurate.	I	noticed	that	if	you	do	an	eight-point	FFT	on	every	possible	set	of	such	
data,	there	are	only	57	possible	answer	values!	Which	means	you	could	represent	the	answer	
exactly	with	only	 six-bit	data.	Do	you	 see	where	 I’m	going	with	 this?	We	can	have	 software-
defined	 number	 systems,	 and	 a	 compiler	 can	 generate	 them	 to	 be	 optimal	 for	 a	 particular	
application	program,	loading	in	the	tables	just	as	it	loads	in	the	binary	instructions	now.	













that	no	 real	numbers	are	 left	out.	That	creates	a	 total	of	64	numbers	or	number	 ranges	 that	
perfectly	cover	the	projective	real	numbers.	Not	that	 I’m	recommending	weird	data	sizes	 like	
six	bits,	but	I’m	trying	to	keep	things	simple	here,	and	that	means	using	very	low	precision.	




















The	 arithmetic	 operations	 are	 not	 exact,	 though	 in	 a	 remarkable	 number	 of	 cases,	 you	 can	
perfectly	describe	the	result	using	these	values.	 If	you	ask	for	2	+	2	at	this	very	 low	precision,	
there	 is	 no	 exact	 representation	 for	 four,	 so	 you	 have	 to	 use	 the	 open	 interval	 (2,	5),	 for	
example.	
WT:	There	is	also	the	concept	of	sets	of	numbers.	What	is	this	for?	
JG:	 There	 are	 a	 lot	 of	mathematical	 problems	 for	which	 the	 answer	 is	 not	 a	 single	 number.	
Even	 something	 a	 simple	 as	 “What	 number,	 when	 squared,	 equals	 nine?”	 has	 two	 answers:	
positive	three	and	negative	three.	Or	“What	numbers	are	odd	integers?”	Or	“What	real	values	





long.	 I’ll	use	some	color-coding	and	spaces	 to	help	 the	readability.	You	know	that	 table	 I	 just	




















Suppose	 I	 try	 to	 take	 the	 square	 root	 of	 negative	 one.	What	 real	 values,	when	 squared,	 are	
equal	to	negative	one?	There	aren’t	any,	so	in	floating	point	you	would	get	a	NaN.	Instead,	the	
SORN	result	is	the	empty	set:	





1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 1111 
If	 you	 tried	 to	 compute	 1∞,	 again	 a	 float	 environment	 would	 return	 a	 NaN,	 Not-a-Number.	
There’s	not	a	 lot	of	 information	there.	What	if	 instead	you	could	at	 least	say	that	the	value	is	
any	non-negative	value?	Because	that’s	what	the	limit	of	x	to	the	y	is,	as	x	approaches	1	and	y	
approaches	infinity.	The	SORN	can	return:	








and	 (–∞,	 –maxreal).	 So	 as	 limits,	 I	 can	 still	 make	 the	 distinction.	 For	 example,	 if	 I	 take	 the	
logarithm	of	 the	 open	 interval	 (0,	1),	 I	 get	 the	 open	 interval	 (–∞,	0),	 and	 there’s	 a	 SORN	 for	
that.	But	 I	 lose	 the	ability	 to	compute	 the	 logarithm	of	exact	zero	as	negative	 infinity.	 I	 think	
that’s	 a	 small	price	 to	pay	 for	 the	elegance	of	 the	 formulation,	 and	 for	eliminating	 “negative	







00 01 10 11 
Zero	 Positive	reals	 ±	Infinity	 Negative	reals	
The	addition	table	shows	what	SORN	results	from	adding	all	16	possible	combinations	of	these	
four	 input	unum	values.	To	make	 it	a	 little	 less	confusing	whether	a	binary	string	describes	a	
unum	or	 a	 SORN,	 I’ll	 switch	 to	 a	 different	 notation	 for	 the	 SORN	 that	makes	 use	 of	 shapes.	














The	 higher	 the	 precision,	 the	more	 you	 have	 to	 use	 algorithmic	methods	 that	 look	 like	 float	
algorithms,	and	then	I	need	more	than	one	clock	cycle.	But	I	think	you	can	see	how	fast	these	
operations	can	be,	since	they	consist	of	independent	OR	gates	running	in	parallel.	
The	 prototype	 environment	 I	 am	 developing	 allows	 flexible	 definition	 of	 the	 u-lattice	 exact	






Parallel (independent) bitwise OR operations
Parallel (or pipelined) table look-up




extremely	 fast,	 like	 three	gate	delays.	Here’s	what	 the	 function	generator	would	 look	 like	 for	
two-bit	unum	inputs	and	four-bit	SORN	addition:	
I’m	assuming	each	black	dot	in	the	circuit	is	simply	a	wired	connection,	not	a	switch.	If	it	were	a	










JG:	 The	 result	 of	 doing	 an	 arithmetic	 operation	 on	 a	 unum	might	 be	 another	 unum,	 but	 in	
general	 it	 is	a	contiguous	block	of	unums,	 like	an	interval.	The	answer	spreads	out	 in	general,	
though	there	are	things	that	can	shrink	the	interval,	too,	like	dividing	by	two.	So	you	do	not	get	
a	 closed	 system	 unless	 you	 go	 all	 the	 way	 up	 to	 SORN	 representation.	 The	 unum-unum	
operations	are	what	a	computer	uses	to	figure	out	a	SORN,	just	as	knowing	the	multiplication	
tables	 from	 zero	 times	 zero	 to	 nine	 times	 nine	 lets	 you	 multiply	 multiple-digit	 numbers	
















±∞ (–∞, 0) 0 (0, ∞)
(–∞, 0) 0 (0, ∞)






























16	 bit	 unums,	 then	 we’ll	 need	 216	 bits	 for	 a	 single	 SORN.	 That’s	 eight	 Kbytes.	 Is	 there	 a	
compression	method	for	the	cases	when	there	are	few	intervals	or	they	are	contiguous?	
JG:	 If	you	have	a	single	 interval,	that’s	a	contiguous	set	of	unums.	 It	could	be	a	single	unum.	
Under	 plus-minus-times-divide,	 contiguous	 SORNs	 stay	 contiguous.	 That	 holds	 even	 if	 you	
divide	 by	 zero,	 	 because	 of	 the	 way	 the	 projective	 reals	 wrap	 around	 the	 top.	 To	 store	 a	
contiguous	SORN	with	n-bit	unums,	you	can	always	do	it	with	just	2n	bits,	not	2n	bits.	One	way	
is	to	store	the	first	unum	of	the	contiguous	block,	and	the	number	of	consecutive	1s.	Another	is	
to	 store	 the	 first	and	 last	unum	 in	 the	contiguous	block.	No	matter	how	you	do	 it,	 there	are	
enough	bit	patterns	in	2n	bits	to	store	all	the	possible	contiguous	SORNs	from	empty	set	to	the	
entire	set	of	extended	real	numbers.	By	the	way,	you	can	write	an	interval	like	(3,	2]	where	the	
left	endpoint	 is	greater	 than	the	right	endpoint.	 It	means	the	complement	of	 (2,	3].	You	start	
just	to	the	right	of	the	number	3,	go	clockwise	up	to	±∞	and	back	down	through	the	negative	
reals	to	zero,	then	up	to	two.	




have	variable	 size	 storage	 for	 the	SORNs,	or	bite	 the	bullet	and,	as	you	say,	use	8	Kbytes	 for	
each	 SORN,	 in	 the	 case	 of	 16-bit	 unums.	 I	 would	 argue	 that	 eight	 Kbytes	 really	 isn’t	 very	
expensive	 these	days,	and	you	could	 fit	 thousands	of	 such	SORNs	 in	on-chip	 level	one	cache.	




of	 the	 entire	 extended	 real	 number	 line	 as	 your	 input	 and	 output	 variables,	 with	 only	 eight	
Kbytes	for	each	variable.		
	
WT:	Can	you	also	give	us	an	 idea	about	exponentiation	 (with	 real	numbers	as	exponents)?	











like	x1/2	can	return	both	 𝑥	 	and	− 𝑥	 .	The	power	function	for	floats	is	littered	with	exception	
cases	 that	 library	 routines	 have	 to	 watch	 out	 for,	 so	 conditional	 branches	 slow	 down	
evaluation.	 The	 beauty	 of	 table	 look-up	 is	 that	 it	 pre-computes	 everything	 so	 you	 have	 no	
conditional	branches	at	run	time.	It	also	eliminates	“The	Table-Maker’s	Dilemma”	that	certain	
table	entries	take	much	longer	than	others	to	determine	correctly.	Once	they	are	determined,	











bit	 precision	 for	 the	 training	of	 the	neural	 net,	which	 is	why	 vendors	 are	 starting	 to	 support	
half-precision	floats	in	hardware.	But	with	type	2	unums,	in	16	bits,	I	can	compute	that	sigmoid	
in	a	single	clock	with	no	exception	handling	and	no	“Table	Makers	Dilemma,”	and	only	spend	a	
few	kilobytes	 for	 the	table.	The	tables	are	 tiny	compared	to	the	ones	 for	arithmetic,	because	
they’re	one-dimensional,	just	a	list,	instead	of	a	two-dimensional	table.	I	envision	a	standard	set	
built	into	a	chip,	and	some	RAM	for	user-definable	functions.	Imagine	that	you	have	some	very	
complicated	function	of	one	variable	that	you	use	over	and	over	 in	a	program,	and	 it	 takes	a	
hundred	 floating-point	 operations	 to	 evaluate.	 A	 low-precision	 float	 table	 won’t	 work	 well	
because	the	rounding	error	will	kill	you.	But	 if	you	can	guarantee	containment	of	 the	answer	
the	 way	 unums	 and	 SORNs	 do,	 then	 for	 some	 situations	 you	 might	 get	 a	 very	 acceptable	


















generates	 numbers,	 the	 best	 thing	 is	 to	 space	 numbers	 so	 the	 relative	 accuracy	 is	 constant,	
which	means	they	approximate	an	exponential	curve.	I	like	to	define	relative	decimal	inaccuracy	
as	the	 log	base	ten	of	the	ratio	of	adjacent	u-lattice	values.	For	example,	the	relative	decimal	
inaccuracy	 going	 from	 99.9	 to	 100	 is	 log10(100/99.9),	 which	 is	 about	 0.00043.	 The	 relative	
decimal	inaccuracy	going	from	100	to	101,	though,	is	log10(101/100),	which	is	about	0.0043,	ten	
times	more	inaccuracy.	You	can	also	define	the	number	of	decimals	of	accuracy	at	that	point,	as	


































































dynamic	 range	 from	1/0.389	 ×	 10–5	 to	 0.389	 ×	 105,	which	 is	 slightly	 larger	 than	 the	dynamic	
range	for	half-precision	floats.	Part	of	the	reason	is	that	unums	do	not	use	over	a	thousand	bit	
patterns	 to	 represent	 various	 types	 of	 NaN,	 and	 the	 other	 part	 is	 that	 unums	 are	 more	
information-efficient	in	being	closer	to	exponential	spacing	like	the	graph	shows.	
I’m	 really	 looking	 forward	 to	 experiments	 with	 16-bit	 Type	 2	 unums	 that	 are	 decimal,	 can	
represent	 the	 real	 number	 line	 with	 proper	 mathematics,	 never	 lose	 accuracy	 under	
reciprocation,	and	fast,	like	Ludicrous	Mode	on	a	Tesla	automobile.		





































me	 is	 the	 idea	 of	 number	 systems	 customized	 to	 applications,	 systems	 that	 maximize	 the	
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