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Based on macroscopic quantum electrodynamics in linear media, we develop a general theory of
the resonant Casimir–Polder force on a two-level atom in the presence of arbitrary bodies, with
special emphasis on the strong-coupling regime. Allowing for an initial state that is a superposition
of the states of the combined system such that a single quantum is excited on average, we first derive
a simple time-independent expression for the force by using a dressed-state approximation. We then
study the full dynamics of the force by starting from the operator Lorentz force and evaluating its
average as a function of time. For strong atom–field coupling, we find that the magnitude of the
force may undergo damped Rabi oscillations, where the losses are due to the decay of both the
atomic excitation and the field excitation.
PACS numbers: 12.20.-m, 42.50.Vk, 42.50.Nn, 32.70.Jz
I. INTRODUCTION
It is well known that the presence of macroscopic bod-
ies can drastically change the structure of the electro-
magnetic field compared to the free-space case. A promi-
nent manifestation of the ground-state change of the field
is the non-vanishing Casimir–Polder (CP) force experi-
enced by an atom when placed within an arrangement
of bodies. Originally, CP forces were studied for ground-
state systems where the CP potential can be identified
with the position-dependent part of the atom–field cou-
pling energy [1]. Since for ground-state systems this cou-
pling involves only non-resonant, virtual transitions of
the atom and the field, the coupling energy can be cal-
culated by means of time-independent leading-order per-
turbation theory.
For excited systems, on the contrary, real transitions
must be taken into account. In particular, when applying
the method to atoms in excited energy eigenstates which
interact with the body-assisted electromagnetic vacuum,
one finds that the CP potential associated with an atom
in such a state can be significantly enhanced due to the
influence of transitions to lower states, with its depen-
dence on the atomic transition frequencies exhibiting the
typical dispersion profiles in the vicinity of medium res-
onances [2]. Since these transitions are also responsible
for the decay of excited states, the static approach to the
CP force on an excited atom becomes questionable.
Moreover, perturbative methods are known to break
down when an atom near-resonantly interacts with a
narrow body-assisted quasi-mode such that the strong-
coupling regime is realized which is typically the case
when the bodies form a resonator-like structure. By re-
stricting the attention to a two-level atom and approxi-
mating the field by a perfect single-mode field (Jaynes–
Cummings model [3]), it is found that the energies of the
exact excited energy eigenstates of the coupled system,
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the so-called dressed states, are symmetrically shifted
above/below the near-degenerate uncoupled eigenener-
gies. As the dressed-state energies depend on the atomic
position, they can be interpreted as CP potentials [4, 5]—
in generalization of the static approach based on leading-
order perturbation theory. In particular in the case of a
perfect standing wave in a cavity, it turns out that de-
pending on the upper/lower dressed state the system is
prepared in, the atom is repelled from/attracted to the
antinodes of the wave—an effect that can strongly affect
the motion of atoms inside a cavity [6]. The calculations
imply that sufficiently slow atoms incident on a cavity in
a direction parallel to the standing wave can be reflected
from the cavity due to the influence of the upper dressed
state [5, 7, 8]. Here, the dependence of the transmission
probability on the velocity of the incident atoms displays
a resonance structure [9], which may be used to construct
a velocity filter for atoms [10, 11]. In the case of atoms
incident in a direction normal to the standing wave, the
atoms may be deflected during their passage through the
cavity [12]. In fact, a system prepared in a dressed state
will not stay in this state, but will undergo a temporal
evolution so that the CP force will also change with time.
To describe the time-dependence of CP forces acting
on excited systems, a dynamical approach is required.
For weak atom–field coupling, it was shown that when
an initially excited atom exponentially decays to the
ground state, the associated CP force shows a similar
transient behavior and eventually changes to the ground-
state force in the long-time limit [13, 14]. A two-level
atom which is initially prepared in the upper state and
which strongly interacts with the vacuum cavity field,
undergoes damped (vacuum) Rabi oscillations where the
losses responsible for damping are due to the decay of
both the field excitation and the atomic excitation; it may
be incorporated in the Jaynes-Cummings model in a phe-
nomenological way by introducing appropriate damping
constants [15]. As simulated in Refs. [16, 17], the losses
can be compensated for in a controlled way by introduc-
ing an external pumping laser. Furthermore, by appro-
priate choice of the laser intensity and frequency, it can
2be ensured that the system remains in a certain steady
state associated with an effective CP potential, both the
sign and magnitude of which can be continuously con-
trolled. Such a setup has been used to trap single (cold)
atoms in the antinodes of a standing wave in a cavity
[18, 19, 20, 21] where the atomic motion can be continu-
ously monitored by recording the intensity of the pump
laser leaving the cavity [19, 21, 22, 23, 24]. This informa-
tion can be used in a feedback mechanism to enhance the
trapping efficiency; whenever the atom tends to leave the
wave antinode, the trap depth is enlarged by increasing
the pump laser intensity [25].
In the present paper, we study the resonant CP force
exerted on a two-level atom that strongly interacts with
the body-assisted electromagnetic field in more detail
where the initial state may be a (coherent) superposition
of (i) the (two-level) atom being in the upper state and
the body–field system being in the ground state and (ii)
the atom being in the lower state and one quasi-mode of
the body-assisted field being singly excited. On the ba-
sis of macroscopic quantum electrodynamics (QED) in
linear media, we aim at generalizing the theory with two
respects. Firstly, we allow for an arrangement of bodies of
arbitrary shape and material which are characterized by
their space- and frequency-dependent permittivity and
permeability, thus accounting for both material absorp-
tion and dispersion in a natural way. The spectrum and
spatial structure of the body-assisted field follows from
the Green tensor of the associated macroscopic Maxwell
equations, thus generalizing the idealized case of a sin-
gle perfect standing wave in a cavity to realistic systems.
Secondly, we include the nontrivial temporal evolution
of both the state of the system and the CP force in the
theory by developing a dynamical approach to the CP
force.
The article is organized as follows. After a brief intro-
duction of the system Hamiltonian within the framework
of macroscopic QED (Sec. II), we first develop a static ap-
proximation to the CP force, which generalizes the famil-
iar dressed-state solution of the Jaynes-Cummings model
to the case of arbitrary resonators (Sec. III A). We then
develop a dynamical theory of the CP force (Sec. III B)
which is based on the operator Lorentz force; and we end
with a summary and concluding remarks (Sec. IV).
II. BASIC EQUATIONS
A. Sketch of the quantization scheme
Consider a neutral atom consisting of particles α with
charges qα, masses mα, positions rˆα, and canonically
conjugated momenta pˆα, interacting with the quantized
electromagnetic field in the presence of linear, isotropic
and locally responding magnetodielectric bodies, which
are characterized by their (relative) electric permittivity
ε(r, ω) and their (relative) magnetic permeability µ(r, ω),
with the Kramers–Kronig relations being satisfied. In
electric dipole approximation, the dynamics of this sys-
tem is governed by the multipolar Hamiltonian [13, 14]




















dλ δ(r − rˆA − λˆ¯rα) (3)











ˆ¯rα = rˆα − rˆA (5)








dω ~ω fˆ†λ(r, ω)· fˆλ(r, ω) (6)
is the Hamiltonian of the system composed of the bodies
and the electromagnetic field expressed in terms of the
dynamical variables fˆλ(r, ω) and fˆ
†













HˆAF = −dˆ·Eˆ(rˆA) (9)









denotes the atomic electric dipole moment, and the body-
assisted electric field Eˆ(rˆ) can be related to the dynamical











′, ω)· fˆλ(r′, ω) + H.c.,
(11)
with Gλ(r, r
′, ω) being related to the classical (retarded)
Green tensor G(r, r′, ω) as
Ge(r, r






Im ε(r′, ω)G(r, r′, ω), (12)
Gm(r, r












3Note that the body-assisted magnetic field can be given










×∇×Gλ(r, r′, ω)· fˆλ(r′, ω) + H.c. (14)
The Green tensor is defined by the differential equation
[





G(r, r′, ω) = δ(r− r′)
(15)
[κ(r, ω) = µ−1(r, ω)] together with the boundary condi-
tion
G(r, r′, ω)→ 0 for |r− r′| → ∞. (16)
It has the following useful properties [26]:
G
∗(r, r′, ω) = G(r, r′,−ω∗), (17)





Im ε(s, ω)G(r, s, ω)·G∗(s, r′, ω)
− Imκ(s, ω)[∇s×G(s, r, ω)]T·[∇s×G∗(s, r′, ω)]}
= ImG(r, r′, ω). (19)








ω2ImG(r, r′, ω). (20)
B. Atom–field coupling
Let us consider a single atomic transition caused by
the near-resonant interaction of an atom with the body-
assisted electromagnetic field. In this case, it is appropri-
ate to use the model of a two-level atom, where only two
atomic energy eigenstates, say |1〉 and |0〉, are involved
in the atom–field interaction. In this model, the atomic





2 (E0 + E1) (21)
[ω10 = (E1 −E0)/~, σˆz = |1〉〈1| − |0〉〈0|]; and the electric
dipole moment (10) takes the form
dˆ = d01σˆ +H.c. (22)
(dmn= 〈m|dˆ|n〉, dmm= 0, σˆ= |0〉〈1|), so, upon recalling














·Gλ(rA, r, ω)· fˆλ(r, ω) + H.c. (23)
For the following, it is useful to introduce position-
dependent photon-like creation and annihilation opera-
tors aˆ(r, ω) and aˆ†(r, ω) according to the definition












ω2d10 ·ImG(r, r, ω)·d01 . (25)
Substituting Eq. (24) into Eq. (23) and restricting our
attention to the rotating-wave approximation, we may




dω g(rA, ω)aˆ(rA, ω)σˆ
† +H.c., (26)
showing that g(r, ω) plays the role of a generalized atom–
field coupling strength.
The commutation relations of aˆ(r, ω) and aˆ†(r, ω) can
be calculated from the commutation relations (7) and
(8), by making use of definitions (24) and (25) and the
integral relation (20), resulting in
[





δ(ω − ω′), (27)
[aˆ(r, ω), aˆ(r, ω′)] = 0, (28)
where
g(r, r′, ω) =
µ0
~pi
ω2d10 ·ImG(r, r′, ω)·d01. (29)
Note that [
aˆ(r, ω), aˆ†(r, ω′)
]
= δ(ω − ω′). (30)
The definition of the ground state |{0}〉 of system
composed of the bodies and the electromagnetic field,
fˆλ(r, ω)|{0}〉=0 (∀λ, r, ω), implies that
aˆ(r, ω)|{0}〉 = 0 ∀ r, ω. (31)
The creation operators aˆ†(r, ω) can be used to define
(position-dependent) single-photon states
|r, ω〉 = aˆ†(r, ω)|{0}〉. (32)
4From Eq. (27) it follows that these states are orthogonal
in frequency space, but not in position space,
〈r, ω|r′, ω′〉 = g(r, r
′, ω)
g(r, ω)g(r′, ω)
δ(ω − ω′), (33)
which for equal positions reduces to
〈r, ω|r, ω′〉 = δ(ω − ω′) (34)
[cf. Eq. (30)]. Furthermore, they are eigenstates of HˆF
carrying one quantum of energy ~ω:
HˆF|r, ω〉 = ~ω|r, ω〉, (35)




= ~ωaˆ†(r, ω) (36)
which is a consequence of Eqs. (6) and (24) together with
the commutation relations (7) and (8).
Equation (26) implies that the states |rA, ω〉 (ω≃ω10)
as given according to Eq. (32) describe the single-
quantum excited states of the body-assisted electromag-
netic field which may be obtained after an atom posi-
tioned at rA has undergone an (electric-dipole) transition
|1〉→|0〉. Hence, these states can be regarded as spanning
the state space of all states that are resonantly coupled
to an initially excited two-level atom via HˆAF as given by
Eq. (26), which is why it will be sufficient to work with
them in the following.
III. THE CASIMIR–POLDER FORCE
As shown by Casimir and Polder [1], the CP force
for ground-state systems can be obtained from time-
independent perturbation theory. Assuming that both
the atom and the body-assisted field are in their (station-
ary) ground states, the shift of the ground-state energy
due to the atom–field coupling
∆E = ∆E(0) + U(rA), (37)
is calculated for given center-of-mass position by means
of perturbation theory, and the position-dependent part
U(rA) of this shift is identified as the CP potential from
which the force can be derived according to
F(rA) = −∇AU(rA). (38)
When dealing with excited systems, this simple ap-
proach fails for two reasons. First, possible strong reso-
nant coupling between the atom and the field may lead
to a breakdown of perturbation theory. Second, the cou-
pling of the initial state with other possible states of the
system will lead to a nontrivial dynamics. In particu-
lar, since the field is characterized by a continuum of de-
grees of freedom, losses will inevitably occur so that time-
independent results can only approximately be valid on
time scales which are short w.r.t. the typical loss rates.
Depending on the given initial state, major loss mecha-
nisms are given by spontaneous decay of the atomic ex-
citation or decay of the field excitation.
In the following, we develop a theory of CP forces for
excited systems with possible strong atom–field coupling,
carefully taking the above points into account. The atten-
tion will be focussed on systems initially carrying a single
excitation, and it will be assumed that a two-level atom
interacts predominantly with a single quasi-mode of the
body-assisted field. We will first (in Sec. III A) develop
a simplified approximate theory of the CP force that is
similar in spirit with both Casimir and Polder’s origi-
nal work [1] and the dressed-state approach often used
to study CP forces for strong coupling [4, 5]. Restricting
our attention to the resonant exchange of excitation be-
tween the atom and the quasi-mode, one can construct
a reduced Hilbert space of the system that is approxi-
mately invariant under the action of the Hamiltonian by
neglecting the coupling to states outside the subspace.
The reduced Hamiltonian can be diagonalized where the
eigenstates are stationary on time scales which are short
w.r.t. the rates of the neglected leakage to states outside
the reduced Hilbert space, and the associated position-
dependent eigenenergies can be identified with the CP
potential according to Eq. (37).
In Sec. III B, we will then develop a more complete
dynamical theory of the CP force by starting from the
operator-valued Lorentz force [13, 14] and evaluating
the expectation value of this force upon solving the
Schro¨dinger equation. In particular, by relaxing the as-
sumptions regarding the field spectrum, the major loss
mechanisms emerge naturally, being represented by the
quasi-mode width on the one hand and the rate of spon-
taneous decay associated with coupling to the (residual)
field continuum on the other hand. In addition, the Rabi
oscillations occurring for systems not prepared in one of
the quasi-stationary states will be addressed.
A. Static approximation
In this section, we will obtain approximate expressions
for the CP force by calculating the eigenenergies of the
Hamiltonian (1) on a reduced Hilbert space of singly ex-
cited states. As discussed at the end of Sec. II, the total
Hilbert space of singly excited states for a two-level atom
is spanned by states of the form |1〉|{0}〉 or |0〉|rA, ω〉. Us-
ing Eq. (1) together with Eqs. (6), (21), (26), (27), (32),
and (35), one finds




dω g(rA, ω)|0〉|rA, ω〉, (39)
Hˆ |0〉|rA, ω〉 = (E0 + ~ω)|0〉|rA, ω〉
+ ~g(rA, ω)|1〉|{0}〉. (40)
5In the following, we will use the single-resonance ap-
proximation, assuming that—for a given atom placed
within a given resonator—the main contribution to the
resonant atom–field interaction results from a single
Lorentzian-type quasi-mode ν of mid-frequency ων and
width γν/2 (γν/2≪ων), i.e.,
g2(r, ω) = g2(r, ων)
γ2ν/4
(ω − ων)2 + γ2ν/4
. (41)
In single-resonance approximation, Eq. (39) takes the
form





(ω − ων)2 + γ2ν/4
|0〉|rA, ω〉, (42)
i.e., the excited atomic state atomic is coupled to an ex-
cited field state, which has a certain shape in frequency








(ω − ων)2 + γ2ν/4
|rA, ω〉, (43)
which is normalized to unity,
〈1ν |1ν〉 = 1, (44)









for γν/2≪ων . Equation (39) can now be written in the
compact form




Obviously the application of the single-resonance approx-
imation implies that the coupling to the residual field
continuum is no longer contained in Eq. (46), i.e., sponta-
neous decay induced by this coupling has been neglected.
As the Hamiltonian governs the temporal evolution of the
system, this means that results obtained on the basis of
Eq. (46) can only be valid on time scales which are short
w.r.t. the associated rate of spontaneous decay, as will
explicitly be shown in Sec. III B.
Next, we consider the action of the Hamiltonian on the
state |0〉|1ν〉. Using Eq. (40) and putting ω ≃ ων in the
first term, we may approximately write
Hˆ |0〉|1ν〉 = (E0 + ~ων)|0〉|1ν〉
+ ~
√
piγν/2 g(rA, ων)|1〉|{0}〉, (47)
recall Eq. (45). It should be kept in mind that by mak-
ing the approximation ω ≃ ων , we have neglected damp-





FIG. 1: Level scheme of a two-level atom interacting with a
single resonance of the electromagnetic field.
Eq. (102) below], so that results obtained using Eq. (47)
can only be valid on times scales which are short w.r.t.
the respective damping rate.
Under the approximations made, the subspace spanned
by the states |1〉|{0}〉 and |0〉|1ν〉 is invariant under Hˆ ,
and according to Eqs. (46) and (47) Hˆ takes on this sub-















(I2, two-dimensional unit matrix), where
∆ = ων − ω10 (49)




is the vacuum Rabi frequency. The level scheme of the
system is depicted in Fig. 1.













and by introducing the coupling angle θc(rA) via
tan[2θc(rA)] = −ΩR(rA)
∆
, θc(rA) ∈ (0, pi/2) (53)
and using the identity [27]
1√
1 + cot2(α)
= sin(α), α ∈ (0, pi), (54)
6the corresponding eigenstates (the dressed states) can be
written in the convenient form
|+〉 = cos[θc(rA)] |1〉|{0}〉+ sin[θc(rA)] |0〉|1ν〉, (55)
|−〉 = − sin[θc(rA)] |1〉|{0}〉+ cos[θc(rA)] |0〉|1ν〉. (56)
Comparing Eq. (51) with Eq. (37), we can conclude that
for a system prepared in state |+〉 or |−〉, respectively,




and the associated CP force reads
F±(rA) = −∇AU±(rA). (58)
In cases where the electromagnetic field can be quan-
tized in terms of standing waves, Eq. (57) reduces to the
results found in Ref. [4], as can be seen by noting that
ΩR(rA)/2 is equal to the standing-wave coupling strength
introduced in Ref. [4]. The CP potential (57) is closely
related to the vacuum fluctuations of the body-assisted
electromagnetic field: Recalling that the total vacuum
fluctuations of the electric field are given by [14]











Eqs. (25), (41), and (45) imply that the vacuum fluctua-










Comparing this with Eq. (57) [together with Eqs. (25),
(50), and (52)], one sees that for a system in state |+〉 the
atom is repelled from regions of high vacuum fluctuations
(antinodes of the standing wave) while for a system in
state |−〉 the atom is attracted towards regions of high
vacuum fluctuations.
It is instructive to consider the behavior of the dressed
states and associated potentials in the special cases of
vanishing and large detuning. For zero detuning, ∆ =
0, we have θc(rA) = pi/4, recall Eq. (53), so the dressed








In the limit of large detuning, |∆|≫ΩR(rA), the cou-
pling angle approaches θc(rA)=pi/2 [θc(rA)=0] for pos-
itive (negative) detuning, so the dressed states read
|+〉 =
{
|0〉|1ν〉 for ∆ > 0,
−|1〉|{0}〉 for ∆ < 0, (63)
|−〉 =
{
|1〉|{0}〉 for ∆ > 0,
|0〉|1ν〉 for ∆ < 0.
(64)
By expanding the square root in Eq. (52) and recalling










For large detuning, the atom–field coupling is no longer
strong, so one should recover the well-known results from
perturbation theory. To verify this, recall Eqs. (25), (41),
and (50) to note that according to the single-resonance
approximation the identity
µ0~ω
2d10 ·ReG(1)(r, r, ω)·d01 = ~Ω
2
R(r)(ων − ω)
4[(ων − ω)2 + γ2ν/4]
(67)
is valid up to a position-independent constant so that
upon discarding all constant terms, Eqs. (65) and (66)
can be written in the form
U1{0}(rA) = −µ0ω210d10 ·ReG(1)(rA, rA, ω10)·d01, (68)
U01ν (rA) = µ0ω
2
10d10 ·ReG(1)(rA, rA, ω10)·d01 (69)
where according to
G(r, r′, ω) = G(0)(r, r′, ω) +G(1)(r, r′, ω), (70)
the Green tensor has been decomposed into its transla-
tionally invariant bulk part G(1) and its scattering part
G(1). As expected, Eq. (68) is just the resonant part of
the perturbative result for an initially excited atom inter-
acting with the electromagnetic vacuum, cf. Refs. [13, 14],
where the fact that only the resonant part of the potential
appears is obviously due to the rotating-wave approxima-
tion. The result (69) is new, it gives the weak-coupling
CP potential for the case where instead of the atom being
excited and the field being in its ground state, the atom
is in its ground state, but the field is in the excited state
defined in Eq. (43). It is seen that the potential differs
from that found in the former case just by its sign. The
sign difference can be understood from the fact that for
the excited atom the resonant process responsible for the
potential is the emission of a photon while for the field
being excited the resonant process is the absorption of a
photon.
Next, consider the situation where the system is not in
one of the eigenstates |+〉 or |−〉, but in a more general
state
|θ〉=cos θ |1〉|{0}〉+sinθ |0〉|1ν〉, (71)
θ ∈ [0, pi], where this definition includes the special cases
|θ=0〉 = |1〉|{0}〉, (72)
|θ=pi/2〉 = |0〉|1ν〉, (73)
|θ=θc〉 = |+〉, (74)
|θ=θc+pi/2〉 = |−〉. (75)
7Note that for (initial) states |θ〉 possessing non-vanishing
projections along both |+〉 and |−〉, the system will un-
dergo Rabi oscillations, leading to a nontrivial dynamics
of the total potential and force. However, deferring a dis-
cussion of the temporal behavior to the next section, we
here restrict our attention the the potential and force at
initial time, where the system is in state |θ〉.
Using Eqs. (55), (56), and (71), it follows that in this
case the CP potential is given by
Uθ(rA) = |〈θ|+〉|2U+(rA) + |〈θ|−〉|2U−(rA)









where the last line follows from Eq. (57). According to
Eq. (38), the associated CP force can be calculated as







− ~ sin{2[θ−θc(rA)]}Ω(rA)∇Aθc(rA). (77)
In order to simplify Eq. (77), we note that the definition
of the coupling angle (53) together with Eqs. (54) and
(57) implies
sin[2θc(rA)]Ω(rA) = ΩR(rA), (78)
∇AΩ(rA) = sin[2θc(rA)]∇AΩR(rA), (79)






cos(α) for α ∈ (0, pi/2),
− cos(α) for α ∈ (pi/2, pi), (80)





Using Eqs. (53), (78), (79), and (81), Eq. (77) can be










which agrees with the previous result (58) in the special
case of the system being prepared in one of the eigen-
states |±〉, recall Eqs. (74) and (75).
In close analogy to the discussions above Eqs. (62) and










for zero detuning and to
Uθ(rA) = − ~
4∆
cos(2θ)Ω2R(rA)








10∇Ad10 ·ReG(1)(rA, rA, ω10)·d01 (86)
for large detuning.
B. Dynamical theory
In this section we will develop a more realistic, dynam-
ical description of the CP force, which incorporates the
relevant loss mechanisms—thus yielding estimates of the
time scales on which the static approximation is valid.
We start from the operator-valued Lorentz force acting










≡ Fˆel + Fˆmag (87)
where we have separated the force into its electric and
magnetic parts. For a two-level atom treated within the
rotating-wave approximation, one may employ Eqs. (11),




























The dynamical CP force is just the average Lorentz
force
Fθ(rA, t) = 〈ψθ(t)|Fˆel|ψθ(t)〉+ 〈ψθ(t)|Fˆmag|ψθ(t)〉
≡ Felθ (rA, t) + Fmagθ (rA, t), (90)
where the state of the system |ψθ(t)〉 evolves according




|ψθ(t)〉 = Hˆ |ψθ(t)〉, (91)
with the Hamiltonian being given by Eq. (1), together
with Eqs. (6), (21), and (26). We assume that the sys-
tem is at initial time t0 prepared in state |ψθ(t0)〉= |θ〉, as
8given by Eq. (71), hence within the rotating-wave approx-
imation, |ψθ(t)〉 as found from solving the Schro¨dinger




dω ψ0(ω, t)|0〉|rA, ω〉 (92)
with initial conditions






(ω − ων)2 + γ2ν/4
. (94)
Substituting Eqs. (88), (89) and (92) into Eq. (90); recall-
ing definition (32); and using the commutation relations
(7), (8), (27) and (28), we obtain































In order to proceed, we must solve the Schro¨dinger
equation (91), which upon use of definition (32) and com-
mutation relations (27) and (28) is seen to be equivalent
to the system of equations





dω g(rA, ω)ψ0(ω, t), (97)






ψ0(ω, t)− ig(rA, ω)ψ1(t). (98)
One may eliminate ψ0(ω, t) by formally solving Eq. (98)












Substituting this result into Eq. (95), the electric part of
the CP force can be expressed entirely in terms of ψ1(t):

















dτ e−i(E0/~+ω)(t−τ)ψ∗1(t)ψ1(τ) + C.c. (100)
[and similarly for Fmagθ (rA, t)] where the first term has
been obtained by using Eq. (41) and the analogous rela-
tion
g(r, r′, ω) = g(r, r′, ων)
γ2ν/4
(ω − ων)2 + γ2ν/4
(101)









which is valid for γν/2≪ ων . In complete analogy, by
substituting Eq. (99) into Eq. (97) one obtains a closed
equation for ψ1(t),













Note that in contrast to Eq. (46), effects due to the damp-
ing of the quasi-mode have been retained here by using
Eq. (102) rather than Eq. (45).
We must solve the differential equation for ψ1(t) while
taking into account the two major loss mechanisms asso-
ciated with quasi-mode damping and decay induced by
coupling of the atom with the (residual) field continuum.
To that end, we apply a weak version of the single reso-
nance approximation by writing
g2(r, ω) = g2(r, ων)
γ2ν/4
(ω − ων)2 + γ2ν/4
+ g′2(r, ω) (104)
and assuming that the residual field continuum is a slowly
varying function of ω in the vicinity of ω= ων such that
its effects on the dynamics is adequately described by the



















together with the initial conditions
φ1(t0) = cos θ, φ˙1(t0) = − i
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are the shift and width of the upper level associated with








∆(rA) = ων − ω˜′10(rA) = ∆− δω′1(rA) (111)
are the respective shifted atomic transition frequency and
detuning. Note that in Eq. (108), the Lamb shift contri-
bution to the level shift has been absorbed in the bare
transition frequency ω10 by making the replacement G
7→ G(1).
Writing the general solution to the second-order differ-













}2 − Ω2R(rA) , (113)
and the initial conditions (107) imply
c±(rA) =
Ω∓(rA) cos θ +
1
2 iΩR(rA) sin θ
Ω∓(rA)− Ω±(rA) . (114)
Substituting Eqs. (105) and (112) into Eq. (100) and the
analogous expression for Fmagθ (rA, t), the two parts of the
CP force take the explicit forms
Felθ (rA, t)









































s(rA, ω, t− t0) + C.c. (116)
where







































ω − ω˜′10(rA) + iΓ′1(rA)/2− iΩ−(rA)
(118)
have been defined.
Next, we consider the two limiting cases of weak and
strong atom–field coupling. Weak atom–field coupling is
realized if the field resonance is very broad,
γν ≫ 2ΩR(rA) (119)
or if the resonance is far detuned from the atomic tran-
sition frequency,
|∆(rA)| ≫ 2Ω2R(rA)/γν . (120)
In both cases, the first term under the square root in


















For a system initially prepared in the state |1〉|{0}〉, i.e.
θ=0 [recall Eq. (72)], Eq. (114) approximates to
c+(rA) = 0, c−(rA) = 1 (122)
because |Ω+(rA)| ≫ |Ω−(rA)|. Substituting Eqs. (105),
(112), (121), and (122) into Eq. (92) and recalling
Eqs. (108) and (109), we find that in the weak-coupling
limit the temporal evolution of the system initially pre-
pared in the state |1〉|{0}〉 is given by
|ψ(t)〉 =e[−iE1/~−iδω′1(rA)−Γ′1(rA)/2+Ω−(rA)]t |1〉|{0}〉
=e[−iE˜1(rA)/~−Γ1(rA)/2]t |1〉|{0}〉, (123)




























= ω10 + δω1(rA) (126)
in place of Eq. (110). It should be noted that Eqs. (124)
and (125) describe the full shift and width of the up-
per state associated with the total field spectrum (104)
including both quasi-mode and residual spectrum and
agree with the well-known weak-coupling results [13, 14].
The CP force in the weak-coupling limit can most con-
veniently be derived by returning to Eq. (100) [and the




Evaluating the time integral in the spirit of the Markov
approximation by putting |ψ1(τ)|2 7→ |ψ1(t)|2 and letting
the lower integration limit tend to −∞, one finds that
F
mag
θ (rA, t) does not contribute so that












∇d10 ·ImG(1)(r, rA, ω)·d01
]
r=rA








Ω10(rA) = ω˜10(rA) + iΓ1(rA)/2. (130)
Note that Eq. (29) has been recalled and the vanish-
ing contribution associated with the bulk Green tensor
G(0) has been discarded. As expected, Eq. (128) agrees
with the weak-coupling results given in Refs. [13, 14] for
the special case of an initially excited two-level atom
treated in rotating-wave approximation, as considered
here. Having thus established that the general expres-
sion (115)–(118) reproduces earlier results in the weak-
coupling limit, we now turn our attention to the strong-
coupling limit.
Strong atom–field coupling is realized if the field reso-
nance is both sufficiently narrow,
γν ≤ 2ΩR(rA), (131)
and sufficiently close to the atomic transition frequency,
|∆(rA)| ≪ 2Ω2R(rA)/γν . (132)
In this case the real part of the square root in Eq. (113)
becomes negligible [note that Γ′1(rA) ≤ 2ΩR(rA) and
|∆(rA)|Γ′1(rA)≪2Ω2R(rA) are automatically fulfilled, be-
cause the field resonance ν is assumed to be the one which
is closest to the atomic transition frequency], so that
Ω±(rA) = − 12
{
i∆(rA)+[γν−Γ′1(rA)]/2
}∓ 12 iΩ(rA) (133)





















± ΩR(rA) sin θ
2Ω(rA)
, (135)


































γν/2, |∆(rA)| ≪ γν/2,
Γ1(rA)/2, γν/2≪ |∆(rA)| ≪ 2Ω2R(rA)/γν
(137)
[recall Eqs. (109) and (125)] is the total damping rate,
and
E±(rA) =







in place of Eq. (51) are the eigenenergies of the system,



















ν , |∆(rA)| ≪ γν/2,
δω1(rA), γν/2≪ |∆(rA)| ≪ 2Ω2R(rA)/γν
(139)
[recall Eqs. (108) and (124)].
To evaluate the CP force for strong atom-field cou-
pling, we substitute Eq. (133) into Eqs. (115)–(118) and
evaluate the frequency integral by means of the single-
resonance approximation (101). Using contour-integral
techniques similar in spirit to Eqs. (45) and (102), after
a tedious, but straightforward calculation, one arrives at

















































This result [together with Eqs. (29), (109), (111), (134),
(135), (137), and (139)] gives the resonant CP force for
a system prepared in an initial state of the type (71). To
make the spatial and temporal dependence of the force
more explicit, we consider some special cases.
Consider first the case where the system is initially
prepared in state |1〉|{0}〉 so that θ= 0, recall Eq. (72).









so that for real dipole matrix elements where
∇g(r, rA, ων)|r=rA =∇g∗(r, rA, ων)|r=rA
= g(rA, ων)∇g(r, ων)|r=rA (143)
[recall Eqs. (18), (25) and (29)], the electric part of the
CP force reads















∆2(rA)− [γν−Γ′1(rA)]2/4 + Ω2R(rA)
+ C.c. (144)




ω2d10 ·G(r, r′, ω)·d01 = γνg(r, r
′, ων)
ων − ω + iγν/2 , (145)
so that after dropping the vanishing contribution as-
sociated with G(0)(r, r′, ω) [recall Eq. (70)] the expres-
sion (144) can be written in the convenient form
Fel1{0}(rA, t) = 2e
−γ(rA)(t−t0) sin2[Ω(rA)(t− t0)/2]
× C(rA)F1{0}(rA), (146)






in place of Eq. (130) and the correction factor reads
C(rA) =
∆2(rA)− [γν−Γ′1(rA)/2]2/4












A principal difference between the weak and strong-
coupling CP forces is the fact that for strong coupling,
the magnetic part of force Fmag(rA, t) does not vanish, in
general [see also Eq. (161) below]. Even the electric part
of the CP force, however, differs from the weak-coupling
force (128)–(130) in several respects. Firstly, the shift
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and width of the excited atomic level relevant for deter-
mining F1{0}(rA) are now only those associated with the
residual field continuum, in contrast to the full shift and
width appearing in the weak-coupling force. Secondly, the
strength of the strong-coupling force is modified w.r.t.
the weak-coupling result by the correction factor C(rA).
Thirdly, and most strikingly, the dynamics of the force is
given not by an exponential decay, but by damped Rabi
oscillations with a frequency Ω(rA) and a damping rate
γ(rA). Note that only the magnitude, and not the sign of
the force is oscillating, with the sign being determined by
the sign of the detuning ∆(rA), as for the weak-coupling
force. As seen from Eq. (137), the damping is dominated
by decay of the field excitation for small detuning, while
spontaneous decay is the dominant loss mechanism for
larger detuning, where in both limits the losses are char-
acterized by one half the respective damping rates, γν
and Γ1(rA), respectively. This can easily be understood
from the fact that in the strong coupling limit the states
affected by these losses, |0〉|1ν〉 and |1〉|{0}〉, are both
populated by one half on average.
We now return to the case of arbitrary initial prepara-
tion of the system and consider the case, where
γν ≪ 2ΩR(rA), (149)
[and Γ′1(rA)≪2ΩR(rA)], which is often realized for strong
atom–field coupling. In this case, terms of the form [γν −





Similarly, after introducing the coupling angle
tan[2θc(rA)] = −ΩR(rA)
∆(rA)
, θc(rA) ∈ (0, pi/2) (151)
[which replaces Eq. (53)] and using the identities (54)
and (80), the coefficients (114) can be written as
c+(rA) = cos
2[θc(rA)] cos θ + sin[θc(rA)] cos[θc(rA)] sin θ
=cos[θc(rA)] cos[θ − θc(rA)], (152)
c−(rA) = sin
2[θc(rA)] cos θ − sin[θc(rA)] cos[θc(rA)] sin θ
=− sin[θc(rA)] sin[θ − θc(rA)], (153)
and the force (140) assumes the form
























Here, we have used the identities
ΩR(rA)
∆(rA)− Ω(rA) = − tan θc(rA), (155)
ΩR(rA)
∆(rA) + Ω(rA)
= cot θc(rA), (156)
which follow from Eqs. (150) and (151) upon using
Eq. (54). For real dipole matrix elements, Eq. (143) can
be used to obtain the final result

































as implied by Eqs. (54), (150), and (151).
Let us discuss this result. First, we note that at initial
time, the electric part of the CP force is given by








× sin{2[θ−θc(rA)]})∇√Ω2R(r) + ∆2(rA)∣∣r=rA , (160)
which obviously coincides with the result (82) [together
with Eq. (52)] found in Sec. III A, when neglecting the
frequency shift δω′1(rA), i.e., making the replacement
∆(rA) 7→ ∆.
Equation (157) further shows that the electric part of
the CP force as a function of time is always exponentially
damped with a damping rate γ(rA) and that it contains a
non-oscillating part and a component that oscillates with
the shifted Rabi frequency Ω(rA). The relative strengths
of the constant and oscillating parts depend on both the
coupling angle θc(rA) and the initial state of the system
|θ〉. This is illustrated in Fig. 2, where the time depen-
dence of the force is displayed for various initial states |θ〉
and fixed coupling angle 2θc(rA) = 3pi/8. The curves in
the figure may be grouped in pairs of curves differing only
by their sign, each of these pairs corresponds to values of
θ which differ by 2∆θ=pi. The existence of such pairs is
an obvious consequence of Eq. (157). The figure further
reveals that there are two extremes of behavior: While for
the initial states with 2θ= 2θc(rA), 2θc(rA)+pi, the CP
force shows no oscillations and is purely exponentially
damped as a function of time [curves (a1) and (a3)], the
initial states 2θ= 2θc(rA)+pi/2, 2θc(rA)+3pi/2 lead to os-
cillations of maximal amplitude around a zero mean value
[curves (a2) and (a4)]. For other values of θ, the temporal
behavior of the CP force is a combination of oscillating
and non-oscillating components [curves (b1)–(b4)]. Note
that in particular for 2θ = 0, which corresponds to the
initial state |1〉|{0}〉, oscillating and non-oscillating parts
combine in such a way that the sign of the force remains
invariant for all times [curve (b1)]—in agreement with
Eq. (146).
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FIG. 2: The time dependence of the resonant CP force for
strong atom–field coupling is displayed for different values
of θ, i.e., 2θ = 2θc(rA) (a1), 2θc(rA)+pi/2 (a2), 2θc(rA)+pi
(a3), 2θc(rA)+3pi/2 (a4), 0 (b1), pi/2 (b2), pi (b3), 3pi/2 (b4),
with parameters 2θc(rA)= 3pi/8 and γ(rA)=0.05Ω(rA). The
angles 2θ for the various curves are indicated in the small
polar diagram.
Using Eqs. (152) and (153) and discarding terms of the
form [γν − Γ′1(rA)]/2, the magnetic part of the resonant
CP force (141) can be given as
F
mag












Comparing this with the electric part (157), we see that
the magnetic part has a different vector structure; and
that its order of magnitude is roughly Ω(rA)/ων times
that of the electric part of the force, indicating that it
might become relevant in the context of the recently con-
sidered superstrong coupling regime [28]. In contrast to
the electric part, Fmag(rA, t) is always purely oscillating
around a zero mean value. In particular, it vanishes for
those initial states |θ=θc(rA)〉 and |θ=θc(rA)+pi/2〉 for
which the electric part of the force is non-oscillating.
The non-oscillating CP force that arises if the system is
initially prepared in one of the approximate eigenstates,










may be compared with the corresponding static re-
sult (58) [together with Eqs. (52) and (57)] where we note
two differences. Firstly, the dynamical strong-coupling
CP force exponentially decays in time, where the total
loss rate γ(rA) is given by Eq. (137). Hence, the static
approximation may be regarded as a good approximation
on time scales which are small w.r.t. γ−1(rA). Secondly,
one can see that the atom–field detuning (111), which
enters the CP force, is different from its bare value (49)
due to the coupling with the residual field continuum.
However, from Eq. (139) this effect is generally expected
to be small.
IV. SUMMARY
Based on macroscopic QED in linear media, we have
developed a general description of the resonant CP force
experienced by a two-level atom in the presence of arbi-
trary bodies, with special emphasis on strong atom–field
coupling. Assuming that the initial state is a (coherent)
superposition state that carries a single excitation quan-
tum on average, we have first worked within a static ap-
proximation. Reducing the Hilbert space of the system
to an approximately invariant two-dimensional subspace
on which the Hamiltonian assumes a Jaynes–Cummings
form, the eigenenergies and eigenstates have been con-
structed according the well-known dressed-states ap-
proach. Identifying the position-dependent part of the
eigenenergies with the CP potential for the system being
prepared in a dressed state, a simple intuitive picture for
the CP force has been obtained. From this result, the CP
force on an atom prepared in a state that is an arbitrary
superposition of dressed states, has been be inferred.
As the static approximation does not take into account
the decay of excited states due to unavoidable losses, the
result found for a system prepared in a dressed state is
only valid on a time scale which is short compared to
the time scale of decay. For systems initially prepared
in other than dressed states, the static approximation is
even more problematic, because it also neglects the Rabi
dynamics which is to be expected in the strong-coupling
regime. Motivated by these shortcomings, we have devel-
oped an alternative, dynamical approach to the problem
by starting from the operator-valued Lorentz force and
identifying the CP force with its expectation value where
the respective state vector of the system solves the time-
dependent Schro¨dinger equation for given initial condi-
tion. By separating the body-assisted field into the part
that is in (quasi-)resonance with the atomic transition
and strongly interacts with the atom and the residual
part that weakly interacts with the atom, one can solve
the Schro¨dinger equation in rotating wave approximation
to get a solution which fully incorporates the dynamics
induced by both parts of the field. As a consequence, a
general expression for the time-dependent resonant CP
force is obtained.
For weak atom–field coupling, this expression repro-
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duces the force obtained earlier for the case where the
atom is initially in the upper state and the field is in
the vacuum state. The dynamic behavior of the force,
which at the initial time effectively agrees with the force
obtained in leading-order time-independent perturbation
theory, is given by an exponential damping due to sponta-
neous decay. For strong atom–field coupling, different dy-
namical behaviors are possible, depending on the initial
preparation of the combined system. When the system
is prepared in a dressed state, the force which initially
agrees with the force obtained in static approximation,
undergoes an exponential decay in the further course of
time which results from the decay of the atomic excita-
tion and the finite quality of the resonator formed by the
bodies. When the initial state is a more general (coher-
ent) superposition of the states of the combined system
such that a single quantum is excited on average, then
Rabi oscillations of the force are observed, whose ampli-
tude and mean value delicately depends on the super-
position chosen. In particular, when the atom is initially
excited with the field being in the vacuum state, the force
exhibits two major differences with respect to the weak-
coupling result: It undergoes damped Rabi oscillations
and it is scaled by a correction factor. Furthermore, it has
been found that while the dressed-state force is entirely
due to the interaction of the atom with the body-assisted
electric field, for a more general initial state, additional
oscillating force components appear that result from the
atom’s interaction with the magnetic field.
The general results obtained can easily be applied to
particular resonators by using the appropriate Green ten-
sors. This could serve to analyze the spatial structure of
the force in more detail. In addition, future work could
include studying the arising of the ground-state force due
to the loss of the system excitation—a phenomenon that
was disregarded here by employing the rotating-wave ap-
proximation.
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APPENDIX A: WEAK SINGLE RESONANCE
APPROXIMATION
Applying Eq. (104), the last term on the r.h.s. of




























where in accordance with the assumptions of the weak
single resonance approximation, the first term may be
treated within the Markov approximation. We hence as-






















































which can easily be verified by means of contour-integral













where we have introduced Eqs. (108)–(111). Substituting
this back into Eq. (A1) and evaluating the second term































By using Eq. (105), this result is transformed to










and after differentiating w.r.t. t, we arrive at Eq. (106)
together with Eq. (107).
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