Data Assimilation in operational models like atmospheric or Ocean models is almost impossible without posing many assumptions due to the complication of the model that is usually very high-dimensional and also due to non-linearity of the observation operator used to map the state space to the measurement space. Ensemble Kalman filter (EnKF) is the most popular ensemble-based data assimilation approach due its simple formulation, ease of implementation, and satisfactory results. All variants of EnKF assume that the posterior (analysis PDF) distribution is Gaussian and they tend to fail when nonlinear observation operators are incorporated. Although the Gaussian assumption is widely accepted, however, it turns out to be too restrictive. Several techniques have been proposed to deal with non-linearity in measurements, for example the maximum likelihood ensemble filter (MLEF) is one of the most successful strategies but it has its own downsides. MLEF estimates the analysis state of the system as the maximum a posteriori estimate (MAP) assuming the posterior distribution is Gaussian, and it is designed to work with nonlinear and even non-differentiable observation operators. MLEF shows satisfactory performance with weekly nonlinear observation operators, however it fails in many instances where highdimensionality and/or strong non-linearity take place. In this paper, we propose a new ensemble-based data assimilation method, named "sampling filter ". The filter is used to sample directly from the posterior distribution. The sampling strategy in the analysis phase of the filter follows a Hybrid Monte Carlo (HMC) approach that is, in principle, applicable in cases where Gaussian assumption is violated. In this work, the posterior is assumed to be Gaussian as a first step but we used several observation operators with different levels of nonlinearity and differentiability. Several experiments testing the potential and performance of the proposed algorithm and comparing its performance with both EnKF and MLEF using six different observation operators are conducted. The Lorenz-96 model is used and the results are compared to EnKF and MLEF. The results show that this approach is promising, mostly with the new developments proposed recently in HMC sampling literature.
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Introduction
Unlike Variational methods, ensemble-based data assimilation techniques do not require derivation of a tangent linear operator or adjoint equations [1] or even backward integration in time as in 4DVAR method for example. The ensemble Kalman Filter introduced by Evensen [2] is currently the most popular ensemble-based sequential data assimilation scheme. Many variants of the basic formulation of EnKF are available. EnKF formulations fall in one of two classes, namely, stochastic and deterministic formulations [3] . In the stochastic approach, each ensemble member is updated using a perturbed version of the observation vector to prevent ensemble collapse [4, 5] . On the other hand, in deterministic formulation (also known as Square Root Ensemble Filters,) the observations are used to assimilate each ensemble member without adding any noise.
All variants of the EnKF compete in performance and accuracy in case of linear observations, however, realistic observation operators are generally nonlinear. EnKF equations, in case of nonlinear observation operators, are derived using linearized version of the model and the observation operator starting with the Extended Kalman filter (EKF) equations [6] . There are also two common approaches to handle non-linearity of observations instead of using the linearized observation operator; The first strategy is to use the difference between two nonlinear operators instead of the linearized version assuming first order Taylor series approximation. This approache usually results in mathematical inconsistency in handling the nonlinear operators [6] . Another approach is to pose a nonlinear problem at first, then search for the best solution in a subspace spanned by the ensemble members. The maximum likelihood ensemble filter (MLEF) follows the latter strategy to deal with nonlinear observation operators.
MLEF presented by Zupanski [6] finds an analysis solution that maximizes the likelihood of the posterior probability distribution (posterior PDF), through a minimization process of a cost function that depends generally on a nonlinear observation operator. This scheme has a main advantage, that it doesn't require the observation operator to be differentiable and does not use finite difference approximation of the tangent model of the observation operator (e.g. the Jacobian). However, this approach tends to diverge if the observation operator is highly nonlinear. Also it is inherently assumed that the posterior distribution is Gaussian and hence the maximum a posteriori probability estimate is meaningful and useful. Unfortunately, in case of multimodal distributions this technique tends also to fail.
A perfect ensemble-based data assimilation filtering technique that is operational and successful in case of non-Gaussian posterior and nonlinear observations is yet to be found.
The current advance in sampling algorithms makes it compulsory to think of direct sampling from the posterior probability distribution of the system state. Markov Chain Monte Carlo (MCMC) is a Monte Carlo sampling strategy that works by generating a Markov chain whose invariant (stationary) distribution is the target PDF that is to be sampled from.
Monte Carlo sampling techniques in general, are theoretically useful and result in representative samples in case of low-to-moderate dimensional distributions. However, they occasionally fail in case of large dimensions where very complicated PDFs are to be sampled from. Hybrid Markov Chain Monte Carlo (HMCMC) algorithm is a variant from MCMC sampling that incorporates a potential variable from a Hamiltonian system as auxiliary variable. This sampling scheme turns out to be very useful in sampling from complicated and high dimensional distribution.
In this paper, we describe a fully nonlinear filtering technique that uses a HMCMC sampling strategy to sample from the posterior PDF based on linear or nonlinear observation operators. The proposed filter doesn't require the target probability distribution to be Gaussian, however, we assume it is Gaussian as a first step and also to compare it with both EnKF and MLEF. Non-Gaussian assumption will be tested in future work with applications of the sampling filter to a high-resolution operational models.
The paper is organized as follows: an overview of data assimilation and the widely-used solution strategies is given in Section 2, MCMC and HMC background and algorithms are summarized in Section 3, the sampling filter details will be given in Section 4, experimental design presented in Section 5, results in Section 6, and conclusions with future work given in Section 7.
Data Assimilation
This section is devoted to providing a brief overview of the general statement and the current solution strategies of the Data Assimilation (DA) problem. In addition, it also highlights the motivation behind our research presented in this paper.
DA: problem statement
Consider a forward model that propagates the initial model state (initial condition) x 0 = x(t 0 ) ∈ R nvar to a future state x k = x(t k ) ∈ R nvar , that is:
where t 0 and t F are the beginning and the end points of the simulation time interval. The model solution operator M represents, for example, a discrete approximation of the partial differential equations that govern the evolution of the dynamical system (e.g. atmospheric or oceanic processes). Realistic atmospheric and ocean models typically have n var ∼ 10 6 − 10 9 variables. While the forward model M is used to propagate the state of the system to future times, perturbations (small errors δx ) of the state of the system maybe simultaneously evolved according to the linearized model operator M = M , which is called the tangent linear model:
Usually, the initial model state is uncertain and a better state estimate is sought of based on any available measurements. The model (1) simulation from time t 0 to t F is initialized ∈ N (0, B 0 ), where B 0 is the background error covariance matrix. This assumption is a widely accepted assumption and we will follow it.
Observations of the true state y k = y(t k ) = H k (x k )+ε k are available at each time instant t k , k = 0, 1, . . . , n obs − 1, such that t 0 ≤ t k ≤ t F ∀ k = 0, 1, . . . , n obs − 1. Here n obs refers to the number of observation time points in this simulation interval (assimilation window). The observation operator H k maps the state space to the observation space at time t k . These observations are corrupted by measurement and representativeness errors [7] , which are also assumed to have a normal distribution, ε k ∈ N (0, R k ), where R k is the observation error covariance matrix at time t k . Data assimilation combines the background estimate x b 0 , the measurements y 0 , y 1 , . . . , y n obs −1 , and the model M to obtain an improved estimate x a 0 of the true initial state x true 0 . This improved estimate x a is called the "analysis" (or posterior estimate) of the state of the system. Note that in the simplest case we may have t F = t 0 and observation vector is available only at that time point which leads to the sequential form of data assimilation.
There are currently two main approaches for solving the data assimilation problem, variational methods and ensemble-based methods. The sampling filter proposed in this paper belongs to the ensemble-based solutions. The two ensemble filters, EnKF and MLEF, are reviewed in what follows.
Ensemble-based DA: EnKF
Kalman filters (KF) [8, 9] in general are viewed as sequential data assimilation methodologies, which means that the state of the system is propagated forward in time by the full model and whenever measurements are available, they are assimilated to the state of the system, and the model is reinitialized to the produced analysis and the process continues.
The sequential data assimilation algorithms proceed in two main steps, namely, forecast and analysis steps. In the forecast step, the state of the system is propagated forward by the model equations (1) to the next time point where observations are available, producing a forecast of the state of the system, and a forecast error covariance matrix is presented to quantify the uncertainty of the forecast. The forecast state is:
A typical assumption is that while the state evolves according to nonlinear dynamics (1), small errors evolve according to the linearized model (2) . If the errors in the model state at time t k−1 have a normal distribution N (0, A k−1 ) and propagate according to the linearized modes dynamics (2) , then the forecast errors at t k are also normally distributed N (0, A k ). The forecast error covariance matrix is then obtained using:
where
is the adjoint of the tangent linear model, and Q k−1 is the covariance matrix of cumulative model errors between time t k−1 and time t k [10, 11] . In this paper we will consider perfect models, i.e., we will assume Q = 0 for now on.
The analysis step provides the assimilated (improved) estimate of the state x a k and the corresponding error covariance matrix A k to quantify the uncertainty in the analysis [12] 
where K k is the Kalman gain. The observation operator is assumed to be linear, that is H(x k ) = H k x k which guarantees the optimality of the solution obtained by the Kalman filter. There are formulations that use a linearized version (e.g. the Jacobian) of the observation operator, however, all are suboptimal and fail at some point, and this is the main motivation of our research as we will show later in more details. The storage and computational requirements of the forecast and analysis error covariance matrices make the basic formulation of Kalman filter non-practical. The ensemble Kalman filter (EnKF) is an ensemble-based version of the Kalman filter, that uses an ensemble of states to represent the state space of the discretized version of the system. Many variants exist in the literature, however they all follow the same strategy. In EnKF, a full ensemble of states is propagated forward in time, and all are assimilated by the observation vector (or perturbed versions of it).
There are two main approaches for the assimilation step; deterministic and stochastic methods and they mainly differ in the way the observation vector is assimilated to the forecast ensemble of states resulting in the analysis ensemble of states [3] . The stochastic ("perturbed observations" ) version [4] of the ensemble Kalman filter uses a Monte-Carlo approach to propagate covariances while treating the observations as random variables. An ensemble of n ens states (labeled e = 1, . . . , n ens ) is used to sample the probability distribution of the background error. Each member of the ensemble (with state x a k−1 (e) at t k−1 ) is propagated to t k using the nonlinear model (1) to obtain the "forecast" ensemble x f k (e). If the model errors are considered, Gaussian noise η k ∈ N (0, Q k ) is added to the forecast to account for the effect of model errors. The mean of the analysis ensemble (x a k ) is used as the analysis estimate of the state of the system. The forecast step of the EnKF is governed by the equations [13, 14] : a localization matrix (generally, a correlation function with local support). Since we assume a perfect model, the model error term η k (e) in equation (6a) vanishes.
Each member of the forecast (ensemble of forecast states) is analyzed separately using the state equations (5) . Observation noise ζ k ∈ N (0, R k ) is added to each observation, resulting in the following assimilation equations:
The forecast and the analysis error covariances are estimated from the statistical samples ({x f k (e)} e=1,...,nens and {x a k (e)} e=1,...,nens respectively). Square root versions (deterministic formulations) of EnKF avoid explicit construction of the covariance matrices by updating a perturbation matrix only (almost the square root of the covariance matrix).
The main shortcomings of the ensemble Kalman filter are the assumptions of the Gaussianity of the posterior PDF of the analysis states, and the linearity requirement of the observation operator to give useful results.
A linearized version of the EnKF equations is easily formulated (e.g. start with the Extended Kalman filter (EKF) equations) using the Jacobian of the observation operator, H k , resulting in a linearized ensemble Kalman filter set of equations. However, as we will see in the results, this formulation tends to fail in case of high non-linearity of the observation operator.
Ensemble-based DA: MLEF
The Maximum Likelihood Ensemble filter (MLEF) is an ensemble-based filtering technique that runs an optimization algorithm (e.g non-linear conjugate gradient or quasinewton) to obtain an estimate of the analysis state, assuming Gaussian posterior PDF, by minimizing an arbitrary nonlinear objective function [15, 6] on the form:
and then updating the analysis error covariance matrix based on the fact that it is equal to the inverse of the Hessian matrix at the minimum [16] . Given an initial ensemble of states {x 0 (e)} e=1,2,...,nens , at time t 0 , the MLEF algorithms defines:
is the analysis error covariance matrix, and a k (e) is the e th column of the matrix A k , for each e = 1, 2, . . . , n ens . 7
The forecast step is conducted on the optimal solution x opt k−1 , to get the forecast state at the next time point t k . A perturbed version of the state is also propagated using the full model as follows:
where α is an inflation factor (slightly more than one) to prevent one of the main drawbacks of the ensemble-based filters widely known as inbreeding [5] . The analysis step starts by presenting the following notations:
z(e) = R
Next, the optimal solution (mode of the Gaussian posterior PDF) is found by minimizing the following cost function (in the ensemble subspace):
The gradient reads:
The optimal solution ξ opt can be obtained in few steps with the initial guess of the minimization step as:
The optimal solution in the model subspace is given by:
The perturbation matrix is updated as:
where Z opt is calculated as in equation (11b) by replacing x b k by x opt k . Of course the observation operator is not linearized and this is the main advantage of that algorithm. MLEF is designed to work efficiently with weekly non-linear observation operators (without the requirement of differentiability and without using finite-difference approximations of the Jacobian of the observation operators) in addition to linear observation operators [6] . However, it basically relies on the assumption that the posterior distribution is Gaussian, and searches for the mode (MAP) of that PDF in the optimization step, so it is not likely to give good results with multimodal distributions or much more complicated posterior PDFs as revealed in the results obtained in cases of the observation operators we use in our experiments in section (6).
Markov Chain Monte Carlo Sampling and the Hybrid MCMC
Markov Chain Monte Carlo (MCMC) algorithms can generally be used to calculate expectations of high dimensional distributions [17] . These methods can be used to generate samples from a fairly complicated distribution with PDF π(x) by generating a Markov chain {x(i)} i≥0 for which π(x) is the invariant (stationary) distribution given that π(x) is known only to a multiplicative constant [17] . MCMC methods [18] were introduced by Metropolis et. al back in (1953) when they presented the well-known Metropolis-Hastings algorithm. MCMC methods work by generating a random walk using proposal PDF and uses what is called an "acceptance/rejection" criterion to decide whether proposed samples should be accepted as part of the samples generated or should just be rejected. These algorithms are generally powerful, but unfortunately, they may take very long time to explore the whole state space or even to converge, for more information see [19] for example. This section attempts to view the relevant theory that we used in developing the sampling filter. We start with an overview of the Hybrid version of MCMC sampling (HMCMC) then we present a detailed description and algorithm for the sampling filter and its use as a sequential data assimilation algorithm.
HMCMC sampling
Hybrid Monte Carlo (HMC) methods, also known an Hamiltonian Monte Carlo, originated in physics literature [20] , are modified MCMC algorithms those try to handle the drawbacks of MCMC algorithms by incorporating a potential vector (as an auxiliary variable) and reducing the correlation between successive samples and also explore the whole space in very few steps with high probability of acceptance for generated states (samples) specially in high dimensions [21] .
Suppose we want to draw samples {x(e)} e≥0 from a given probability distribution π(x), that is x(e) ∼ π(x) ∀e ≥ 0, it is essential to view the PDF π(x) as a potential energy function (with x being viewed as a position variable) and incorporating an auxiliary variable p (being viewed as a momentum). The momentum is viewed as a Gaussian random vector with simple parameters (zero mean and a diagonal covariance matrix) and hence it is easy to sample from this auxiliary distribution. The algorithm proceeds by building a Markov Chain (MC), with proposals x of the position variable those can be accepted or rejected based on a Metropolis-like acceptance/rejection rule [22] .
Before summarizing the HMCMC algorithm steps, we first present its building blocks: the Hamiltonian system, the Hamiltonian (function) and the numerical integrator approximating the flow of the Hamiltonian system.
Hamiltonian equations
Hamiltonian dynamics operates on two n var −dimensional variables: position x ∈ R nvar , and momentum p ∈ R nvar , thus the phase space of points (p, x) is R N , N = 2n var . The total energy of the Hamiltonian system is described by a function H(p, x) that is referred to as the Hamiltonian function (or in short, the Hamiltonian of the system).
The evolution of the Hamiltonian system in time is described by the partial derivatives of the Hamiltonian H with respect to the state variables, that is:
for each i = 1, 2, . . . , n var , where x i is the i th component of the vector x, and similarly p i is the i th component of the vector p. The time evolution of the system [22, 23] in state space is described by the flow {Φ t } t∈R , such that Φ t : R N → R N maps the state of the system (p, x) throw a time interval of length t, that is Φ t (p(0), x(0)) = (p(t), x(t)) where (p(t), x(t)) describes the state of the system at an arbitrary time t, and (p(0), x(0)) is the solution of the Hamiltonian equations (16) at initial time.
In practice, numerical integrators are used to simulate the analytic flow which is almost impossible to simulate exactly [23] . The formulation of the Hamiltonian function H(p, x) is chosen based on the numerical integrator selected. The numerical integrator must preserve the characteristics of the Hamiltonian system like reversibility and conservation of volume etc, for details see [21] . Usually, the integrator of choice is Verlet/Störmer/Leapfrog (refereed to as Verlet) algorithm. New (higher-order) numerical integrators were presented in the literature recently as alternatives to the standard Verlet algorithm with improved characteristics, developed mainly to improve the sampling process. We will present and test the most successful ones in terms of our sampling filter along with standard Verlet integrator. All the integrators we use follow the well-known Strang's splitting formula [23] .
All the integrators follow the same strategy to simulate the flow of the system; To advance the state of the system (p, x) from time t = 0 to time t = T = mh, the integrator in hand takes m steps of size h. We denote the solution of the m steps by:
As mentioned before, each integrator defines a formula for the Hamiltonian function, and here all the integrators used are using the same formula as in equation (18) .
Next, we present the equations of the five integrators tested in this research. We start with the standard position Verlet integrator in Section 3.2.1. Three higher order integrators namely, two-stage, three-stage, and four-Stage position splitting integrators, are described. These higher-order integrators, as evident in the results of the proposed filter, are more stable and efficient than the standard Verlet that is very sensitive to the choice of the time step. For details on the derivation of these integrators see [24] . The last Integrator tested is an integrator defined by A. Beskos et al [25] mainly to work efficiently in infinite dimensional state spaces, and to avoid problems resulting from subtracting infinitely large numbers related to the total energy of the Hamiltonian system for infinite dimensional state spaces.
Position Verlet Integrator
The Hamiltonian function H(p, x) is defined on the special, but common, form [21] :
where M is a constant positive definite symmetric matrix [23] . Based on the Hamiltonian equations:
Verlet integrator solves the Hamiltonian equations (approximates the flow) of motion through time. This integrator has two flavors those are nearly equivalent, namely, position and velocity Verlet. We will use position Verlet to unify notations along with other integrators used here.
One step of the position Verlet algorithm advances the solution of the Hamiltonian equations from time t k to time t k+1 = t k + h as follows [21] :
The optimal selection [26] of the time step h is vaguely specified as: h ∝ (1/n var ) 1/4 . The experiments show that the step size should be small (close to zero) to make this integrator stable, however, it may fail, specially for high dimensionality and whenever complications are present in the target distributions.
The weakness of this simple integrator will be highlighted when used in our algorithm, specially with highly nonlinear observation operators. On the other hand, the higher-order integrators presented in Sections 3.2.2, 3.2.3, 3.2.4, have clear optimal stability intervals for the time step selection, and will show satisfactory results when used with our sampling strategy.
Two-stage integrator
One step of the two-stage algorithm advances the solution of the Hamiltonian equations from time t k to time t k+1 = t k + h as follows [24] :
where:
The step size associated with this integrator has a stability interval 0 < T < 2.632, that is, h should be chosen such that 0 < mh < 2.632, where T = mh, and m is the number of steps taken by the integrator as discussed in Section 3.2.
Three-stage integrator
Similar to the two-stage integrator, one step of the three-stage algorithm advances the solution of the Hamiltonian equations from time t k to time t k+1 = t k + h by the set of equations [24] :
The stability interval of the step size is 0 < T = mh < 3 which even gives more freedom than the two-stage integrator.
Four-stage integrator
One step of the four-stage algorithm advances the solution of the Hamiltonian equations from time t k to time t k+1 = t k + h as follows [24] :
The stability interval is at least as equal to the interval prescribed for the three-stage integrator.
General integrator defined on Hilbert space
One step of this integrator advances the solution of the Hamiltonian equations from time t k to time t k+1 = t k + h as follows [25] :
Unfortunately, this integrator suffers from the same problem of the standard position Verlet integrator that is the selection criterion of step size is vague. It should be be close to zero to achieve stability. However, it is designed with a specific purpose; working in infinite dimensional settings. As the results of the sampling algorithm shows in Section 6, with careful tuning of this integrator parameters its use results satisfactory results.
HMCMC sampling algorithm
Consider the canonical probability distribution of the state of the system (p, x) in the phase space R N :
Clearly, the first term of this joint PDF is a Gaussian PDF with zero mean and covariance matrix M, and fortunately, the two variables p, x are independent [21] . Without loss of generality, if we consider π(x) = exp (−J (x)) to be our target (posterior) distribution, and since p can be easily sampled, then we can generate a Markov Chain whose invariant distribution is π(x). Any of the numerical integrators addressed above can be used to simulate the flow of the Hamiltonian system between successive states generated by the MC. The choice of the integrator does not affect the theory however it has a great impact on the performance of the sampling process. For details and gentle proof of the theory behind this argument see for example [21] .
The HMC sampling algorithm works as follows: The chain starts at an initial state x 0 = x(0).
Given a current MC state (state vector) x k , the transition between states (to generate a new MC state x k+1 ) is recursively carried out as follows:
Algorithm 1 HMCMC Sampling [21] 1: Draw a random vector p k ∼ N (0, M).
2: Use one of the numerical integrators (e.g. Verlet) to advance the current state (
Evaluate the loss of energy (27, 28) based on the Hamiltonian and the integrator used, and calculate the probability:
4: Discard both p * , p k . 5: (Acceptance/Rejection) Draw a uniform random variable u (k) ∼ U(0, 1):
, accept the proposal as the next sample
, reject the proposal, and continue with the current state as the next sample, that is x k+1 := x k .
6: Repeat steps 1 to 5 until sufficient and distinct samples are drawn.
The loss of total energy ∆H in (26) depends on the integrator selected and is given by: a-For the standard Verlet, two-stage, three-stage, and four-stage integrators [21, 24] :
b-For the last integrator that is defined on Hilbert space [25] :
where φ(x) = − log (π(x)). See [21] for more details.
Our main concerns will be the choice of the numerical integrator (along with its time step settings), and the choice of the function J (x) that represents the PDF we wish to sample from. Also, the construction of the mass matrix M affects the performance of the algorithm, however,. it is simply a diagonal matrix that is better selected to reflect the covariances of the posterior distribution as described in Algorithm 2.
Sampling Filter
Our target is to replace the analysis step in the traditional EnKF with a pure sampling procedure that brings representative ensembles from the posterior distribution that may generally be non-Gaussian. For now, lets assume, as most of the current ensemble-based data assimilation (DA) algorithms (like EnKF, and MLEF), that the posterior is Gaussian, that is:
where x b is the background state (forecast), y is the observation vector, and H is the observation operator that is generally non-linear.
Assuming the sampling will be at time t k , our choice of J (x) is:
Without loss of generality, we will assume that the observation operator is fixed over time, that is H k = H ∀k.
To this end, we need to collect n ens ensemble (states) members {x a k (e) ∼ P a (x)} e=1,2,...,nens , those we can use to represent the posterior PDF and/or to calculate any moments needed to describe the state (analysis) of the system (e.g. the mean), or the uncertainty of the analysis estimate (e.g. The posterior error covariance matrix).
Note that the proposed sampling filter is not restricted to specific PDF and we can, in principle, remove the Gaussian assumption and proceed with any posterior PDF. In the next section we describe the proposed sampling filter as an alternative to the EnKF.
Sampling filter algorithm
The algorithm consists of two stages as most of the ensemble-based sequential DA algorithms including EnKF, namely, the forecast step and the analysis step.
Given ensemble of n ens members, {x a k−1 (e)} e=1,2,...,nens describing the analysis PDF of the state at time t k−1 , in the forecast step each ensemble member is propagated in time to the next time where observations are available (using the full model) resulting in the forecast ensemble. In the analysis step, a HMCMC algorithm is simply used to sample from the posterior PDF of the state of the assimilated system.
Algorithm 2 Sampling Filter
1: Forecast step: given an analysis ensemble {x a k−1 (e)} e=1,2,...,nens at time t k−1 ; generate the forecast ensemble:
where M represents the model dynamics. 2: Analysis step: Given the forecast (background) ensemble of states {x b k (e)} e=1,2,...,nens , and an observation vector y k at this time point t k , apply the following steps:
i-Calculate the best estimate from the forecast (e.g. the mean) and set it as an initial state x 0 of the Markov Chain to be generated by the HMC algorithm. ii-Calculate the ensemble-based forecast error covariance matrix B k (and possibly balance it by a fixed (or frequently updated) covariance matrix B 0 ), and apply localization as in equation (6d). iii-Build the matrix M, the mass matrix, as a diagonal matrix whose diagonal is taken from the diagonal of the matrix B k , this is believed to enhance the performance of the sampling algorithm [25, 27] . iv-Apply the HMC algorithm presented in Section 3.3 with initial state x 0 as in step (i), and select the last state generated after a suitable number of steps (say 30), to guarantee that selected members explores the whole state space, until the n ens ensemble members are generated. v-Use the generated ensembles {x a k (e)} e=1,2,...,nens , as a an analysis ensemble of states representing the posterior PDF P a k (x), and use it to calculate the best estimate of the state of the system (e.g. the mean), and if desired to estimate the analysis error covariance matrix A k .
3: Forecast and analysis steps are repeated sequentially onto times where observation vectors (measurements) are available.
In the next section, we describe the experiment used to test the proposed algorithm.
Experiment Design
We have used the famous Lorenz-96 model with five different observation operators relating synthetic observation vectors to the state of the system. The number of variables is optionally selected to be 40 in our experiments, so the state vector is x = (x 1 , . . . , x 40 ) T ∈ R 40 . In this section we describe the model equations and parameters, and the observation operators tested during this experiment.
Lorenz-96 model
The deterministic Lorenz-96 model [28] reads:
where x = (x 1 , x 2 , . . . , x 40 ) ∈ R 40 is the state vector. The indices work in a circular fashion, and the forcing parameter is set to F = 8 in our experiment. These settings make the steady state linearly unstable, and the system chaotic [29] .
Observations and observation operators
We use synthetic observation vectors generated from a reference trajectory of the model state with a specified uncertainty level. We have used six different observation operators to test the power of the sampling filter. Our choice of the observation operators reflects our desire to test the strength of the proposed algorithm with observation operators of different complexities and varying levels of non-linearity. Both quadratic and cubic observation operators were studied by Zupanski [6, 30] in the simple case of one dimensional state space.
Linear observation operator
The first observation operator is a linear operator H (short fat matrix), that is H(x) = Hx, (we will call it a linear selector for ease of reference) that only selects a specific subset of the components of the state vector. This is an easily differentiable observation operator, that makes J (x) directly differentiable. In our experiments, we select the observation vector y to be:
that is, every third component of x, starting with the first component, is observed.
Quadratic observation operator
This is a quadratic observation operator. It squares the selected components by the linear observation operator (33). This is a non-linear but still also a differentiable observation operator. The observation vector reads:
Cubic observation operator
The selected components by the linear observation operator (33) are cubed (cubic observation operator). This is a highly non-linear with more non-linearity than the quadratic selector, however, it is still a differentiable observation operator. The observation vector is: T ∈ R 14 .
Magnitude observation operator
As the name suggests, this observation operator evaluates the magnitude of the components selected by the linear observation operator (33). This is our first non-differentiable observation operator used. The observation vector reads:
Quadratic observation operator with a threshold
This observation operator is similar to the simple version used by Zupanski et al in [30] . The observation vector is given as:
such that:
where again x i refer to the components selected by the linear observation operator as in (33). This operator is highly non-linear and of course non-differentiable, and has obviously contains discontinuity in it and all its derivatives.
Exponential observation operator
This observation operator is again a differentiable observation operator however, we used it to test the power of the proposed algorithm in dealing with component of large magnitude and with big gab between the state variables and the observation magnitude.
The observation vector in this case reads:
such that x i = rx i where r ∈ R is a scaling factor, and x i ∈ R is the i th component selected by the linear observation operator (33).
Results
Two main experiments are discussed, and both share the same model parameters settings. The two experiments use different values of the time step settings used for the integrators, which is found to have a great impact on the performance of the proposed filter, however it is not the only parameter that controls the accuracy/performance of the sampling strategy as explained in the results.
In the first experiment, a step size, T = 0.1 (such that h = 0.01, m = 10), is used and fixed for all integrators tested. The choice of this step size, was selected such that we guarantee that the standard position Verlet integrator gives satisfactory results with the choice of the linear observation operator, with a hope that it works well in case of using the other nonlinear observation operators. In the second experiment, the step size is tuned in a trial to make the Verlet integrator succeeds with nonlinear observation operators and the work is equalized for the other integrators.
In all experiments, 100 realizations of the sampling filter, were conducted and the RMS error is calculated and compared to the results obtained by EnKF, and MLEF. A linearized version of EnKF is used in case of nonlinear observation operators. All six observation operators described in Section 5.2 were tested. To guarantee that the Markov chain is at its stationary distribution, 200 steps are employed before starting the sampling process, then an ensemble member is chosen after each 30 steps taken by the chain. We will refer to that number of steps as inter-chain steps as it will be one of the parameters that can control the performance of the sampling filter.
The stability interval of the step size of Verlet integrator is a very small, and h should be decreased for increasing dimensionality, however, the optimal value selection rule is vague and h is still empirical [21] and should be tuned for each problem. The higher-order integrators, on the other hand, are expected to be more stable with a wider interval of stability [24, 22] . To test this claim, the step size is perturbed (20% of the selected step) used on each integration time step following the convention in [24] .
Linear observation operator experiments
When the linear observation operator is used, in principle, the sampling filter gives satisfactory results comparing to both EnKF, and MLEF, except for the case when the last integrator is used as indicated in Figure (1) . The last integrator doesn't suffer much from the outliers (the red crosses) those appear when the other integrators as used. Even with this rate of RMSE that is not as small as that obtained for example by EnKF, however, the solution obtained follows the trend of the reference trajectory. this is shown for example in Figure 16 . This is a property that might be useful for validation if one of the other integrators is used to avoid filter divergence. Figure 2 shows results obtained by setting the time step parameters based on equalized work. The number of steps m is increased for two reasons, to test the capabilities of position Verlet with different step sizes while using the simplest observation operator (Linear), and to give the best possible results using Verlet integrators so that we can make a fair choice on which integrator to use. There are several notes here; the results are enhanced (RMSE is less with smaller variation) and RMSE behavior obtained using all integrators is almost identical except for the last integrator, that is hanging the step didn't result in noticeable change in the behavior of the filter. 
Quadratic observation operator experiments
The results of the quadratic observation operators are shown in Figures 3, 4 . Obviously EnKF fails to converge. On the other hand, MLEF behaves as good as it did with linear observation operator. The results in Figure 3 , are based on step size h = 0.01, m = 10 fixed for all integrators used in the sampling filter. The filter with Verlet integrator failed to converge and produce representative samples from the analysis PDF, however, the high-order integrators showed that, mostly the analysis converges with satisfactory RMSE comparable to that obtained by MLEF except for occasional failure represented in the plots as outliers (red crosses). In Section 6.7 we will discuss some strategies to handle such failure possibilities and avoid these outliers cases. Despite the results for the last integrator are not close to the RMSE obtained by MLEF, however, it gives better results than EnKF, and it is still suffers from outliers much less than other integrators. With the aim of getting the most out of Verlet integrator in mind, the time step setting is tuned, and the work is equalized to set the parameters for the rest of integrators as shown in Figure 4 . Verlet integrator results in high uncertainty in the RMSE which makes the chance of divergence of the filter very high. On the other hand the high-order integrators still gives good results but the outliers seem to increase. The integrator defined on Hilbert space fails completely giving extremely large RMSE in many cases. It is clear that the step size of the integrator should be tuned independently from both Verlet and Hilbert integrator, specially with this nonlinear observation operator. Based on our experiments and experience, we believe that each of the integrators, except Verlet, can be tuned to give very satisfactory results. Verlet integrators either makes the filter diverge or at least its behavior is unpredictable. Figures 5,6 reveal that both EnKF, and MLEF fails due to high non-linearity of the observation operator and/or the dimensionality of the problem. The sampling filter with position Verlet integrator fails to converge, however, the results gets better by increasing the stage of the integrator, for example, we can see that using four-stage integrator, we get very satisfactory results in compared to the two, and three stage integrators. The last integrator gives result very similar to those obtained in case when the linear observation operator was used. This means that each of the high-order integrators can be tuned to give results as good as those resulting from using four-stage integrator. Unfortunately, this is not the case with the simple position Verlet. The best results we could by tuning the step size for Verlet integrator is shown in Figure 6 . More work is needed with finer step size to force the sampling filter with Verlet integrator to converge, but there is a big chance of divergence as revealed in the boxplot in Figure 6 (a). The high-order integrators still give good results, but reducing the step size degraded the performance of the four stage integrator slightly (and consequently two and three stage integrators of course as work is equalized here). As shown in Figure 6 (e), Hilbert integrator resulted in extremely large RMSE with this setting of step size. Again, it is highly advisable to tune the step size of this integrator independently from Verlet integrator in case it has to be used (e.g. with very large dimensions or observations very large magnitudes. 
Cubic observation operator experiments
Absolute value observation operator experiments
The Tangent linear (Jacobian) of this observation operator is taken as the sign of the measured components of the state vector. As obvious in Figure 7 , MLEF succeeded as expected, since the observation operator is weekly non-linear. The sampling filter using Hilbert integrator shows improvement over the forecast, but it fails to achieve the same low level of RMSE obtained from MLEF or even EnKF which takes time to converges. Verlet and the high-order integrators behaves almost identically, which means that we should favor Verlet if we can deal with the outliers. One thing to note here is that the distribution of outliers is similar to those observed with Quadratic observation operator, and again we will discuss how to deal with this occasional divergence in Section 6.7. Increasing the step size doesn't seem to change the behavior of Sampling filter with Verlet integrator, however, the results obtained using high-order integrators, based on equalized work, are worse and mimic the behavior of EnKF in times where it tend to diverge. Figure  8 shows these results. The use of Hilbert integrator may results in extremely large RMSE, however, if this happens it recovers. This might be an advantage in its own as we can use it to validate ensembles obtained based on use of other integrators periodically. 
Quadratic observation operator (with a threshold) experiments
Despite MLEF was tested with one dimensional models with this version of observation operator [30] , we can see that it completely fails with high dimensionality. Figures 9,10 , show that using Verlet integrator again fails due to the high non-linearity of the observation operator. The high order integrator shows exceptional results and the sampling filter reaches the level of RMSE obtained in case of linear observation operator. We can conclude that the ensemble produced by the filter is representative to the posterior PDF as both the mean and the covariance are incorporated in the analysis steps. The chance of outliers to appear is very small and decreases by using higher-order integrators. Hilbert integrator performs as expected and gives fair results based on its results with previous operators using the same time step settings. By increasing step size and changing time step based on equalized work, we get the results viewed in Figure 10 . It is obvious that Four stage operator is superior with such level of non-linearity as it suffers the less of outliers, and gives very small RMSE. However, Verlet integrator gives satisfactory results and may perform better. Hilbert integrator on the other hand, may result in high RMSE but it can recover even if the analysis is very far from the true solution even if the wrong step size is selected. The Jacobian of this observation operator is approximated using finite differences. Alternatives will be tested in the future.
Exponential observation operator (with factor r = 0.2) experiments
This observation operator is differentiable however, the small perturbations in the state might result in relatively large change in the measurement obtained. The results given in Figures 11,11 , show that the sampling filter achieves its goal in such conditions and beat both MLEF and EnKF. The performance of the sampling filter in this experiment is much like its performance in case of using linear observation operator in both experiments conducted with different time steps of the integrators. 6.7. Number of steps in MC between successive state selections In this section we discuss how we can prevent outliers (filter divergence) that happened, specially in case of quadratic observation operator. The most basic idea is to tune the time step of the integrator. For example, the Quadratic observation operator is retested with the high-order integrators with the step sizes adopted by Blanes [24] but still the outliers possibility is evident. We need to give the filter more chance to explore the state space and updates the state selected by the chain. Figure 13 shows the mean and standard deviation of RMSE resulted from applying the sampling filter with different number of steps taken by the Markov Chain between successive selection of ensemble states. We can see that optimizing the number of inter-steps (at slightly more or less fixed cost) can in principle result in great enhancement in both performance and confidence in the results obtained by the filter. In fact we can see that setting the number of inter-chain steps in the chain to 30 is not the best choice with this observation operator, and we can get a dramatically better results by increasing in to 40 for example as in Figure 14 that shows RMS error distribution obtained from using three stage integrator with the sampling filter. As revealed in the plots, we can see that controlling the number of inter-steps in the chain may overcome the problem of outliers that occurred before. For example, the RMSE resulting from choosing the Three Stage integrator, and selecting the number of inter-steps in the MC to be 40 instead of 30, we get rid of outliers as revealed in Figure 14 . We can consider this result as well as controlling the step size parameters to enhance the performance of the filter. In addition to controlling both the time step setting of the integrator, and tuning the number of steps of the chain, we can use the Hilbert integrator (with tuned step size) to validate the ensembles obtained using Verlet or any of the high-order integrators periodically as it suffers the less from outliers and it recovers if it does. The naive solution of course is possible, that is to run the assimilation process several times and exclude outlier states and create a combined ensemble. Resetting the filter periodically, might be considered as an alternative for validating the ensembles.
These alternatives will be inspected in depth in future work while being applied to more complicated models. However, we can conclude that, in principle, we can almost get the desired performance by tuning the parameters of the filter based on the problem in hand and based on the available computational capabilities.
Adding more difficulty
We have also tested the sampling filter capabilities in a very tough condition. We redefined the exponential observation operator with a factor of r = 0.5 Which results in observations with significantly large magnitudes, roughly from e −3.7 to e 6.2 , this results in a wide gab between the observations and the equivalent state even with small observation uncertainty. Small perturbation in the state variables causes dramatic increase in the corresponding measurements. EnKF, and MLEF totally failed, so they are not included in the figures in this experiment.
In this case, all integrators tend to fail unless we increase the number of steps taken by the integrator which might bring instability to the integrator. In fact, Verlet, two and four stage integrators always tended to fail with any parameter setting. However,the three stage surprisingly behaved differently from two and four stage integrators even with equalized work, and started to produce very satisfactory results with larger step size as shown in Figure 15 (a). Fortunately, the integrator defined on Hilbert space still operates at its performance level achieved on using the simpler observation operators; see Figure 16 . Despite the fact that the RMSE achieved using the integrator defined on Hilbert space looks relatively high, we can argue that this level might be acceptable if we have to deal with infinitely large dimensionality/magnitudes if all other integrators fail. The results in Figure 16 show the solution for selective components of the state vector x obtained based on this integrator. Also, we plot these variables for the case where three stage integrator, see Figure 17 which required large number of steps to achieve that results due to the large magnitude of observations. We can see that, at much less cost, the Hilbert integrator can be used in this case or at least used periodically to validate results obtained by using three stage integrator to deal with the chance of outliers to occur.
The RMS error statistics, calculated over the time interval 8 ≤ t ≤ 10, for all the experiments presented before, are displayed in Tables 1, 2. The average and standard deviation of the RMS errors, calculated over the time interval 8 ≤ t ≤ 10, for experiments with fixed step size used for all integrators, are displayed in Tables 3, 4 .
Conclusion and Future Work
The sampling filter is presented with application to the Lorenz-96 model with various observation operators of different levels of complexity and non-linearity. The filter replaces the analysis scheme by a pure sampling strategy.
The proposed filter adopts of the HMCMC sampling technique to collect a representative ensemble from the posterior distribution of the system state. The sampling filter completely avoid the calculation of tangent linear models or adjoints required by variational methods and works directly with nonlinear observation operators. The formulation of the algorithm is simple and it is directly applicable to many operational models and/or observation operators of different complexity.
The collected samples can be used to describe the posterior distribution in different ways. In case of Gaussian distribution it is reasonable to use the mean of the ensemble as an estimate of the state which is also a MAP in such case. The analysis error covariance matrix can be estimated from the collected ensemble members to quantify the uncertainty of the estimated analysis state.
It should be noted that the sampling filter competes with the results of both EnKF and MLEF for linear observations. This makes the proposed filter a good candidate to be used to replenish dead ensemble members in any parallel implementation of the EnKF. For nonlinear observations the results are very promising and even satisfactory results can be obtained in cases where EnKF and MLEF completely fail.
The filter is flexible and, in principle, is general and can be applied in cases of nonGaussian PDFs and/or nonlinear observation operator with careful tuning of the parameters of the algorithm, specially, the integrator time step and the number of steps in Markov chain between successive selection of ensemble members.
In future work, much attention will be given to parameter tuning of the filter and application to operational models of high-resolution. Table 2 : RMS error statistics of experiments for assimilation time points 8 ≤ t ≤ 10 (after filter stabilizes). The exponential observation operator with factor r = 0.5 is used. Table 4 : RMS error statistics of experiments for assimilation time points 8 ≤ t ≤ 10 (after filter stabilizes). The exponential observation operator with factor r = 0.5 is used. 
