Abstract In this paper, we consider a generalized mixed equilibrium problem in real Hilbert space. Using the auxiliary principle, we define a class of resolvent mappings. Further, using fixed point and resolvent methods, we give some iterative algorithms for solving generalized mixed equilibrium problem. Furthermore, we prove that the sequences generated by iterative algorithms converge weakly to the solution of generalized mixed equilibrium problem. These results require monotonicity (h-pseudo monotonicity) and continuity (Lipschitz continuity) for mappings.
Introduction
Let H be a real Hilbert space whose inner product and generated norm are denoted by AE AE, AEae and i AE i, respectively. Let K Ì H be a nonempty closed and convex subset; 2 K denote the family of all nonempty subsets of K; T:K fi K be a nonlinear mapping; f : K Â K ! R and / : H Â H ! R be nonlinear bifunctions. We consider the following generalized mixed equilibrium problem (in short, GMEP) of finding x 2 K such that fðx; yÞ þ hTx; y À xi þ /ðx; yÞ À /ðx; xÞ P 0; 8y 2 K: ð1:1Þ
If T = 0, a zero mapping, GMEP(1.1) reduces to the generalized equilibrium problem (in short, GEP) of finding x 2 K such that fðx; yÞ þ /ðx; yÞ À /ðx; xÞ P 0; 8y 2 K; ð1:2Þ which has been studied by many authors, see for instance [1] . If / = 0, GMEP (1.1) reduces to the following mixed equilibrium problem (in short, MEP) of finding x 2 K such that fðx; yÞ þ hTx; y À xi P 0; 8y 2 K:
ð1:3Þ
MEP(1.3) has been introduced and studied by Moudafi and
The`ra [2] using auxiliary principle, selection method and dynamical procedure. Later, Moudafi [3] considered and analyzed an iterative algorithm for solving MEP(1.3) using resolvent mapping. Since then, a number of iterative methods for MEP(1.3) have been studied by many authors. If T = 0 and / = 0, GMEP(1.1) reduces to the following equilibrium problem (in short, EP) of finding x 2 K such that fðx; yÞ P 0; 8y 2 K; ð1:4Þ which has been initially introduced by Blum and Oettli [4] . The iterative methods for EP(1.4) have been studied by many authors, see for instance [5] .
If f(x, y) = 0 and /(x, y) = w(y) "x, y 2 K, where w : K ! R, GMEP(1.1) reduces to the following variational inequality problem (in short, VIP) of finding x 2 K such that hTx; y À xi þ wðyÞ À wðxÞ P 0; 8y 2 K:
ð1:5Þ
Some iterative algorithms for VIP(1.5) with K = H, a finite dimensional Hilbert space, have been studied in [6] . GMEP(1.1) also includes variational inclusion problems, variational inequality problems, complementarity problems, convex optimization, saddle point problems, and Nash equilibria problems as special cases, see for details [5] .
But all these iterative methods for equilibrium problems require either strongly monotonicity and Lipschitz continuity or inverse strongly monotonicity of the mapping T. Note that strongly monotone and Lipschitz continuous mapping is always inverse strongly monotone, but converse is not true in general. Further note that a class of inverse strongly monotone mappings does not contain some important classes of mappings even in a finite dimensional case, see for details [7, 8] .
Motivated by the work given in [3, 6, 8, 9] , we study the convergence analysis of some iterative algorithms for GMEP(1.1), where the monotonicity (h-pseudo monotonicity) assumption on T is required which is weaker than strongly monotonicity and inverse strongly monotonicity. First, using the auxiliary principle, we define a class of resolvent mappings. Further, using fixed point and resolvent methods, we give some iterative algorithms for solving GMEP(1.1). Furthermore, we prove that the sequences generated by iterative algorithms converge weakly to the solution of GMEP(1.1). These results require monotonicity (h-pseudo monotonicity) and continuity (Lipschitz continuity) for mappings. The iterative methods presented in this paper improve and extend the iterative methods given in [6] for VIP (1.5) in finite dimensional space, and given in [3] for MEP(1.3).
Preliminaries
We recall some concepts and results which are needed in sequel.
Definition 2.1. [9] Let T:K fi K be a nonlinear mapping. T is called:
(ii) pseudo monotone if hTx; y À xi P 0 implies hTy; y À xi P 0; 8x; y 2 K;
(iii) h-pseudo monotone, where h is a real-valued multivariate function, if hTx; y À xi þ hðx þ yÞ P 0 implies hTy; y À xi þ hðx þ yÞ P 0; 8x; y 2 K; (iv) strongly monotone if there exists a constant d > 0 such that hTx À Ty; x À yi P dkx À yk 2 ; 8x; y 2 K;
(v) inverse strongly monotone if there exists a constant a > 0 such that hTx À Ty; x À yi P akTx À Tyk 2 ; 8x; y 2 K;
(vi) firmly nonexpansive if it is inverse strongly monotone with a = 1;
(viii) k-Lipschitz continuous if there exists a constant k > 0 such that kTx À Tyk 6 kkx À yk; 8x; y 2 K; (ix) nonexpansive if it is Lipschitz continuous with k = 1.
We observe that Lipschitz continuous mappings are pseudo contractive, but converse may not be true in general. Definition 2.2. A bifunction / : H Â H ! R is said to be skewsymmetric if /ðx; xÞ À /ðx; yÞ À /ðy; xÞ þ /ðy; yÞ P 0; 8x; y 2 H:
The skew-symmetric bifunctions have the properties which can be considered an analog of monotonicity of gradient and nonnegativity of second derivative for the convex function. For properties and applications of the skew-symmetric bifunction, we refer to see [10] . Definition 2.3. Let K be a nonempty subset of a Hilbert space H and let {x n } be a sequence in H. Then {x n } is Fejer monotone with respect to K if kx nþ1 À xk 6 kx n À xk; 8x 2 K:
The following result is a special case of Theorem 3.9.3 of Chang [11] .
Lemma 2.1. Let K be a closed convex subset of a Hausdorff topological vector space E and let G : K Â K ! R be a bifunction. Assume that the following conditions hold:
Gðtz þ ð1 À tÞx; yÞ 6 Gðx; yÞ; 8x; y; z 2 K; t 2 ½0; 1;
(iv) For each x 2 K fixed, the function y fi G(x, y) is convex and lower semicontinuous; (v) There exists a compact subset D of E and y 0 
Then the set {x * 2 K: G(x * , y) P 0, "y 2 K} is nonempty, convex and compact.
Auxiliary problem and iterative algorithms
We consider the following auxiliary problem (in short, AP) for GEP(1.2): For r > 0 and for each fixed x 2 H, find z 2 K such that fðz; yÞ þ /ðz; yÞ À /ðz; zÞ þ 1 r hy À z; z À xi P 0; 8y 2 K: ð3:1Þ
Iterative
2) and AP(3.1) are same.
The following lemma which gives the existence and uniqueness of solution of AP(3.1), is a special case of Theorem 4.1 due to Kazmi et al. [9] and Lemma 3.1 due to Ding [12] .
Lemma 3.1. Let K Ì H be a nonempty closed and convex subset of a real Hilbert space H. Let f : K Â K ! R and / : H Â H ! R be nonlinear bifunctions and let r > 0. Suppose that the following conditions are satisfied: Throughout the rest of paper unless otherwise stated, we assume that the bifunctions f,/ satisfy all conditions of Lemma 3.1. Adding above inequalities, we have fðu; vÞ þ fðv; uÞ À ½/ðu; uÞ À /ðu; vÞ À /ðv; uÞ þ /ðv; vÞ
Since f is monotone, and / is skew-symmetric, above inequality reduces to
because r > 0. This completes the proof. h Remark 3.3. Lemmas 3.1 and 3.2 generalize Lemma 2.3 due to Pang and Yao [8] . 
and /(x, y) = 0 for all x,y 2 K, then J f;/ r ¼ P K , the projection of H onto K, and have Algorithm 3.2 reduces to the extragradient method of Korpelevich [13] . Now define the residue vector R(x) by the relation
Further, we can easily observe that x 2 K is a solution of GMEP (1.1) if and only if x 2 K is a zero of the equation
where R(x) is defined by (3.7). For a constant c 2 (0, 2), Eq. (3.5) can be written as
This formulation is used to suggest the following new implicit method for solving GMEP (1.1).
Algorithm 3.3. For a given x 0 2 K, compute x n+1 by the iterative scheme
Next, we prove the following theorems. Since f is monotone and / is skew-symmetric, (3.13) implies that hrðT x À TxÞ À RðxÞ; ðx À RðxÞÞ À xi P 0: ð3:14Þ
Since T is monotone, from (3.14), we have
This completes the proof. h Theorem 3.2. Let x 2 K be a solution of GMEP (1.1). If the mapping T is monotone then the iterative sequence {x n } generated by Algorithm 3.3 is bounded.
Proof. Since
x is a solution of GMEP (1.1) and x n+1 satisfies (3.8), then using Theorem 3.1, we have
6 kx n À x þ rðTx n À T xÞk 2 ; ð3:16Þ because c 2 (0, 2). Inequality (3.16) which gives the Fejer's monotonicity of the sequence {(I + rT)x n } with respect to the solution set of GMEP(1.1) and hence, {(I + rT)x n } is bounded. Further it also follows from (3.16) that the sequence fkðI þ rTÞx n À ðI þ rTÞ xk 2 g is monotonically decreasing and therefore convergent.
Again since T is monotone, for any x, y 2 K, we have
which implies that the mapping (I + rT) is 1-strongly monotone. Hence, we have kðI þ rTÞx n À ðI þ TrÞ xk P kx n À xk:
This implies that the sequence {x n } is bounded. h Now, we prove that approximate solution obtained from Algorithm 3.3 converges weakly to a solution of GMEP (1.1).
Theorem 3.3. Let x 2 K be a solution of GMEP (1.1). If the mapping T is monotone and continuous, then the iterative sequence {x n } generated by Algorithm 3.3 converges weakly to x.
Proof. x 2 K is a solution of GMEP (1.1), then it follows from Theorem 3.2 that the sequence fkGx n À G xk 2 g, where G:¼(I + rT) with r > 0, is convergent and hence it follows from (3.15) that
Further, it follows from Theorem 3.2 that the sequence {x n } is bounded. Letx be a weak limit point of {x n }, then there exists a subsequence fx ni g of {x n }, which converges weakly tox. Since R is continuous, so
Rðx ni Þ ¼ 0; and hence,x is a solution of GMEP (1.1). Further, we claim that the sequence {x n } has unique weak limit point which is a solution of GMEP (1.1). Indeed, letx 1 andx 2 be two weak limit points of {x n } and let fx ni g and fx nj g be two subsequences of {x n } that weakly converge tox 1 andx 2 , respectively. Then x 1 ;x 2 are solutions of GMEP (1.1) and the sequence fkGx n À Gx 1 k 2 g and fkGx n À Gx 2 k 2 g are convergent. Now, Since G is continuous then on taking limit in (3.17) as i fi 1 and in (3.18) as j fi 1, we have
which is possible only when kGx 1 À Gx 2 k 2 ¼ 0, i.e., Gx 1 ¼ Gx 2 .
Further, since G is 1-strongly monotone, then kx 1 Àx 2 k 2 6 hGx 1 À Gx 2 ;x 1 Àx 2 i
Since Gx 1 ¼ Gx 2 then it follows from (3.19) thatx 1 ¼x 2 . Thus
