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Abstract
The classical moduli space M of an N = 1 gauge theory with trivial su-
perpotential can be stratied according to the unbroken gauge subgroup
at dierent vacua. We apply known results about this stratication to
obtain the W 6= 0 theory classical moduli space MW  M, working
entirely with the composite gauge invariant operators φ^ that span M,
assuming we do not know their elementary matter chiral eld content.
This method provides an alternative way to construct tree level superpo-
tentials that lift all classical flat directions leaving a candidate theory for
dynamical supersymmetry breaking. It is also useful to recognize heavy
composite elds to integrate out from eective superpotentials when the
elementary eld content of the composites is unknown. We also show
how to recognize the massless composites at a vacuum φ^ among the
moduli δφ^ using the stratication of M. For most theories, the results
we obtain are the expected ones. However, a small set of theories with






The classical moduli space of a supersymmetric gauge theory with trivial su-
perpotential can be parameterized by the subset M  Cs dened by the algebraic
constraints among s basic holomorphic gauge invariants φ^i(φ), i = 1, ..., s, φ 2 Cn the
matter chiral superelds. As is well known, M is also the quantum moduli space of
the theory if the Dynkin index of the gauge group action on the elementary elds
φ is greater than the index of the adjoint representation. Now suppose we add a
tree level superpotential W (φ). Gauge invariance implies that this can be written as
W (φ) = W^ (φ^(φ)), with W^ : Cs ! C. The classical moduli space MW of the the-
ory with the added superpotential is a subset of M, usually obtained by restricting
pi : φ ! φ^(φ) to the set dW = 0 of F−flat points in Cn. A natural question to ask
is if it is possible to obtain MW from W^ (φ^) and M, assuming we do not know the
functions φ^(φ) that give the composite operators φ^ in terms of the elementary elds
φ (and therefore, we do not know W (φ) = W^ (φ^(φ))). This would give us what we
may call a \low energy description" of MW . Unfortunately, such a description is not
possible unless further input is given (for some simple examples see the beginning
of Section III). Generically, M  Cs is an algebraic set containing singular points
where the tangent space has a bigger dimension than the tangent at generic points.
However, M can be stratied according to the (conjugate class of) the isotropy gauge
subgroup at each vacuum, and the strata i are smooth complex manifolds of dif-
ferent dimensions. The stratication M = [ii turns out to be the extra piece of
information required to accomplish the desired low energy description. MW  M
can be constructed in steps by nding the stationary points of the restriction W^(i) of
W^ to i, one stratum at a time. This is so because M\i = fφ^ 2 ijdW^(i)(φ^) = 0g.
This useful fact, pointed out in [1], follows from results of Luna and Schwarz [1{3].
In this paper we elaborate further on the results in [1] and point out some simpli-
cations in this low energy description that arise when looking for isolated irreducible
components of MW . There are many cases where it is known a priori that MW is
irreducible, and the proposed method saves us the work of searching for MW points
at every M stratum. An example arises in the process of integrating out heavy
elds [4], for which we rst need to recognize the composite superelds made heavy
by a mass superpotential W^mass. The light supereld space is an irreducible moduli
space MWmass, we show how to identify the light composites without knowing their
elementary eld composition. We also show how to use Schwarz’s an Luna’s results to
construct tree level superpotentials W^ that lift all non-trivial flat directions, reducing
the classical moduli space to a point. Such theories are interesting as candidates for
dynamical supersymmetry breaking [5].
Finally, we apply the results of Luna and Schwarz to investigate the relationship (in
the classical theory) between the massless modes δφ at a vacuum φ in unitary gauge,
and the moduli δφ^ obtained by linearizing at φ^(φ) the constraints among the φ^’s.
For most theories the results we obtain are essentially the expected ones. However, a
small set of theories requiring a separate treatment is found. They are characterized
by some properties of the complexication of the gauge group action on the elemen-
tary elds. For these theories most of our intuitive ideas are false. The only such
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theories based on simply gauge groups are SU(2N + 1) with + (2N − 3) , N  2,
and SO(10) with a spinor, but it is easy to construct examples based on semisimple
gauge groups.
The paper is organized as follows. In Section IIA we introduce the notation and
give some algebraic geometry background. This section can be referred to whenever
an algebraic geometry notion used in the main text is unknown to the reader. The
important results of Luna and Schwarz are integrated in Theorem I of section IIB,
examples are given in Section IIC. In Section III we derive from Theorem I some
results related to the low energy construction of MW , (Section IIIA, Corollary 1 of
Theorem I), and the spectrum of massless composites δφ^ at dierent vacua of MW
(Section IIIB, Corollary 2 of Theorem I). Examples stressing the subtleties involved
in these results are given, together with tools to construct superpotentials that lift all
non trivial flat directions, and techniques to recognize heavy composite superelds to
integrate out from an eective superpotential. Section IV contains the conclusions.
II. LUNA’S STRATIFICATION OF THE MODULI SPACE
A. Quick guide to algebraic geometry terminology
The following notions from algebraic geometry allow a deeper understanding of the
contents of this work. We refer the reader to [6] for more details. The Zariski topology
on Cn is the one whose closed sets X are the simultaneous zeroes of a nite set of
polynomials p1, p2, ..., pk. We use the notation X =< p1, ..., pk >. The only nontrivial
fact in checking that this indeed denes a topology is that the intersection of an
arbitrary (possibly innite) family of closed sets is closed, which is a consequence of
Hilbert’s basis theorem stating that the zero set of an arbitrary family of polynomials
agrees with the zero set of some nite set of polynomials. The Zariski topology is
coarser than the ordinary topology on Cn ’ R2n, the one dened by open balls. In
particular, any non-empty Zariski open subset X of Cn is dense, X = Cn, and any
two non-empty open subsets X and Y of Cn have a non-empty (and therefore dense)
intersection. 1
Example: Consider a representation ρ of a Lie group G on Cn and let TA, A =
1, ..., dim G be the representation ρ0 of a basis of Lie (G). If m is the maximum possible
dimension of a G orbit then the set Om of points in orbits of maximum dimension,
Om = fφ 2 Cnjdim Gφ = mg, is open. To check this note that its complement
Cn n Om, being the zero set of the polynomials in fp(φ) = det t(φ) j t(φ) is an m
m submatrix of the n dim G matrix TAijφjg, is Zariski closed.
An algebraic set is a Zariski closed subset of Cn. Algebraic sets are the simplest
examples of ane varieties, a notion that we will not need. If X  Cn is an algebraic
set, C[X] denotes its ring of regular functions X ! C, dened to be the restriction to
X of polynomials on Cn. The ring operations are ordinary addition and multiplication
1The statement holds true if we replace Cn with any irreducible set, see below.
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of functions. The regular maps between algebraic sets X 2 Cn and Y 2 Cm are the
restrictions to X of Cn ! Cm functions with polynomial components that send X
into Y . Regular maps are readily seen to be continuous in the Zariski topology. Any
algebraic set X can be uniquely decomposed as X = [si=1Xi, where the Xi’s are
nonempty algebraic sets and s is minimal. If s = 1 we say that X is irreducible. The
ideal I(X)  C[Cn] of polynomials vanishing on the algebraic set X  Cn is nitely
generated, i.e., there exists a basis f1, ..., fs of polynomials such that every p 2 I(X)
can be written p =
Ps
i=1 qifi, qi 2 C[Cn]. In particular, X =< f1, ..., fs >. The
tangent space TxX of X at the point X 3 x = (φ1, ..., φn) is the kernel of the matrix
∂fi/∂φj . Note that there are dierent sets of polynomials dening X but the set used
in the denition of tangent space must generate I(X).
Example: consider X =< φ2 >=< φ2
2 > C2 = f(φ1, φ2)g. Although φ22 denes X,
it does not generate I(X), since there is no polynomial p such that φ2 = φ2
2p(φ1, φ2).
On the other hand, it is clear that φ2 does generate I(X). At (φ1, 0) 2 X the kernel
of ∂φ2
2/∂φj is C
2, certainly a wrong answer for T(φ1,0)X. Using X =< φ2 > instead,
we get the right answer: T(φ1,0)X = (δφ1, 0). In other words, if we want to compute
TxX we rst need to nd a set f1, ..., fs generating I(X), then X =< f1, ..., fs > (for
short, we will say that < f1, ..., fs > correctly denes X whenever the fi’s generate
I(X)), and TxX is obtained by linearizing the constraints fj = 0 around x. The
dimension of the tangent space of an algebraic set X may change from point to point.
If X is irreducible we dene dimension X = min fdim TxXjx 2 Xg. If X is reducible
and X = [iXi is its decomposition into irreducible components we dene dimension
X = maxi dim Xi. We say that x 2 X is smooth if dim TxX = dim X. Xsmooth  X
is the subset of smooth points of X, it is a complex manifold. Given x 2 Xsmooth,
the algebraic geometry notion of dimension of TxX agrees with the complex manifold
notion.
B. Luna’s stratification of M
A supersymmetric gauge theory is dened by the triple (K, ρ, W ), K a compact
Lie group, ρ a unitary K representation on Cn, and W a holomorphic, K invariant,
Cn ! C function. Cn is the vector space of constant matter eld congurations, and
W is the superpotential. ρ will also denote the natural extension of the K action on
Cn to the complexication G = Kc. Let D  Cn be the subset of D−flat points,
φ^i(φ), i = 1, ...s a basic set of holomorphic G invariants, and M  Cs the algebraic
subset of Cs dened by the constraints among the basic invariants. M is called the
algebraic quotient of Cn under the G action, and is denoted as M = Cn//G. The
map pi : Cn ! M, pi : φ ! φ^(φ) is onto, its level curves pi−1φ^0, φ^0 2 M, are called
bers. Each ber contains (possibly innitely) many G orbits, only one of which is
topologically closed, then M can be regarded as the set of closed G orbits. Among
the orbits in a ber, the closed orbit Gφc is the one of minimum dimension, and lies
in the intersection of the boundaries of the other (non-closed) G orbits in f . Gφc
contains a K orbit of D−flat points, and these are the only D−flat points in the ber
through φc. This implies that M = Cn//G = D/K, the classical moduli space of the
theory (K, ρ, W = 0). M is also the quantum moduli space of (K, ρ, 0), except in the
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special case where the Dynkin index of ρ equals one.
Two points in the same G (K) orbit have conjugate G (K) isotropy groups:
Ggφ = gGφg
−1 8g 2 G (same argument for K orbits). As there is a unique K
orbit of D−flat points in the ber pi−1(φ^), a conjugate class (Kφˆ0) of isotropy groups
can be associated with every φ^0 2 M, (Kφˆ0)  (Kφ0), where φ0 is a D−flat point
satisfying pi(φ0) = φ^0. The strata (H) of M are the subsets fφ^ 2 Mj(Kφˆ) = (H)g.
We will oftentimes omit the parenthesis indicating conjugacy class and write simply
H . There is a partial order relation
2 in the set of conjugacy classes: (H1)  (H2)
((H1) < (H2)) if H1 is conjugate to a (proper) subgroup of H2. This induces a partial
order of strata: (H1)  (H2) if (H1)  (H2). The important results of Luna [2] and
Schwarz [3] are the following (see also [1,7,8]):
Theorem I [Luna, Schwarz]: Let K be a compact Lie group and (G, ρ) be the
complexication of a unitary K representation on Cn. (G, ρ) is said to be stable if
there is an open set Oc  Cn all of whose points belong to closed G orbits.
a. There are only nitely many strata of M = Cn//G. The strata are smooth
complex manifolds, their closures are algebraic subsets of M.





i.e., the boundary of (H) is the union of the strata that are strictly smaller
than (H).
c. There is a unique minimal isotropy class (HP ), called principal isotropy class,
(HP ) is called principal stratum. fKg is a unique maximal isotropy class.
d. Assume φ is D−flat , then Gφ = Kφc is reductive,3 and so there must be a
Gφ invariant complement Nφ to the (Gφ invariant) subspace Lie (G) φ  Tφ,
the tangent at φ of the G orbit through φ. (Gφ, Nφ) is called slice representa-
tion. The stratication of the moduli space (Nφ)//Gφ of the slice representation
contains precisely the (H)  (Kφ) classes of (G, ρ).
e. Let Sφ  Nφ be the subspace of Gφ singlets, ~Nφ a Gφ invariant complement of Sφ
in Nφ, then C
n = TφSφ ~Nφ. The kernel of the mapping pi0 : TφCn ! Tpi(φ)M
is Tφ  ~Nφ, its rank is Tpi(φ)(Kφ).
2Recall that a partial order relation in a set X is transitive as an ordinary order relation.
What distinguishes an ordinary order relation (a totally ordered set) is that, given any two
elements a, b 2 X, either a  b or b  a.
3In general, Gφ  Kφc but equality holds when Gφ is closed. Recall also that a G orbit
is closed if and only if it contains D−flat points. A reductive group is one for which every
invariant representation subspace has an invariant complement.
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f. Assume Gφ is closed and pi(φ) 2 HP . Then ~Nφ = f0g if and only if ρ is stable.
If the representation is unstable, there is an open Gφ orbit in ~Nφ.
Note from (b-c) that M = (HP ). We can also show that
(H′) \ (H) 6= ; ) (H′)  (H). (2)
This is proved by taking φ 2 (H′) \(H), then (Hφ) = (H 0) and, from Theorem I.b,
(Hφ)  (H), from where equation (2) and (H′)  (H) follow. The slice repre-
sentation (Kφ, ~Nφ  Sφ, W = 0) is the supersymmetric gauge theory obtained from
(K, ρ, W = 0) by Higgs mechanism at energies below the masses of the broken gen-
erators. An interesting observation in [7] is that Kφ determines entirely the slice
representation, i.e., there cannot be two dierent D−flat points leading to theories
with the same gauge K (class of) subgroup but having dierent matter content. This
is a consequence of the following identity of direct sums of Kφ representations
Sφ  ~Nφ  (Ad K)jKφ = ρjKφ  Ad Kφ, (3)
where ρjH denotes the restriction of the K representation ρ to the K subgroup H .
Theorem I.c-d guarantees that any pattern of symmetry breaking from K to subse-
quently smaller K subgroups lead to the theory with maximally broken gauge sub-
group HP . According to Theorem I.f this theory contains only HP singlets, except
in those cases where (G, ρ) is unstable. A direct implication of Theorem I is that
if φ^ is in the main stratum then it is a smooth point of M. This follows from
HP = M (i.e, HP is open in M), from where TφˆM = TφˆHP , then dim TφˆM =
dim HP = dim M. The converse statement, φ^ smooth implies φ^ 2 HP , is false, a
trivial counterexample being oered by those theories with unconstrained basic in-
variants. In these theories M ’ Cs, and so every point in M is smooth, including
the vacua with enhanced gauge symmetry. We conclude that HP  Msmooth. An-
other straightforward consequence of Theorem I is that, for stable actions (only!),
dim M = n − dim G + dimRHP .4 This is proved by picking a D−flat point φ
satisfying pi(φ) 2 HP . We have the following (in)equalities from (b,e) of Theo-
rem I: dim M = dim HP = rank pi0φ = n − dim ker pi0φ = n − dim Tφ − dim ~Nφ =
n− ( dim G− dimRHP )− dim ~Nφ  n− ( dim G− dimRHP ). According to Theo-
rem I.f, equality holds only if ρ is stable. We consider now unstable representations. In
ref [9] it is proved that, for any G representation, there is an open set O  Omax  Cn
(Omax the open set of G orbits of maximum dimension, Section IIA) all of whose
points have isotropy groups conjugated to a xed G subgroup G which is called the
\stabilizer at general position" [8,9]. Whether G can be broken to G by a D−flat
conguration or not is what makes the dierence between stable and unstable theo-
ries. If ρ is stable there is an open set Oc of closed G orbits (recall that a G orbit
is closed if and only if it contains D−flat points), then we can take the open set
4As φ is D−flat , Gφ = Kφc, and the complex dimension of Gφ equals the real dimension
of Kφ.
6
intersection O = O \ Oc \ pi−1(HP ). This intersection is nonempty (Section IIA),
so there is a φ 2 O. As Gφ is closed we may assume φ is D−flat (if not, replace it
by a D−flat point in its G orbit), then (HP ) = (Kφ) and (G) = (Gφ) = (Kφc), i.e,
the \stabilizer" at general position is merely (G) = (HP c). However, if the repre-
sentation is unstable, we can only take φ 2 O \ pi−1(HP ). There is no guarantee
that Gφ is closed, but we know there is a K orbit of D−flat point in the closed orbit
Gφc in the boundary of Gφ. As dim Gφc is smaller than dim Gφ, we must have
dim G < dim Gφc = dim HP
c. In other words, although G can be broken down
to G, there is no D−flat point breaking G to G, the D−flatness condition imposes
a restriction to the G breaking. It is known that ρ is stable if it is real, or if G is
reductive [3]. As most physically relevant (i.e., anomaly free) representations are real,
unstable representations are rare. As an example, the only unstable supersymmetric
theories based on simple gauge groups are SU(2N + 1) with + (2N − 3) , N  2,
and SO(10) with a spinor. Besides the computation of dim M, unstable theories
exhibit other counterintuitive properties. Some of them are explored in the following
sections.
C. Examples
Our rst example is a theory with a smooth moduli space M ’ Cs and totally
ordered strata.
Example II C.1: Consider F flavor, N color SQCD with quarks Qαi and antiquarks
~Qjβ, α, β = 1, ..., N ; i, j = 1...F . We treat the case F < N .
The basic invariants are M ji =
~QjαQ
α
i , they are unconstrained and so C
F 2 ’ M =
MF , the set of F  F complex matrices. The classical global non-R symmetries are












v1 0 0    0




0 0    vr−1 0
0 0    0 vr
1
CCCCCA , vi 6= 0, r  F. (4)
As isotropy G subgroups are H invariant and G conjugate we only need consider the
D−flat points eq.(4) to obtain Luna’s stratication of M. The unbroken G subgroup
at (Q, ~Q) of equation (4) is SU(N − r) (SU(1) meaning the trivial group). There
are F + 1 strata, SU(N−r), r = 0, 1, ..., F , and there is a complete order relation
SU(N) < SU(N−1) >    < SU(N−F ). From (4) follows that SU(N−r) is the set of
H orbits of points M = diag(jv1j2, ..., jvrj2, 0, ..., 0), jvij 6= 0, i.e., the set MFr of rank
r complex F F matrices. The determinental variety [10] MFr of F F matrices of
rank less than or equal to r is the algebraic set
MFr = fM 2 MF jM [j1i1 M j2i2   M jr+1]ir+1 = 0g. (5)
As MFr = M
F
r nMFr−1, equation (5) denes the smallest Zariski closed set containing
MFr , i.e., M
F
r = MFr . This veries SU(N−r) = [jrSU(N−j), which is theorem I.b.
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It is instructive to compute the dimension of the tangent space TMM
F
r (for an alter-
native derivation see [10]). As the equations dening MFr in (5) do generate the ideal
I(MFr), the tangent space at M of M
F
r is obtained by linearizing (5) (Section IIA),
TMM
F





M j2i2   M jrir δM jr+1]ir+1 = 0g. (6)
To understand the condition eq. (6) contract M
[j1
i1
M j2i2   M jrir δM jr+1]ir+1 = 0 with r + 1
linearly independent vectors tik(k), k = 1, ..., r + 1. If rank M < r at least two of the t




2. If rank M = r we get a nontrivial condition if we choose the t(j)




M j2i2   M jrir δM jr+1]ir+1 ti1(1)    tir+1(r+1) = 0, meaning that δM must send the kernel of
M onto its rank, the dimension of the tangent space at M being F 2 − (F − r)2. We
conclude that SU(N−r) = MFr is the subset of smooth points of M
F
r = SU(N−r), the
dimension of the complex manifold SU(N−r) = MFr being F
2 − (F − r)2.
The complexication of G is SU(N)c = SL(N, C), and T 2 Lie (SL(N, C)) can be
written as





, t4 2 Lie (SL(N − r, C)) . (7)
The (Lie algebra of the) isotropy group G(Q,Q˜) of (4) is obtained by setting t1 = t2 =












where q1 and ~q1 are r r blocks. The tangent space to the Gc orbit of (4) is obtained








, δ ~Qjβ =





























The slice representation at (4) is ~N(Q,Q˜)  S(Q,Q˜), the SU(N − r) theory with (F −
r)( + ) + (2Fr − r2)1, as is well known. The conguration point (Q, ~Q) of eq. (4)
corresponds to
























As v is invertible, (13) agrees with the set of matrices sending ker M onto rank M ,
which is the tangent space TMM
F
r at M of the stratum through M , as expected from
Theorem I.e.
The moduli space M of the following example contains singular points. Its strata
are totally ordered, and HP = Msmooth. This is not generic, there are moduli spaces
which are not smooth and satisfy HP ( Msmooth
Example IIC.2: Consider F = N SQCD. D−flat points can be G H rotated onto
Qαi = diag (q1, ..., qN),
~Qjβ = diag (~q1, ..., ~qN) subject to
jqij2 − j~qij2 = c, independent of i. (14)
The invariants are M ji = Q
α
i
~Qjα, B = det Q, and
~B = det ~Q, they satisfy
det M − B ~B = 0. (15)
If B =
Q
i qi 6= 0 or ~B =
Q
~qi 6= 0, G is completely broken. If some of the q’s
are zero, then the same set of ~q’s must be zero, otherwise we get both c > 0 and
c < 0 in equation (14) . Let r be the number of zero q’s. If r = 1, SU(N) is
completely broken, rank M = N − 1, and B = ~B = 0. If r > 1, SU(N) is bro-
ken to SU(r), rank M = N − r, and B = ~B = 0. We conclude that the principal
stratum is e = f(M, B, ~B)jB 6= 0, or ~B 6= 0, or cofactor M 6= 0g. The other
strata are SU(r) = f(M, B, ~B)jB = ~B = 0 and rank M = N − rg. By lineariz-
ing eq (15) we see that e = Msmooth. The N − 1 strata are completely ordered:
e > SU(2) >    > SU(N).
We present now examples where the set of strata is only partially ordered.
Example II C.3: Consider G = SU(N) with an (SL(N, C)) adjoint eld Aαβ . The basic
invariants are tj = Tr A
j+1, j = 1, ..., N−1, they are unconstrained and soM = CN−1.
The D−flatness condition is Tr T [A, Ay] = 0, 8T 2 SU(N), then [A, Ay] / I, and so
[A, Ay] = 0. This implies that A can be G rotated onto a diagonal complex matrix.
The residual gauge symmetry, the group of permutations of the diagonal entries, can
be used to bring Aαβ to the following form:
A = diag (
m1z }| {
v1, v1, ..., v1,
m2z }| {
v2, v2, ..., v2,    ,
mjz }| {
vj, vj , ..., vj), (16)
where
m1  m2    mj  1,
X
j
mj = N, and
X
j
mjvj = 0. (17)
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The conguration point above breaks SU(N) to S(U(m1)U(m2)  U(mj−1)
U(mj)), (block diagonal matrices of the form diag(g1, ..., gj), gk 2 U(mk) andQj
i=1 det gi = 1). In some particular cases this is a direct product group, for ex-
ample, if mj = 1 then S(U(m1)  U(m2)      U(mj−1)  U(mj)) = U(m1) 
U(m2)     U(mj−1). The isotropy groups are in one to one correspondence with
the partitions P of N , a partition being a decomposition N = m1 +m2 +   mj where
m1  m2      mj  1. The partial order in the set of isotropy groups induces the
following partial order relation in the set of partitions of N : P1 is smaller than P2
if P2 is obtained from P1 by summing some of its terms and ordering the resulting
terms. We give some N = 5 examples: 2 + 1 + 1 + 1 = 2 + (1 + 1 + 1) = 3 + 2, then
2+1+1+1 < 3+2, also 3+2 = (3+2) = 5 then 3+2 < 5; nally, 3+1 and 2+2 are
unrelated. It is easy to see that the partitions of N (and therefore the isotropy groups
and strata of the SU(N) theory with an adjoint) are totally ordered if N = 2, 3, but
only partially ordered if N  4. There is exactly one point of the form (16-17) in
a G orbit of D−flat points, this implies that fv1, ..., vj−1g can be taken as a set of
local coordinates of S(U(m1)U(mj)). In particular, S(U(m1)U(mj)) has (complex)
dimension j− 1. Starting N = 4 we have distinct strata of the same dimension. Two
dierent strata of the same dimension are unrelated under <, as none of them can lie





t11 t12    t1j




tj1 tj2    tjj
1
CCCA . (18)
tik is an mi mk matrix, and
P
k Tr tkk = 0. The tangent space at (16) breaks up
into
TA = fδAjδtkk = 0, k = 1, ..., jg (19)
SA = fδAjδtij = δijaiImimi,
jX
i=1
miai = 0g (20)
~NA = fδAjδtij = δijtii, Tr tkk = 0 for k = 1, ..., jg (21)
It is readily veried that pi0A annihilates TA  ~NA. The easiest way to see that pi0A
sends SA isomorphically onto Tpi(A)S(U(m1)U(mj)) is by noting that the linear co-
ordinates ai of SA in (20) correspond to variations δvi of the local coordinates vi of
S(U(m1)U(mj)) in equation (16).
We give more details for the special cases N = 3 and N = 4.
SU(3) with an adjoint eld: The partitions of N = 3 are completely ordered:
3 > 2 + 1 > 1 + 1 + 1
Equivalently, we have the following ordered set of isotropy groups:
SU(3) > U(2) > U(1) U(1).
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The strata U(1)U(1) > U(2) > SU(3) have complex dimensions 2, 1 and 0 respec-
tively. The equations dening the strata of M ’ C2 can be obtained by nding the










= diag(x, x,−2x), x 6= 0; (22)(
Aαβ







we have t1 = 6x
2, t2 = −6x3, x 6= 0, this denes the algebraic
set t31 − 6t22 = 0 with the point (0, 0) removed. In this way we check that
U(1)U(1) = f(t1, t2) 2 C2jt31 − 6t22 6= 0g, (23)
U(2) = f(t1, t2) 2 C2jt31 − 6t22 = 0 and (t1, t2) 6= (0, 0)g,
SU(3) = f(0, 0)g.
SU(4) with an adjoint: we have the following partitions of 4:
3 + 1
upslope 




corresponding to the following patterns of symmetry breaking
U(3)
upslope 




Following branches from left to right be have two decreasing sequences of isotropy
groups, or an increasing sequence of strata of dimensions 0, 1, 2 and 3. There is no
order relation between the one dimensional U(3) and S(U(2)U(2)) strata. Generic








= diag(x, x, x,−3x), x 6= 0;(
Aαβ

S(U(2)U(2)) = diag(x, x,−x,−x), x 6= 0;(
Aαβ

U(2)U(1) = diag(x, x, y,−2x− y), y 6= x,−3x;(
Aαβ

U(1)U(1)U(1) = diag(x, y, z,−x− y − z), x, y, z and − x− y − z all dierent.
From the above equations we get t1 = 2x
2+y2+(2x+y)2, t2 = 2x
3+y3−(2x+y)3, and
t3 = 2x
4+y4+(2x+y)4 at U(2)U(1). If x and y are unrestricted, these are parametric
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equations for U(2)U(1)  C3. An equivalent implicit equation, obtained by using




2 − 90t3t41 − 288t33 + 9t61 − 68t22t31 − 24t42 = 0.
The equations dening the strata are
U(1)U(1)U(1) = f(t1, t2, t3)j288t3t21 + 144t3t1t22 − 90t3t41 − 288t33 + 9t61 − 68t22t31 − 24t42 6= 0g
U(2)U(1) = f(t1, t2, t3)j288t3t21 + 144t3t1t22 − 90t3t41 − 288t33 + 9t61 − 68t22t31 − 24t42 = 0
and (t2 6= 0 or t21 − 4t3 6= 0) and (t31 − 3t22 6= 0 or
7
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t21 − t3 6= 0)g
S(U(2)U(2)) = f(t1, t2, t3)jt2 = 0, t21 − 4t3 = 0, and t3 6= 0g,
U(3) = f(t1, t2, t3)jt31 − 3t22 = 0,
7
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t21 − t3 = 0, and t3 6= 0g,
SU(4) = f(0, 0, 0)g.
U(2)U(1) is a two dimensional complex surface on which the complex curves U(3)
and S(U(2)U(1) lie. These two curves meet at SU(4).
Our nal example is a theory with an unstable representation of the complexied
gauge group.
Example II C.4: Let G = SU(2N + 1), ρ = + (2N − 3) , the classical flavor sym-
metry group is H = U(1)  U(2N − 3). If N = 2, the only D−flat point is the
trivial one, and M is a zero dimensional vector space. Actually, the SU(5) with an
antifundamental and an antisymmetric tensor, together with SO(10) with a spinor,
are the only theories based on a simple gauge group with only trivial D−flat points,
and therefore a single stratum. If N  3, M is the vector space of U(2N − 3)
unconstrained antisymmetric tensors V ij = AαβQiαQ
j
β = pi(Q, A). The D−flatness



















with jq2j−1j = jq2j j = jvj j 6= 0. This point breaks G to SU(2(N − k) + 1), the set of
strata SU(2(N−k)+1), k = 0, ..., N − 1 being totally ordered. Under pi, (27) goes to
V ij = diag(q1q2v1σ, q3q4v2σ, ..., q2k−1q2kvkσ, 0, 0, ..., 0). (28)
The H orbits of the points (28) generate the SU(2(N−k)+1) stratum. SU(2(N−k)+1)
is the 4kN−2k2−7k dimensional complex manifold of (2N−3)(2N−3) matrices V ij
of rank 2k, i.e., the intersection of M2N−32k with the linear subspace of antisymmetric
matrices.
Under SU(2(N −k)+1), the conguration space C(2N+1)(3N−3) ’ T(A,Q)C(2N+1)(3N−3)






, t4 2 Lie (SL(2(N − k) + 1)) , (29)
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we obtain














A possible choice for ~N(A,Q)  S(A,Q) is





















The special feature of this example is that the Gc action is unstable. Although Gc
applied to (27) with k = N − 1 gives a highest dimensional closed Gc orbit, there
are non-closed Gc orbits of higher dimension. An example of a highest dimensional





, q = diag(q1, q2, ..., q2N−3), (31)






The Gc isotropy group at (31), Gc0, is nonreductive. We can readily check that




x y 0 a 0    0 d





a 0 c 0    0 f












x, y and z span an sl(2, C) non-invariant Lie subalgebra of the isotropy subalgebra,
whereas a, b, c, d, e, f span a six dimensional unipotent (a Lie algebra of nilpotent
matrices) Lie algebra u6 which is an ideal of Lie (G
c
0). In other words
Lie (Gc0) = sl(2, C) u6 (direct sum of vector spaces), [Lie (Gc0) , u6]  u6. (33)
After exponentiating we get a semidirect product: Gc0 = SL(2, C) n U6.
The slice representation (30) at the D−flat point eq.(27) is SU(2(N − k) + 1) with
[2(N − k)− 3] + + (4kN − 2k2 − 7k)I. At the main stratum, k = N − 2, the slice
is SU(5) with + + (2N − 3)(N − 2)I. Taking out the singlets we get SU(5) with
+ . Theorem I.f can be easily veried. Specialize (31) to N = 2, the dimension
of the SL(5, C) orbit of this point is 15, as its isotropy group (32) has dimension 9.
Taking the closure of the orbit we a get a Zariski closed fteen dimensional subset of
C15, the only possibility being C15.
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III. APPLICATIONS
A. Irreducible components of W 6= 0 moduli spaces
A holomorphic K invariant superpotential W : Cn ! C can always be written
in terms of a basis of basic invariants φ^j(φ), j = 1, ..., s, as W (φ) = W^ (φ^(φ)), W^ an
arbitrary Cs ! C function. The moduli space MW of the supersymmetric gauge
theory (K, ρ, W ), Kc = G, is usually obtained by rst solving for the F=flat point
set CnW = fφ 2 CnjdW (φ) = 0g, then projecting this set down to Cs with pi: MW =
pi(CnW ), where pi is the map sending φ 2 Cn to φ^(φ) 2 M. In this section we
elaborate further on the results in [1] on methods to obtain from W^ the equations
dening MW M  Cs of a theory (K, ρ, W 6= 0) working entirely in the space Cs
of composite superelds φ^, assuming we do not know the functions φ^(φ), i.e., how
the composite superelds are made out of the elementary elds. At rst sight, we
may think that all we need to know are the algebraic constraints linking the basic
invariants φ^, the ones that deneM. For example, if W^ = mφ^1 is a mass term and we
know the constraints linking φ^1 to the other composite superelds φ^, we may think we
should be able to deduce which composite superelds are made heavy by W^ . A trivial
example shows this is not the case. Consider the theory K = SO(N), ρ = 2 . The




j , M = span (Sij) ’ C3, as there are no
constraints. Although the directions S11, S22, and S12 in C
3 are completely equivalent,
MW = 0 if W^ = mS12, whereas MW = span (S11) ’ C1 if W^ = mS22. This example
shows that an extra piece of information is needed to obtain the equations that dene
MW  M  Cs. The required extra piece of information turns out to be the
stratication M = [(H)(H) of M [1]. Let φ be D−flat and W^(Kφ)  W^jΣ(Kφ) be the
restriction of W^ to the complex manifold (Kφ). From Theorem I.e pi
0
φ(Tφ  ~Nφ) = 0










we see that dW (φ) = 0 is equivalent to f0g = dW (φ)(Sφ) = dW^ (Tpi(φ)(Kφ)), i.e.,
dW^(Kφ)  0. In other words, dW (φ) = 0 if and only if pi(φ) is a critical point of the
restriction of W^ to the stratum passing through pi(φ).
Example IIIA.1: Assume (K, ρ) contains no singlets, then K = fφ^ = 0g is zero
dimensional and dW^jK = 0 is trivially satised, thus K  MW . In a microscopic
description we prove 0 = φ^(0) 2 MW by noting that, since there are no gauge sin-
glets, φ^(φ) is at least quadratic in φ and so dW eq. (34) equals zero at φ = 0.
To nd MW we may rst solve dW^(H) = 0 on each stratum, then take the union
of the solution sets. We do not need to know the composition of the composite su-
perelds into elementary elds if we know the stratication of M = Cn//Gc.
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Example IIIA.2: Consider the theory (SO(N), 2 ). The basic invariants are Sij =
Qαi Q
α
j , M = fSijg = C3. There are three strata:
SO(N−2) = fSj det S 6= 0g, (35)
SO(N−1) = fS 6= 0j det S = 0g,
SO(N) = fS = 0g.
SO(N−2) is an open subset of C3, f(S11, S12, S22)g is an appropriate set of coordinates.
SO(N−1) can be covered with two coordinate patches: 
(A)
SO(N−1), dened by S11 6= 0,
and 
(B)
SO(N−1), the SO(N−1) open subset where S22 6= 0.
















SO(N−1) respectively. Suppose we are given W^ = mS22, then
dW^SO(N−2) = 0 has no solutions. We nd that W^SO(N−1)(y, z) = mz at the B chart
of SO(N−1), dW^SO(N−1) = 0 has no solutions there. At 
(A)
SO(N−1), W^SO(N−1)(x, y) =
my2/x, and we nd the solutions Sij = diag(x, 0), x 6= 0. These have to be added
to the trivial solution at SO(N), then MW = fSijjS12 = S22 = 0g. Instead of using
coordinate charts in SO(N−1) we could have used Lagrange multipliers and nd the
extrema of mS22 + α(S11S22 − S212). They are α 6= 0, Sij = diag (−m/α, 0). The
Lagrange multiplier method is \safe" because it only requires that the constraints
pβ(φ^) = 0 dening the stratum H satisfy the condition rank ∂pβ/∂φ^
j = maximal.
The constraints pβ = 0 are polynomial and so they actually dene the Zariski closure
H of the stratum (SectionIIA). As H is a complex manifold, points in H  H






be the decomposition of MW into irreducible components (Section IIA). As M is




(MW (i) \ (H) , (38)
where σi is the set of strata intersecting MW (i). Let σmaxi be the subset of maximal
strata in σi, i.e., (H) 2 σmaxi if and only if any other stratum (H′) 2 σi is either
smaller than or unrelated to (H). Any stratum in σi lies in the closure of a σ
max
i
stratum, then the union of the strata in σi equals the union of the closures of the




(MW (i) \ (H) . (39)
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MW (i) being irreducible means that one of the closed sets in the union above contains
the others, i.e., there is a (Hi) 2 σmaxi such that
MW (i) = MW (i) \ (Hi). (40)
Equation (40) implies that σmaxi contains a single element, namely, (Hi). In fact,
assuming there is a σmaxi 3 (H) 6= (Hi) leads to a contradiction:
; 6= MW (i) \ (H) = MW (i) \ (Hi) \ (H) ) (Hi) \ (H) 6= ;. (41)
From equations (2) and (41) we get (Hi) > (H), contradicting the assumption that
(H) is maximal. We conclude that there is a single maximal element (Hi) in the set
σi of strata intersecting the irreducible component MW (i). We will show now that
we can replace MW (i) = MW (i) \ (Hi) by the more useful formula
MW (i) = MW (i) \ (Hi). (42)
Equation (42) has the advantage (over equation(40)) of requiring only the determina-
tion of the critical points of dW^Hi, saving us the work of explicitly nding the MW (i)




(MW (i) \ (H). (43)
Again, MW (i) being irreducible means that one of the sets in the union, say(MW (i) \ (H′i), contains the others. To show that (H′i) = (Hi) we start from
; 6= MW (i) \ (Hi) =
(MW (i) \ (H′i) \ (Hi) MW (i) \ (H′i) \ (Hi). This implies
(H′i) \ (Hi) 6= ; and, from equation (2), (H′i)  (Hi). As (Hi) is the maximal set
intersecting MW (i) it must be (H′i) = (Hi), and equation (42) follows.
Corollary 1 of Theorem I: The set of strata intersecting an irreducible component
MW (i) of MW contains a unique maximal stratum (Hi). Equation (42) holds and
so MW M  Cs can be obtained, one ( subset of ) irreducible component(s) at a
time, by means of the following procedure:
[i ] Order the set S of strata of M in columns in the following way: HP is the
only entry in the rst column, the second column contains all the maximal
strata in S n fHP g 5, the third column contains all the maximal strata in S n
fstrata in rst or second columng, and so on. By construction, every stratum in
column j+1 is smaller than at least one stratum in the jth column. Draw a line
linking the strata in adjacent columns which are related by <. By Theorem I.c
the rst and last column contain a single entry (HP and K respectively). The
set of paths through linked strata give all the dierent patterns of symmetry
breaking from K to HP .
5I.e., if a stratum  in the second column is related to 0 6= HP it must be  > 0
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[ii ] Look for solutions of dW^(HP ) = 0 If there are solutions, the closure of the
solution set fφ^ 2 (HP )jdW^(HP )(φ^) = 0g is a union of irreducible components of
M. If there are no solutions go to [iii].
[iii ] Look for solutions in the strata of the next column, if there are solutions, say
in (Hi), go to [iv], otherwise repeat [iii].
[iv ] Take the closure of the solution set fφ^ 2 (Hi)jdW^(Hi)(φ^) = 0g, this gives new
irreducible components of MW .
[v ] Look for solutions in the other strata in the column of (Hi), if any, go to [iv]
to get more irreducible component of MW , otherwise go to [iii]
Solutions to dW^(H) = 0 can be found either by covering the stratum with local
coordinates or by using Lagrange multipliers, as in Example III.2. Step iv saves us
some work, in taking the closure we obtain some solutions of dW(H) = 0, (H) > (Hi)
without actually performing explicit computations. However, if MW is reducible,
MW \ (Hi) does not necessarily exhaust the solution set
S
(H)(Hi)(MW \ (H)).
The following example exhibits some of these subtleties.
Example IIIA.3: SO(13) with a spinor (Figure 1): A complete classication of the
orbits of this representation can be found in ref [11]. Theorem I in [11] states that
there are two invariants, p and q (of degrees 4 and 8 in the elementary spinor) which
are unconstrained, i.e., M = C2. There are four strata (as there are four types of








The equations dening the strata are the following
SU(3)SU(3) = f(p, q)jp2 − 4q 6= 0 and q 6= 0g (45)
G2SU(3) = f(p, q)jp2 − 4q = 0 and p 6= 0g
SU(6) = f(p, q)jq = 0 and p 6= 0g
SO(13) = f(0, 0)g.
The real section (p, q) 2 R2 of M’ C2 is depicted in Figure 1.a. The dimensions of
the strata in the rst, second and third column are respectively two, one and zero.
(p, q) is a good set of coordinates for the principal stratum, whereas p can be taken
as a coordinate for SU(6) and also for G2SU(3). We apply the procedure outlined
in Corollary 1 to solve for MW in the following cases:
(i) W^ (p, q) = f(p) (Figure 1.b).
Following the steps [i-v] of the procedure above we nd
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MW = f(p, q)jf 0(p) = 0g [ f(0, 0)g. (46)
If 0 were the only root of f 0 then MW would be irreducible and the procedure would
had stopped after step [ii]. If f 0 had n dierent nonzero roots then MW would have
n + 1 irreducible components.
(ii) W^ (p, q) = (p2 − 4q −m8)2/M13, m 6= 0 (Figure 1.c).
We have W^SU(3)SU(3) = W^ (p, q) with the restrictions q 6= 0, p2/4, thus
dW^SU(3)SU(3) = 0 givesMW\SU(3)SU(3) = f(p, q)jq = (p2−m8)/4) and p 6= m4g.
W^SU(6)(p) = (p
2 − m8)2/M13, p 6= 0. dW^SU(6) = 0 only at p = m4. These two
solutions correspond to
(MW \ SU(3)SU(3) \ SU(6). No \new" solution arises
at SU(6), but only those coming from the closure of the solution set in a big-
ger stratum, we are still seeing the same irreducible component of MW . Con-
trast with what happens at G2SU(3). There W^G2SU(3) = m
16/M13 = constant,
then dW^G2SU(3)  0. G2SU(3)  MW is an entire new set of solutions! In fact
MW \ SU(3)SU(3) \ G2SU(3) = ;. The trivial solution at SO(13) completes the
q = p2/4 parabola. MW has two irreducible components:
MW (1) = f(p, q) : q = (p2 −m8)/4g, MW (2) = f(p, q)jq = p2/4g. (47)
(iii) W^ (p, q) = [p(p− α)− q]2/M13 (Figure 1.d).
This example is somewhat intermediate between (i) and (ii) in the sense that the
closure of the solution set in a given stratum intersects smaller strata, where also new














, MW \ G2SU(3) = f(2α/3, α2/9), (4α/3, 4α2/9)g;
W^SO(13) = 0, M\ SO(13) = f(0, 0)g.
One of the two solutions in SU(6) (G2SU(3)) comes from MW \ SU(3)SU(3), the
other one belongs to a dierent irreducible component containing a single point. The
decomposition of M into irreducible components is




























































































































































Figure 1: a) The real section (p, q) 2 R2 of the moduli space C2 of the SO(13)
theory with a spinor analyzed in example IIIA.3. The gure shows the strata
G2SU(3), SU(6) and SO(13), removing them from the plane we obtain the princi-
pal stratum SU(3)SU(3). b) Moduli space of example IIIA.3(i), assuming f 0(p) has
a single (real positive) root, in which case MW is irreducible. c) The two irreducible
components of the moduli space of example IIIA.3(ii) are parabolas, one of them
agrees with the stratum G2SU(3). d) The three irreducible components of the moduli
space of example IIIA.3(iii) are a parabola and two isolated points, one of them lying
on G2SU(3), the other on SU(6) .
The fact that MW \ H is the set of stationary points of dW^H can be used in a
systematic search of superpotentials W^ lifting the non trivial classical flat directions
of a theory with gauge group K and matter content ρ. The interest in nding super-
potentials satisfying this condition lies in the fact that the resulting theory (K, ρ, W )
is a candidate for dynamical supersymmetry breaking [5]. If the theory contains no
singlets, dW^K = 0 is trivially satised, since K is zero dimensional, and the problem
in hand is nding all W^ satisfying dW^Σ = 0 for  > K . As an example, let us look
for all such superpotentials in the SO(13) with a spinor theory which are at most
quadratic in the invariants (p, q)6, W^ = Ap + Bq + Cp2/2 + Dq2/2 + Epq. We have
6Note that there is no renormalizable gauge invariant superpotential for this theory, since
p = S4 and q = S8, S the spinor eld.
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W^SU(6) = Ap + Cp
2/2, p 6= 0, (49)
W^G2SU(3) = Ap + (B/4 + C/2)p
2 + Ep3/4 + Dp4/32, p 6= 0. (50)
There are two possibilities:
(i) dW^G2SU(3) = 0 has no solution, then B + 2C = D = E = 0, A 6= 0. Adding the
condition that dW^SU(6) = (A+Cp)dp has no p 6= 0 zeroes yields C = 0, and W^ = Ap.
dW^SU(3)SU(3) is then automatically non-zero.
(ii) dW^G2SU(3) = 0 only at at p = 0, then A = 0 and only one of B+2C, E or D is non-
zero. Adding dW^ΣH 6= 0 for H = SU(6) and SU(3)  SU(3) gives A = E = D = 0,
B, C and B + 2C non-zero.
In conclusion, the only superpotentials at most quadratic in the invariants that lift
all classical flat directions are W^ = Ap and W^ = Bq + Cp2/2 with B, C, and B + 2C
all dierent from zero.
Example IIIA.4: Consider the SU(3)SU(2) model of Aeck, Dine and Seiberg [5].
The matter content is a eld Q in the (3, 2), elds u and d in the (3, 1) and a
eld L in the (1, 2). The basic invariants are x1 = QuL, x2 = QdL and x3 =
QuQd. They are unconstrained, then M = C3. The strata are readily seen to be
1 = f(x1, x2, x3)jx3 6= 0g, SU(2) = f(x1, x2, x3)jx3 = 0 and (x1, x2) 6= (0, 0)g,
and SU(3)SU(2) = f(0, 0, 0)g. Assume W^ is less than cubic in the composites,
W^ = Aix
i + Bijx
ixj/2. The supersymmetric vacua in 1 and SU(2) are respectively
the solutions to the equations
dW^1 = Bijx
j + Ai = 0, x
3 6= 0, (51)
dW^SU(2) = Bi′j′x
j′ + Ai′ = 0, (x
1, x2) 6= (0, 0), (52)
where i, j = 1, 2, 3 and i0, j0 = 1, 2. Requiring that W^ lifts all non trivial flat points is
equivalent to demanding that the only possible solution to the linear system in (51)
be the trivial one 7 and also that the only possible solution of the linear system in (52)
be trivial. This leads to the following three possibilities: (i) neither Bijx
j +Ai = 0 nor
Bi′j′x
j′+Ai′ = 0 has a solution, (ii) Bijx
j+Ai = 0 has no solution and Bi′j′x
j′+Ai′ = 0
only for (x1, x2) = (0, 0), which implies A1 = A2 = 0 and det (Bi′j′) 6= 0; and (iii)
each linear system has the trivial solution as the only one, i.e, Ai = 0, det (Bij) 6= 0
and det (Bi′j′) 6= 0. As an example, Bij = 0 and (A1, A2) 6= (0, 0) is a possible
solution, and choosing A3 = 0 we obtain the only renormalizable gauge invariant
superpotential lifting all flat directions.8 A Bij 6= 0 example is W^ = Bx1x2 + Cx3.
The procedure in Corollary 1 simplies if MW is known a priori to be irreducible:
order the strata as in [i], then look for solutions in the rst column, then the sec-
ond one, etc, until solutions are found. If this rst happens at H and the solution
7Any x3 = 0 solution would also be a solution of equation (52) unless x1 = x2 = 0.
8The Aeck, Dine and Seiberg theory corresponds to the choice Bij = 0, A2 = A3 = 0.
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set is s  H , then MW = s. As an application, consider integrating out elds
made heavy by a mass superpotential W^ = mφ^ [4]. The set CnW of critical points of
W (φ) = W^ (φ^(φ)) is a vector space, therefore an irreducible Cn algebraic subset, and
so is MW = pi(CnW ). If H is the highest dimensional stratum intersecting MW , then
MW = MW \ H .
Example IIIA.5: Consider W^ = mMFF in F < N SQCD (refer to Example IIB.1).
There are no solutions at the main stratum SU(N−F ) = MFF , the set of rank
F, F  F matrices. We look for solutions at the only stratum in the second col-
umn, which is SU(N−F+1) = MFF−1. We use Lagrange multipliers and look for crit-
ical points of mMFF + α det M satisfying cofactor M 6= 0. The solution set is
MW \SU(N−F+1) = fM jM = diag (ML, 0) ML 2 MF−1F−1g ’ MF−1F−1, taking its closure
we obtain MW = fM jM = diag (ML, 0)g = MF−1. This tells us that the light elds
are M ji , i, j = 1, ..., F − 1.
In the special case of an irreducible MW intersecting the main stratum HP all
we need to know are the constraints dening M = HP , as these are the ones that
enter in the Lagrange multiplier method. method.
Example IIIA.6: W = 0, N = 2, F = 3 SQCD contains six SU(2) fundamentals




j αβ . The moduli space is
M = fV ji1i2i3i4i5i6Vi1i2Vi3i4 = 0g and has two strata: 1 = fV 2 MjV 6= 0g, and
SU(2) = fV = 0g. The quantum theory develops the eective superpotential W^eff =
i1i2i3i4i5i6Vi1i2Vi3i4Vi5i6/
3
(F=3), M is the set of stationary points of Weff . Adding a
tree level superpotential W^ = mV56 and integrating out the heavy composite elds
V5i, V6i from W^eff + W^tree we obtain the quantum deformed F = N = 2 moduli space
Pf V = 4(F=2). Suppose we want a \low energy description" of the integrating out
procedure. We do not know the elementary quark composition of the Vij ’s and need
to nd out which elds are made heavy by W^ = mV56. Following the above recipe,
we rst nd the set stationary points of the restriction of Wtree to the main stratum
of M, then take the closure of the solution set. The stationary points of mV56 +
i1i2i3i4i5i6Vi1i2Vi3i4λi5i6 (λij = −λji are Lagrange multipliers) satisfy the following
conditions: λ 6= 0, λ5i = λ6i = 0; V 6= 0, V5i = V6i = 0, i1i2i3i456Vi1i2Vi3i4 = 0, and
i1i2i3i456Vi1i2λi3i4 = −m/2. We conclude the light elds are Vij, i, j 6= 5, 6, classically
constrained by i1i2i3i456Vi1i2Vi3i4 = 0. Thus, the elds to integrate out are V5i and V6i.
B. Massless composite superfields at a vacuum φ^ 2MW
The dierential pi0φ0 : Tφ0C
n ! Tpi(φ0)M, obtained by linearizing the composite
elds φ^(φ) at a D−flat point φ0, relates the \moduli" δφ^ at φ^0 = pi(φ0) to the




tangent space Tpi(φ0)MW isomorphic to the space of massless modes at the D−flat
point φ0. In the special case W = 0, the answer follows from Theorem I. The space
fδφg = Tφ0Cn = Tφ  ~Nφ  Sφ, δφ uniquely decomposes as δφ = δt + δn + δs.
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The elds in Tφ are \eaten" by the broken gauge generators (two real elds per
heavy vector supereld). Thus, if W = 0, the light elds in unitary gauge are those
in ~Nφ  Sφ. pi0φ0 annihilates ~Nφ0 , we loose track of the non singlet light elds in
Tpi(φ0)M. On the other hand there is a space Cpi(φ0) of spurious composite superelds,
Cpi(φ0) is any complement of Tpi(φ0)Gφ0 in Tpi(φ0)M. We conclude that, if W = 0,
in order that Tpi(φ0)M be isomorphic to the space of massless elds at the vacuum
φ0, two conditions are to be met: (i) Cpi(φ0) must be trivial and (ii)
~Nφ0 must be
null. According to Theorem I, these conditions are satised if and only if pi(φ0) 2
HP and ρ is stable. This can be proved by taking a D−flat point φ1 such that
pi(φ1) 2 HP . From Theorem I.e, dim ~Nφ0 = n− (dimRK−dimRKφ0)−dim (Kφ0 ) 
n − (dimRK − dim RHP ) − dim HP = dim ~Nφ1  0. Therefore, dim ~Nφ0 = 0
implies dim Kφ0 = dim HP , (which, according to Theorem I.b,c is equivalent to
Kφ0 = HP ), and also dim
~Nφ1 = 0, which is equivalent to the condition that ρ
be stable stable (Theorem I.f). We now turn our attention to the generic, W 6= 0,
case. The space of massless modes at the supersymmetric vacuum φ0 is the kernel of
Wij(φ0) = ∂
2W (φ0)/∂φ
i∂φj . The kernel includes the eaten elds Tφ0 , as follows from









W (esTφ) = 0, 8 T 2 Lie (G) , φ 2 Cn, (53)














As Wij(φ0) is Gφ0 invariant, it cannot mix
~Nφ0 and Sφ0 , otherwise, we could write a
Gφ0 invariant mass term Wij(φ0)δφ
iδφj mixing singlets δs with non singlets δn. We














The space of massless elds after Higgs mechanism is ker Nijker Sij, the light elds
in Nij are missing in Tpi(φ0)M whereas the Gφ0 singlet light elds Sij are mapped
onto Tpi(φ0)Kφ0  Tpi(φ0)M. This follows from Theorem I.e, which says that pi0(φ0)
annihilates ~Nφ0 and the restriction pi
0(φ0) jSφ0 : Sφ0 ! Tpi(φ0)Kφ0 is an isomorphism.
From this isomorphism and the inverse function theorem follows that a neighborhood
B0  Sφ0 of 0 2 Sφ0 is (analytically) dieomorphic to a neighborhood of pi(φ0) 2 Kφ0 ,
i.e., δs are local coordinates of the complex manifold Kφ0 around pi(φ0). Now let x
i
(yk) be any two arbitrary local coordinate sets of Kφ0 around pi(φ0), with x = y = 0)
corresponding to pi(φ0). We saw in the previous section that the D−flat point φ0 is a
supersymmetric vacuum if and only if pi(φ0) is a critical point of the restriction W^Kφ0

























and [W^Kφ0 ]ij(pi(φ0)) is a well dened (coordinate independent) symmetric tensor
on the tangent space Tpi(φ0)Kφ0 if pi(φ0) is a critical point of W^Kφ0 , i.e., a su-
persymmetric vacuum. Using the coordinate system δs and equation (55) we see
that [W^Kφ0 ]ij(pi(φ0)) = Sij , then ker Sij = ker [W^Kφ0 ]ij(pi(φ0)). Using the moduli
δφ^ 2 Tpi(φ0)Kφ0 as coordinates we nd that the light singlets ker Sij span the com-
posite moduli subspace ker ∂2W^Kφ0/∂φ^
i∂φ^j jpi(φ0). The tensor [W^Kφ0 ]ij(pi(φ0)) can be
written more covariantly as rirjW^Kφ0 = ∂i∂jW^Kφ0 +Γkij∂kW^Kφ0 , ri an arbitrary co-
variant derivative on the manifold Gφ0 , as the second term vanishes when evaluated
at a vacuum. As in the W = 0 case, the moduli in Cpi(φ0)  Tpi(φ0)MW are spurious
elds, unrelated to the elementary δφ’s.
Now to the missing light elds ker Nij . From our previous discussion we know that
~Nφ0 is null if and only if pi(φ0) belongs to the principal stratum of a stable theory.
A less trivial problem is determining whether ker Nij  ~Nφ0 is null or not. We will
only consider a few particular cases, as no general statement can be made. If the
slice theory (Kφ0,
~Nφ0 , W = 0) is chiral (no quadratic invariants), then Nij(φ0) = 0,
as the invariant Nij(φ0)δn
iδnj must be trivial. In this case ker Nij(φ0) = ~Nφ0 and
we are certainly missing massless elds in Tpi(φ0)M, unless pi(φ0) is in the principal
stratum of a stable theory. A simple example of a chiral slice is (Kφ0 ,
~Nφ0), where
(Kφ0) = (HP ), the principal isotropy group of an unstable theory (K, ρ). [Proof: by f
of Theorem I ~Nφ0 has an open Gφ0 orbit O. As ~Nφ0 is a vector space, it is irreducible,
and so O = ~Nφ0 (Section (IIA)). If p(n) is an arbitrary Gφ0 invariant, it must be
constant on O = ~Nφ0, proving that the only invariants for the slice theory are con-
stants, and, in particular, that the theory is chiral.] In the examples in Section (IIC)
we can verify that ~Nφ0 is trivial whenever pi(φ0) 2 HP , the only exception being the
unstable theory in example IIC.4, for which ~Nφ0 = 10 + 5 of SU(5) if φ0 is in the
main stratum.
Our observations are gathered in the corollary below:
Corollary 2 of Theorem I: Let φ^i(φ), i = 1, ..., s, be a basic set of holomorphic K
invariants of the theory (K, ρ, W ), with W (φ) = W^ (φ^(φ)) for some W^ : Cs ! C. Let
W^(H) be the restriction of W^ to the complex manifold (H), and ri be any covariant
derivative on (H), e.g., partial derivatives with respect to an arbitrary local coordi-
nate system.
a. The set of vacuaMW\(H) in (H) is the set of critical points dW^H = 0 [1]. The
space of massless H singlets at the vacuum φ^0 2 H is the kernel of the tensor
(W^H)ij(φ^0)  rirjW^H(φ^0). In the case where rank (W^H)ij(φ^0) is constant on
MW \ H , the above conditions imply that MW \ H is a submanifold of H
and Tφˆ0(MW \ H) are the massless H singlets at φ^0 (see reference [12], page
10.)
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b. The massless elds transforming non-trivially under the residual gauge group,
ker Nij(φ0)  ~Nφ0, are annihilated by pi0φ0 , and so they are missing (unseen
as moduli δφ^) in the moduli space. If ρ is stable and pi(φ0) 2 HP (principal
stratum), then ~Nφ0 is trivial and ker (W^H)ij(φ^0) exhausts the massless eld
space, otherwise ~Nφ0 is non-trivial and there are potentially missing non-singlet
light elds corresponding to ker Nij(φ0)  ~Nφ0 .
c. If ρ is unstable, W^ is arbitrary, and φ^0 2 HP is a vacuum, light elds are
missing in Tφˆ0M, as ker Nij(φ0) = ~Nφ0 is non trivial.
Example IIIB.1. Coming back to Example IIIA.1, at 
(A)
SO(N−1) is W^SO(N−1) =
my2/x, x 6= 0, then the vacuum condition dW^SO(N−1) = (−my2/x2, 2my/x) = 0



















giving a single massless SO(N − 1) singlet, a fact that can be readily veried.
Example III B.2 We continue the analysis of the three dierent cases of Exam-
ple IIIA.3.
(i) W^ (p, q) = f(p) (Figure 1.b).
Using coordinate charts as in Example IIIA.3 we get





Assume for simplicity that f 0 has a unique root p0 6= 0, as in gure 1.b, and also
f 00(p0) 6= 0, then the rank condition of Corollary 2.a is met. Thus, at a vacuum
φ^0 2 H the massless H singlet space is isomorphic to the tangent at φ^0 of the complex
manifold MW \H , and we can easily read from gure 1.b what the dimension of the
massless singlet space is at each vacuum. MW is a vertical line intersecting all strata
but SO(13). MW \ SU(3)SU(3) is one dimensional, the dimension of the massless
singlet space at any of these vacua must be one. MW \G2SU(3) is zero dimensional,
there are no massless G2SU(3) singlets at the SG2SU(3) vacuum. The same is true
for the only vacuum at SU(6). At vacua in the main stratum, no further massless
elds can be found (besides the SU(3)  SU(3) singlets) in the microscopic theory,
because the theory is stable. For the two vacua in the smaller strata there could be
(residual gauge) non-singlet massless elds, unseen as moduli δφ^.
(ii) W^ (p, q) = (p2 − 4q −m8)2/M13 (Figure 1.c).
The rank of [W^H ]ij is constant on MW \ H for every stratum, then we can read
from gure 1.c the dimension of the massless singlet space at each vacuum. MW has
two irreducible components: MW = MW (1)[MW (2), the two parabolas in gure 1.c.
Although MW (1) is one dimensional, its intersection with SU(6) is zero dimensional,
and so there is a single massless singlet at each SU(3)  SU(3) vacuum in MW (1),
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and no massless SU(6) singlet at any of the two SU(6) vacua. A similar analysis
holds for the one dimensional manifold MW (2). MW (2) \ G2SU(3) = MW (2) n fφ^ =
0g is one dimensional, whereas MW (2) \ SO(13) = fφ^ = 0g is zero dimensional.
Correspondingly, the singlet massless eld space is one (zero) dimensional for MW (2)
vacua with residual G2  SU(3) (SO(13)) gauge symmetry.
(iii) W^ (p, q) = [p(p− α)− q]2/M13 (Figure 1.d).
The rank condition in Corollary 2.a is met, we can read the dimension of the massless
singlet space from gure 1.d. The moduli space has three irreducible components: a
parabola MW (1) intersecting all four strata, a one point component MW (2) in SU(6)
and a single vacuum component MW (3) with residual gauge symmetry G2  SU(3).
Every vacuum in MW (1) has a one dimensional space of massless singlets except
for the three vacua with residual gauge symmetry G2  SU(3), SU(6) and SO(13),
which have no massless singlet in their spectra. This is so because MW (1)\H is zero
dimensional for H = SO(13), SU(6) and G2SU(3), whereasMW (1)\SU(3)SU(3) =
MW (1) n f three isolated points g is one dimensional. MW (2) = MW (2) \ SU(6) is
zero dimensional, there is no massless singlet at this vacuum. The same is true for
MW (3) = MW (3) \ G2SU(3).
IV. CONCLUSIONS
A \low energy" description of the moduli space MW of a W 6= 0, N = 1 gauge
theory, one in which MW is constructed entirely in the space spanned by the ba-
sic holomorphic invariants φ^ without knowing their elementary eld content φ^(φ),
is possible. The construction requires knowledge of the constraints among the basic
invariants φ^ that dene the W = 0 moduli space M, and also of the stratication
M = [H(H) according to the unbroken gauge subgroups class (H) at dierent
vacua. Some shortcuts are possible when searching for isolated irreducible compo-
nents of MW , a fact that is useful when looking for heavy composite elds to in-
tegrate out from an eective superpotential. This technique provides an alternative
way to construct classical superpotentials lifting all non trivial flat directions and
potentially leading to dynamical symmetry breaking. In the same context, it is pos-
sible to characterize the massless elds at a vacuum φ^ 2 MW among the moduli
δφ^. Being gauge invariant, W (φ) = W^ (φ^). MW \ H is found to be the set of
critical points of the restriction W^jΣH of W^ to H , whereas the set of massless sin-
glets, (under)represented by the moduli δφ^ at a vacuum φ^ 2 H , is the kernel of
rirjW^jΣH , r any covariant derivative on the complex manifold H . In looking for
critical points dW^H = 0 we can either use local coordinates on the complex manifold
H , or use Lagrange multipliers by adding to W^H terms containing the polynomial
constraints used in the denition of H . The Lagrange multipliers method is shown
to be safe in all cases. With the exception of unstable theories, the moduli δφ^ at
vacua in the principal stratum HP (where the gauge group is maximally broken),
reproduce exactly the massless spectrum of the microscopic theory in unitary gauge.
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9 Unstable theories, characterized by the impossibility of breaking the complexied
gauge group to a minimum dimension subgroup by a D−flat conguration, are an
exception. In these theories, even for vacua φ^0 in the principal stratum, some mass-
less microscopic elds transform non trivially under the residual gauge group, and
they are not represented by the moduli δφ^ at φ^0. Another distinguishing feature of
unstable theories is that the dimension of their W = 0 moduli space M violates the
rule dim M = dim microscopic matter eld space − dim gauge group + dim HP .
As physically relevant representations of the gauge group must be anomaly free, and
most anomaly free representations are real, therefore stable, unstable N = 1 theories
are rare.
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