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ABSTRACT 
The development of a complex 2-dimensional, time-dependent, cloud-scale 
numerical model which depicts atmospheric convection and cumulus growth in 
a vertical cross section of the atmosphere was necessary to determine the 
magnitude and extent of the possible extra-area effects of planned weather 
modification. The initial choice of equations and finite differencing as 
well as results of a sample calculation are presented. Integrations uti­
lizing upstream space and forward time differencing produced inaccurate 
results. A new finite differencing scheme was adopted and the resulting 
accuracy improved. Modifications were also made in the set of governing 
equations. Sample calculations which employ the latest improvements in the 
model illustrate the effects of changing the horizontal extend of the domain 
and of using different boundary conditions at the vertical sides. 
A relatively large-scale (meso- to synoptic-scale) 3-dimensional 
modeling effort was initiated. The model had been used successfully in 
previous tropical studies. As a part of the long-range goals of PEP, the 
model was being adapted and further developed as an advanced prognostic 
tool to be used in conjunction with field operations, and as a diagnostic 
research tool to investigate potential extra-area effects of artificially-
seeded organized convection. 
A case study from 1 July 1972 was subjectively analyzed to serve as 
input data for an initial 3-dimensional 24—hour forecast. Model results 
were encouraging. A correlation of observed convection over the central 
United States and convection predicted by the model was obtained. Various 
aspects of the forecast, including some unresolved problems, are discussed. 
A 1-dimensional cloud model was obtained from the South Dakota School 
of Mines and was adapted to the University of Illinois IBM 360/75 computer 
for use in a climatology of seeding-potential study. Ten years of data from 
4 Midwestern radiosonde stations provided the input to the model. The model, 
in turn, produced a long-period, regional data set of potential seeding effects 
and large-scale atmospheric conditions. Procedures and input data for this 
study are discussed although final analyses of model-generated data has not 
yet been completed. 
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INTRODUCTION 
Numerical models of the atmosphere fall into four general scale 
categories. From the largest to the smallest they are: general circu-
lation models which deal with hemispheric or global weather patterns; 
synoptic scale and mesoscale that simulate disturbances on the order of 
1000 to 100 kilometers; cloud scale models which generally depict the 
details of cumulus convection; and smaller scale models which include 
problems such as boundary layer diffusion and turbulent eddies. 
To determine certain critical unknowns regarding weather modifi­
cation , one of the key research requirements of Phase I of PEP was a 
numerical modeling program. This research has encompassed two scales 
of atmospheric numerical modeling, the cloud scale and the mesoscale. 
The research-needs to be satisfied by the modeling program include the 
determination of the likely extra-area effects of the cloud seeding and 
the development of a seeding-potential climatology for the Illinois 
area. The models used to fulfill these requirements can be considered 
diagnostic tools for the research program. Anticipating an opera­
tional phase for PEP, the modeling effort was also responsible for the 
choice and adaptation of prognostic models for actual field use. 
The general approach devised to answer questions concerning pos­
sible extra-area effects of intentional weather modification included 
the use of two numerical models. The development of a sophisticated 
2-dimensional, time-dependent cloud-scale numerical model of sufficient 
domain to simultaneously encompass two convective clouds constituted 
half of the modeling effort for this phase of the research. With a 
cloud-scale model which includes the necessary micro-physical inter­
actions, one cloud can be seeded and the effect on adjacent clouds can 
be studied. The results from such numerical experiments can be helpful 
in determining the localized extra-area effect of cloud seeding, but in 
order to determine how far these effects extend, a 3-dimensional meso­
scale model is required. The results of the cloud-scale work can be 
parameterized in the mesoscale model and the life history of possible 
extra-area effects could then be studied by comparing results from 
seeded and. unseeded model integrations. 
The second research requirement of the first phase of PEP involved 
the development of a seeding climatology for the Midwest. Ten years 
of upper air data were obtained for four radiosonde stations in and 
around Illinois. These data were used as input for a 1-dimensional, 
steady-state cloud model that was designed to simulate both silver 
iodide and salt seeding, as well as unseeded clouds. The result of 
this research is a compilation of parameters that indicate the fre­
quency of potential seedable conditions during various synoptic weather 
conditions as well as providing an estimate of the effects of seeding 
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in terras of increaaed rainfall in the central United States, 
As a result of the premature termination of support by the Bureau 
of Reclamation only a portion of the goals of the modeling research 
have heen achieved. The development of a prognostic model for Phase II 
of PEP was scheduled to begin towards the end of Phase I; however, the 
1-dimensional, steady-state cloud model used for the seeding climatology 
study has heen rendered operational and will serve as a prognostic aid 
to summer field operations in 1973. There are also significant results 
from the other portions of the modeling effort. The work closest to 
completion involves the use of the 1-dimensional cloud model but a 
good beginning has been made in other areas. The purpose of this 
report is to relate the progress that has been made in all of the areas 
of PEP related to atmospheric modeling. 
The first section of this report details the results achieved to 
date in the 2-dimensional cloud modeling effort. The results of an 
initial case study involving Midwest convection predicted by the 
3-dimensional mesoscale model are presented in the second section. 
The third portion of this report indicates the progress made in the 
seeding climatology study involving the use of a 1-dimensional cloud 
model. 
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TWO-DIMENSIONAL CLOUD-SCALE MODEL 
INTRODUCTION 
A complex 2-dimensional, time-dependent, cloud-scale numerical 
model that depicts atmospheric convection and cumulus development in a 
vertical cross-section of the atmosphere is necessary to fulfill certain 
requirements of the planned PEP. The specific area of interest in Phase 
I of PEP has been the application of this model to the determination of 
the extent and magnitude of the possible extra-area (downwind) effects 
of planned weather modification. The development of a sophisticated 
cloud model was initiated to meet this requirement. The planned model 
would have a sufficiently large domain to allow the inclusion of more 
than a single convective element. Thus, seeding in one cloud could be 
simulated and the resulting effect on an unseeded neighboring cloud 
could be studied. The results of these experiments could then be para­
meterized in a 3-dimensional mesoscale model to determine the extent 
and duration of any broader scale extra-area effect. 
A 2-dimensional cumulus cloud model was also to be used in other 
important ways. Seeding in various portions of a cloud could be simu­
lated and a determination of the most effective seeding locations could 
be made. Similar investigations could be accomplished with respect to 
the optimum stage of cloud development that should be seeded. The 
effects of over or under seeding on the life cycle of clouds and their 
efficiency in producing precipitation could also be studied. 
Significant headway has been made towards the development of a 
2-dimensional model that meets the requirements of PEP. The following 
sections will describe in detail the stages which brought the model to 
its present condition. Areas requiring additional research will be 
enumerated. 
INITIAL MODEL 
Equations 
An initial set of equations was chosen for use in a 2-dimensional 
time dependent cumulus cloud model after an extensive literature search 
and a detailed theoretical development. These equations were similar 
to those used by Orville (1965). One major difference was that the vor-
ticity equation suitable for use with deep atmospheric convection was 
adopted (Takeda, 1969, 1971). Takeda suggests the simplifying approxi­
mation of neglecting the perturbation pressure and this approximation 
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was adopted. 
The variables (which are all defined in Appendix D) are expressed 
as the sura of a reference value and a perturbation from the reference. 
Thus, the temperature would be expressed as. 
(1) 
where T is the temperature, To the reference temperature and T1 the per­
turbation temperature. 
The following equations formulating convection in the x-y plane are 
those used for the initial simple atmospheric model. The continuity 
equation is 
(2) 
which, allows a stream function to be defined as follows: 
(3) 
The components of the Navier-Stokes equation are multiplied by 
cross differentiated, and subtracted yielding an equation for the vorticity. 
(4) 
where 
(5) 
and 
(6) 
The thermodynamic energy equation 
(7) 
is a description of the diffusion of the variable which is related to 
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the entropy, where 
(unsaturated) (8) 
and 
(saturated). (9) 
The definition of potential temperature and saturation mixing 
ratio are 
(10) 
and 
(11) 
where 
(12) 
and 
(13) 
All that remains are equations governing the interaction of cloud 
water and water vapor with the system. These are 
(14) 
where 
(15) 
Note that the eddy diffusion coefficients are assumed to be constant 
and equal for all of the diffusion processes. 
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Boundary and Initial Conditions, and the Initiation of Convection 
The nonlinear partial differential equations presented do not com­
pletely- specify a closed problem until both the boundary conditions and 
the initial conditions of the model are included. A rectangular shaped 
domain was chosen and the boundary conditions imposed were similar to 
those used by Orville (1965). The horizontal derivative of the stream 
function was set to zero at both vertical sides and was held constant 
10 m above the ground and at the top of the atmosphere. These boundary 
conditions constrained the velocity to be in the horizontal direction 
at all boundaries. Thus, horizontal flow was allowed across the verti­
cal sides but no flow was permitted to cross the horizontal boundaries. 
The boundary conditions for the other variables must be specified 
in a manner consistent with those for the stream function. The hori­
zontal derivative of the mixing ratio and the potential temperature was 
set to zero at the vertical sides. These variables were held constant 
at the top of the domain and were allowed to follow a diurnal trend at 
the ground. The mathematical form of the diurnal trend functions is 
the same as those employed by Orville (1965). 
The initial state of the atmosphere within the domain completes 
the specification of the problem. The temperature, water vapor, and 
horizontal wind were specified as functions of height. Any number of 
points could be specified and the program linearly interpolated between 
the data. 
At this point, the equations and their associated boundary con­
ditions including the heating and evaporation functions at the ground, 
had been specified, and the atmospheric values had been completely 
assigned within the domain. Only one problem remained; in the absence 
of any computer generated noise there was no mechanism to initiate 
vertical motion. Therefore, a segment of the ground in the center of 
the grid was heated at a slightly faster rate than the surrounding 
terrain. The point at the center of this segment was heated at the 
fastest rate. The heating rate decreases linearly to the surrounding 
ground value in a typical distance of three grid points to either side 
of the center point. This forces the initial convection to occur near 
the center of the lower boundary. Of course, for a more realistic 
experiment, any reasonable horizontal distribution of temperature and 
water vapor could have been specified at the ground. 
Grid and Finite Differencing 
The domain was approximated by a series of discrete points at 
which all of the variables that characterized the region surrounding 
each grid location were specified. The spacing between adjacent points 
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was 100 m in both the horizontal and vertical directions. The lowest 
grid point was 10 ID above the ground. A typical choice, for the hori­
zontal and vertical extent of the domain, was 3200 m and 3210 m respec­
tively. However, other choices of domain sizes have been utilized 
(such as 6400 m by 3210 m). The equations are valid for deep convection 
so that the vertical extent of the grid could easily be increased without 
jeopardy to the correctness of the calculations. 
The governing equations must he integrated on the grid structure 
just described, and therefore, must be written in finite difference 
form. Initially, upstream differencing for the advection terms and 
forward time differencing were employed because of their relative 
simplicity. 
Water Budget 
The model converted any water vapor in excess of saturation to 
cloud water and the latent heat released was assumed to distribute 
itself throughout the parcel of air represented by the grid point under 
consideration. The release of heat to the atmosphere increases the 
local saturation mixing ratio and it is necessary to consider this 
when determining how much water vapor should be condensed. The variables 
and q were used in the calculation. Equations 10, 12, and 13 were 
substituted into equation 11 which was, in turn, combined with equation 
9 to yield a transcendental equation in which 01 was the only unknown. 
This equation was solved using a Newton-Raphsin technique. Once 01 
was calculated, equation 11 determined the new saturation water vapor 
content and equation 15 could be solved for the cloud water content. 
In this way, the release of latent heat was accurately controlled. 
It is important that this accurate control be maintained since the 
dynamics are quite sensitive to the release of latent heat. 
Flow of Calculation 
Figure 1 indicates the flow of the calculations. In this figure 
m is an index which stands for the horizontal row, while n indicates 
the vertical column. Thus, the notation (n, m) indicates the grid 
point being considered. The horizontal wind is chosen from left to 
right in the direction of increasing n. The m = 1 row is 10 meters 
above the ground. The calculations within each time step proceed in 
the direction of increasing n within each row and vertically in the 
direction of increasing m. 
Poisson's equation must be solved during the calculations at each 
time step. A direct solution is obtained utilizing a subroutine (P0ISDN) 
supplied by the computing facility of the National Center for Atmospheric 
Research. 
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Figure 1. Flow of calculation. 
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Figure 2. Initial temperature and mixing ratio sounding 
on Skew T - Log P diagram. 
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Example of Calculation 
Figure 2 indicates the assumed initial atmospheric conditions for 
a typical calculation performed in the early phases of the 2-dimensional 
cloud modeling effort. The associated initial horizontal wind increases 
linearly from 0 at the ground to 1 m-1 sec at the top of the grid. The 
value chosen for the eddy diffusion coefficient was 40 m2 sec-1. 
Figures 3 and 4 depict the vertical velocity and cloud water con­
tent, respectively, after 120 minutes of convection had elapsed. The 
initial condensation occurred after 109 minutes. The development of a 
cloud was the result of the vertical transport of water vapor due to 
the added buoyancy imparted to the air by the heated ground. 
The cloud continued to grow and maintained approximately the same 
shape until about 129 minutes into the run when the cloud began to take 
shape typified by Figure 5 which depicts the cloud water content at 
132 minutes. The somewhat strange shape of this cloud is probably due 
to the extremely unstable nature of the initial sounding, but another 
possible contributor to this outcome is the incomplete cloud physics 
incorporated in the model at this stage. If rainwater had been allowed 
to form and fall in the model, then the downward movement of rainwater 
relative to the air could possibly suppress the anomalous behavior 
noted in Figure 5. 
IMPROVEMENTS TO INITIAL MODEL 
A number of problems became evident as a result of the initial 
computer runs of the model. The most serious problem involved the way 
in which the lowest row of grid points were treated. The original 
computational scheme required that the variables r and  were mixed 
from the ground to the 10 m level. This treatment implied that the 
latent heat for the evaporation of the water vapor at the ground was 
supplied by the air rather than the soil. The problem could have been 
eliminated by mixing potential temperature instead of  to the lowest 
grid points (10 m above the ground) but this solution would have meant 
applying a different equation to these grid points than that used for 
the remainder of the grid. Rather than take this approach the thermo­
dynamic equation was changed. 
A formulation similar to that used by Takeda (1969) was chosen 
for the new thermodynamics. Thus, equations 7, 8, 9, and 10 along 
with equations 14 and 15 were replaced by the following three equations. 
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Figure 4. Cloud water content in grams 
per kilogram. 
Figure 3. Vertical velocity in meters per second. 
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Figure 5. Cloud water content in grams 
per kilogram. 
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The new thermodynamic equation is 
C16) 
The new equation describing mixing and advection of water vapor is 
(17) 
The new equation for the cloud water content is 
(18) 
Equations 12 and 13 were also replaced by a more accurate empirical 
formula for the saturation vapor pressure. The approach to the calcu­
lation of the condensation of water vapor and the accompanying release 
of latent heat was left unchanged. However, the subroutine had to be 
altered to accomodate the new choice of variables. 
Differencing Scheme 
Some other improvements in the model were made. Orville (1970) 
indicates that upstream differencing with its large implicit diffusion 
is inadequate for describing variables which should not diffuse, such 
as falling rainwater. Another effect which can be attributed to the 
differencing scheme was noted during some of the initial test calcu­
lations. The model was run with three initial time steps and exactly 
the same initial atmospheric conditions. A comparison of the vertical 
component of the velocity at two grid points above the center of the 
lower boundary indicated that the three solutions were not converging. 
Figure 6 shows a plot of this velocity component for the first 60 minutes 
of convection. The time steps used were 12, 6, and 3 seconds and the 
velocities appear to differ from run to run by a constant factor of 
about 2.5. Such a large difference was deemed unacceptable since the 
calculation showed no signs of converging to a single solution. There­
fore, Arakawa space differencing (Arakawa, 1963) was adopted for the 
advection terms. In order to achieve a more accurate time integration, 
Adams-Bashforth time differencing was incorporated into the model. 
Arakawa's second order scheme conserves an advected field and 
vastly reduces numerical diffusion. In fact, it has a number of very 
desirable features when it is used in the vorticity equation. It 
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Figure 6. Vertical velocity at 110 meters above the center 
of the lower boundary for three initial time steps. 
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conserves vorticity, squared vorticity, and kinetic energy (Arakawa, 1963; 
Lilly, 1965). This scheme controls aliasing which, occurs when waves too 
short to he represented by the grid are misrepresented by long waves. 
Williams (1969] states that "aliasing can still exist in the stable, con­
serving CArakawa) scheme, appearing perhaps as a phase error or as a 
distortion of the energy spectrum. However, the total energy and thence 
the average scale of the motion are free from aliasing errors". 
Arakawa's advection scheme has one minor problem when used for all 
variables in a cloud scale model. This problem occurs in fields which 
have positive values in some closed region within the grid structure, 
and from physical reasoning should be zero outside this region. An 
example of such a variable is cloud water content. Arakawa differencing 
creates negative values at the boundary of the region. If no constraints 
external to the advection are imposed, the negative halo would be fol­
lowed by a surrounding positive area and so on. Of course, this would 
not occur with the cloud water field since this outside positive area 
would immediately evaporate. This evaporation would cool the air by 
latent heat processes in a region where there should actually be no 
cooling. The cooling would be a fiction produced by the numerical 
method. An alternative solution which was adopted was to neglect any 
unphysical negative cloud water as soon as it was calculated, but this 
had the effect of adding small quantities of water to the grid. As an 
example, the computer calculation presented in Appendix A was allowed 
to continue until 200 minutes of atmospheric convection had occurred. 
Clouds had been in the grid for 99 minutes and 48 seconds. The water 
added by neglecting the negative cloud water contents amounted to less 
than 0.5% of the original water vapor within the grid. 
Lilly (1965) indicates that Adams-Bashforth time differencing is 
an excellent scheme for use with Arakawa's space differencing. The 
form for Adam-Bashforth differencing given by Lilly (1965) is 
(19) 
where v denotes the current time and At is the time step. This form is 
used when integrating the differential equation 
(20) 
A more general form of Adams-Bashforth has. been devised and used with 
excellent results. If Δt1 is the length of the last time step, and Δt2 
is the length of the next time step, then 
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This form allowed a larger time step near the beginning of a computation 
and a subsequent reduction as. the yelocities increase. 
The current Fortran program integrates the governing equations 
using Euler time differencing for the first step followed by the 
generalized Adams-Bashforth scheme from then on. When the maximum velocity 
in the grid would advect an atmospheric property more than half the dis­
tance between grid points in a single time step, the step was reduced 
by a factor of 2. 
The new differencing scheme was tested by integrating the governing 
equations using initial time steps of 12, 10, 8, and 6 seconds with 
identical initial conditions and heating functions. The program reduced 
the 3 longer time-steps and left the 6 second step unchanged. Of course, 
the reductions occurred at different points in the calculation. The 
maximum difference in convection time necessary to first condense cloud 
water in the 4 calculations was 4 seconds. At the end of the runs, when 
the clouds filled greater than half the area of the grid, only very 
slight differences in the contours of the cloud water content could be 
discerned. Figure 7 shows these contours for runs employing an initial 
time step of 12 and 6 seconds. These figures are prints of the actual 
computer generated negatives. 
Eddy Diffusion 
As a result of the adoption of a differencing scheme which mini­
mized implicit diffusion, an improved formulation of the eddy diffusion 
could be used. The eddy diffusion terms in equations 16 through 18 are 
written for a variable eddy viscosity. A non-linear time dependent eddy 
viscosity was incorporated in a manner given by Deardorff (1971). Thus, 
the diffusion term in equation 4 was replaced The form for 
Km is 
(22) 
The value of c being currently used is 0.21 and are three 
times K . The formulation was divised for 3-dimensional flow and a 
2-dimensional analog has been used here. The scheme has the advantage 
of producing relatively little mixing in areas where there is little 
convection. Thus, features of the atmosphere were not completely era­
dicated by intense eddy mixing in regions where such occurrences would 
not normally be expected. 
Boundary Conditions 
An alternative set of boundary conditions were applied to the 
vertical sides of the grid for comparison with the original set of 
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Figure 7. Cloud water content in grams per kilogram. 
Contours are logarithmically spaced. Contour labelled 100 is 
0.1 gm/kg. Contour labelled 200 is 1.0 gm/kg. a) 6-second 
initial time step. b) 12-second initial time step. 
Atmosphere time =150 min. 
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conditions. The nevr boundary conditions were periodic in the horizontal 
direction. Thus, the grid structure could be considered as one segment 
of an infinite number of equivalent grids placed end to end. These 
boundary conditions do not restrict the horizontal derivative of all 
atmospheric variables to be zero at the two boundaries. However, both 
sets of boundary conditions resulted in unphysical constraints (from 
the standpoint of depicting a realistic atmosphere). They both con­
strained motions to certain discrete wave numbers. Thus, both the 
grid structure and the boundary conditions restricted the ability of a 
cloud model to accurately depict cumulus convection. 
These approximations could be diminished in their importance by 
1) using a grid spacing much smaller than the smallest wavelength of 
interest, and by 2) placing the boundaries far from the area of interest 
within the grid. The upper boundary could be moved well above the 
tropopause. Thus, the physically realistic tropopause serves as the 
upper boundary and the effect of the top of the grid is diminished. 
The vertical sides of the domain could be placed far from the area of 
convection. If the width of the grid was much greater than the longest 
wavelength of interest, the spectrum of permissible horizontal wave­
lengths would contain many values between the longest and shortest 
wavelength of interest. The effects of the location of the vertical 
sides will be illustrated in an example in the following section. 
Sample Calculations 
The 3 calculations discussed in this section illustrate the 
results from the improvements in the original model. Identical initial 
soundings were used in all 3 calculations. The temperature distribu­
tion starts at 23°C at the ground and decreases linearly to 16.3°C at 
910 m and then linearly to 1.5°C at an altitude of 3210 m. The moisture 
sounding decreases linearly from 12 gm/kg at the ground to 5 gm/kg at 
the top of the grid. The initial horizontal wind increases from zero 
at the ground to 1 m/sec at 3210 m. The temperature and water vapor 
soundings are depicted in Figure 8 which shows a segment of a skew T, 
log P diagram. 
The differences between the 3 calculations were in the size of 
the domain and the boundary conditions at the vertical sides. All 
three cases had a vertical height of 3210 m. Case A had a horizontal 
dimension of 3200 m and the horizontal derivative of the stream function 
was set to zero at the vertical sides. Case B employed the same 
boundary conditions but the horizontal extent of the grid was 6400 m. 
Case C depicted an atmosphere that was also 6400 m wide but the chosen 
grid was periodic in the horizontal direction. These three cases 
allowed direct comparisons of the effects of the location and type of 
boundary condition employed at the vertical sides. The center of the 
heat source perturbation at the ground for cases B and C was located 
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Figure 8. Initial temperature and mixing ratio sounding on 
Skew T - Log P diagram. 
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25 grid points from the left side of the grid and was centered in the 
lower boundary of the grid for case A. The marks at the boundaries of 
the following figures are 100 in apart. 
Figures 9 through 11 depict contours of equivalent water vapor 
content after 80 minutes of convection for cases A, B, and C, respectively. 
Note that there is essentially no visible difference between the three 
cases in the shape or magnitude of the moist plume developing above the 
heat perturbation. This is because the area of most intense vertical 
convection may be considered far from the boundaries in all 3 cases. 
To see that there are actually some slight differences between 
the 3 cases at this convection time, one must inspect the stream function. 
Figures 12 through 14- show the stream function after 80 minutes of con­
vection for cases A, B, and C, respectively. The values contoured are 
the same in all 3 figures. The structure of the stream function for 
cases A and B are essentially the same indicating that the size of the 
domain had little effect at this stage in the calculation. Slight 
differences are noted between Figures 13 (case B) and 14 (case C) which 
have different types of boundary conditions. However, note for cases 
B and C that the structure of the stream function is almost identical in 
the area where the vertical convection is occurring. Another indication 
of the similarity between the 3 cases is that the maximum vertical 
velocity, which is located 2 grid points above the point of maximum 
heating in all 3 cases, differs by less than .03%. 
The trend of similarity continued through the time of initial con­
densation. Case A condensed its first cloud water after 87 minutes and 
48 seconds of convection. Case B formed its initial cloud after 88 
minutes and 30 seconds and case C after 89 minutes and 12 seconds. Thus, 
the largest difference in elapsed time to form a cloud was 1 minute and 
24 seconds out of a total elapsed time of about 88 minutes. 
However, significant differences have manifested themselves, after 
130 minutes of convection. The cloud water content (Figs. 15-17) and 
the vertical velocity profiles (Figs. 18-20) after 130 minutes had large 
differences in their shapes and sizes. Note the differences between the 
vertical velocity profiles in cases A and B. Case B has many more secondary 
eddies than the narrow domain of case A would permit. In fact, there is 
a second strong updraft developing in the right hand portion of the grid 
in case B that obviously cannot be depicted in case A. Clear differences 
can also be seen in the vertical velocity profiles for cases B and C 
after 130 minutes of convection. Case C does not show the development of 
the strong secondary eddy that is present in case B. At this point the 
3 cases have little relationship to each other. 
Figures 21 through 23 indicate the 3 clouds after 150 minutes of 
convection. They appear totally dissimilar. 
These 3 cases indicated the necessity for a large domain. In the 
early stages of the calculations each predicted essentially the same 
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Figure 10. Water vapor content in grams per kilogram. 
Case B. 
Atmosphere time = 80 min. 
Figure 9. Water vapor content in grams per kilogram. 
Case A. 
Atmosphere time = 80 min. 
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Figure 11. Water vapor content in grams per kilogram. 
Case C. 
Atmosphere time = 80 min. 
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Figure 13. Stream function in kilograms per meter second 
scaled by 10-1. Case B. 
Atmosphere time = 80 min. 
Figure 12. Stream function in kilograms per meter second 
scaled by 10-1. Case A. 
Atmosphere time = 80 min. 
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Figure 14. Stream function in kilograms per meter second 
scaled by K-1. Case C. 
Atmosphere time = 80 min. 
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Figure 15. Cloud water content in grams per kilogram. 
Case A. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time =130 min. 
Cloud time = 42 min. 12 sec. 
Figure 16. Cloud water content in grams per kilogram. 
Case B. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time =130 min. 
Cloud time = 41 min. 30 sec. 
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Figure 17. Cloud water content in grams per kilogram. 
Case C. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time = 130 min. 
Cloud time = 40 min. 48 sec. 
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Figure 19. Vertical velocity in meters per second. 
Case B. 
Atmosphere time = 130 min. 
Cloud time = 41 min. 30 sec. 
Figure 18. Vertical velocity in meters per second. 
Case A. 
Atmosphere time = 130 min. 
Cloud time = 42 min. 12 sec. 
- 2 9 -
Figure 20. Vertical velocity in meters per second. 
Case C. 
Atmosphere time = 130 min. 
Cloud time = 40 min. 48 sec. 
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Figure 22. Cloud water content in grams per kilogram. 
Case B. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time = 150 min. 
Cloud time = 61 min, 30 sec. 
Figure 21. Cloud water content in grams per kilogram. 
Case A. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time = I50 min. 
Cloud time = 62 min. 12 sec. 
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Figure 23. Cloud water content in grams per kilogram. 
Case C. Contours are logarithmically spaced. 
Contour labelled 100 is 0.1 gm/kg. Contour 
labelled 200 is 1.0 gm/kg. 
Atmosphere time =150 min. 
Cloud time = 60 min. 48 sec. 
-32-
results. However, as convection filled more and more of the grid, strong 
differences appeared. Thus, in a final model the domain must be many-
times wider than the depth of the atmosphere. This statement imposes 
severe requirements for computer capacity and speed, and clearly many 
compromises must he made. The larger and faster computers of the near 
future will certainly help in modeling efforts of this type. 
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH 
The equations and mathematical techniques described in this 
chapter have been extensively tested. The calculations reasonably 
depict moist convection in the atmosphere. The only area in this effort 
to date that may require future study is the choice of the non-linear 
eddy viscosity. There are schemes available which appear to be more 
directly applicable to 2-dimensional cumulus cloud models. 
The largest possible gains in future efforts would be achieved 
if a suitable microphysical description of in-cloud processes were incor­
porated. At the point at which work on the 2-dimensional cloud scale 
model was terminated this inclusion was underway. 
As a first step, a drum storage scheme was being devised. This is 
made necessary by the vastly increased requirements for arrays of variables 
needed by any microphysical scheme. An ambitious and potentially extremely 
fruitful choice of microphysical schemes had been made. Instead of 
breaking the liquid water into just cloud and hydrometeor water, a com­
plete spectrum was envisioned. As a part of the description of the 
warm rain process condensation nuclei and water drops, as well as calcu­
lations of stochastic collection would be included. If this general 
approach was extended to the ice phase of a cloud, then this rather com­
plete description of cloud processes would allow quite realistic seeding 
experiments to be conducted numerically. The value of the achievements 
at this stage of the modeling effort is primarily in its future potential. 
It is our hope that this potential can be realized in the near future. 
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THREE-DIMENSIONAL MODELING 
INTRODUCTION 
At the beginning of FY-73, an outline of potential 3-dimensional 
modeling work at the Illinois State Water Survey had not been solidly-
formulated. It had been generally anticipated that one of the desired 
goals to pursue would be the development of a 3-dimensional cloud model 
that was sufficiently large to include more than one cloud. This type 
of model would have a grid spacing of about 100 m and would likely repre­
sent an extension of the present 2-dimensional model described in the 
previous section. The development of this type of model, however, was 
dependent upon the use of a high-speed large-storage computer not yet 
available to the Water Survey. Consequently, the bulk of the 3-dimensional 
effort had been scheduled for the latter years of PEP. 
Another approach to the desired 3-dimensional modeling effort 
existed. A large-scale 3-dimensional model that had been used previ­
ously in tropical studies (Ceselski, 1973) was available as an opera­
tional tool. The model, integrated with grid intervals of Ax~170 km, 
had demonstrated skill in simulating subsynoptic-scale bands and regions 
of convection in tropical disturbances. 
Although it was not obvious what the optimum grid interval to use 
in studying convection over the continental United States would be, the 
potential benefits of such a study were clear. If the model were capable 
of predicting the occurrence of convection in time and space, it could 
be useful both prognostically and diagnostically. If successful, the 
model could eventually be used in conjunction with field operations. 
The efficiency of a field operation could be significantly improved by 
using a forecast of the type and intensity of convection (if any) that 
will occur during a particular day. The forecast would have advantages 
over a 1-dimensional forecast because the model is time-dependent and 
includes effects of the large-scale 3-dimensional dynamics. 
Cumulus convection in the prediction model is treated para-
meterically; that is, there are no grid points within the cloud and 
the horizontal area occupied by the cloud is assumed to be negligible 
compared to the grid cell area. However, organized convective lines 
and regions are capable of being simulated by the model (Ceselski, 1973). 
The model-generated data can be studied diagnostically to examine 
energy exchanges between the mesoscale and large-scale flows. Such 
mechanisms as convective energy 'feedback' to the large-scale should be 
reasonably well understood before any attempts are made to alter the 
mesoscale disturbances (squall lines, etc.) by seeding. 
-34-
This modeling also would interact with the 2-dimensional modeling 
of PEP in terras of the method of parameterizing conyection. Simulated 
seeding experiments in the 2-dimensional model would help define the 
parameterization of a seeded-cloud in the 3-dimensional model. In this 
manner, seeding and its effects in time could be simulated. An extra-
area seeding effects study is an example of the type of work that could 
be pursued. Based upon 2-dimensional cloud model computations, a 
squall-line previously predicted in a large-scale forecast, could be 
seeded at a particular point in time in a second large-scale forecast. 
The effects of simulated squall-line seeding in the large-scale pre­
diction could be examined with respect to line intensification or 
dissipation. The first integration with no seeding would serve as a 
basis for comparison. 
In the initial phase of the 3-dimensional study it was not clear 
what horizontal grid point separation should be specified. It was 
thought desirable to use something less than the 170 km of the tropical 
studies even though a more dense mesh had not been used previously. 
However, because the total number of horizontal grid points is fixed 
in the model, it is not imperative that decreasing the grid distance 
automatically results in a better mesoscale forecast. When the grid-
distance is halved, the total area covered by the grid is quartered. 
If the total area specified is too small, the large-scale systems that 
lead to mesoscale development will be poorly predicted. This is indeed 
what happened in a test case using an available tropical data set. 
Resolution within the grid was better but the forecast was ruined 
because the synoptic-scale flow displayed gross error. 
The diagnostic and extra-area effects studies outlined previously 
had not been scheduled to take place and were not attempted in this 
first year, FY-73. One preliminary case study and integration was made. 
Based upon considerations cited in the previous paragraph, the grid 
interval used was ~170 km and it insured that the full grid covered an 
adequate total area. The object was to examine model-capabilities of 
simulating organized convection over the United States. If the results 
of this preliminary forecast were encouraging, an attempt would be made 
to increase the horizontal resolution of the model by increasing the 
total number of model grid points , and thereby avoid a reduction of 
total area. 
The following sections contain a description of the prediction 
model, the case study analyzed, and the results of the preliminary 
24-hour forecast. 
THE PREDICTION MODEL 
The primitive equation prediction model is described in detail by 
Krishnamurti, et al. (1973) and Ceselski (1973). The following is a 
brief summary of the model. 
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The u and v components of motion are predicted at the 1000-, 800-, 
600, 400-, and 200-mb levels. Potential temperature and mixing ratio 
are forecast at the intermediate leyela (900-, 700-, 500-, and 300-mb), 
and the height of the 1000-mb pressure surface is predicted. Vertical 
motion (w=dp/dt) is computed by integrating the continuity equation 
downward from 100-mb where the boundary condition of w=0 is applied. 
The advective scheme is quasi-Lagragian (Mathur, 1970), so that the 
non-linear terms of the momentum equations are not explicitly computed. 
This type of advective scheme avoids the strong smoothing many schemes 
encounter in representing non-linear terms in finite-difference form. 
Throughout the model, there is no explicit smoothing or unsmoothing 
of predicted variables. 
Lateral boundary conditions consist of insulated constant-height 
walls at the north and south, with the east-west boundaries being cyclic. 
Initialization is accomplished by using the subjective analyses of wind 
velocity and moisture, and obtaining a balanced field of geopotential 
through relaxation. Observed wind rather than observed geopotential is 
used because in cases of small horizontal temperature gradients, errors 
in observing temperature are generally as large as the natural variability 
of temperature itself. Considerably more information can be incor­
porated in the initial data if observed wind constitutes the input. 
Surface fluxes of momentum, sensible heat and latent heat are 
prescribed through bulk aerodynamic transfer formulation. All fluxes 
are proportional to wind speed. Sensible and latent heat fluxes are 
also a function of temperature and humidity differences between the 
surface and the air at anemometer-level. In this study, these fluxes 
have been redefined to account for daytime heating and land-sea con­
trasts. The prescribed field of surface temperature minus air tempera­
ture for the full prediction grid is shown in Figure 24. Subscripts 
g, w, and a refer to ground, water, and air, respectively. Tempera­
ture and moisture differences between a water surface and the air above 
are held constant in time. Land differences are zero before 0730 CST, 
increase linearly to a maximum at 1330 CST, and then decrease linearly 
to zero at 0130 CST the following morning. Time profiles and maximum 
values of Tg-Ta are based upon mean July data (Carson, 1961). An 
adjustment of the basic profile presented by Carson was necessary to 
account for the strong surface-layer stability and decreased flux 
exhibited by the true atmosphere between local midnight and sunrise. 
The land surface depicted in Figure 24 is divided into three general 
regions; a hot, dry western region, a warm, moist eastern region, and 
a transition zone between. In the transition zone values of Tg -Ta 
decrease west-to-east while values of qg-qa increase west-to-east (q is 
mixing ratio). 
This simplistic formulation is assumed to represent the first order 
effects involved in typical surface energy exchanges over the conti­
nental United States in summer. An example of the type of sensible 
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Figure 24. Surface temperature and moisture distri-
bution for full prediction grid. Subscripts g, w, 
and a, refer to ground, water, and air, respectively. 
Prescribed relative humidity indicates the percent 
saturation of surface and air mixing ratio. Temper-
ature and moisture differences between the surface 
and the air at anemometer-level are time-dependent 
over land. 
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heating that results from the formulation is that presented in Figure 25, 
and corresponds to the maximum heating time (1330 CST). Sensible heating 
is strongest in the western United States, weaker in the eastern United 
States, and weakest over the water. Between 0130 and 0730 CST the only-
sensible heating that takes place is over the water. The high variability 
of heating in Figure 25 is the result of the direct dependency of the flux 
upon wind speed. 
The cumulus parameterization scheme incorporated in this study 
includes model clouds that extend to 1 of 3 possible tropospheric levels; 
700-, 400-, or 200-mb. Only one type of cloud exists at a grid point at 
any particular time step. Each cloud is represented by a 1-dimensional, 
steady-state model and mass is conserved in each of the 3 types of con­
vection. Deep convective clouds contain a negatively buoyant downdraft. 
Updraft entrainment is proportional to cloud depth; i.e., for each unit 
of mass entering the cloud base, shallow clouds entrain 1, middle clouds 
entrain 2, and deep clouds entrain 3 additional units of mass. Since 
mass is conserved in the overturning, heating is accomplished by dry 
adiabatic subsidence outside the cloud. 
Mass flux into cloud base is assumed to be proportional to the 
time- and space-smoothed large-scale vertical motion at 900-mb. Con­
sequently, predicted convection occurs as a function of the total 3-
dimensional field of motion. For this reason, it seems imperative that 
the total integration grid cover a region at least as large as the con­
tinental United States. It is unreasonable to expect realistic fields 
of vertical motion to evolve in a forecast if the structure and movement 
of the large-scale features producing those fields are not properly 
predicted. 
The vertical transport of horizontal momentum by cumulus clouds 
has also been parameterized in this scheme. Momentum is defined to be 
exactly conserved in subsidence around the cloud, while conservation of 
momentum within the cloud is assumed to be proportional to the overall 
intensity of convection. Large organized convective systems are envi­
sioned as the most efficient momentum transport ducts. 
Thorough descriptions of the prediction model and the cumulus para­
meterization scheme are presented in Appendices A and B, respectively. 
INITIAL DATA 
The horizonal grid used in the forecast is a 33 by 25 array covering 
the area 133.5-61.5W by 20-56N. Grid intervals are 2.25° longitude and 
1.5° latitude. The effects of smoothed topography for this area are 
included in the numerical integration. 
The initial data is from 1200 GMT 1 July 1972 (Figure 26 is the 
surface synoptic situation at that time). The situation is somewhat 
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Figure 25. Predicted sensible heating at 900 mb due to surface 
fluxes. The forecast time corresponds to 1330 CST and represents 
maximum daytime heating. Isopleth interval is 1C day-1. 
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Figure 26. Surface synoptic situation for 1200 GMT 
1 July 1972. 
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typical of summertime conditions oyer the United States.. Pressure 
gradients are small and a weak low pressure system is present oyer 
east-central South. Dakota. From the low, a slow-moving cold front 
extends westward and a weak warm front extends southeastward through 
central Indiana. Upper levels (not depicted) are dominated by anti­
cyclones- over the lower Gulf of Mexico and extreme southern California, 
an elongated trough lying parallel to and just north of the United 
States-Canadian border, and a weak shear-line extending through west 
Texas into central Kansas. This case, in particular, was selected 
because of its non-obvious nature with respect to the location one 
would anticipate the formation of convection. Stability indices computed 
from 1200 GMT data indicated maximum instability to be in Louisiana 
and east and central Texas. Some instability was indicated northward 
through Oklahoma, Kansas, eastern Nebraska, and South Dakota. Severe 
convection did occur in eastern Oklahoma and northern Arkansas later 
in the day, considerably apart from any observed instability maximum or 
front activity. 
THE NUMERICAL FORECAST 
The integration was initiated using 1200 GMT 1 July data and con­
tinued for 24 forecast hours. Radar summaries of observed convection 
are presented together with model-predicted convection for an explicit 
comparison. Figure 27 depicts observed convection at 2040 GMT and 
model-predicted convection at 2100 GMT (forecast hour 9). Observed areas 
of radar echoes are included in heavy scalloped lines with occasional 
convective bands embedded within these areas. Predicted convection 
type at a particular grid point is indicated by the corresponding 
cloud symbol. Predicted percent area coverage of convective clouds is 
depicted by the thin solid lines. Percent area coverage is presented 
here primarily as an indicator of the intensity of predicted convection 
since it is proportional to the low-level mass convergence. 
The correlation of model-predicted and radar-observed convection 
east of the Kansas-Missouri border is encouraging, particularly in 
light of the relatively coarse grid mesh used. A general qualitative 
agreement of the orientation of convection extending from Missouri, 
southeastward toward northern Florida, is probably the maximum one 
should expect with a 170 km mesh. Convection lying on a NW-SE axis 
could not have been anticipated from initial stability indices or 
frontal activity. This convection could be simulated by the model 
because weak vertical motions responsible for initiating the convection 
did evolve in the forecast. These vertical motions were the result of 
first defining the weak systems in an atmosphere having only small 
temperature gradients-, and then integrating these in time. The advec-
tive scheme of the present model has the advantage of maintaining the 
energy of the weak systems by avoiding a differencing scheme that 
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Figure 27. Observed convection at 2040 GMT and predicted convection 
at 2100 GMT (forecast hour 9). Radar summary convective regions are 
depicted by heavy scallops with existing convective lines also shown. 
Predicted convection types are depicted at grid points by cloud sym-
bols and thin solid lines represent predicted percent area cloud 
cover. (Note: The region used in this illustration is not the full 
forecast area but does include all significant convective areas). 
-42-
excessively smooths the small s,cale perturbations. 
Figure 28 is identical to that of Figure 27, but with the 2340 GMT 
radar summary and the 0000 GMT 2 July (forecast Lour 12) predicted con­
vection. Again the correlation of radar-observed and model-computed 
convection is acceptable east of the Kansas-Missouri border. 
The most obvious shortcoming of the forecast was associated with 
the squall line which developed in central Nebraska and Kansas. This 
line was predicted by the model to be a quasi-stationary line over Iowa. 
The squall line forming over eastern New Mexico and moving into the 
Texas panhandle (Fig. 28) was not simulated by the model. The pre­
diction problem, however, was not in the forecast model itself. Figure 
29 depicts the 900-mb vertical motion at 2100 GMT (Fig. 27 depicted the 
convection at 2100 GMT). The model was predicting ascent in the proper 
region (western Kansas and central Nebraska) but the cumulus parameter­
ization scheme was under-estimating the cloud-source moist static energy. 
Consequently the ascent was not predicted to take the form of convective 
clouds. The problem is suspected to be related to an improper repre­
sentation of the sub-cloud moist static energy in regions of significant 
topographical relief. An adjustment will be made in the cumulus para­
meterization scheme in future work. 
Of further note in Figure 29 is the intense dry ascent taking 
place in the vicinity of the California low pressure system. The 
structure of this system resembles that of the 'thermal low' which 
frequently exists over the Southwest in the summer. 
The low-level ascent over the southeastern United States in Figure 
29 is depicted as being quite weak; w is generally less than -5 x 10-4 
mb s-1 (≈.5 cm s - 1). This weak ascent, however, represents the 'trigger 
mechanism' for initiating convection. Once the convection has begun, 
the feedback of energy to the large-scale results in substantially 
stronger vertical motion than would be predicted with no convective 
heating. 
To diagnose the effects of predicted convection over longer periods 
of time, the averaging grid depicted in Figure 30 was utilized. The 
grid was centered on a point in southeastern Kansas and covered the 
primary convective areas. Figure 30 is the 12 hour mean predicted ver­
tical motion at 300-mb over the central United States between 1800 GMT 
1 July and 0600 GMT 2 July (forecast hours 6 through 18). The two dis­
tinct maximum are associated with convection predicted over eastern 
Oklahoma and Arkansas and the quasi-stationary line over central Iowa. 
These centers of strong ascent clearly dominate the field of vertical 
motion and closely resemble those found earlier (Ceselski, 1973) in 
tropical disturbances. The vertical motions outside convective regions 
in this study, however, are somewhat larger than those predicted in 
low-latitudes. 
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Figure 28. Same as Fig. 27 except observed convection at 2340 
GMT and predicted convection at 0000 GMT (forecast hour 12). 
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Figure 29, Vertical motion at 900 mb and 2100 
GMT (forecast hour 9). Isopleth interval is 
5 x 10-4 mb s-1. Up and down motions are denoted 
by U and D. 
- 4 5 -
Figure 30. Predicted mean 12-hour (1800 GMT-0600 GMT) vertical motion 
at 300 mb. Isopleth interval is 1 x 10-3 mb s-1. 
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The strong ascent of conyectiye areas in Figure 3Q also agrees 
favorably with that found by Ninomiya (1971) in a detailed diagnostic 
study. The scale of the cluster of storms studied hy Ninomiya and that 
of the systems described have are approximately the same. Both systems 
displayed a deep layer of convergence, maximum vertical motion in the 
middle and upper troposphere, and very strong upper-level outflow. 
The strong production of anticyclonic vorticity in the outflow region 
in this study agreed favorably with the evolution of the true 200-mh 
wind field. Observations at 0000 GMT 2 July indicated the develop­
ment of a small-scale upper-level anticyclone over Arkansas. 
CONCLUSIONS 
Results of this preliminary primitive equation forecast have been 
encouraging. Qualitative agreement between model-computed and radar-
observed convection was found. This agreement is believed to be due 
to the following analysis and predictive procedures: (1) the careful 
subjective analyses of weak systems defined in the initial wind data; 
(2) the use of an initialization scheme that retained those systems; 
(3) the use of an advective scheme that maintained the energy of the 
weak systems in time; and (4) the incorporation of a cumulus para­
meterization scheme that simulated the first order effects of cumulus 
energy feedback to the large-scale. These procedures allowed the 
evolution of weak fields of large-scale low-level ascent that produced 
convection in the model. 
Although somewhat speculative after a single forecast, there does 
appear to be a correlation between the location of maximum predicted 
convective heating and observed severe convection (tornadoes, hail, 
etc.). Figure 31 is the mean 12 hour (1800 GMT to 0600 GMT) latent 
heating in degrees Centigrade per day. The averaging grid is again 
centered on a point in southeastern Kansas and the heating rates apply 
to the full 1000- to 200-mb column. The primary heating maximum in 
Figure 31 corresponds to predicted convection in eastern Oklahoma and 
Arkansas while the northern maximum results from the quasi-stationary 
line predicted over Iowa. 
Storm reports for 1 July indicated the occurrence of 27 tornadoes 
or funnel clouds between 1800 GMT and 0600 GMT. Of the 27 reported 
occurrences, 15 were in the region of eastern Oklahoma, Arkansas, and 
extreme southern Illinois and western Kentucky, while 6 were in Iowa 
and western Wisconsin. These two areas of maximum occurrence correspond 
yery closely to those depicted as maximum heating areas in Figure 31. 
More case studies, however, will be necessary for a proper evaluation 
of this aspect of the forecast. 
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Figure 31. Predicted mean 12-hour (1800 GMT-0600 GMT) latent heating 
of 1000- to 200-mb column in degrees Centigrade per day. 
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ONE-DIMENSIONAL CLOUD MODEL STUDIES 
INTRODUCTION 
Two aspects of PEP required the utilization of a computationally 
simple and efficient cloud model. First, it was necessary to provide 
a forecast model for summer cloud-sampling flights and related field 
operations. This model, by necessity, had to use minimal computation 
time so that the results would be available to the project forecaster 
for making decisions on daily operations. Computations also needed to 
be inexpensive since the model would be run every day during the field 
program. The second aspect which required a simple model was the desire 
to develop a long-period climatology of seeding opportunities for the 
Midwest. In this effort, the cloud model would be run on a large number 
of atmospheric soundings , and the results would indicate the frequency 
and characteristics of large-scale environmental conditions that re­
flected seeding-potential. 
The cloud model selected to meet the above-stated needs was obtained 
from the South Dakota School of Mines (Hirsch, 1971). It is a varia­
tion of the Weinstein-Davis (1968) model and Incorporates the micro-
physical parameterizations proposed by Kessler (1969). The model is 
steady-state and includes entrainment. Options of specifying sodium 
cloride or silver iodide seeding effects during cloud model computa­
tions are incorporated. Parameters required to begin integration in the 
vertical include: updraft speed, updraft radius , cloud base, and a 
vertical sounding of temperature, relative humidity, and wind speed. 
Initial conditions prescribed for the computations of both cloud 
model applications included an updraft velocity of 1 ms-1 and a cloud 
base computed from the input sounding. Cloud base height was observed 
by aircraft in the previous South Dakota study, but here is computed as 
the approximate lifted condensation level. Separate computations are 
made for two different updraft radii, 2.5 km and 5.0 km. In total, for 
each input sounding, 6 separate cloud computations are made. The 6 com­
putations include unseeded, salt seeded, and Ag I seeded clouds for each 
of the 2 prescribed radii. Multiple-cloud computations for each sounding 
are intended to cover a reasonably broad range of physical processes and 
seeding potentials under the various weather conditions. 
RESULTS 
Operational Use 
The cloud model was made operational and was used in PEP field 
operations in the summer 1973. Through the use of a teletype remote 
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terminal, the forecaster in the field read in a morning sounding, ini­
tiated the cloud model program on the University' of Illinois IBM 360/75, 
and received the output in the field within a matter of minutes. These 
results were then available for input into decisions upon the particular 
type of field operations that were employed each day. 
Analytical Use 
The climatological seeding opportunity Cseedability) study was ini­
tiated by obtaining from the National Weather Service, ten years of 
radiosonde data for 4 Midwestern stations. The data were from Rantoul-
Peoria, Illinois; Green Bay, Wisconsin; Columbia, Missouri; and Dayton, 
Ohio for the period January 1953-December 1962. More recent data were 
not obtained because of the reported error in relative humidity obser­
vations . The period chosen does have the advantage of including the 
very dry years, 1953-19 55, in Illinois as well as some very wet years, 
1957-1958. Fundamental differences of large-scale environmental conditions 
between dry and wet years were expected to be depicted by the cloud model 
computations. 
The upper-air data were available in 2 separate forms, standard-
level data (every 50-mb in the vertical) and significant-level data 
(points where the vertical gradient of temperature or humidity changes 
dramatically). For this study, the 2 sets of data were merged whenever 
significant-level data were available (Air Weather Service stations did 
not always record significant-level data). Consequently, input data 
to the cloud model has a minimum vertical resolution of 50-mb. 
The 1-dimensional cloud model applied to 10 years of soundings for 
the 4 stations was set up to compute, print out, and permanently record 
on tape, the following data: precipitation, duration of precipitation, 
cloud base, cloud top, base temperature, top temperature, maximum verti­
cal motion, height of the maximum vertical motion, freezing level, depth 
and wind shear between cloud base, -20C, and cloud top, and several 
other parameters. Also obtained for each sounding was the computed dif­
ference in parameters such as cloud-water, for the unseeded versus seeded 
model clouds. The sum of these quantities, over the period discussed, 
represented an extremely large amount of model-generated data. One-
dimensional cloud model computations of 5 years of Peoria upper-air 
data were utilized by Dr. Bernice Ackerman in scheduling and planning the 
1973 PEP aircraft operations. Final analysis and evaluation of this 
data are still in process and will be appended to the aircraft operations 
report at a later date in FY-74. 
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APPENDIX A 
THE INTEGRATION MODEL 
The prediction model used is one developed by the author together with 
T. N. Krishnamurti, specifically designed for short-range limited-area 
forecasting. The model employs the primitive set of equations and contains 
much the same physics as an earlier primitive equation model (Krishnamurti, 
1969). Primary improvements over the old model stem from the adaptation of 
an advection scheme developed by Mathur (1970), respecified boundary 
conditions, and the addition of long wave radiation. The advection scheme, 
together with increased storage requirements, eliminated the possibility of 
modifying the earlier model and necessitated a model with entirely different 
computational procedures. The scheme used does allow the present model to 
be free of virtually all external smoothing operations, whereas the previous 
model suffered considerably from over-smoothing. 
The basic equations 
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where D/Dt is the quasi-Lagrangian derivative defined by 
(A.8) 
Symbols are defined in Appendix C. 
Predicted variables of the model are the u and v components of motion, 
potential temperature, mixing ratio and 1000-mb heights. Vertical motion 
is obtained by integrating (A.6) downward from 100 mb where the boundary 
condition of ω) = 0 is applied. Heights arc obtained from (A.7) and the virtual 
temperature correction is made. Frictional terms Fx , Fy , and Fo are described 
later in the appendix. M is the mixing ratio source or sink, h is the terrain 
height, and the subscript 0 refers to the 1000-mb level. 
Equations (A.l) through (A.5) are integrated on a curvilinear surface 
which corresponds to a particular portion of the earth's surface. The 
curvature terms of the momentum equations are assumed to be second-order and 
have been omitted. Grid points lie on latitude-longitude intersections. 
Values of Ax and Ay of the grid are the true earth surface distances, i.e., 
Ay is constant and Ax decreases northward as meridians converge. Initial 
data is defined at the latitude-longitude grid points, and consequently no 
map distortion is involved. 
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The model structure 
Predicted variables and computed quantities appear at levels depicted 
in Fig. 32. Vertical staggering of variables is done primarily to facilitate 
computations. 
The advective scheme 
The advective scheme developed by Mathur and employed here is 
quasi-Lagrangian and similar to that of the earlier model. Quasi-Lagrangian 
advection has been described in detail elsewhere [Krishnamurti (1969) and 
Mathur (1970)] , and will be outlined here only briefly. The object of the 
advection scheme is to find the position, P, of a parcel at time t - At such 
that it arrives at the grid point, Q, at time t (Fig. 33). This is accomplished 
by using the air parcel velocity to define the distance, S, covered by the 
parcel backward in time An interpolation polynomial 
is then used to find the values of the variable and its derivative at time 
t - Δt. The new variable value is then predicted at the grid point, Q, by 
The nine-point interpolation polynomial used to obtain a value of any 
quantity, F, at point P, is given by: 
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Figure 32. Vertical structure of prediction model. 
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Figure 33. Sketch of nine points used in quasi-Lagrangian 
adveotion. 
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where the weight function,  
In all, three iterations per time step are. used and predictor-corrector 
terms are computed to determine more precisely the location of point P, and 
consequently improve the prediction at point Q. Stability criterion of 
was developed by Mathur (1970). 
The primary advantage of the quasi-Lagrangian approach is that the 
nonlinear terms of the motion equations are not explicitly computed. 
Consequently, velocities are not continuously smoothed to remove the two 
grid-length wave energy. Mathur observed the scheme to conserve total energy 
and mean potential vorticity in a divergent barotropic experiment for up to 
eight days with no variation in either quantity. 
The subgrid 
Because of large computer requirements involved in a three iteration 
time differencing and various interpolated quantities, it was not possible 
to keep all data and intermediate prediction steps in the machine at one 
time. Instead, integration is performed within a subgrid of the actual grid, 
and only quantities of the subgrid remain in storage (see Fig. 34). The 
remaining grid data are stored on discs or drums, and are read in one line 
at a time from the east and the predicted quantities read out at the west 
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Figure 34. Computation subgrid. U13-Z013 indicates U13, V13, T13, Q13, and 
Z013; A13-E13 indicates A13, B13, C13, D13, and E13. U-ZO quantities are 
the predicted v a r i a b l e s , while A-E quantities are their quasi-Lagrangian 
derivatives. U12 is the predicted u velocity component at the second itera-
tion step, whereas U02 is the interpolated u velocity component at the second 
iteration step. W( ) ( ) is the vertical velocity, Z( ) ( ) is the height at 
levels above 1000-mb, and XPC ), IPC 1 are the x and y distances from point 
P to point Q in Figure 25 Csee text and Appendix A for detailed description). 
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edge of the subgrid. Only one row in the X direction (row IB) is predicted 
at a time and all other quantities inside the subgrid represent the minimum 
amount of data one needs to predict row IB. Underlined quantities in Fig. 34 
are those computed for each particular row. Non-underlined quantities have 
been previously computed. 
As an example of the computational procedure, suppose in the full grid 
one is predicting all variables at the 10th east-west grid point. The 10th 
row then corresponds to row IB in Fig. 34. To obtain the final predicted 
quantities (2nd correctors) at row 10 (IB), one must have data (U13-Z013) in 
the machine available at row 14 (IF). Data at row 14 (IF) allows computation 
of derivatives (A13-E13) at row 13 (IE). Interpolation necessitates moving 
back another row such that interpolated data (UO1-Z0O1) and derivatives 
(A01-E01) are obtainable on row 12 (ID). Predictor quantities (U11-Z011) 
can thus be computed on row 12 (ID). Similarly, the first corrector (U12-Z012) 
can be computed at row 11 (IC), and finally the second corrector  
computed at row 10 (IB). 
East-west boundary conditions have been made cyclic by the addition of 
six rows of interpolated data between the east and west end-points. These 
conditions allow a continuous cycling of the subgrid around the full grid and 
after the initial time-step no east-west boundaries are encountered by the 
subgrid. Continuous cycling then implies a mean time-step over the period 
of integration since there is no distinct time-step beginning or end. 
To begin integration one must somehow specify the non-underlined 
quantities in Fig. 34 since they are not available from previous integration. 
This is accomplished by setting all derivative quantities (A,B,C, etc.) equal 
to zero and all variable quantities equal to their respective data counterparts. 
-60-
Two 10-second time steps are then used in the model to minimize the effect 
of the above approximations and reduce the possibility of a gravitational 
oscillation being initiated. 
Boundary conditions 
North-south boundary conditions consist of insulated walls at which 
heights are held constant in time and equal to the zonal mean of the initial 
data. Mixing ratio at the wall is also taken to be the initial zonal mean 
and potential temperature is obtained hydrostatically. Motion normal to the 
wall is identically equal to zero for all time, and tangential velocity at 
the wall is extrapolated from the interior only for use in the interpolation 
polynomial of the advection scheme. The primary difficulty encountered 
with north-south walls is that they have a tendency to generate and reflect 
two-grid length gravity waves. 
Surface fluxes of heat and moisture 
Sensible heat flux and evaporation physics are treated much the same 
as the earlier Krishnamurti model. In Eqs. (A.3) and (A.4), boundary fluxes 
to the 900-mb level are respectively, 
where 
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Subscripts g and a refer to the ground and anemometer levels, respectively. 
Ta is obtained by linear extrapolation downward using 6 at 900 and 700 mb 
and q
a
 is obtained from 
where The constant k is obtained from the mean 
observed data and provides a standard profile for the extrapolation of model 
mixing ratio to 1000 mb. Tg varies in time with a diurnal cycle. 
Surface friction and diffusion 
The terms Fx and Fy in Eqs. (A.l) and (A.2) may be broken down into 
two parts—those related to subgrid-scale lateral and vertical diffusion of 
momentum, and those depending upon surface wind stress. F
x
 and Fy are 
defined as: 
where µ, the lateral eddy diffusion coefficient, is taken as  
and k, the vertical eddy diffusion coefficient, The diffusion 
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quantities are introduced for the usual reasons, i.e., not to represent 
some true subgrid physical process, but to maintain stability in the model 
by removing energy from the smallest resolvable wavelengths. The lateral 
diffusion coefficient has been increased to at one row 
inside each of the north-south walls to provide a heavier damping of the 
two-grid length gravity waves previously mentioned. Surface stresses go 
to zero at 900 mb, and at 1000 mb are represented by 
Radiation 
A highly simplified form of longwave radiation cooling is included 
in the prediction model. The technique, developed by Danard (1969) for the 
previous Krishnamurti (1969) prediction model, is as follows. 
Cooling rates are computed for the atmosphere below some level, pu , 
(near the tropopause). The level p
u
 is the highest level at which 
meteorological variables are known. Carbon dioxide and ozone have been 
assumed to be secondary producers of radiation and have been disregarded 
in the computation of net radiative fluxes. Various cloud layers are 
permitted in the scheme and are treated as black bodies. The corrected 
precipitable water or path length (w) between p = 0 and p = P can be 
expressed as 
-63-
Here, denote standard pressure and temperature, q is the mixing 
ratio, and w may be regarded as a vertical coordinate increasing downward. 
Above 120 mb a constant frost point of 190°K is assumed. Between 
300 mb and 120 mb moisture is assumed to decrease linearly with decreasing 
pressure. 
The net longwave radiative flux (positive downward) at a level, 
between cloud layers is 
are the blackbody fluxes corresponding to the temperature 
at w,   ,          Subscripts a, b, and c refer to pressure levels p = p , 
a 
The rate of change of emissivity (E) with path length 
is E' and is evaluated at a path l e n g t h h e r e is 
the argument of E'). 
Integrating with respect to wavelength X, the net flux (positive 
downward) is obtained to be 
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where is the blackbody flux at wa over interval 
is the absorption coefficient. 
Net fluxes are computed at the even levels (1000, 800, 600, 400, and 
200 mb). The longwave radiation heating at the intermediate levels is then 
given by 
The method of computing cooling due to convective clouds is similar to 
that developed for non-convective clouds (Danard, 1969). It is assumed that 
there is no net radiative flux divergence within the clouds. The convective 
clouds are assumed to extend from 900-mb to the 700-, 400-, or 200-mb level. 
The three possible sizes of convection correspond to those described in the 
discussion of the parameterization scheme (Appendix B). 
The procedure is to compute two separate cooling rates at each grid 
point if convection exists at that point. One cooling rate is computed for 
the cloudless atmosphere while a separate computation is made assuming 100% 
coverage of the type of convection being predicted there. The two cooling 
rates are then combined in the appropriate percentage of cloud cover being 
forecast at that point. 
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APPENDIX B 
THE PARAMETERIZED CONVECTION 
The model clouds extend to one of three possible levels; 700 mb, 
400 mb, and 200 mb. Mass is conserved in each of the three types of convective 
overturning. Each cloud size has its own specified mass budget in which the 
relative amount of entrainment varies. Only deep convective clouds contain 
a moist downdraft. The model clouds are depicted in Pig. 35. 
Mass flux into the cloud base or the low-level cumulus mass exchange 
rate (R) is defined to be the negative of the time- and space-smoothed 900-mb 
vertical motion divided by the 200 mb pressure interval of the model. 
No clouds exist if The parameter a in deep convection is included 
as a means of representing the enhancement of subgrid scale boundary covergence 
by cumulus downdrafts. For this study a is allowed to vary between one and two 
and is assumed proportional to the vertically integrated buoyancy of the cloud 
and the magnitude of the boundary forcing The net effect of a is to 
increase the local heating by as much as a factor of two if a model sounding 
indicates strong updrafts and downdrafts should exist. However, if a is 
computed to be greater than unity at a grid point, the deep clouds consume 
more low-level energy than is being supplied by the large scale flow. The 
enhanced overturning cannot continue without cessation because of the depletion 
of the low-level moisture. The total latent heat release is still dependent 
Figure 35. Model clouds. R is the aloud base mass flux, a is the sub-grid-
scale enhancement of convergence by cold downdrafts, and n is the per cent 
of cloud induced environmental subsidence that experiences cooling from 
evaporation of liquid water. 
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upon the amount of energy (low-level moisture) supplied by the large scale 
flow. 
Updraft entrainment in this scheme is defined to be a function of cloud 
height; i.e., if one unit of mass flux enters the cloud base, small clouds 
entrain one additional unit of environmental air, medium size clouds entrain 
two units, and deep clouds entrain three units. Entrainment of one, two, or 
three environmental mass units into the cloud was chosen to maintain simplicity 
in the scheme. This elementary treatment was also observed to yield a 
realistic distribution of cloud heights when applied to real data. This 
prescribed entrainment becomes important not only in determining the depth of 
the cloud but also the magnitude of the heating, i.e., heating is dependent 
upon the amount of environmental air displaced by the cloud. 
Since mass is conserved in each of the cloud types, heating is accomplished 
by dry adiabatic, environmental subsidence. The mass budget of each cloud type 
determines uniquely the vertical distribution of environmental mass displacement 
and consequently the vertical distribution of heating. Except for mass 
entrainment into the updraft, all vertical motion inside the cloud is moist-
adiabatic. 
The vertical heating distribution of the three types of convection is as 
follows: 
1) Deep convection - Maximum heating occurs in the uppermost layer 
(200-400 mb) where all compensating subsidence is dry adiabatic. 
The middle layer is warmed slightly less because of the moist-
adiabatic downdraft source at 500 mb. The percent of compensating 
downward mass flux which undergoes evaporation (n) is taken as a 
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constant 25% in these experiments. Additional forecasts were 
made with several values of n in an attempt to test, qualitatively, 
the sensitivity of the scheme to the prescribed value of η. 
By increasing n in the scheme, heating below 500 mb is reduced 
because of less dry adiabatic subsidence and the lowest layer 
(1000-800 mb) is cooled more because of the increased cold downdraft 
below cloud base. The reverse is true when n is decreased. The 
forecast of hurricane Alma, however, showed little difference in 
large-scale features for n values which were 15% greater than or 
less than the 25% chosen. By choosing n = 25%, subsidence into 
the lowest layer is equally distributed between the moist and dry 
downdrafts. For η = 25%, heating at 700 mb is considerably smaller 
than that at 500 mb because the subsiding mass replaces that which 
was entrained into the cloud from the 800 to 600-mb layer. Heating 
at 900 mb is the smallest of all levels and can be negative if the 
moist downdraft cooling is stronger than dry adiabatic warming 
between cloud base and 800 mb. Convective heating rates at each 
of the four levels where potential temperature is predicted are 
given below. 
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Numerical subscripts refer to respective pressure levels while the 
subscript (Dft) refers to the moist downdraft. 
2) Middle convection - Maximum environmental subsidence and heating 
also occurs in the cloud-top layer (here 600-400 mb as opposed 
to 100-200 mb for deep convection). Heating at 700 mb is reduced 
because of the entrainment of R at 700 mb. Heating at 900 mb is 
the smallest of all levels since the overturning is smallest and 
takes place only in the upper one-half of the 1000 to 800 mb layer. 
No moist downdraft is included and heating is simply the dry adiabatic 
subsidence depicted in the mass budget of Fig. 35. 
3) Shallow convection - Shallow convection does not include entrainment 
above 800 mb and also has no moist downdraft. Heating is nearly 
uniform in the vertical since the mass budget specifies equal amounts 
of environmental mass displacement for the two lowest layers of the 
model. All heating is defined by the dry-adiabatic subsidence of 2R. 
The computation procedure is as follows: 
If is less than 0 at a grid point, any cloud attempting to form 
will have one unit of entrained air for each unit rising from the sub-cloud 
layer (1000-900 mb). The static energy (gz + CpT + Lq) of the mean cloud 
air defines the moist adiabatic the parcel follows. If the model cloud does 
not have positive buoyancy (Tc > Te) at 700 mb because of strong environmental 
stability or low relative humidity in boundary layer, no clouds are allowed 
to form. If the cloud is buoyant at 700 mb, it is diluted with one unit of 
environmental air from 700 mb and checked for buoyancy at 500 mb. Negative 
buoyancy at 500 mb determines that only shallow convection exists there, 
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while positive buoyancy implies middle or deep convection is present. 
The buoyant clouds at 500 mb are diluted with a second unit of 700 mb air 
and then checked for at 300 mb. If exists at 300 mb then 
a deep cloud, including a moist downdraft, is the predicted convection at 
that point. The moist downdraft is computed by saturating the source 
(500-mb environmental air) and following the parcel moist adiabatically 
downward to 900 mb. The downdraft mixes completely with the environment 
below the cloud base (~ 900 mb). 
Only one cloud type exists at a grid point at any one time. This is 
equivalent to the assumption that there exists a dominant cloud form at a 
particular grid point. This probably is not a critical assumption when 
dealing with grid intervals such as the 1.5° by 2° latitude-longitude grid 
of this study and smaller intervals. It has not been necessary to define 
an ensemble of clouds as did Ooyama (1972). The parameterized clouds here 
occur naturally as a function of time and space such that the net result is 
convective heating due to the collection of the three different cloud types. 
The moisture source of the three cloud types is composed of two opposing 
terms at each level. The environmental subsidence defined in the mass budgets 
of Fig.35 represent a pronounced drying of the environment. A positive 
moisture source is included by introducing cloud-environment mixing as the 
cloud dissipates. 
subsidence drying. 
The parameter a is the percent area coverage of cumulus clouds and is 
computed similarly to that done by Kuo (1965). The physical reasoning used 
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to include this term lies in the fact that, although during cloud dissipation 
and mixing the cloud has little buoyance large values of (qc - qe ) 
can exist and moisture can be added to the environment. 
The computation of percent area of convection also provides essential 
data for computing longwave radiative cooling from cloud tops. The cloud 
time scale (At) chosen to represent the full life span of the cloud was 40, 
60, and 80 minutes for shallow, middle, and deep convection, respectively. 
These times were selected primarily for radiation computation purposes. The 
moisture source is not a function of At. 
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APPENDIX C 
SYMBOLS, 3-DIMENSIONAL MODEL 
percent area covered by cumulus clouds 
drag coefficient 
specific heat capacity of air at constant pressure 
Total static energy (gz t c T + Lq) 
moisture flux due to evaporation 
sensible heat flux 
frictional dissipation (east-west) 
frictional dissipation (north-south) 
internal energy diffusion 
coriolis parameter 
gravitational acceleration 
total diabatic heating 
latent heat of evaporation 
moisture sources and sinks 
pressure 
mixing ratio 
cloud base mass flux 
temperature in degrees absolute 
time 
east-west component of wind velocity 
t o t a l wind velocity 
north-south component of wind velocity 
heights of pressure surfaces above 1000 mb 
height of 1000-mb pressure surface 
cloud time scale 
sub-grid convergence parameter 
relative vorticity 
downdraft entrainment parameter 
potential temperature 
SYMBOLS (continued) -73-
potent ia l temperature at 1000 mb 
ve r t i ca l diffusion coefficient 
horizontal diffusion coefficient 
density of a i r 
east-west surface f r ic t iona l s t r e s s 
north-south surface f r i c t iona l s t r e s s . 
ve r t i ca l ve loci ty ,  
in-cloud ve r t i ca l motion 
environmental ver t i ca l motion 
f r ic t ion re la ted ve r t i ca l velocity at boundary layer top 
ve r t i ca l velocity at 1000 mb 
smoothed ver t i ca l velocity at boundary layer top 
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APPENDIX D 
List of Symbols 
specific heat of air at constant pressur 
saturation vapor pressure 
acceleration of gravity 
constant eddy diffusion coefficient 
eddy diffusion coefficient for cloud water content 
eddy diffusion coefficient for vorticity 
eddy diffusion coefficient for water vapor 
eddy diffusion coefficient for temperature 
latent heat of condensation 
cloud water content 
ratio of the molecular weight of water and dry air 
reference pressure of atmosphere 
total water content 
specific gas constant for dry air 
specific gas constant for water vapor 
water vapor content (mixing ratio) 
saturated water vapor content 
temperature 
temperature stratification of reference atmosphere 
temperature at ground level 
horizontal velocity 
vertical velocity 
y-component of vorticity 
-75-
potential temperature 
reference potential temperature of adiabatic atmosphere 
R/cp 
density of initial atmosphere 
thermodynamic variable (entropy divided by cp ) 
stream function 
deviation of the quantity () 
two dimensional Laplacian 
