Abstract. ERA-40 reanalyses, and simulations from three regional climate models (RCMs) (ALADIN, LMDZ, and WRF) and from one statistical downscaling model (CDFt) are used to evaluate the uncertainty in downscaling of wind, temperature, and rainfall cumulative distribution functions (CDFs) for eight stations in the French Mediterranean basin over 1991-2000. The uncertainty is quantified using the Cramer-von Mises score (CvM) to measure the "distance" between the simulated and observed CDFs. The ability of the three RCMs and CDF-t to simulate the "climate" variability is quantified with the explained variance, variance ratio and extreme occurrence. The study shows that despite their differences, the three RCMs display very similar performance. In terms of global distributions (i.e. CvM), all models perform better than ERA-40 for both seasons and variables. However, looking at variance criteria, RCMs are not always much better than ERA-40 reanalyses, whereas CDF-t produces accurate results when applied to ERA-40. In a second step, a combined statistical/dynamical downscaling approach has been used, consisting in applying CDF-t to the RCM outputs. It shows that CDF-t applied to the RCM outputs does not necessarily produce better results than those from CDF-t directly applied to ERA-40. It also shows that CDF-t applied to RCMs generally improves the downscaled CDFs and that the "additional" added value of CDF-t applied to the RCMs is independent of the performance of the RCMs in terms of CvM, explained variance, variance ratio and extreme occurrence.
Introduction
Climate varies across a wide range of temporal and spatial scales. Yet, climate modelling has long been approached using global general circulation models (GCM) that can resolve only the broader scales of atmospheric circulations (around 100-200 km grid resolution). Large-scale climate determines the environment for mesoscale and microscale processes that govern the weather and local climate. Resolving such interactions is needed for an improved understanding of the weather and local climate and of how climate both influences and is influenced by human activities.
Hence, there is a need to develop tools for downscaling GCM predictions to generate finer scale projections of local climatologies. Downscaling is the process of deriving regional climate information based on large-scale climate conditions. Both dynamical and statistical downscaling methods have been used extensively in the last decade to produce regional climate (see, e.g. Laprise, 2008; Maraun et al., 2010; or Rummukainen, 2010) . Statistical downscaling models (SDM) consist in obtaining high-resolution climate data by deriving statistical relationships between observed small-scale variables (often station level) and larger scale variables (e.g. GCM), using either weather typing (e.g. Huth, 2001; Boé and Terray, 2008) , regression models (through linear -e.g. Wilby et al., 2002; Busuioc et al., 2008 -or nonlinear models -e.g. Cannon and Whitfield, 2002; Salameh et al., 2009; Ghosh and Mujumdar, 2008) , or stochastic weather generators (e.g. Wilks and Wilby, 1999; Yang et al., 2005 ; Carreau and Vrac, 2011) . Statistical downscaling may be used whenever suitable small-scale observed data are available to derive the statistical relationships. Dynamical downscaling consists in driving a regional climate model (RCM) by a GCM over an area of interest since decreasing grid spacing generally improves the realism of the results (e.g. Mass et al., 2002; Sotillo et al., 2005; Ruti et al., 2007; Herrmann et al., 2011) . Different inter-comparisons of downscaling techniques have been performed between RCMs only (e.g. Frei et al., 2003 Frei et al., , 2006 Déqué et al., 2007) , between SDMs only (e.g. Harpham and Wilby, 2005; Raje and Mujumbar, 2011) , or including both approaches. In this latter category, various SDMs have been compared with RCMs but also applied to single RCMs (e.g. Busuioc et al., 2006; QuintanaSeguí et al., 2010) to evaluate the potential added value of applying a statistical model to one given RCM. However, most of the studies, working on one or several RCMs and/or SDMs, do not combine the two approaches but only compare the respective quality of the downscaled data (e.g. Haylock et al., 2006; Schmidli et al., 2006) . In the present study, one goal consists in evaluating and comparing the potential added value of applying a statistical model to different RCMs. Moreover, most of those inter-comparisons have generally focused on one climate variable only, such as temperature (e.g. Spak et al., 2007) or more generally precipitation (e.g. Schmidli et al., 2007) . In this article, we quantify the uncertainty of statistical and dynamical downscaling of three climate variables: wind, temperature and precipitation. Three different RCMs are employed: ALADIN, LMDZ and WRF. The multi RCMs approach allows here to ensure the robustness of the RCM uncertainty assessment. Moreover, the SDM evaluated here is named the "cumulative distribution function transform" (CDF-t) approach. CDF-t has originally been developed for wind downscaling (Michelangeli et al., 2009 ) but recently applied to temperature and precipitation (Vigaud et al., 2012; Lavaysse et al., 2012) . This method aims at modelling local-scale statistical characteristics using a probabilistic downscaling model. While most of the classical statistical downscaling models generally directly provide local-scale values (e.g. Maraun et al., 2001 for a recent review), probabilistic downscaling models link the cumulative distribution function (CDF) of a large-scale variable with the CDF of the same variable at a much smaller scale, and allow to downscale -value of a combined or to correct -CDFs from which local-scale data can be generated. This study corresponds to the first time that the CDF-t approach is compared with and even applied to RCMs. More specifically, here, we address the specific following issues:
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-evaluation of the quality of the downscaling models with respect to three meteorological variables (wind, temperature and precipitation),
-evaluation of the ability of the various downscaling techniques to simulate meteorological extremes, -evaluation of added value of a combined statistical/dynamical downscaling approach.
We focus here on the French Mediterranean basin ( Fig. 1 ) which is a key spot of occurrences of meteorological extremes, such as windstorms (e.g. Drobinski et al., 2005; Guénard et al., 2006; Lebeaupin Brossier and Drobinski, 2009 ), heavy precipitation (e.g. Ducrocq et al., 2008; Lebeaupin et al., 2006; Beaulant et al., 2011; or Vrac and Yiou, 2010) and heat waves and droughts (e.g. Schär et al., 2004; Fischer et al., 2007; Vautard et al., 2009 ). We investigate wind, temperature and precipitation distributions over the last twenty years (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) at eight wisely distributed meteorological station locations (Salameh et al., 2009; Lavaysse et al., 2012) . Uncertainty assessment of the various downscaling techniques with a special attention to meteorological extreme events is a key objective of the MEDUP project (Forecast and projection in climate scenario of Mediterranean intense events: uncertainties and propagation on environment) in the frame of which this study has been conducted.
In the following, Sect. 2 details the datasets, the statistical method and the RCMs used in this study. Section 3 quantifies the uncertainty associated with statistical and dynamical downscaling regarding wind speed, temperature and precipitation with a special focus on their extremes. Section 4 quantifies the possible added value of combining dynamical and statistical downscaling technique and evaluates uncertainty and error propagation at the various stages of the overall downscaling procedure. Finally, Sect. 5 concludes this study and suggests some perspectives.
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Station and large-scale data
Meteorological surface data
As "station" data, we use the 10-m wind speed (in m s −1 ), 2-m temperature (in K) and rainfall (in mm day −1 ) daily data provided by the SAFRAN analysis system (Le Moigne, 2002) at locations where weather stations are localized. We selected stations spread over Southern France (Fig. 1) allowing the sampling of the various sub-climatic regions as in Salameh et al. (2009) and Lavaysse et al. (2012) , and use the data provided by SAFRAN in order to avoid "holes" in the data collected by the surface weather stations. The SAFRAN analysis system had been initially designed to provide atmospheric forcing data in mountainous areas for avalanche hazard forecasting (Durand et al., 1993 (Durand et al., , 1999 . The avalanche version of SAFRAN has recently been used to develop a long-term meteorological reanalysis over the French Alps (Durand et al., 2009 ). This system has been extended over the whole country and modified in order to feed macroscale soil-vegetation-atmosphere transfer models (Le Moigne, 2002) . A detailed description of SAFRAN, its validation and its application over France is given by Quintana- Seguí et al. (2008) . The number of stations used in the analysis evolved with time (Vidal et al., 2010) . Continuously increasing from 3000 to 4000 for precipitation between the late 1950s and present, the increase was much sharper for temperature and wind speed, with a jump from 500 to 4000 and from 500 to 2000, respectively, between the late 1980s and the late 1990s (no significant change since then). We kept temperature and rainfall data over a 20-yr period between 1981 and 2000 (only non zero observed precipitation). Because of the important automation of the anemometers during the 1980s, which significantly modified the measurement of the wind speed, we kept wind speed data over a 10-yr period between 1991 and 2000. In the following, although data come from SAFRAN gridcells that can sometimes be slightly different from real observed time series (Quintana-Seguí et al., 2008) , we will refer to "station" data for simplicity. The main characteristics of the eight stations used in this study are given in Table 1 and their locations are indicated by red dots in Fig. 1. 
Large-scale data: ERA-40 reanalyses
The European Centre for Medium-Range Weather Forecasts (ECMWF) has released reanalysed datasets for the time frame 1957 (Simmons and Gibson, 2000 . The ERA-40 model has a resolution corresponding to a T159 spectral truncation with 60 vertical levels from 1000 to 0.1 hPa. Data are reported on a 1.125 • ×1.125 • grid every 6 h (00:00, 06:00, 12:00, and 18:00 UTC). In this study, we use the data covering the 1981-2000 period. To use large-scale data onto stations, a simple bi-linear interpolation from the four nearest grid points of the model are used. This method can result in diffusive solutions, possibly destroying sharp gradients that may be present in variables such as precipitation. The potential consequences of such an interpolation are beyond the scope of this article and are therefore not investigated in the present study.
The CDF-t method
The statistical downscaling used in this study is the "Cumulative Distribution Function-transform" (CDF-t) method developed by Michelangeli et al. (2009) . This approach aims at relating the cumulative distribution function (CDF) of a climate variable (e.g. wind) at a large scale (e.g. from GCM or reanalysis data) to the CDF of this variable at a local scale (e.g. at a station). CDF-t can be seen as a variant of the quantile-quantile correction method (e.g. Wood et al., 2002 , or Déqué, 2007 that can use either non-parametric (as in Déqué, 2007) or parametric (as in Shabalova et al., 2003 or Piani et al., 2010 correspondences, between predictors and predictands quantiles, in order to derive localscale CDFs (i.e. at the stations) based on the evolutions of the large-scale CDFs between calibration and target (i.e. future or evaluation) period. Although the CDF-t and quantilequantile methods have a similar philosophy, CDF-t takes into account the change in the large-scale CDF from the historic to the future time period, while quantile-quantile projects the simulated large-scale values onto the historic CDF to compute and match quantiles. In the CDF-t approach, a mathematical transformation T is applied to the large-scale CDF to define a new CDF as close as possible to the CDF measured at the station. Let F Gh and F Sh define respectively the CDFs of the variable of interest from the GCM (subscript G in the following) and from a given station (subscript S) over a historical calibration period (subscript h). We assume that the transformation T allows to go from F Gh to F Sh :
Replacing x by F −1
Gh (u), where u is any probability in [0, 1], we obtain
which provides a simple definition of T . Assuming T is stationary in time, the transformation can be applied to F Gf , the large-scale CDF of the climate variable over a validation or future period f, to generate F Sf , the CDF at the station location for the same period f:
which is equivalent to
Although the philosophies of the CDF-t and quantilequantile approaches are relatively close in working both with CDFs, they are based on two different angles to correct either quantiles or probability values. The main underlying hypothesis of the CDF-t method is that, although the RCM is not able to predict correctly the CDF of a variable at a local scale, the evolution of this CDF from a time period to another is coherent and makes sense. Therefore, the CDF-t method translates this evolution to the local-scale CDF to determine F Sf . Hence, CDF-t can be considered as a bias-correction method. However, in a purely practical way, CDF-t is used here to correct relatively large-scale statistical distributions to model local-scale ones. In that sense, it performs a change of spatial scale and could be seen as a downscaling approach, although not in the classical sense. The stationary assumption of the statistical model is recurrent whatever the SDM. This assumption has to be made to apply any SDM to climate conditions (e.g. future or past conditions) different from those of the calibration period (e.g. Quintana- Seguí et al., 2010; Maraun et al., 2010) . However, CDF-t estimates the change in the local-scale distribution before generating climate (temperature, wind and precipitation) values. In other words, although the transformation T is assumed to be stationary, the statistical properties of the statistically downscaled data are not stationary and are able to evolve with climate change captured at large-scale. Once F Sf has been determined from Eq. (4), a quantilequantile (QQ) approach is performed between F Gf and F Sf to generate local-scale time series. While in the "classical" approach (e.g. Déqué, 2007) , QQ is directly applied between F Gh and F Sh ; the CDF-t approach generates quantile values through a QQ performed between F Gf (and not F Gh ) and F Sf (and not F Sh ). This allows to generate local-scale values according to F Sf in chronological agreement with "future" large-scale simulations.
In this study, CDF-t is supplied either by the bi-linear interpolated ERA-40 data onto the stations, as explained previously, or by RCM outputs in the combined dynamical/statistical approach. Note that interpolation of RCM results for comparison to point station data must be performed carefully since spatial characteristics could be significantly interrupted. As in Déqué (2007) or Michelangeli et al. (2009) , a "constant correction" method is applied whenever the large-scale CDFs are off the range of the localscale ones. The percentage of data for which the "constant correction" is applied is generally quite low whatever the season and the model (ERA-40, ALADIN, LMDz) used as input in CDF-t, for temperature (less than 1 %) and wind (∼ 2 %).
However, for precipitation, while CDF-t applied to ERA-40 or ALADIN data performs this "constant correction" for less than 1 % of the data (for both winter and summer seasons), CDF-t applied to LMDz needs a "constant correction" on about 30 % of the data. Hence, except these high percentages for CDF-t applied to LMDz rainfall, the global percentage of values for which a "constant correction" is applied is quite low, even for the rainfall variable from ERA-40 and ALADIN. Indeed, to reduce the potential gap between the large-and local-scale CDFs, a "shift" is applied to FGh (the historical large-scale CDF) to make the large-and local-scale CDFs have the same first quantile (i.e. first x value), before applying CDF-t. Hence, in Eqs. (1)- (4), F Gh and F Gf correspond to CDFs computed from the "shifted" data (with the same shift defined for F Gh ). This technique is detailed (with an additional "inflation", not performed here) in Kallache et al. (2011) .
Note that, by construction, if the CDF of the large-scale variable (i.e. obtained from reanalyses or a given RCM) is stationary between the calibration and target (future) periods, then the estimate of F Sf will be F Sh . That is, the localscale CDF is also supposed to be stationary. In other words, if no change occurs (neither at large nor at local scales), CDF-t will be a perfect downscaling model. This property is (or clearly should be) a fundamental requirement of any statistical downscaling model (SDM) or bias correction method. If this were not the case, we could not have much confidence in the statistical approach used and its further application in any context would be meaningless. In the following, all computations for this CDF downscaling have been made through the "CDF-t" R package (freely available on www.r-project.org/) with empirical (i.e. data driven) CDFs.
More theoretical and technical details, as well as first validations and comparisons can be found in Michelangeli et al. (2009) , while applications of CDF-t are provided in Vigaud et al. (2011) and Lavaysse et al. (2012) to local projections of precipitation and temperature over India and the French Mediterranean, respectively, or in Oettli et al. (2011) to correct RCMs simulations as inputs of a crop yield model. While CDF-t is directly applied to all values of temperature and wind variables, as mentioned in Sect. 2.1.1, only non zero precipitation data are supplied to CDF-t for precipitation, hence linking large-and local-scale CDFs of strictly positive rainfall values (see Lavaysse et al., 2012 for further details).
Regional climate models
To evaluate the robustness of the uncertainty evaluation in dynamical downscaling, a multi-model approach is used with three different RCMs, run with different dynamical cores, numerical schemes and physical parameterizations. The RCMs are ALADIN, LMDZ and WRF.
In this study, the version 5 of the limited-area atmosphere regional climate model ALADIN-Climate is used without spectral nudging with a 50 km horizontal resolution (see Radu et al., 2008 , and Farda et al., 2010 for version 4 description, and Colin et al., 2010 for version 5 description). ALADIN-Climate shares the same dynamical core as the cycle 32 of its weather forecast counterpart ALADIN and the same physical package as the version 5 of the GCM ARPEGE-Climate (Déqué, 2010) . ALADINClimate is a bi-spectral RCM with a semi-implicit semilagrangian advection scheme. Its configuration includes a 11-point wide bi-periodization zone in addition to the more classical 8 points relaxation zone. This so-called extension zone allows the computation of the fast-Fourier transforms for the spectral-to-grid point space computation. More details can be found in Farda et al. (2010) . The planetary boundary layer turbulence physics is based on Louis (1979) and the interpolation of the wind speed from the first layer of the model (about 30 m) to the 10 m-height follows Geleyn (1988) . Version 4 of ALADIN-Climate was used for the European ENSEMBLES project in which it was intercompared with the state-of-the art of the European RCMs at 50 and 25 km (Christensen et al., 2008; Sanchez-Gomez et al., 2008; Christensen et al., 2010) . The simulation covers the 1958-2001 ERA-40 period but we use those simulations over 1981-2000. In ALADIN-Climate, nudging is applied on temperature, wind vorticity, wind divergence and logarithm of the surface pressure. The maximum e-folding time depends on the variables (6 h for the vorticity, 24 h for the logarithm of the surface pressure, the specific humidity and the temperature, 48 h for the divergence) following the setting of Guldberg et al. (2005) . The maximum e-folding time is reached above 700 hPa and for scales larger than 1280 km. The nudging is linearly decreasing between 700 and 850 hPa in altitude and between 1280 and 640 km for the horizontal scales. The atmospheric boundary layer and the scales not represented in ERA-40 are not nudged (Herrmann et al., 2011) .
The LMDZ model used in this intercomparison study is the regional version of a global atmospheric general circulation model, as described in Li (1999) and Hourdin et al. (2006) . It is a grid-point model with the possibility of making a regional enhancement of spatial resolution. The current model has globally 240 × 180 points in longitude and latitude respectively. But the grid points are not equally distributed on the Earth. The spatial resolution is about 35 km in a rectangular covering an extended area of the Mediterranean and Europe (15 • W/45 • E and 20 • N/60 • N). A similar utilization of LMDZ in studying regional climate extremes around the Mediterranean has been reported in Goubanova and Li (2007) . In this work, LMDZ is used as a classical limited area model (such as ALADIN and WRF). The whole Earth, except our interested domain over the Mediterranean and Europe, is nudged to ERA-40 through relaxation of both atmospheric temperature and winds. In LMDZ, a very strong indiscriminate nudging is applied over the whole globe except over the Mediterranean region, with a relaxation time set to half an hour to ensure a close relation with ERA-40 at synoptic scale. No nudging is applied over the Mediterranean domain.
The last RCM is the limited-area model WRF (Weather Research and Forecasting), version 3.1. The WRF model is developed by the National Center for Atmospheric Research (NCAR) (Skamarock et al., 2008) . The model solves the non-hydrostatic equations of motion in terrain following sigma coordinates. One single domain is used with a horizontal mesh size of 50 km and a domain centered at 43.02 • N and 15.45 • W, covering an area of 4900 km × 3150 km. The geographical data are from 5 min resolution USGS (United States Geophysical Survey) data. In the vertical, 28 unevenly spaced η levels are used and a complete set of physics parameterizations is used Fritsch, 1990, 1993 for the cumulus parametrization; Janjic, 2002 for the Eta surface layer scheme; Janjic, 1990 Janjic, , 2002 for the Mellor Yamada Janjic PBL scheme; Mlawer et al., 1997 and Dudhia, 1989 for the longwave and shortwave radiation schemes, respectively). The WRF simulation has only been performed on the 1991-2000 evaluation period. To avoid unrealistic departure from the driving fields, indiscriminate nudging is applied as boundary and central nudging with a coefficient of 5 × 10 −5 s −1 (6 h) for temperature, humidity and velocity components above the planetary boundary layer (Salameh et al., 2010) . Although the WRF model has not been run on the full period (calibration + evaluation) but only on the evaluation period, it allows to increase the number of RCMs studied. Hence, CDF-t cannot be applied to WRF for comparison. However, as the evaluations of all the tested models (CDF-t and RCMs including WRF) are made in the following on the exact same period, the inclusion of the WRF model is useful to have a more complete assessment of the performances and of the variability of the RCMs simulations.
Uncertainty assessment of statistical and dynamical downscaling
The uncertainty evaluation is performed using two different time periods: one for the calibration of CDF-t and one for projections and evaluations. As indicated in Sect. 2.1.1, the observed temperature and rainfall data cover a 20 yr period, whereas wind speed only spans 10 yr. These periods have been split into two periods of equal length. Calibration is performed per season (winter and summer) in 1981-1990 for temperature and precipitation and 1991-1996 for wind speed; projections and evaluations are performed per season on 1991-2000 (temperature and rainfall) and 1996-2000 (wind) periods, based on daily values. The evaluation of SDMs (any, not only CDF-t) still is a challenging task. Ideally, the best we could do is to calibrate SDMs over a given time period and evaluate them on another time period with climate conditions very different from those of the calibration period. As we do not dispose of reliable observed data for a climate "very" different from the one used for calibration, the least that we can (should) do is to cut into two parts the time series that we have at our disposal. At least, this allows to evaluate the SDMs on data that were not used during the calibration process. In other words, although the calibration periods (only 10-and 5-yr time periods) may not cover the "climatology" in the region, we hope that they contain sufficiently varied situations to capture the main relationships between large-and local-scale data within the calibrated SDM (here, CDF-t) to be applied in another climate context. In that context, to verify whether or not the CDFs of the calibration period and those of the evaluation period are significantly different at 95 % (i.e. α = 0.05), the Kolmogorov-Smirnov (KS) test (Darling, 1957) has been applied between those CDFs. The KS statistic is the supremum of the absolute differences between F and F ds : KS = sup x |F ds (x)−F (x)|. The results showed that the two periods are associated with significantly (α = 0.05) different CDFs for a vast majority of CDFs ( 87.5 %, 80 % and 67.5 % of the temperature, wind and rain CDFs, respectively).
The uncertainty quantification, which is a major objective of the MEDUP project, is performed by estimating the "distance" between the downscaled CDF and the observed CDF over the evaluation period. This is quantified over each station using the Cramer-von Mises (CvM) score. Indeed, the CvM can be seen as a measure of the distance between two CDFs (Darling, 1957) and has already been used in previous downscaling evaluation (e.g. Michelangeli et al., 2009) . If F (x) is the empirical CDF of the observed data over the evaluation period (i.e. the CDF to be retrieved), and F ds (x) the downscaled CDF, the CvM statistics is defined as the integrated squared difference between F and F ds :
In the following, the CvM score is computed to compare the observed CDF with (i) the CDF of the interpolated largescale fields from ERA-40 reanalyses, (ii) the CDF obtained from the CDF-t statistical downscaling method and (iii) the CDF of the interpolated RCM (for each of the three RCMs). The Cramer-von Mises (CvM) test is a goodness-of-fit test. Consequently, for each station, variable and model, the probability to reject or accept the null hypothesis allows an assessment of the degree of confidence into the downscaling method. This can be associated with the notion of uncertainty, hence justifying the title of the article and of the section. Moreover, the following figures display results through box-and-whisker plots (the so-called boxplots): those allow visualizing the spread of the quality of the different downscaling approaches and provide information on the global uncertainty associated with a given model for a given variable over the eight stations altogether. In addition to CvM, the Kolmogorov-Smirnov (KS) score was also used to quantify the distance between observed and modelled CDFs (Darling, 1957) . However, the obtained results are similar to those of CvM. Hence, no assessment based on the KS scores are presented in the following. Figure 2 shows boxplots of the different CvM scores obtained over the evaluation period (1996-2000 for wind, and 1991-2000 for temperature and rain) for winter (November to March) and summer (May to September), and for each of the five models (ERA-40, CDF-t, ALADIN, LMDz, and WRF) over the eight stations, and for the three variables.
The dashed lines indicate theoretical CvM values under which the CDFs of the simulations are not statistically significantly different at 95 % from the CDFs of the observations. The values of CvM are given as a function of the downscaling model (ALADIN, LMDZ, WRF and CDF-t) and the driving large-scale fields from ERA-40 reanalyses. The CvM variability represented by the box in the box-plot, quantifies the spatial variability over the eight weather stations. However, since there is no signal of any spatial pattern, the CvM values will not be shown as a function of the weather station locations. From Fig. 2 , the inter-model variability of the CvM scores is slightly higher for wind speed than for temperature, and slightly higher for temperature than for precipitation. As expected, ERA-40 reanalyses display high CvM values for all three variables indicating the poor quality of the CDFs of the ERA-40 reanalyses with respect to the local observations for wind speed, temperature and precipitation. Looking at the median of the boxplots, it is worth noticing that, with CvM as a diagnostics of the quality of the downscaled variable, CDFs of wind speed and temperature from the RCMs are not better simulated than rainfall CDFs. Indeed, while CDF-t seems predominantly below the thresholds (i.e. not significantly 12 M. Vrac et al.: Statistical and dynamical different from the observations), the three RCMs have their boxplots higher than the theoretical thresholds for both seasons (first two rows of Fig. 2 ). For rainfall, CvM scores from CDF-t are still below the thresholds ( Fig. 2e and f) . However, this is also true for ALADIN and WRF, even though the variability of their CvM statistics is larger (except for summer in Fig. 2f , when ALADIN boxplot is smaller than CDF-t boxplot). For both seasons, CvM values for LMDZ rainfall are higher than the thresholds, meaning that rainfall CDFs significantly differ from the observations. Interestingly, WRF and ALADIN provide lower CvM scores for precipitation than for the other variables and all models perform better than ERA-40 for both seasons and variables (except LMDZ winter rainfall). Surprisingly, in general, the RCMs seem to produce better downscaled precipitation than temperature and wind speed, at least using the CvM metrics.
Although CvM scores provide quantitative information regarding the quality of the local-scale CDFs, a complementary and more commonly used diagnostics to evaluate the quality of the local-scale CDFs is the variance. In the following, although it would certainly be possible to compute the different criteria directly with the obtained CDFs (i.e. without generating values), it is generally easier to generate values and then to compute the criteria. Indeed, the CDF-t method employed in this article corresponds to the empirical version, i.e. working with empirical CDF. Hence, we do not get an analytic form of the CDF. Moreover, even with a parametric formulation of the various CDFs involved in this approach, the local-scale CDFs obtained are not necessarily trivial and their properties (variance, etc.) can be difficult to determine. Figures 3 and 4 (left columns) show the boxplots of the variance explained by each of the five models (ERA-40, CDF-t, ALADIN, LMDz, and WRF) in winter (Fig. 3) and summer (Fig. 4) over the evaluation period and for the eight weather stations. The explained variance (%ev) expressed in percent is defined as
where n is the number of days of the period of evaluation, S i is the simulated value for day i, O i is the observed value at day i, and O is the mean of the observations for the period. The quantity %ev allows to characterize the variability of the simulated data with respect to the mean of the observations. Therefore, this criterion provides a quantitative information about the quality of the variability of the simulations. However, to be correctly interpreted, the variance has to be computed from data normally distributed. Indeed, although the variance can be empirically computed for almost any sample, whatever the real underlying associated distribution, the interpretation of the variance is only correct based on the assumption that the data are Gaussian. This is usually considered the case for temperature and wind (quantilequantile normal plots confirmed this for our data, not shown) but precipitation data are asymmetric and are usually considered as Log-normally distributed (e.g. Das, 1956; Cho et al., 2004) , meaning that the logarithm of strictly positive precipitation values is normally distributed. Hence, in the following, if %ev is directly calculated on the temperature and wind intensity data, it is computed on the log-values of the positive precipitation data. In Figs. 3 and 4 (left columns), the closer %ev is to 100 % (dashed line), the better the variability of the simulations. Note that, in those figures, the range varies from one variable to another. For wind speed (Figs. 3a and 4a) , %ev is much larger that 100 % for ERA-40 and WRF, whereas it is close to 100 % for CDF-t, ALADIN, and LMDZ. For temperature (Figs. 3c  and 4c ), ERA-40 and ALADIN in winter, and ERA-40, AL-ADIN and WRF in summer display %ev higher than 100 %. The explained variance %ev is closer to 100 % for CDF-t, LMDz and WRF in winter, and CDF-t and LMDZ in summer. If the latter models are well centered around 100 % on average over the eight stations, a station-to-station comparison shows differences especially in winter (Fig. 3a) . For the rainfall (Figs. 3e and 4e ), the differences between seasons are more pronounced. The explained variance %ev displays large values for all RCMs and around 100 % for ERA-40 and CDF-t in winter (Fig. 3e) . In summer, while %ev is too low for ERA-40 and ALADIN, it is close to 100 % for CDF-t and WRF, and too large for LMDZ (Fig. 4e) . Interestingly, ERA-40 does not overestimate the explained variance as it does for wind speed and temperature. In winter, dynamical downscaling of rainfall with all three RCMs generally degrades the explained variance with respect to the driving field ERA-40.
However, as the percentage of explained variance is by definition calculated with respect to the mean of the observations (i.e. O in Eq. 6), it does not reflect whether or not the variance of the simulations (i.e. with respect to their own mean, say S) is similar to the variance of the observations. To assess the variability of the simulations with respect to their own mean, the ratio of variances (%rv) is computed (in percentage to ease comparisons with %ev) for each model and station:
where S is the mean of the simulated data, and σ 2 S and σ 2 O are the estimated variances of the simulations and observations, respectively. This ratio allows to see if the variance of the simulations is close to the variance of the observations. It can also be seen as the percentage of explained variance when the mean of the simulations is exactly the mean of the observations. In other words, the combined evaluation of those two criteria also provides information on the bias since if %ev and %rv are close to each other, it means that the bias is small. Also, if %rv is close to (resp., far from) 100 % and %ev is not, it means that the bias is relatively large (resp., small). The boxplots of %rv are displayed in Figs. 3 and 4 (right column) for winter and summer, respectively. Globally, %rv is similar to %ev (left columns of Figs. 3 and 4) . This means that the high values of %ev are essentially due to differences between the variance of the simulated data and the variance of the observations, rather than differences between the mean values. Nevertheless, some differences with %ev are visible. For wind speed, ERA-40 and WRF display boxplots for %rv smaller than for %ev, meaning that the large values of %ev can be attributed to differences in mean values. Nevertheless, still regarding wind speed, one can note the large values of %ev and %rv for WRF. Indeed, WRF produces too strong surface winds. This generates high %ev because the WRF wind speed mean value is higher than for other RCMs. Moreover, this generates a high %rv since strong winds induce strong surface stress and wind variance (i.e. in Eq. 7) M. Vrac et al.: Statistical and dynamical ues of %ev and %rv for WRF. Indeed, WRF produces too strong surface winds. This generates high %ev because the WRF wind speed mean value is higher than for other RCMs.
Moreover, this generates a high %rv since strong winds induce strong surface stress and wind variance (i.e., in Eq. (7)) is linearly related to the surface stress (e.g., Drobinski et al., ues of %ev and %rv for WRF. Indeed, WRF produces too strong surface winds. This generates high %ev because the WRF wind speed mean value is higher than for other RCMs.
Moreover, this generates a high %rv since strong winds induce strong surface stress and wind variance (i.e., in Eq. (7)) is linearly related to the surface stress (e.g., Drobinski et al., is linearly related to the surface stress (e.g. Drobinski et al., 2004) .
To evaluate how those biases influence the representation of the "extreme" values, Fig. 5 provides for each model the boxplot (representing the spatial variability between the eight stations) of the percentages of simulated values that are higher than the 95th percentile of the observations in winter (left column) and summer (right column) over the evaluation period. A "perfect" model should give 5 % of such values. For the rainfall variable, those percentages are given conditionally on positive rain intensity only. The question we are trying to answer here is: If we know that it rains, what is the global probability to get a simulated data that is higher than the observed 95th percentile. This corresponds to a conditional probability (or percentage) that allows us to compare SAFRAN and model (RCM or ERA-40) data in a proper way. Indeed, as the frequency of wet days is different from SAFRAN and from the models, it would not be consistent to look at this percentage for all values (i.e. including 0's). Looking at rainy days only makes that SAFRAN and model data are compared in comparable situations.
On average, ERA-40 overestimates the occurrence of wind speed extremes and underestimates the occurrence of temperature and rainfall extremes. Except for WRF, dynamical downscaling improves the occurrence of wind speed extreme. Occurrence of winter temperature extremes are better predicted when dynamical downscaling is applied. This is true whatever the RCM; although, WRF shows the highest what is the global probability to get a simulated data that is spatial variability of those percentages between the stations. Summer extreme temperatures are however strongly overestimated with ALADIN and WRF, the latter still showing the highest spatial variability between stations. The results are different for extreme rainfall. All RCMs overestimate the occurrence of rainfall extremes in winter, while for summer, LMDz still has too many rainfall extremes and WRF too few on average. The same results are obtained when considering higher quantiles (e.g. 99th, not shown). Interestingly, for wind speed and precipitation, the general patterns of the boxplots for climate extreme occurrence are very similar to those for %ev and %rv for both seasons (Figs. 3 and 4) . This result indicates that the deficiencies of the RCMs to reproduce accurately the variance of the various climate variables affect in a same way the prediction of extreme occurrence.
One major finding of this section is thus that all RCMs, despite their differences in terms of dynamical core, numerical schemes and physical parameterizations, display very similar performance, which are not necessarily "much" better than ERA-40 reanalyses in terms of variance criteria (although this is true on average for all stations, this conclusion does not stand on station-to-station basis). Surface temperature and wind observations are assimilated in ERA-40 reanalyses. Therefore, it is logical that RCMs do not necessarily perform much better than ERA-40 at locations where observations were assimilated. As precipitation is not assimilated but the product of physical parameterization, ERA-40 rainfall is usually considered as strongly biased and incorrect. Hence, RCMs precipitation are usually better than those from ERA-40. However, this is not the case for the variance criteria, especially in winter (Fig. 3) . Indeed, ERA-40 data assimilate a number of observations over the whole domain and even if they do not assimilate precipitation, they assimilate pressure fields that have a significant influence on precipitation. Moreover, even if the resolution of RCM is higher, they do not necessarily assimilate these observations for this domain: in that case, they can be less competitive. This is also to be contrasted by studies showing a frequent added value of high-resolution simulations, in particular for extremes of wind or rain (e.g. Ruti et al., 2007 or Herrmann et al., 2011 .
Combined statistical/dynamical downscaling
In this section, we quantify the potential "added value" of combining statistical and dynamical downscaling approaches. It consists in applying CDF-t to the RCM downscaled fields instead of the ERA-40 large-scale fields. The relevant questions addressed in this section are the following: Can the CDF-t approach be used for bias correction of RCM downscaled data as performed similarly in the GCM community? Does combining statistical and dynamical downscaling techniques improve the overall downscaling performance? Figures 2, 3, 4 and 5 also display the results for the combined statistical/dynamical downscaling approach. CDF-t applied to ALADIN and LMDz are referred to as CDF-t(ALADIN) and CDF-t(LMDz), respectively. For data availability reasons, WRF simulations have not been downscaled further with CDF-t.
For both seasons, the improvement in terms of CvM diagnostics is clear for all three variables for CDF-t(LMDz). It is also true for wind speed with CDF-t(ALADIN). However, with ALADIN, the gain is smaller for temperature and rainfall. Note also that, based on the results from the height stations, the spatial range of the CvM scores from CDFt(ALADIN) is similar to that of ALADIN (Fig. 2e) . Similar results are found for %ev and %rv (Figs. 3 and 4) : the combined statistical/dynamical approach displays improved results for wind speed, temperature and rainfall with respect to dynamical downscaling only. The gain is however smaller in terms of %ev and %rv when CDF-t is applied to ALADIN outputs. Note also that the spatial variability is reduced for all variables and RCMs when CDF-t is applied. Finally, the use of the combined statistical/dynamical downscaling approach never degrades the results quantified in terms of CvM, %ev and %rv regarding dynamical downscaling only.
For wind speed, temperature and rainfall extremes (Fig. 5) , combined statistical/dynamical downscaling generally provides better results (i.e. a percentage of values over the 95th observed percentile closer to 5 %) than with dynamical downscaling only. However, for winter temperature extremes, ALADIN gives better score than CDF-t(ALADIN). For summer temperature extremes, CDF-t(ALADIN) only brings a gain on average since the spatial variability of the percentages of extremes, indicated by the size of the box, is much larger than with ALADIN alone.
Concerning the propagation of uncertainty with a combined statistical/dynamical downscaling, we can observe that the "additional" added value of CDF-t applied to RCMs outputs is independent of the quality of the field downscaled with the RCMs. For instance, while ALADIN displays better CvM results for wind speed than LMDz, CDF-t applied to those RCMs produces similar CvM scores (Fig. 2a) . This is also true for %ev and %rv ( Fig. 3e and f) . Note also that some "bad" %ev and %rv values from the combined downscaling are due to stationary or non-stationary properties of the observed data between calibration and evaluation periods while "input" (ERA-40 or RCMs) data show opposite properties. For example, many winter time series of temperature from SAFRAN clearly indicate non-stationary evolutions of their CDFs, while those winter time series of temperature from ALADIN show stationary properties. CDF-t is nevertheless driven by those inputs: If their distribution does not evolve while observations do (or the opposite), it is clear that CDFt projections will be misled. In other words, the quality of CDF-t strongly depends on the quality of its inputs.
The evaluations tools employed up to now in this study characterize "temporal" CDFs and variances. The CDF-t approach is not designed to correct the spatial correlation since it is applied location per location, i.e. in a univariate context and we did not expect CDF-t to improve the spatial variability of the RCMs. To verify this point, for each variable, the correlation has been calculated for every pair of stations and the resulting values were plotted in function of the distance separating the stations. The results (not shown) confirm that, as expected, CDF-t does not improve the spatial variability of the RCMs simulations since the spatial correlations of the combined statistical/dynamical downscaling results are very close to those of the initial RCMs data. However, the good point is that it does not deteriorate the spatial correlation either. Also, if the spatial correlation between any two stations is not improved by CDF-t (seen for example through variogram analyses, not shown), the spatial structure of statistical properties (such as means or quantiles of given probabilities) is improved since CDF-t makes the distributions of the RCM data (and so their marginal statistical properties) more similar to those of the observations. One major finding is thus, that despite the added value of dynamical downscaling to retrieve finer scale meteorological patterns and improve wind speed, temperature and precipitation distributions with respect to ERA-40, the use of a combined statistical/dynamical downscaling approach does not necessarily degrade too much nor necessarily improve the results when compared to those produced by CDF-t directly applied to ERA-40 reanalyses. In other words, refining "too much" the CDFs provided to CDF-t does not necessarily imply improved downscaled CDFs. Indeed, CDF-t applied to ERA-40 reanalyses already provides quite satisfactorily results in term of CvM "distance", variances, and simulation of extremes. The same conclusion does not necessarily hold for other large-scale data, such as GCM outputs, where a spatial refinement through RCMs may improve the quality of the CDF-t downscaling.
Conclusions
In this study, ERA-40 reanalyses, and simulations from three regional climate models (ALADIN, LMDZ, and WRF) and from one statistical downscaling model (CDF-t) are used to evaluate the uncertainty in downscaling wind speed, temperature, and rainfall for eight stations in the French Mediterranean basin from 1991-2000. The Cramer-von Mises score (CvM) is employed to measure the "distance" between those distributions, and the ability of the three regional climate models and CDF-t to simulate the "climate" variability is quantified with the explained variance, variance ratio and extreme occurrence. The main general conclusions are as follows:
-Despite their differences, the three RCMs display very similar performance.
-In terms of global distributions (i.e. CvM), all models perform better than ERA-40 for both seasons and variables.
-However, looking at variance criteria, RCMs are surprisingly not always "much" better than ERA-40 reanalyses.
-CDF-t shows relatively good results for all tested criteria when applied to ERA-40.
More specifically, concerning the comparison RCM vs. CDF-t, we can also conclude that, when applied to ERA-40 (or GCM) data, RCMs tend to improve the spatial correlations while CDF-t does not change much the spatial dependence. Hence, if a specific study focus on the spatial structure, RCMs should be favoured over CDF-t. However, this may be different with a different SDM, such as a multi-sites statistical model (e.g. Harpham and Wilby, 2005; Frost et al., 2011) . On the other hand, if marginal (i.e. one dimension) distributions are of interest, the CDF-t approach is certainly more adapted than RCMs. The results concerning the extremes simulated by the three RCMs driven by ERA-40 are contrasted and depend on the variable studied, the season and the RCM itself. CDF-t shows more stability in reproducing correctly statistical properties of high values (of temperature, wind intensity and rainfall). In general, the discrepancies between observed data and CDFt results are smaller than the discrepancies between observed data and RCM results. This is due to the fact that CDF-t (and potentially any SDM) is constructed to provide outputs that look like the observed climatology (at least over the calibration period). This feature is obviously not in RCMs that are based on physical processes. In a second step, a combined statistical/dynamical downscaling approach has been used, consisting in applying CDFt to the regional climate model outputs (only ALADIN and LMDZ for data availability reason). It shows that, based on the criteria used in this study:
-CDF-t applied to the RCM outputs does not necessarily produce better results than those from CDF-t directly applied to the ERA-40 reanalyses.
-CDF-t applied to the RCMs generally improves the downscaled CDFs and the "additional" added value of CDF-t applied to the RCMs is independent of the performance of the RCMs in terms of CvM, explained variance, variance ratio and extreme occurrence.
Note also that CDF-t applied to RCM outputs generally provides a better spatial structure (e.g. in terms of spatial correlation) than CDF-t applied to ERA-40 (not shown). Indeed, RCMs reproduce better the spatial variability than ERA-40 while CDF-t is not designed to correct the spatial correlations of the simulations. Moreover, although the calibration and evaluation periods have been tested as significantly different through KS tests for a majority of stations, the CDF-t approach shows good stability and results. However, the periods selected (based on availability and quality of the data) are relatively short, especially for precipitation, and can potentially misrepresent the tail of the distributions, and so the CDF transformations, due to few extremes. This question of the length of data period for calibration and evaluation of any SDM is a very important and recurrent question that is left for future work.
Finally, this study confirmed some intuitive expected results but also showed more surprising results. The natural follow-up is to apply these methods to GCM simulations with coarser resolution than ERA-40 to test the robustness of the results of the present study obtained on the combined statistical/dynamical downscaling approach, and apply it to future GCM projections. Note however that representing correct distributions, variances or extreme properties in present climate is not a guarantee of correctly representing the evolution of those properties in a climate change scenario.
Another comparison framework could also have been used. Indeed, the (dynamically and statistically) downscaled data have a spatial density equal to or lower than 50 × 50 km 2 , while the station density is larger than that (∼65 × 65 km 2 ). We therefore have less than one observation per grid cell. To solve this, we could have used a very dense network of stations and aggregated them to the spatial resolution of the RCM outputs for comparisons. Hence, we would have one "aggregated" observation per grid cell, which would facilitate the comparisons. However, in the present study, the comparisons were performed based on cumulative distribution functions (CDFs) calculated over 10 yr from mean daily values. This temporal aggregation allows avoiding the high frequency fluctuations and makes data more comparable to RCM outputs. Also, the comparisons are made in terms of distributions and statistical properties, which reduce the potential spatial inconsistencies between RCM outputs and observations. However, this alternative comparison approach (i.e. using aggregated observations) will be made in a future work.
A relevant perspective is also to get use of gridded surface observations (such as daily ECA&D reanalyses, monthly CRU data or even the whole SAFRAN reanalyses database) to produce spatially resolved downscaled field. This is, of course, an evident product for dynamical downscaling but a less frequently used approach for statistical downscaling, although some studies took advantage of such gridded data (e.g. Déqué, 2007 or Quintana-Seguí et al., 2010 .
