The ultimate performance of surface slope metrology instrumentation, such as long trace profilers and autocollimator based deflectometers, is limited by systematic errors that are increased when the entire angular range is used for metrology of significantly curved optics. At the ALS X-Ray Optics Laboratory, in collaboration with the HZB/BESSY-II and PTB (Germany) metrology teams, we are working on a calibration method for deflectometers, based on a concept of a universal test mirror (UTM) [Proc. SPIE 6704, 67040A (2007)]. Potentially, the UTM method provides high performance calibration, and accounts for peculiarities of the optics under test (e.g., slope distribution) and the experimental arrangement (e.g., the distance between the sensor and the optic under test). At the same time, the UTM calibration method is inherently universal, applicable to a variety of optics and experimental arrangements. In this work we present the results of tests with a key component of the UTM system, a custom high precision tilt stage, which has been recently developed in collaboration with Physik Instrumente, a Author to whom correspondence should be addressed. Electronic mail: VVYashchuk@lbl.gov. 
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GmbH. The tests have demonstrated high performance of the stage and its capability (after additional calibration) to provide angular calibration of surface slope measuring profilers over the entire instrumental dynamic range with absolute accuracy better than 30 nrad. The details of the stage design and tests are presented. We also discuss the foundation of the UTM method and calibration algorithm, as well as the possible design of a full scale UTM system.
I. INTRODUCTION
The development of high performance x-ray sources of the so-called 'fourth generation' family, the diffraction limited storage rings (DLSRs) and Free Electron Laser (FEL) facilities, brought to a focus the need for near-perfect x-ray optics capable of delivering light to experiments without significant degradation of brightness and coherence under the high power operating conditions experienced in beamlines. [1] [2] [3] [4] [5] [6] The desired optics must have unprecedented tolerances for surface quality with the residual (after subtraction of an ideal shape) surface slope and height errors of 30 50 s  nrad (root-mean-square, rms) and 0.5 1 h   nm (rms), respectively.
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The key to achieving the high quality of these x-ray optics is metrology, used for both optical fabrication at the vendor's facilities and for performance optimization of the optics and optical systems at the light sources. [10] [11] [12] [13] With that, the accuracy of the metrology has to be a few times better than the required optical quality.
However, the current performance of optical metrology instruments for x-ray optics generally falls short of these requirements (for review see, for example, Ref. 13 and references therein). The major limiting factors are the systematic errors inherent in the metrology instruments. In the case of surface slope measuring profilers, such as long trace profilers (LTP) based on a pencil-beam interferometer [14] [15] [16] and autocollimator-based deflectometers, [17] [18] [19] the systematic errors can be divided into two groups, distinguished by the spatial frequency range at which they perturb.
One group relates to the quality of the instrument's optical elements contributing to the error at relatively higher spatial frequencies. The systematic errors that originate from the following: optical homogeneity of materials used in the beam splitters, Fourier transform lens, and Dove prism, to the quality of the reflecting surfaces of the mirrors and mirror prisms, as well as components of the detector system 20 (such as a CCD), can all be attributed to this group. In a measured surface slope trace, these systematic errors appear as local (high spatial frequency) perturbations with amplitude up to 1 rad and even larger (see, for example, Refs. [21] [22] [23] [24] and references therein). Besides simply improving quality of the optical elements, there are experimental methods to decrease the contribution due to the high spatial frequency systematic errors. Namely, one should perform multiple measurements with the same surface under test (SUT), but with different alignments (tilt and position) and orientations with respect to the instrument's 3 optics and detector. 25, 26 For an optimally arranged set of measurements, the systematic perturbation would appear at different locations along the slope traces and could be reduced by averaging over the measurements. Practically, the high frequency systematic errors in measurements with strongly curved x-ray optics can be suppressed to a level below 0.25 rad (rms). 27, 28 The other group of systematic errors relates to the uncertainty of the instrumental calibration, corresponding to relatively lower spatial frequencies. In an LTP, such an error appears as unaccounted nonlinearity of the position-toslope conversion factor, e.g., due to aberration of the Fourier transform lens or slight out-of-focus position of the CCD detector. In state-of-the-art surface slope profilers, angular dynamic range runs almost over six orders of magnitude, from a few hundredths of a microradian to ten milliradians. The overall (over the entire instrument bandwidth) calibration of a profiler is extremely difficult and requires sophisticated methods and dedicated equipment to be developed. A simple calibration with a diffraction grating 29 only pertains to a particular and very limited part of the dynamic range. A general calibration of ACs at a limited set of positions also does not solve the problem. First, the calibration of an AC strongly depends on the distance between the AC and the SUT. 30 Moreover, the peculiarities of the measurement set-up, such as lateral position of the beam-limiting aperture, its size and shape, as well as the SUT's reflectivity, also strongly affect the calibration.
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In order to account for the peculiarities of the Nanometer Optic component measuring Machine (NOM), 17 ,23 a calibration method has been developed at Helmholtz Zentrum Berlin (HZB)/BESSY-II. 31 The method is based on use of a test flat mirror mounted on a precise vertical angle comparator. In the course of NOM calibration, the tilt of the mirror is controlled with two high precision displacement sensors (Heidenhain TM Certo CP 60 K) placed at the opposite ends of the stage at the base distance of about 1247 mm. With a resolution of approximately 10 nrad, the accuracy of tilting is estimated to be around 50 nrad (rms). 32 The advantage of the method is the possibility to use the SUT as a reference in the course of calibration of the NOM, before characterization of the SUT itself. The major drawback is that it only partially accounts the non-linearity of the calibration. The account is partial because it is performed at one certain position, or at a limited number of distances between the SUT and the NOM AC. For the same reason, the calibration does not solve the problem of high frequency systematic errors.
At the Advanced Light Source (ALS) X-Ray Optics Laboratory (XROL), in collaboration with HZB/BESSY-II and Physikalisch-Technische Bundesanstalt (PTB), Germany, metrology teams, we are working on a calibration method based on the concept of a universal test mirror (UTM). 33 obtained with the UTM tilt stage to that of PTB's measured using their high precision angular comparator. 34, 35 The tests have demonstrated high performance of the stage and its capability (after additional precision calibration) to provide angular calibration of surface slope measuring profilers over the entire instrumental dynamic range with absolute accuracy better than 30 nrad. The details of the stage design and tests are presented. We also discuss the foundation of the UTM method and calibration algorithm, as well as the possible design of a full scale UTM system. This paper is organized as follows: First, we briefly review the mathematical fundamentals of the UTM calibration method and formulate the major requirements of the dedicated calibration system (Sec. II). In Sec. III we describe, in detail, the design of the PI tilt stage made especially for application in the UTM system, along with the specification compliance tests performed at PI. The measurement procedure, data processing, and the results of characterization of the tilt stage with a calibrated AC are discussed in Sec. IV. We show that beyond providing a direct measurement of the stage stability and repeatability, the tests with the AC highlight the problems (discussed above) with usage of the calibrated AC as an angular standard traceable to the PTB angular comparator. In Sec. V we present the initial calibration of the ALS upgraded LTP-II 36 with the tilt stage. The investigations confirm the high performance of the stage and its capacity as a key element of the future UTM system under development.
II. FOUNDATIONS OF METHOD FOR CALIBRATION OF SLOPE PROFILERS WITH UNIVERSAL TEST MIRROR
A straightforward solution to comprehensive calibration of a profiler is to calibrate it for all possible arrangements and over the entire angular bandwidth. Such an ideal calibration will be described with a multi- An algorithm of measuring a SUT using the UTM system is detailed in Ref. 33 In short, it consists of precision measurement of the SUT surface slope distribution () MES x  (note that this is the only measurement with the SUT which we need; all other measurements are performed with the UTM) and application of the distribution as a The convergence of the procedure can be confirmed via the following consideration. Let us present the measurements with the SUT as a sum: 
The result of the profiler measurement with the UTM, when controlled according to the defined figure
where 11 () DF SYS x  is a trace of systematic distortions, corresponding to the first iteration.
Substituting (1) and (2) to (3), one can get:
where the term 11 

, one should expect that for the angular wavelengths larger than the peak-to-value variation of
The systematic errors of a modern slope profiler are less (or, at least, on the order of) 1 µrad, even for the most important case of a significantly curved SUT. Therefore, for the angular wavelengths larger than a few microradians, the difference between the single SUT measurement and the UTM one provides a good estimation of the systematic error:
Therefore, the UTM method provides the measurement specific calibration over almost the entire angular bandwidth of the measurements.
With additional iterations when using a difference between the slope trace measured with the UTM and the systematic error, estimated in the previous iteration, as the UTM defined figure:
one can improve the estimation of the systematic error, extending the angular wavelength range below the limit, discussed above, given by the peak-to-value variation of the systematic error itself. 
III. DESIGN AND COMPLIANCE TESTS OF A TILT STAGE FOR A UTM SYSTEM
In order to realize the potential advantages of the proposed method for calibration of state-of-the-art surface profilometers, a UTM tilt stage has to satisfy rather tight specifications dictated by the inherent temporal stability, repeatability, and accuracy of the profilometer's optical sensor.
The current accuracy limit of surface slope metrology demonstrated in measurements with flat or slightly curved x-ray mirrors is about 30-50 nrad (rms). 12, 27, [37] [38] [39] [40] [41] This can be thought of as a repeatability (reproducibility)
limit of the profilometers. The slope sensor's systematic errors, illuminated in measurements with significantly curved optics, are typically about 1-2 µrad (rms). 33 Below we describe a custom-made tilt stage Model N-310K021 designed and manufactured at Physik
Instrumente GmbH & Co.KG especially for the application in a UTM system with the basic specification discussed above.
A. Design of the Physik Instrumente N-310K021 tilt stage
The PI model N-310K021 single-axis tilt stage, shown in Fig. 2 , is designed to precisely tilt two reference mirrors in the range of ±10 mrad with angular resolution down to 4 nrad and repeatability of about 25 nrad. 
B. Characterization of the tilt stage with a displacement measuring interferometer
For the specification compliance tests at PI GmbH, the stage performance was characterized with a ZYGO ZMI TM 4000 displacement measuring interferometer, arranged for differential measurement of distances with two laterally shifted beams. 
IV. UTM TILT STAGE CHARACTERIZATION WITH AN AUTOCOLLIMATOR
The metrology provided by the vendor and discussed in the previous section displays the high performance of the stage and its capacity to meet the requirements for application in a UTM system designed for calibration of stateof-the-art surface slope profilometers. However, for the UTM application the stage itself has to be calibrated over the entire dynamic range, with accuracy and angular resolution (tilting increment) both adequate to meet the level of metrological requirements for 4 th generation light source optics. In this section, we described the results of calibration and performance characterization of the N-310K021 tilt stage with an autocollimator in the experimental arrangement corresponding to the UTM schematic in Fig. 1 .
For the stage characterization, we used an ELCOMAT-3000/10 autocollimator, available at the ALS XROL. In spite of the high precision of the calibration in Fig. 5 , maintaining the traceability of the autocollimator to the PTB standard when used in an experimental arrangement and conditions like those at the ALS XROL, different from those during the PTB calibration, is an ongoing pursuit. Distance between the autocollimator and the SUT, size and shape of the beam limiting aperture, lateral aperture placement with respect to the autocollimator's optical axis, as well as temperature in the lab are among the factors that dramatically affect the calibration. 30, 31 The exact reproduction of the PTB calibration set-up, other than at the PTB lab, is challenging if not impossible. Nevertheless, we have developed an experimental method presented below which, we believe, allows the tilting stage to be traceable back to the PTB angle comparator. Figure 6 shows the experimental arrangement used at the XROL for characterization and calibration of the N˗310K021 tilting stage with the ALS ELCOMAT-3000/10, preliminarily calibrated at the PTB. The stage and autocollimator are mounted on an optical breadboard on a distance of 300 mm between the vertical reference mirror and the AC's input aperture. In order to suppress air convection noise, 49 the optical path is surrounded by a shielding tube attached to the AC. An iris diaphragm that serves as a beam limiting aperture is mounted on a two-dimensional translation stage attached to the free end of the shielding tube. The translation stage allows precise alignment of the aperture to the AC optical axis using the procedure described in Ref. 31 The distance between the aperture and the reference mirror is approximately 5 mm. During alignment, the AC light beam is additionally apertured with a largeaperture iris diaphragm mounted in the front of the AC inside the shielding tube. With the desire to have the tilting stage traceable back to the PTB angle comparator, we arranged the autocollimator and tilt stage in an attempt to reproduce the PTB calibration set-up. Nevertheless, exact reproduction is hardly possible and many factors could be different. Besides the potential differences of the distance between the autocollimator and the reference mirror, size and shape of the beam limiting aperture, lateral aperture placement with respect to the autocollimator's optical axis, and temperature in the lab, we also could not place the iris diaphragm directly on the tilting stage. As a result, the aperture is not rotating with the tilting stage as it is in the PTB calibration set-up, where the beam limiting aperture and the reference mirror are both mounted to the WMT 220 rotor. Moreover, the thickness of our iris diaphragm is significantly smaller than that of the PTB aperture, a hole through a 3-mm thick plate, and the iris diaphragm has a hexagon-like shape rather than a circular one. 31 We also cannot expect that the autocollimator's calibration stays completely unchanged during the 3 years since the PTB calibration. In Sec. IVB we describe an experimental technique that still allows us to reliably use the PTB calibration of the AC for accurate characterization of the N˗310K021 tilting stage.
A. Experimental arrangement

B. Correlation analysis in the tilt stage calibration with the autocollimator
Expecting some deviation of the current AC effective calibration from that of PTB in Fig. 5 , we treat the PTB calibration during measurements with the tilting stage as an initial characterization of the AC's systematic error and apply a recently developed technique 26 for suppression of instrumental systematic errors in surface slope measurements with high quality x-ray optics. The technique 26 uses correlation analysis of a measured surface profile to figure out a sequence of optimal repeatable measurements that upon averaging will lead to suppression of the instrumental systematic error.
In the case of measurements with our AC, the power spectral density (PSD) of the calibration trace (Fig. 5), shown in Fig. 7 with the solid line, suggests strong quasi-periodicity in the angular domain of the AC systematic error at periods of about 350 µrad, 1000 µrad, 1700 µrad, and 3000 µrad. Through averaging of a pair of measurements performed with two AC tilts different by half of a certain angular period (in correlation analysis, shifted by the corresponding anticorrelation length), this quasi-periodic systematic error will be suppressed. The calibration quasi-periodicity, depicted in Fig. 7 with the solid line, is clearly seen within the non-calibrated AC measurement of the stage tilt angle, in Fig. 8 (c) below, with the corresponding PSD distribution shown in Fig 7 with the dashed line. The measurement presented in Fig. 8 , as well as all other measurements, is each a result of 4 sequential scans with 10 µrad increment performed in accordance with the optimal scanning strategies 50 designed to suppress the set-up temporal drift up to second order polynomial. An 8 scan sequence can suppress temporal drift up to the third order polynomial, but it was determined to be unnecessary during preliminary measurements.
In spite of the strong similarity of the quasi periodic oscillation and their PSD spectra, they are not exactly the same. This is why correction of the raw AC data with the PTB calibration does not remove the periodic variation The same measurement of the stage tilt angle but with the AC readings corrected according to the PTB calibration in Fig. 5 . The measurement is a result of 4 sequential scans with 10 µrad increment, performed in accordance with the optimal scanning strategies, 50 designed to suppress the set-up temporal drift up to second order polynomial.
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The observed high degree of repeatability of the measurements on the level of 25 nrad (rms), as the one shown in Fig. 8 , suggests that the residual quasi-periodic and quadratic variation in the measured dependence of the raw AC Y-angle output signal of the stage tilt angle setting is due to a combination of systematic errors from the stage and the AC. In order to separate and suppress the AC systematic error, a set of repeatable measurements performed at different vertical angle alignments (tilts) of the autocollimator have been performed, thus translating the systematic error in the angular domain while keeping any contributions from the tilting stage stationary. With optimally chosen angular shifts one can anti-correlate the high frequency oscillations originating from the AC and average them out over the measurements. 26 The optimal angles to tilt the AC are found using an autocorrelation of the trace in Fig. 8 and choosing the angular positions of the anti-correlated minima (as well as looking at the half periods of the corresponding PSD peaks in Fig. 7 , the dashed line). Thus, one tilt angle for the AC was chosen of 170 µrad, found using ½ the lowest angular period peak of the measurement PSD which corresponds to suppression of the highest frequency variation.
This suppression is illustrated between the raw measurement and trace 1 in Fig. 9 which is the average of two measurements, (each of 4 identical scans; one of the runs is shown in Fig. 9 with the solid line) only different by the relative tilt of the AC by 170 µrad. The traces 2 and 3 in Fig. 9 demonstrate the suppression effect due to the additional tilts of the AC by 430 µrad and 870 µrad, respectively. Here, trace 2 is an average of two pairs of runs with a relative tilt angle between pairs of 430 µrad, while the runs in each pair were recorded with a 170 µrad relative tilt of the AC (similar to the trace 1). In turn, trace 3 is an average of 8 runs grouped to two sets of 4 runs, each set arranged similar to that of trace 2, but with a relative AC tilt angle between the sets of 870 µrad. The values of 430 µrad and 870 µrad for the additional tilts were found using an autocorrelation of the resultant trace 1 and trace 2, respectively.
The efficient suppression of the quasi-periodic variations in the tilt stage angle measurements with the AC, corresponding to the AC tilts applied to measurements in Fig. 9 , proves that the variations are due to the AC systematic error, rather than to an imperfection of the tilting stage. This conclusion can be verified by application of the same error suppression procedure directly to the PTB calibration in Fig. 5 . Figure 10 depicts the effect of the suppression when using the same tilt angles of 170 µrad, 430 µrad, and 870 µrad to sequentially shift and average the PTB calibration trace. in Fig. 9 and trace 3 in Fig. 10 ) resulting after application of the systematic error suppression procedure, 26 discussed above, are shown.
Comparing the PSD distribution in Figs. 7 and 11 one can see the complete removal of all but one of the peaks corresponding to the lowest angular frequency variation and a strong reduction of the integral error power (that is the squared rms variation of the corresponding averaged traces). Figure 11 : Illustration of the AC systematic error suppression in the PSD domain: (the solid line, offset for clarity) the PSD of the linearly detrended trace 3 in Fig. 10 that is the AC Y-angle calibration (shown in Fig. 5 ) averaged after the sequential angular shifts as discussed in the text; (the dashed line) the PSD of the trace 3 in Fig. 9 that is the result of averaging 8 measurement runs of the stage tilt angle with the calibrated AC optimally tilted between the runs. The increased power of the low angular frequencies (high period) spike is due to the residual 4 th order polynomial seen between Fig. 8 (c) and (d), an artifact of removing the best fit quadratic after applying AC calibration.
Note that each shift removes a corresponding amount from the edges of the signal. Because of this, we cannot remove the large low frequency variation, a shift of nearly 4000 µrad, as it would remove half of our valid calibration range. Moreover, when doing sequential shifts within the actual experimental arrangement, 2 n measurements for n translations is required. Development of an algorithm for finding an optimal (minimum) set of tilts that more rigorously accounts the peculiarity of the instrumental systematic error is a challenging problem, with which work on is currently in progress at the XROL in collaboration with Second Star Algonumerix, LLC.
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V. FIRST APPLICATIONS OF THE CALIBRATED UTM TILT STAGE
Further improvement of the tilt stage calibration is possible with a specially arranged re-calibration of the AC, used here, at PTB with the precision angular comparator. For this re-calibration, the autocollimator should be equipped with exactly the same opto-mechanical assembly, including the iris diaphragms, shielding tube, and alignment stage as shown in Fig. 6 . Moreover, right before calibration, the ALS alignment procedure has to be applied for precision alignment of the beam limiting iris diaphragm. Below we describe the first applications of the calibrated tilting stage to characterize slope measurement instruments at the fixed distance between the instrument's sensor and the stage reference mirror.
A. Calibration of the AC with the N˗310K021 tilting stage
As the first application of the calibrated UTM tilt stage, we compare the PTB calibration of the AC and our measured AC calibration using the calibrated tilt stage. Although the PTB calibration was used during the course of calibrating the tilt stage, it was suppressed using the methods discussed in Sec. IV to the curve 3 in Fig. 10 .
In this case, the calibrated UTM tilt stage is used as an angle standard in the measurements of the raw AC Yangle signal as a function of the corrected tilt angle of the vertical reference mirror rotated by the tilt stage. The same data as the ones depicted in Fig. 9 were used to generate a new AC calibration curve. Figure 13 compares the PTB calibration of the AC with the one obtained with the UTM tilt stage in the ALS XROL. In order to make better comparison, the XROL calibration trace was additionally filtered to correspond to the angular resolution of the PTB trace. 
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In spite of the significant difference of the calibrations, one can see a strong similarity of the high angular frequency variation of the AC systematic error measured at the PTB and three year later at the XROL. If the overall translation, which can be thought of as a phase difference, between the calibrations is removed, the similarity will be seen even more clearly. In any case, additional calibration of the AC at the PTB with the XROL arrangement is suitable to discover the origin of the differences.
B. Calibration of the ALS LTP-II with the N˗310K021 tilting stage
The ALS updated LTP-II 36 In the course of measurement with the LTP, the optical head is translated along a SUT at approximately the same vertical distance. Unlike the sample channel, the optical path length in the reference channel is a subject of significant variation due to the longitudinal translation. Nevertheless, the range of angles monitored with the reference channel is rather small, about 10 µrad. Correspondingly, the change of the optical path across the LTP optical elements is also very small. This allows one to limit the LTP calibration to a calibration of the sample channel performed at a fixed longitudinal (scanning) position. In spite of the fact that it is not absolute, such a calibration still allows correction of a major part of the instrumental systematic errors which appear when measuring a significantly curved SUT. In order to correctly apply the calibration the distance to the reference mirror, fixed in the calibration measurements, as well as the zero angular position on the LTP CCD detector have to be carefully reproduced in measurements with other SUTs.
The experimental arrangement used for calibration of the ALS LTP-II 36 with the N˗310K021 tilt stage is depicted in Fig. 6 . Figure 14 shows the systematic error correction trace measured with the calibrated tilt stage. The correction trace is the difference between the reference mirror tilt angles measured with the LTP and the actual tilt angle set with the calibrated tilt stage. Note that the LTP calibration was performed only over the available angular range of the tilt stage calibration (Fig. 8 ). In the course of the calibration, we also calibrated the pixel-to-slope conversion factor for the new CCD camera that is now -2.86457 µrad/pixel and should be compared with the value of -2.88395 µrad/pixel used with the old camera. The difference can be due to a sub millimeter difference of the camera axial positions in the LTP sensor.
The performed calibration has also depicted a significant increase of the LTP systematic error with increase of its angular range. This is probably due to the increased imperfections at large angles of the LTP optical elements:
polarizing beam splitter, Fourier transform lens, and folding mirrors.
VI. CONCLUSIONS
In this work we have reported the recent developments of the project for creation of an absolute calibration system for surface slope measuring profilers. The calibration system under development is based on the concept of a universal test mirror first suggested and discussed in Ref. In order to realize the stage's potential for calibration of profilometers, a high accuracy angular calibration of the stage is required. We have described an experimental method that allows us to have the tilting stage traceable back to the PTB high performance angle comparator WMT 220 34, 35 via application of the AC calibrated at the PTB.
Unfortunately, the AC calibration obtained at the PTB appears to not be directly applicable to the measurements with the tilting stage at the XROL. This is because of the extreme difficulty in exact reproduction of the same experimental arrangement at the XROL. The conclusion has been experimentally confirmed via comparison of the calibrations of the AC performed at the PTB and in the present investigation. While not an exact representation of the systematic error in our current arrangement, the PTB calibration still represents the general characteristics of the expected systematic error. This is justified by the nearly identical power spectral densities of the calibrations. The similarity of correlation properties of the calibrations has allowed us to successfully apply the method 26 for suppression of the deflectometer's systematic error and effectively use the PTB calibration after almost complete reduction of the higher angular frequency quasi-periodic systematic errors of the AC. We think that this approach is rather general and can find application in a broad class of experimental tasks.
As a first application of the fabricated and calibrated UTM tilt stage we have presented the results of calibrating the ALS LTP-II.
In conclusion, the performed investigations have confirmed total adequacy of the stage to the requirements for the UTM system under development. Usage of the stage for calibration of the LTP and NOM-like surface slope profilers can provide an improvement of slope metrology with significantly curved x-ray mirrors by a factor of up to 10, bringing them to a level crucial for state-of-the-art optics for x-ray beamlines at diffraction limited storage ring and free electron laser sources. 
