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Abstract	
	
This	thesis	focuses	on	developing	theory	and	algorithms	for	the	single-image	super-
resolution	problem	based	on	filtering	and	 learning	methods.	Super-resolution	 is	the	
process	 of	 obtaining	high-resolution	 image	 from	one	or	more	 input	 low-resolution.	
Numerous	 super-resolution	 algorithms	 have	 been	 proposed	 and	 attracted	 many	
researchers	to	investigate	the	theory	and	application	of	super-resolution.		
	
It	is	found	that	super-resolution	can	be	applied	in	many	practical	applications	such	as	
image	 and	 video	 enhancement,	 medical	 images	 analysis,	 text	 analysis,	 satellite	
imaging,	 facial	 recognition.	 They	are	mainly	divided	based	on	 the	 input	and	output	
image	 assumptions	 which	 can	 be	 categorized	 into	 two	 different	 types:	 spatial	 or	
temporal.		
	
In	the	spatial	domain,	super-resolution	aims	to	create	an	image	with	higher	resolution	
and	 sharper	 image.	While	 in	 the	 temporal	 domain,	 super-resolution	 aims	 to	 insert	
extra	frames	in	the	video.	Spatial	super-resolution	or	image	super-resolution	has	many	
applications	and	is	the	focus	of	this	thesis.	In	the	following,	the	term	super-resolution	
refers	to	algorithms	in	the	spatial	domain	unless	mentioned	otherwise.	
	
Depending	 on	 the	 input	 image,	 super-resolution	 is	 mainly	 divided	 into	 two	 types:	
single-	 and	 multi-image	 super-resolution.	 Multi-image	 super-resolution	 requires	
multiple	images	to	acquire	intrinsic	characteristics.	It	then	combines	the	information	
to	construct	a	higher	resolution	image.	Multi-image	super-resolution	is	highly	suitable	
for	video	enlargement.	It	can	exploit	intrinsic	characteristics	that	may	differ	from	one	
sequence	 to	 another.	 Furthermore,	 the	 accuracy	of	multi-image	 super-resolution	 is	
highly	dependent	to	the	variation	of	input	low-resolution	images	which	is	unnatural	to	
obtain	multiple	images	using	common	camera	with	different	and	complex	motion,	and	
known	parameters.		
	
Our	proposed	methods	are	mainly	divided	into	three	categories.	
First	 part	 is	 First-order	 Derivatives-	 based	 Super-resolution.	 A	 single	 fast	 super-
resolution	method	based	on	first-order	derivatives	from	neighbor	pixels	is	proposed.		
	
The	basic	idea	of	the	proposed	method	is	to	exploit	a	first-order	derivatives	component	
of	six	edge	directions	around	a	missing	pixel;	 followed	by	back	projection	to	reduce	
noise	estimated	by	the	difference	between	simulated	and	observed	images.	Using	first-
order	 derivatives	 as	 a	 feature,	 the	 proposed	 method	 is	 expected	 to	 have	 low	
computational	complexity,	and	it	can	theoretically	reduce	blur,	blocking,	and	ringing	
artifacts	in	edge	areas	compared	to	previous	methods.		
	
Experiments	were	 conducted	using	900	natural	 grayscale	 images	 from	 the	USC-SIPI	
Database.	We	 evaluated	 the	 proposed	 and	 previous	methods	 using	 peak	 signal-to-
noise	 ratio,	 structural	 similarity,	 feature	 similarity,	 and	 computation	 time.	
Experimental	 results	 indicate	 that	 the	 proposed	method	 clearly	 outperforms	 other	
state-of-the-art	algorithms	such	as	fast	curvature	based	interpolation.	
	
Second	part	is	Super-Resolution	via	Adaptive	Multiple	Sparse	Representation.		
We	propose	a	super-resolution	algorithm	based	on	adaptive	sparse	representation	via	
multiple	dictionaries	for	images	taken	by	Unmanned	Aerial	Vehicles	(UAVs).	The	super-
resolution	attainable	through	the	proposed	algorithm	can	increase	the	precision	of	3D	
reconstruction	from	UAV	images,	enabling	the	production	of	high-resolution	images	
for	constructing	high-frequency	time	series	and	for	high-precision	digital	mapping	in	
agriculture.		
	
The	basic	idea	of	the	proposed	method	is	to	use	a	field	server	or	ground-based	camera	
to	 take	 training	 images	 and	 then	 construct	multiple	 pairs	 of	 dictionaries	 based	 on	
selective	sparse	representations	to	reduce	instability	during	the	sparse	coding	process.	
The	dictionaries	are	classified	on	the	basis	of	the	edge	orientation	into	five	clusters:	0,	
45,	90,	135,	and	non-direction.	The	proposed	method	is	expected	to	reduce	blurring,	
blocking,	and	ringing	artifacts	especially	in	edge	areas.	We	evaluated	the	proposed	and	
previous	 methods	 using	 peak	 signal-to-noise	 ratio,	 structural	 similarity,	 feature	
similarity,	and	computation	time.		
	Our	experimental	results	indicate	that	the	proposed	method	clearly	outperforms	other	
state-of-the-art	algorithms	based	on	qualitative	and	quantitative	analysis.	In	the	end,	
we	demonstrate	the	effectiveness	of	our	proposed	method	to	increase	the	precision	
of	3D	reconstruction	from	UAV	images.	
	
Last	part	is	Deep	Residual	Learning	Super-resolution.		
The	 light	and	efficient	 residual	network	 for	super-resolution	 is	proposed.	We	adopt	
inception	module	 from	GoogLeNet	 to	 exploit	 the	 features	 from	 the	 low-resolution	
images	and	residual	learning	to	have	fast	training	steps.		
	
The	proposed	network	called	Deep	Residual	Learning	Super-resolution	(DRLSR).	The	
network	is	proven	to	have	fast	convergence	and	low	computational	time.	It	is	divided	
into	 three	 parts:	 feature	 extraction,	 mapping,	 and	 reconstruction.	 In	 the	 feature	
extraction,	we	apply	inception	module	followed	by	dimensional	reduction.	Then,	we	
map	 the	 features	 using	 simple	 convolutional	 layer.	 Finally,	 we	 reconstruct	 the	 HR	
component	using	inception	module	and	1x1	convolutional	layer.	
Our	 proposed	 network	 is	 inspired	 by	 inception	 module	 and	 residual	 learning.	
GoogleNet	 introduces	 inception	 concept	which	 use	multiple	 type	of	 filter	 size	 then	
combine	 it	 into	 one	 stream.	 The	 inception	module	 shows	 the	 capability	 to	 extract	
various	features	from	the	input	low-resolution.	This	concept	has	been	proven	in	the	
2015	ILSVRC	challenge.		
	Meanwhile,	 residual	 learning	 introduces	 to	 ease	 the	 training	 of	 networks	 and	 gain	
better	accuracy.	We	aim	to	have	faster	convergence	during	training.	To	achieve	this	
objection,	 we	 construct	 the	 network	 using	 residual	 learning	 and	 gradient	 clipping.	
Residual	learning	has	the	ability	to	ease	the	training	of	the	networks.	This	assumption	
is	motivated	by	the	general	SR	problem	where	reconstructed	HR	 images	 lose	 its	HR	
component	while	doing	enlargement	process.	
	
The	experimental	 results	 show	our	proposed	method	can	reduce	more	 than	half	of	
computational	 time	 from	 the-state-of-the-art	methods,	while	 still	 having	 clean	 and	
sharp	images.	By	only	using	eight	number	of	filter	for	each	convolutional	networks,	our	
proposed	 network	 is	 able	 to	 have	 better	 structural	 similarity	 (SSIM)	 and	 feature	
similarity	(FSIM)	value	compare	to	FSRCNN-s	as	the	most	related	works.	
	
