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Abstract
We discretize the Weyl product acting on symbols of modulation spaces, using a Gabor frame defined by a Gaussian function.
With one factor fixed, the Weyl product is equivalent to a matrix multiplication on the Gabor coefficient level. If the fixed factor
belongs to the weighted Sjöstrand space M∞,1ω , then the matrix has polynomial or exponential off-diagonal decay, depending on
the weight ω. Moreover, if its operator is invertible on L2, the inverse matrix has similar decay properties. The results are applied to
the equation for the linear minimum mean square error filter for estimation of a nonstationary second-order stochastic process from
a noisy observation. The resulting formula for the Gabor coefficients of the Weyl symbol for the optimal filter may be interpreted
as a time–frequency version of the filter for wide-sense stationary processes, known as the noncausal Wiener filter.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper treats Gabor frame discretization of the Weyl product for modulation spaces. The Weyl product (or
twisted product) is the product of symbols corresponding to operator composition in the Weyl calculus of pseudodif-
ferential operators. The results are applied to the equation for the linear minimum mean square error filter for statistical
estimation of a nonstationary continuous-time second-order stochastic process from noisy observations.
The weighted modulation spaces Mp,qm (Rd), introduced by Feichtinger in 1983 [8], consist of tempered distri-
butions that satisfy decay properties in the phase space, which are measured by weighted mixed Lp,q norms on
the short-time Fourier transform (STFT). The theory of modulation spaces was further developed by Feichtinger and
Gröchenig [9–11,19]. The scale of modulation spaces for p,q ∈ [1,∞] and certain classes of weights m has turned out
to be a natural framework for time–frequency analysis on the one hand, and pseudodifferential calculus on the other
hand. In time–frequency analysis, the work of Feichtinger, Gröchenig and Leinert [11,22] has shown that modulation
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dense lattice Θ ⊂ R4d , we have
ρ =
∑
Λ∈Θ
〈
ρ,Π(Λ)g˜
〉
Π(Λ)g, ρ ∈Mp,qm
(
R
2d),
where Π(Λ)g = Π(Λ,Λ′)g = MΛ′TΛg denotes the joint modulation-translation operator, and g˜ the canonical dual
window function of g. In the last 15 years, pseudodifferential calculus has incorporated modulation spaces as symbols
and spaces on which the operators act. Important contributions have been obtained by Sjöstrand [41,42], Gröchenig
and Heil [20,21,26], who proved that modulation spaces, in particular M∞,1, are useful as symbol spaces for pseudod-
ifferential operators. Sjöstrand proved that symbols in M∞,1 correspond to an algebra of L2-bounded operators [41].
In [42], he showed the Wiener property: If the operator with symbol in M∞,1 is L2-invertible, then the symbol of the
inverse operator also belongs to M∞,1. The continuity results were extended by Gröchenig and Heil, who proved that
operators with symbol in M∞,1 are continuous on all modulation spaces Mp,q . This contains Sjöstrand’s result since
M2,2 = L2. Many researchers have contributed to the theory of pseudodifferential calculus and modulation spaces,
e.g. Tachizawa [43] and Toft [44,45]. For an excellent survey of time–frequency analysis, we refer to [20].
The first part of the paper is devoted to the Weyl product, which is the bilinear product defined on a pair of Weyl
symbols corresponding to composition of operators in the Weyl quantization of pseudodifferential operators [16,29].
The symbol-to-operator map is denoted ρ → ρw . The factors of the Weyl product are assumed to be members of
certain weighted modulation spaces. Then we may use the continuity result for the Weyl product
‖ρ1 # ρ2‖Mp0,q0m0  C‖ρ1‖Mp1,q1m1 ‖ρ2‖Mp2,q2m2 , (1)
where the weight functions (m0,m1,m2) and the exponents pj , qj ∈ [1,∞] are assumed to satisfy the conditions in
Eqs. (12) and (13), given below [28]. Since the Weyl product (1) is a bilinear and continuous map
M
p1,q1
m1
(
R
2d)×Mp2,q2m2 (R2d) →Mp0,q0m0 (R2d),
and the modulation spaces allow discretization using Gabor frames, the Weyl product ρ0 = ρ1 # ρ2 can be translated
into a bilinear continuous map
l
p1,q1
m1
(
Z
4d)× lp2,q2m2 (Z4d) → lp0,q0m0 (Z4d), (2)
where lpj ,qjmj (Z4d) denotes weighted mixed-norm sequence spaces. Using a Gaussian window function for the Gabor
expansions, we will work out an expression for the bilinear map (2), which may be written as a matrix multiplication,
c0 = M(c2) · c1 = M˜(c1) · c2. In this expression, cj are the Gabor coefficient vectors for ρj , j = 0,1,2, and M(c2),
M˜(c1) are matrices depending on c2 and c1, respectively.
The expressions for the matrices M(c2) and M˜(c1) contain the STFT of the Gaussian window with respect to its
canonical dual window. This function has exponential decay, which follows from results on the decay of canonical
dual Gabor windows [2]. Using this fact, we will show that the matrix M(c2) has polynomial decay off the diagonal,
provided that (p2, q2) = (∞,1) and m2(X,Y ) = 〈Y 〉s for s > 2d . The order of decay depends on s. If the weight is
exponential, m2(X,Y )= exp(s|Y |), where s > 0 is sufficiently small, then M(c2) has exponential off-diagonal decay.
When ρ2 ∈M∞,1ω (R2d), the matrix M(c2) is a bounded transformation on lp,qm (Z4d) for all p,q ∈ [1,∞] and certain
combinations of weights (m,ω). Similar results hold for the matrix M˜(c1) provided that (p1, q1)= (∞,1).
Loosely speaking, this result can be formulated as follows. If ρ2 ∈ M∞,1ω (R2d) and ρ1 ∈ Mp,qm (R2d) then the
composition of ρw1 from the right with ρ
w
2 gives a new operator with symbol in M
p,q
m (R
2d), and the Gabor coefficients
of the new Weyl symbol are almost a pointwise multiplicative modification of those of ρ1. A corresponding result
exists for left multiplication.
It is interesting to compare this result with the result that operators with symbols in M∞,1ω (R2d) acting on functions
are almost diagonalized by Gabor frames [25]. Our results are conceptually similar, when the action of operators on
functions is replaced by their action on operators by composition.
If ρ2 ∈ M∞,1ω and ρw2 is invertible on L2, then we may use Sjöstrand’s and Gröchenig’s results for the symbol of
the inverse operator to conclude that the matrix M(c2)−1 exists, and has the same off-diagonal decay properties as
M(c2). Again similar results are true for the matrix M˜(c1) and its inverse.
In the second part of the paper, we apply the results of the first part to the signal processing problem of optimal
filtering of second-order continuous-time stochastic processes. Let y(t) be a noisy observation (measurement) of the
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optimal filtering problem consists of finding a linear operator ρwh , acting on y, that minimizes the mean square error
E|ρwh y(t)− x(t)|2 for each t . Hilbert space arguments yield the equation for the optimal operator ρwh ,
ρwxy = ρwh ρwy , (3)
where ρwxy denotes the cross-covariance operator for x and y, and ρwy is the autocovariance operator for y. Both
operators ρwxy and ρwy are assumed to be known. In the Weyl symbol domain Eq. (3) reads ρxy = ρh # ρy .
When x and y are wide-sense stationary (WSS) processes, (3) simplifies to a convolution equation, which can be
solved by Fourier transformation. The well-known solution is called the noncausal Wiener filter [47]. The Wiener filter
is a convolution operator and can be expressed in the frequency domain as the fraction of the cross-spectral density
between x and y and the spectral density of y. In the case y = x+n, where n is noise uncorrelated with x, the optimal
frequency-selective filter admits the intuitively appealing interpretation that it attenuates frequencies where the noise
n is strong relative to the signal of interest x.
In the case of nonstationary stochastic processes x and y, it is natural to try to find an expression for the optimal
filter in the time–frequency domain instead of the frequency domain. Using the results from the first part of the
paper we obtain such a formula as follows. Under the assumptions ρy ∈M∞,1ω (R2d), ρwy is invertible on L2(Rd), and
ρxy ∈Mp,1m (R2d) where p ∈ [1,∞], we have
ch =M(cy)−1cxy ∈Mp,1m
(
R
2d). (4)
Here ch, cy and cxy denote the Gabor coefficient vectors of the optimal symbol ρh, and the symbols ρy , ρxy , re-
spectively. The matrix M(cy)−1 decays polynomially or exponentially off the diagonal depending on the weight ω.
The solution (4) is conceptually similar to the approximation of the Weyl symbol of the optimal filter ρh ≈ ρxy/ρy ,
which was discussed in [27]. This is a reasonable approximation if the processes are underspread. Underspreadness
will turn out to be quite similar to our condition ρy ∈ M∞,1ω (R2d). Qualitatively speaking, an operator is described
as underspread if the spreading function, which is the inverse Fourier transform of the Weyl symbol, is concentrated
around the origin.
For numerical implementation, the matrix computation (4) must be truncated to finite dimensions. In the case where
the global (integrated) mean square error of the optimal filter is finite, we give conditions that are sufficient for the
truncation of the matrix computation to finite dimension to give an error approaching the optimum as the dimension
increases. Finally, we briefly discuss how the optimal filter can be approximated by Gabor multipliers. In doing so,
we specialize results by Feichtinger and Nowak [7,12,14] to the framework of Gaussian Gabor windows.
The organization of the paper follows. After introducing some notation and preliminaries in Section 2, we give
some background on relevant parts of the Weyl calculus, modulation spaces, and Gabor expansions in Section 3.
Section 4 treats discretization of the Weyl product and off-diagonal decay properties of the matrices involved. Then,
in Sections 5 and 6, we review some material on second-order (generalized) stochastic processes (or fields), and the
equation for the optimal filter, respectively. In Section 7, we apply the results from Section 4 to the filtering problem,
and briefly discuss underspread processes and operators. Section 8 deals with the practically relevant problem of the
effect of matrix truncation on global error. Finally, Section 9 treats approximation by Gabor multiplier operators in
this context shortly.
2. Notation and preliminaries
We let C denote a positive constant, which is allowed to vary for different equations and inequalities. We let S (Rd)
denote the Schwartz space of smooth functions such that a derivative of any order multiplied by any polynomial is
a bounded function, and S ′(Rd) the dual space of tempered distributions. The pairing 〈f,g〉 will mean, depending
on context, the inner product 〈f,g〉 = ∫
Rd
f (x)g(x) dx on L2(Rd), action of tempered distributions, action of distri-
butions of modulation spaces, e.g. f ∈ M∞(Rd) and g ∈ M1(Rd), or action of a generalized stochastic process. For
consistency, we assume that distributions are conjugate linear, 〈f,ag〉 = a〈f,g〉, a ∈ C, f ∈ S ′(Rd), g ∈ S (Rd).
The set of bounded linear operators between two Banach spaces B1, B2 is denoted L(B1,B2) and L(B,B) = L(B).
A capital variable X = (x1, x2) ∈ R2d , x1, x2 ∈ Rd , denotes a vector in the time–frequency (phase) space. The length
of this vector is denoted |X| = √|x1|2 + |x2|2 where |xj |2 = ∑dk=1 x2jk for j = 1,2. We let 〈x〉 = (1 + |x|2)1/2,
x ∈ Rd , and the conjugate exponent p′ corresponding to p ∈ [1,∞] satisfies 1/p + 1/p′ = 1.
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(Ff )(ξ) :=
∫
Rd
f (x)e−ixξ dx,
where xξ denotes the inner product on Rd . We will also use a slightly different form of the Fourier transformation for
functions defined on R2d . Working with the Weyl correspondence, it is often convenient to use the symplectic Fourier
transform [16]. The symplectic Fourier transform of f ∈S (R2d) is defined by
(Fσ f )(X) := f̂ (X) := π−d
∫
R2d
f (Y )e2iσ (X,Y ) dY,
where σ(X,Y ) = σ((x1, x2), (y1, y2)) = y1x2 − y2x1 denotes the symplectic form [16] (sometimes defined by
the opposite sign). The symplectic Fourier transformation is unitary on L2(R2d) and has the convenient property
F−1σ =Fσ .
Let f be a function defined on the time–frequency space R2d . We denote the translation operator by TXf (Z) =
f (Z −X), the modulation operator by MYf (Z) = e2iσ (Y,Z)f (Z), and the time–frequency shift operator, defined by
X,Y ∈ R2d , by(
Π(X,Y )f
)
(Z)= e2iσ (Y,Z)f (Z −X)=MYTXf (Z). (5)
It follows from (5) that
FσΠ(X,Y )f = e2iσ (Y,X)Π(−Y,−X)f̂ . (6)
In some places, we also need these definitions for functions defined on Rd . Since there is no symplectic form on
R
d when d is odd, we modify the modulation operator as M˜yf (z) = eiyzf (z), y, z ∈ Rd . The time–frequency shift
operator is still denoted (Π(x, y)f )(z) = M˜yTxf (z), x, y, z ∈ Rd , and the context reveals the choice of modulation
operator.
The short-time Fourier transform (STFT) [16,20] of f ∈ S ′(R2d) with respect to a window function g ∈ S (R2d)
is defined by
Vgf (X,Y )=
〈
f,Π(X,Y )g
〉
, (7)
and gives a description of f as a function of the time–frequency variable (X,Y ) ∈ R2d ⊕ R2d . The definition of the
STFT for f ∈S ′(Rd) is Vgf (x, y)= 〈f,Π(x, y)g〉 where, as mentioned, the modulation M˜ is understood.
3. The Weyl correspondence, modulation spaces and Gabor expansions
3.1. The Weyl quantization and the Weyl product
The Weyl correspondence (or quantization) is one of several methods to create a mapping from a space of symbol
functions, defined on the phase space, to a space of operators [16,20,29]. Given a Weyl symbol ρ ∈ S (R2d), the
operator ρw acting on a function f ∈S (Rd) is defined by
(
ρwf
)
(x)= (2π)−d
∫ ∫
R2d
ρ
(
x + y
2
, ξ
)
ei(x−y)ξ f (y) dy dξ. (8)
The definition (8) extends to ρ ∈S ′(R2d), in which case ρw is a continuous operator S (Rd) →S ′(Rd). Conversely,
any such operator can be written as a Weyl operator ρw with symbol ρ ∈ S ′(R2d) by the Schwartz kernel theorem.
Pseudodifferential operators are often called nonstationary filters in the engineering literature. From (8) we obtain the
relation between the symbol and the operator kernel, denoted k,
k = (F−1ρ) ◦ κ−1 ⇐⇒ ρ =F2(k ◦ κ), (9)2
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ducing the cross-Wigner distribution [16,20]
Wg,f (t, ξ)=
∫
Rd
g(t + τ/2)f (t − τ/2)e−iτξ dτ =F2(g ⊗ f ◦ κ)(t, ξ), g, f ∈S
(
R
d
)
, (10)
gives 〈
ρwf,g
〉
L2(Rd ) = (2π)−d〈ρ,Wg,f 〉L2(R2d ).
We abbreviate Wg,g =Wg .
The Weyl product or twisted product [16,20,28,29], denoted #, is defined as the product between symbols corre-
sponding to composition of operators:
awbw = aw ◦ bw = (a # b)w.
It is well defined, e.g., if a ∈S ′(R2d) and b ∈S (R2d), but also for other pairs of spaces, in particular certain pairs of
modulation spaces [28]. We have the following formula for the Weyl product of Schwartz functions. It is well known
[28], but sometimes slightly differently normalized [16]. We give a proof for completeness.
Lemma 1. If a, b ∈S (R2d) then
a # b(X)= π−d
∫
R2d
a(X − Y )̂b(Y )e2iσ (X,Y ) dY.
Proof. We obtain from (9)
a # b(X)= a # b(x1, x2)=
∫
Rd
k(a#b)w (x1 + u1/2, x1 − u1/2)e−ix2u1 du1
=
∫ ∫
R2d
kaw(x1 + u1/2, u2)kbw (u2, x1 − u1/2)e−ix2u1 du1 du2
=
∫ ∫
R2d
(
F−12 a
)(x1 + u2 + u1/2
2
, x1 − u2 + u12
)
× (F−12 b)
(
x1 + u2 − u1/2
2
, u2 − x1 + u12
)
e−ix2u1 du1 du2
= 1
(2π)d
∫ ∫ ∫
R3d
a
(
x1 + u2 + u1/2
2
, y2
)(
F−12 b
)(x1 + u2 − u1/2
2
, u2 − x1 + u12
)
× exp
(
i
[
y2
(
x1 − u2 + u12
)
− x2u1
])
du1 du2 dy2
= 2
d
πd
∫ ∫ ∫
R3d
a(y1, y2)
(
F−12 b
)(
v1,2(y1 − x1)
)
exp
(
i
[
2y2(x1 − v1)− 2x2(y1 − v1)
])
dv1 dy1 dy2
= 1
πd
∫
R2d
a(Y )
1
πd
∫ ∫
R2d
b(v1, v2) exp
(
i
[
2y2(x1 − v1)− 2x2(y1 − v1)+ 2v2(y1 − x1)
])
dv1 dv2 dY
= π−d
∫
R2d
a(Y )̂b(X − Y)e2iσ (Y,X)dY. 
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The weighted modulation spaces [8,20] are Banach spaces defined by Mp,qm (R2d) = {f ∈ S ′(R2d); Vgf ∈
L
p,q
m (R
4d)}, p,q ∈ [1,∞], where Lp,qm (R4d) is the weighted mixed-norm space of all measurable h :R4d → C such
that
‖h‖Lp,qm =
( ∫
R2d
( ∫
R2d
∣∣h(t, ξ)m(t, ξ)∣∣p dt)q/p dξ)1/q <∞
when p,q <∞, and with the standard modification otherwise. Modulation spaces on Rd are defined in the same way,
with the understanding that Vgf (x, y)= 〈f, M˜yTxg〉. The modulation spaces simultaneously quantify the asymptotic
decay of f ∈ S ′(R2d) in the time and frequency variables. In the unweighted case m ≡ 1, the modulation spaces
are denoted Mp,q , and Mp = Mp,p . Different window functions g ∈ S \ 0 give rise to equivalent modulation space
norms [20].
The modulation spaces increase with the indices as
M1m
(
R
2d)⊆Mp,qm (R2d)⊆Mr,sm (R2d)⊆M∞m (R2d), 1 p  r, 1 q  s, (11)
where the inclusions are continuous. The smallest unweighted modulation space M1 (often denoted S0) is called
Feichtinger’s algebra [5]. It is an algebra of continuous integrable functions with respect to both convolution and
pointwise multiplication. The space M1 is invariant under (partial) Fourier transformation and linear coordinate trans-
formations. The L2-product 〈·,·〉 on S (R2d) extends to a continuous sesquilinear form on Mp,qm (R2d)×Mp
′,q ′
1/m (R
2d).
If p,q <∞ the dual space of Mp,qm can be identified with Mp
′,q ′
1/m through the form 〈·,·〉. Thus the dual of M1 is M∞.
We have M2(R2d)= L2(R2d) and
FσM
p
(
R
2d)⊆Mp(R2d), 1 p ∞.
For the modulation spaces Mp,qm (Rd) we assume that the weight function m [20,24] is a positive continuous func-
tion defined on R2d , which is v-moderate:
m(X + Y) Cm(X)v(Y ), X,Y ∈ R2d .
Here, the positive function v is assumed to be submultiplicative, i.e. v(X+ Y) Cv(X)v(Y ). If v can be chosen as a
polynomial, then m is said to be polynomially moderated, which is denoted m ∈P(R2d). These technical assumptions
are convenient since they imply that the Schwartz space S (Rd) is dense in Mp,qm (Rd) if p,q <∞ [20]. Furthermore,
it is necessary to assume that m is polynomially moderated if modulation spaces are to be defined as subspaces of
S ′ [20]. Nevertheless, occasionally we will need more rapidly growing weights, and then the setup for modulation
spaces has to be modified slightly (see Section 4.2).
We will use the following result concerning the Weyl product acting on modulation spaces defined on R2d [28].
Suppose that a triple of weight functions (m0,m1,m2) satisfies
m0(X,Y ) Cm1(X +Z,Y −Z)m2(X − Y +Z,Z), X,Y,Z ∈ R2d, C > 0, m0,m1,m2 ∈P
(
R
4d), (12)
and suppose that the exponents pj , qj ∈ [1,∞], j = 0,1,2, satisfy
1
p1
+ 1
p2
+ 1
q1
+ 1
q2
= 1 + 1
p0
+ 1
q0
, q1, q2  q0,
0 1
p1
+ 1
p2
− 1
p0
 1
pj
,
1
qj
 1
q1
+ 1
q2
− 1
q0
, j = 0,1,2. (13)
Then, if ρ1 ∈Mp1,q1m1 (R2d), ρ2 ∈Mp2,q2m2 (R2d) and ρ0 = ρ1 # ρ2, we have ρ0 ∈Mp0,q0m0 (R2d) and
‖ρ1 # ρ2‖Mp0,q0m0 (R2d )  C‖ρ1‖Mp1,q1m1 (R2d )‖ρ2‖Mp2,q2m2 (R2d ), C > 0. (14)
Remark 2. In [28] the slightly different normalization of the STFT Vgf (X,Y ) = Fσ (f TXg)(Y ) =
π−d〈f,Π(X,−Y)g〉 is used. This means that the weights have opposite sign in the second variable. By the in-
variances of the condition (12) [28], this is equivalent to an interchange of m1 and m2 in (12).
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is exactly the submultiplicative property of m. If ms,t (X,Y ) = 〈X〉t 〈Y 〉s then (ms,t ,ms,t ,ms,t ) satisfies (12) if and
only if 0 t  2s [28]. Then (m−s,−t ,m−s,−t ,ms,t ) satisfies (12) as well [28]. If we raise both sides of the inequality
(12) corresponding to (ms,t ,ms,t ,ms,t ) and (m−s,−t ,m−s,−t ,ms,t ) to the powers α and 1 − α, respectively, where
0 α  1, and multiply the resulting inequalities, then we may draw the following conclusion. If 0 t  2s, |u| s
and |v|  t then (mu,v,mu,v,ms,t ) satisfies (12). Thus, for m2 = ms,t where s and t are fixed, a range of weights
m0 =m1 =mu,v , containing increasing as well as decreasing functions, satisfy (12).
A special case of (13) is p2 = ∞, q2 = 1, which admits p0 = p1 = p, q0 = q1 = q for any p,q ∈ [1,∞]. A special
case of weight triples is m0 =m1, i.e. (m0,m1,m2)= (m,m,ω). Thus if (m,m,ω) satisfies (12) we have
‖ρ1 # ρ2‖Mp,qm (R2d )  C‖ρ1‖Mp,qm (R2d )‖ρ2‖M∞,1ω (R2d ), C > 0, (15)
i.e. right Weyl multiplication is a bounded transformation on Mp,qm (R2d) for all p,q ∈ [1,∞]. A corresponding result
for left Weyl multiplication holds if p1 = ∞, q1 = 1 and (m,ω,m) satisfies (12).
The symbol class M∞,1(R2d) plays a special role in the theory of pseudodifferential operators and modulation
spaces. Sjöstrand proved that if ρ ∈M∞,1(R2d) then ρw ∈ L(L2(Rd)), and M∞,1(R2d) is an algebra under the Weyl
product [41]. The boundedness result was proved independently by Gröchenig and Heil [20,21], and generalized to
ρw ∈ L(Mp,q(Rd)) for all p,q ∈ [1,∞] under the same hypothesis. We will use results on the so-called Wiener
property of M∞,1(R2d), discovered by Sjöstrand [42] and refined by Gröchenig [23]. Sjöstrand’s theorem says that if
ρ ∈M∞,1(R2d) and ρw is an invertible operator on L2(Rd), then (ρw)−1 = ρwi for a symbol ρi ∈M∞,1(R2d), which
means that ρ # ρi = ρi # ρ = 1. Gröchenig’s refinement consists of a proof that the result is true for ρ ∈ M∞,1ω (R2d)
for certain weights ω. In fact, if ω(X,Y ) = v(Y ), v is submultiplicative and satisfies the so-called GRS (Gelfand–
Raikov–Shilov) condition limn→∞ v(nY )1/n = 1 ∀Y ∈ R2d [23,24], then
ρ ∈M∞,1ω
(
R
2d) and ρw is invertible on L2(Rd) ⇒ (ρw)−1 = ρwi where ρi ∈M∞,1ω (R2d). (16)
We note from [24] that ω(X,Y ) = 〈Y 〉s satisfies the GRS condition for all s  0, and with m(X,Y ) = 〈Y 〉t , |t | s,
the triple (m,m,ω) satisfies (12).
If we combine the Gröchenig–Sjöstrand result with (15) we obtain the following statement. Suppose ω(X,Y ) =
〈Y 〉s where s  0, (m,m,ω) satisfies (12), ρ2 ∈ M∞,1ω (R2d) and ρw2 is invertible on L2(Rd). For p,q ∈ [1,∞], the
Weyl product ρ0 = ρ1 # ρ2, considered as a map ρ1 → ρ0, is then a bounded operator on Mp,qm (R2d), and there exists
ρ2i ∈M∞,1ω (R2d) such that it has an inverse given by ρ1 = ρ0 # ρ2i , which is also a bounded operator on Mp,qm (R2d).
A corresponding result holds for left Weyl multiplication if (m,ω,m) is assumed to satisfy (12). According to the
invariances of (12) [28], (m,m,ω) satisfies (12) if and only if (m′,ω′,m′) satisfies (12) where m′(X,Y )=m(X,−Y).
3.3. Gabor frames for modulation spaces defined by a Gaussian
Let g be a window function defined on R2d and let Θ ⊂ R4d be a lattice, i.e. a set of the form Θ = {(an, bk)}n,k∈Z2d ,
determined by the positive real numbers a and b. We use the convention to denote elements in such a lattice by
boldface Greek letters. Its components are denoted by the corresponding letter without boldface, with and without
a prime symbol. For example we write Λ = (Λ,Λ′) ∈ Θ , Λ = an, Λ′ = bk, n ∈ Z2d , k ∈ Z2d . The pair (g,Θ)
gives rise to a Gabor frame for L2(R2d) [3,20], consisting of the collection of functions {Π(Λ)g}Λ∈Θ , if there exists
0 <A B <∞ such that
A‖f ‖2
L2 
∑
Λ∈Θ
∣∣〈f,Π(Λ)g〉∣∣2  B‖f ‖2
L2 ∀f ∈ L2
(
R
2d).
The Gabor frame operator S = S(g,Θ), defined by
Sf =
∑
Λ∈Θ
〈
f,Π(Λ)g
〉
Π(Λ)g,
is then positive and invertible on L2(R2d). For any f ∈ L2(R2d), we have a Gabor expansion
f =
∑ 〈
f,Π(Λ)g˜
〉
Π(Λ)g, f ∈ L2(R2d), (17)Λ∈Θ
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g, a and b. It is also possible to satisfy (17) with other choices of dual windows [20]. Following our convention, the
definition of Gabor frames for L2(Rd) works in the same way as on R2d with the modulation operator M replaced
by M˜ .
Gabor theory has been generalized from the Hilbert space L2 to modulation spaces by Feichtinger, Gröchenig
and Leinert [11,22]. Suppose v is submultiplicative and satisfies the GRS condition, and suppose m is v-moderate. If
Θ = {(an, bk)}n,k∈Z2d , g ∈ M1v (R2d) and {Π(Λ)g}Λ∈Θ is a Gabor frame for L2(R2d), then also g˜ ∈ M1v (R2d), and
we have the norm equivalence
C−1‖f ‖Mp,qm (R2d ) 
( ∑
k∈Z2d
( ∑
n∈Z2d
∣∣〈f,Π(an,bk)g˜ 〉∣∣pm(an,bk)p)q/p)1/q  C‖f ‖Mp,qm (R2d ), C > 0, (18)
for the whole scale 1 p,q ∞ of modulation spaces. The expansion (17) holds with unconditional convergence if
p,q <∞, and in the weak∗ topology of M∞1/v(R2d) otherwise. We will denote the weighted discrete lp,q(Θ) norm by‖ · ‖lp,qm (Θ), where it is understood that the weight function m is sampled on the lattice Θ , as in (18). Thus, using (7),
we may rewrite (18) as
C−1‖f ‖Mp,qm (R2d )  ‖Vg˜f ‖lp,qm (Θ)  C‖f ‖Mp,qm (R2d ), C > 0, f ∈M
p,q
m
(
R
2d). (19)
We will work with Gabor frames defined by a Gaussian window. For ϕ(x)= 21/2π1/4 exp(−|x|2), x ∈ R, a, b > 0
and a lattice θ = {(an, bk)}n,k∈Z, it is well known that {Π(an,bk)ϕ}n,k∈Z (with modulation M˜) is a Gabor frame for
L2(R) if and only if ab < 2π [20,36,40]. It is also known that if {Π(an,bk)g}n,k∈Z is a frame for L2(R) and g˜ = S−1g
is the canonical dual window, then the d-fold tensor product {Π(an,bk)(g ⊗ · · · ⊗ g)}n,k∈Zd is a frame for L2(Rd),
and the canonical dual window of g ⊗ · · · ⊗ g equals g˜⊗ · · · ⊗ g˜ [26]. Let n= (n1, n2) ∈ Z2d and k = (k1, k2) ∈ Z2d ,
denote the d-fold tensor product G= ϕ ⊗ · · · ⊗ ϕ and let Φ(X)=G⊗G(X)= 2dπd/2 exp(−|X|2). Then(
Π(an1, bk1)G⊗Π(an2, bk2)G
)
(X)= exp(ib(k1x1 + k2x2))Φ(X − an)=M(−k2,k1)b/2TanΦ(X),
where the modulation parameter (−k2, k1)b/2 originates from the fact that we use symplectic modulation on R2d ,
whereas we use ordinary modulation on Rd . Hence ab < π is a sufficient condition for {Π(an,bk)Φ}n,k∈Z2d to be
a Gabor frame for L2(R2d). The canonical dual window of Φ is the 2d-fold tensor product Φ˜ = ϕ˜ ⊗ · · · ⊗ ϕ˜ where
ϕ˜ = S−1ϕ and S is defined by the window ϕ and the lattice parameters (a,2b). We have normalized Φ such that it
has the convenient property Φ̂ =Φ .
If (g,Θ) gives rise to a Gabor frame for L2 then it is well known that g ∈S implies g˜ ∈S [20,32]. However, for
a Gaussian window Φ , the decay of Φ˜ and its Fourier transform is not only polynomial, but even exponential [2]. This
result implies the following lemma concerning the decay properties of the STFT VΦ˜Φ . It will be useful in Section 4.
Lemma 3. Let ab < π , Φ(X) = 2dπd/2 exp(−|X|2), and let Φ˜ be the canonical dual window defined by the frame
with window Φ and lattice Θ = {(an, bk)}n,k∈Z2d . Then, the STFT of Φ with respect to the window function Φ˜ decays
exponentially in the sense that there exists α = α(a, b) > 0 such that∣∣VΦ˜Φ(X,Y )∣∣ C exp(−α(|X| + |Y |)), C > 0. (20)
Proof. We use results from [2] (see also [33]). Suppose {Π(an,2bk)g}n,k∈Z is a Gabor frame for L2(R) with
frame operator S. Let g˜ = S−1g, and suppose |g(x)|  C exp(−c|x|) for c,C > 0. Then [2, Theorem 1] says that
|˜g(x)|  C1 exp(−c1|x|) for c1,C1 > 0. Similarly, if |Fg(x)|  C exp(−c|x|) then by [2, Corollary 1] |F g˜(x)| 
C2 exp(−c2|x|) for c2,C2 > 0. Applied to the Gaussian g = ϕ = 21/2π1/4 exp(−|x|2) this gives∣∣Vϕ˜ϕ(x, y)∣∣ C ∫
R
exp
(−|z|2 − c1|z− x|)dz C exp(−c1|x|), c1,C > 0.
Moreover, since Fϕ(x) = π1/2ϕ(x/2) and F (M˜yTxϕ˜ ) = eixyM˜−xTyF ϕ˜, we obtain, with the aid of Parseval’s
formula,∣∣Vϕ˜ϕ(x, y)∣∣= 12π
∣∣〈Fϕ, M˜−xTyF ϕ˜ 〉∣∣ C ∫ exp(−|z|2/4 − c2|z− y|)dz C exp(−c2|y|), c2,C > 0.
R
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exp
(
2α|x| + α|y|)∣∣Vϕ˜ϕ(x, y)∣∣2  C, C > 0.
The result now follows from this bound and
VΦ˜Φ(X,Y )= Vϕ˜ϕ(x11,2y21) · · ·Vϕ˜ϕ(x1d ,2y2d)Vϕ˜ϕ(x21,−2y11) · · ·Vϕ˜ϕ(x2d ,−2y1d),
where X = (x11, . . . , x1d , x21, . . . , x2d) and Y = (y11, . . . , y1d , y21, . . . , y2d). 
Remark 4. If (ab)−1 = 2k/π where k is a positive integer, results by Janssen [33] give more explicit information
about the constants c1 and c2 in the exponential decay of ϕ˜ and F ϕ˜. In fact, Janssen proved that∣∣ϕ˜(x)∣∣ C exp(− π
2b
|x|
)
, C > 0,
∣∣F ϕ˜(x)∣∣ C exp(− π
4a
|x|
)
, C > 0,
which means that the constant α in (20) can be chosen as
α = π
4
min
(
1
b
,
1
a
)
.
4. Gabor frame discretization of the Weyl product
In this section, we assume that the parameters for the lattice Θ = {(an, bk)}n,k∈Z2d satisfy ab < π and the window
function is Φ(X) = 2dπd/2 exp(−|X|2). This implies that {Π(an,bk)Φ}n,k∈Z2d is a Gabor frame for L2(R2d). First
we need two intermediate results.
Lemma 5. If Φ(X)= 2dπd/2 exp(−|X|2) then
(
Π(X,X′)Φ # Π(Y,Y ′)Φ
)
(Z)= πd/2 exp(i(σ(X′,X + Y ′)+ σ(Y,X − Y ′))) exp(−∣∣∣∣X −X′ − Y − Y ′2
∣∣∣∣2
)
×Π
(
X +X′ + Y − Y ′
2
,
X +X′ − Y + Y ′
2
)
Φ(Z).
Proof. The result follows from Lemma 1, (6), Φ̂ =Φ , and straightforward manipulations. We obtain(
Π(X,X′)Φ # Π(Y,Y ′)Φ
)
(Z)
= 4d exp(2i(σ(Y ′, Y )+ σ(X′,Z))) ∫
R2d
exp
(−|Z −U −X|2 − |U + Y ′|2 + 2iσ (Z − Y −X′,U))dU
= 4d exp(2i(σ(Y ′, Y )+ σ(X′,Z))) exp(−|Z −X|2 − |Y ′|2)
×
∫
R2d
exp
(−2(|U |2 +U(Y ′ −Z +X))+ 2iσ (Z − Y −X′,U))dU
= 2d exp
(
2i
(
σ(Y ′, Y )+ σ(X′,Z)− 1
2
σ(Z − Y −X′, Y ′ −Z +X)
))
× exp(|Y ′ −Z +X|2/2 − |Z −X|2 − |Y ′|2) ∫
R2d
exp
(
−|U |2 + 2iσ
(
Z − Y −X′√
2
,U
))
dU
= (2π)d exp(i(σ(X′ − Y,Z)+ σ(X′ −Z − Y,Y ′)+ σ(Y +X′ −Z,X)))
× exp(|Y ′ −Z +X|2/2 − |Z − Y −X′|2/2 − |Z −X|2 − |Y ′|2)
= (2π)d exp(i(σ(X′ − Y,Z)+ σ(X′ −Z − Y,Y ′)+ σ(Y +X′ −Z,X)))
× exp
(
−
∣∣∣∣Z − X +X′ + Y − Y ′
∣∣∣∣2 −
∣∣∣∣X −X′ − Y − Y ′
∣∣∣∣2
)2 2
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∣∣∣∣2
)
× exp
(
2iσ
(
X +X′ − Y + Y ′
2
,Z
))
Φ
(
Z − X +X
′ + Y − Y ′
2
)
. 
Lemma 5 is used in the next auxiliary result.
Lemma 6. If Φ(X)= 2dπd/2 exp(−|X|2) then〈
Π(X,X′)Φ # Π(Y,Y ′)Φ,Π(Z,Z′)Φ˜
〉
L2(R2d )
= πd/2 exp(i[σ(X +X′ + Y − Y ′,Z′)+ σ(X′ + Y ′,X + Y)])
× exp
(
−
∣∣∣∣X −X′ − Y − Y ′2
∣∣∣∣2
)
VΦ˜Φ
(
Z − X +X
′ + Y − Y ′
2
,Z′ − X +X
′ − Y + Y ′
2
)
.
Proof. First we compute〈
Π
(
X +X′ + Y − Y ′
2
,
X +X′ − Y + Y ′
2
)
Φ,Π(Z,Z′)Φ˜
〉
L2(R2d )
=
∫
R2d
Φ
(
U − X +X
′ + Y − Y ′
2
)
Φ˜(U −Z) exp
(
2iσ
(
X +X′ − Y + Y ′ − 2Z′
2
,U
))
dU
= exp
(
i
2
σ(X +X′ − Y + Y ′ − 2Z′,X +X′ + Y − Y ′)
)
×
∫
R2d
Φ(U)Φ˜
(
U − 2Z −X −X
′ − Y + Y ′
2
)
exp
(
2iσ
(
X +X′ − Y + Y ′ − 2Z′
2
,U
))
dU
= exp(i[σ(X +X′, Y − Y ′)+ σ(X +X′ + Y − Y ′,Z′)])
× VΦ˜Φ
(
Z − X +X
′ + Y − Y ′
2
,Z′ − X +X
′ − Y + Y ′
2
)
.
The result now follows from Lemma 5. 
We will now apply the latter result in order to discretize the Weyl product ρ0 = ρ1 # ρ2. Since we assume that ρ1
and ρ2 are members of certain modulation spaces, ρ0 will belong to a modulation space because of (14). Thus, all
three symbols admit Gabor expansions, which we write
ρj =
∑
Λ∈Θ
cj (Λ)Π(Λ)Φ, cj (Λ)=
〈
ρj ,Π(Λ)Φ˜
〉
, j = 0,1,2. (21)
Hence {cj (Λ)}Λ∈Θ denotes the Gabor coefficients of ρj , j = 0,1,2. If ρj ∈Mp,qm (R2d) and p,q <∞, the expansion
(21) converges unconditionally in Mp,qm (R2d). If p = ∞ or q = ∞ then the sum converges in the weak∗ topology of
M∞1/v [20]. This means that the sum∑
Λ∈Θ
cj (Λ)
〈
Π(Λ)Φ,g
〉
converges to 〈ρj , g〉 for each g ∈M1v (R2d). We need the function of Ω,Γ ,Λ ∈Θ defined by
M(Ω,Γ ,Λ)= 〈Π(Ω)Φ # Π(Γ )Φ,Π(Λ)Φ˜〉
L2(R2d )
= πd/2 exp(i[σ(Ω +Ω ′ + Γ − Γ ′,Λ′)+ σ(Ω ′ + Γ ′,Ω + Γ )])
× exp
(
−1
4
|Ω −Ω ′ − Γ − Γ ′|2
)
VΦ˜Φ
(
Λ− Ω +Ω
′ + Γ − Γ ′
2
,Λ′ − Ω +Ω
′ − Γ + Γ ′
2
)
,
(22)
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M(c)(Λ,Ω)=
∑
Γ ∈Θ
M(Ω,Γ ,Λ)c(Γ ), (23)
and
M˜(c)(Λ,Ω)=
∑
Γ ∈Θ
M(Γ ,Ω,Λ)c(Γ ). (24)
Proposition 7. Suppose the weight triple (m0,m1,m2) satisfies (12), ρ1 ∈Mp1,q1m1 (R2d) and ρ2 ∈Mp2,q2m2 (R2d) where
the exponents pj , qj ∈ [1,∞], j = 0,1,2, satisfy (13). Let ρj , j = 0,1,2, have Gabor expansions (21). If ρ0 = ρ1 #ρ2
then ρ0 ∈Mp0,q0m0 (R2d) and
c0 =M(c2) · c1 = M˜(c1) · c2, (25)
where c0 =M(c2) · c1 = M˜(c1) · c2 denotes the matrix multiplications
c0(Λ)=
∑
Ω∈Θ
M(c2)(Λ,Ω)c1(Ω)=
∑
Ω∈Θ
M˜(c1)(Λ,Ω)c2(Ω) ∀Λ ∈Θ.
Conversely, if c2 ∈ lp2,q2m2 (Θ), c1 ∈ lp1,q1m1 (Θ) and c0 =M(c2) ·c1 or c0 = M˜(c1) ·c2, then ρ0 = ρ1 #ρ2 ∈Mp0,q0m0 (R2d).
If ρ0 = ρ1 # ρ2 then
‖ρ0‖Mp0,q0m0  C‖ρ1‖Mp1,q1m1 ‖ρ2‖Mp2,q2m2 , C > 0
⇐⇒ ‖c0‖lp0,q0m0 (Θ)  C‖c1‖lp1,q1m1 (Θ)‖c2‖lp2,q2m2 (Θ), C > 0. (26)
Thus M(c2) ∈ L(lp1,q1m1 (Θ), lp0,q0m0 (Θ)) and M˜(c1) ∈ L(lp2,q2m2 (Θ), lp0,q0m0 (Θ)).
Proof. The result is reached using the expansions (21) and Lemma 6. Some care must be taken for Gabor expansions
of elements in M∞m , since they converge in the weak∗ topology of M∞1/v only. We need the following result from [28]:
We have 〈a # b, c〉 = 〈b, a # c〉 = 〈a, c # b〉 for admissible symbols a, b, c. Suppose ρ0 = ρ1 # ρ2. Then from (14)
and (19) we may conclude that ρ0 ∈Mp0,q0m0 (R2d) and the inequalities (26) hold. Using the remarks above, the Gabor
expansions (21) and (22), we obtain for any Λ ∈Θ
c0(Λ)=
〈
ρ0,Π(Λ)Φ˜
〉= 〈ρ1 # ρ2,Π(Λ)Φ˜〉= 〈ρ1,Π(Λ)Φ˜ # ρ2〉
=
∑
Ω∈Θ
c1(Ω)
〈
Π(Ω)Φ,Π(Λ)Φ˜ # ρ2
〉= ∑
Ω∈Θ
c1(Ω)
〈
ρ2,Π(Ω)Φ # Π(Λ)Φ˜
〉
=
∑
Ω∈Θ
c1(Ω)
(∑
Γ ∈Θ
c2(Γ )
〈
Π(Γ )Φ,Π(Ω)Φ # Π(Λ)Φ˜
〉)
=
∑
Ω∈Θ
c1(Ω)
(∑
Γ ∈Θ
c2(Γ )
〈
Π(Ω)Φ # Π(Γ )Φ,Π(Λ)Φ˜
〉)
=
∑
Ω∈Θ
c1(Ω)
(∑
Γ ∈Θ
c2(Γ )M(Ω,Γ ,Λ)
)
. (27)
By (23), the first equality in (25) has been proved. The second equality is proved similarly. Each sum in (27) is
absolutely convergent, but the double sum is not guaranteed to be absolutely convergent.
Suppose, on the other hand, that one of the equalities in (25) holds with c2 ∈ lp2,q2m2 (Θ) and c1 ∈ lp1,q1m1 (Θ). Then
ρ2 ∈Mp2,q2m2 (R2d) and ρ1 ∈Mp1,q1m1 (R2d) by (19). Going backwards in (27) yields〈
ρ0,Π(Λ)Φ˜
〉= 〈ρ1 # ρ2,Π(Λ)Φ˜〉 ∀Λ ∈Θ.
Thus ρ0 and ρ1 # ρ2 have identical Gabor coefficients, which implies ρ0 = ρ1 # ρ2. 
If the exponent pairs of one of the modulation space factors is chosen as (∞,1) we obtain the following conse-
quence.
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(m,ω,m) satisfies (12) and ρ1 ∈M∞,1ω (R2d) then M˜(c1) ∈ L(lp,qm (Θ)) for all p,q ∈ [1,∞].
In the next result we draw conclusions from the assumption that ρw2 or ρ
w
1 is invertible on L
2(Rd).
Proposition 9. Suppose ω(X,Y )= 〈Y 〉s for s  0.
(i) If (m,m,ω) satisfies (12), ρ2 ∈M∞,1ω (R2d) and ρw2 is invertible on L2(Rd), then there exists c2i ∈ l∞,1ω (Θ) such
that M(c2i ) ∈ L(lp,qm (Θ)) is the inverse of M(c2),
M(c2i ) ·M(c2)=M(c2) ·M(c2i )= idlp,qm (Θ), p, q ∈ [1,∞].
(ii) If (m,ω,m) satisfies (12), ρ1 ∈M∞,1ω (R2d) and ρw1 is invertible on L2(Rd), then there exists c1i ∈ l∞,1ω (Θ) such
that M˜(c1i ) ∈ L(lp,qm (Θ)) is the inverse of M˜(c1),
M˜(c1i ) · M˜(c1)= M˜(c1) · M˜(c1i )= idlp,qm (Θ), p, q ∈ [1,∞].
Proof. We prove only (i) since (ii) is analogous. According to Section 3.2 and (16), ω(X,Y ) = 〈Y 〉s satisfies the
requirements of Gröchenig’s refinement of Sjöstrand’s result on the symbol of the inverse operator. Thus there exists
ρ2i ∈ M∞,1ω (R2d) such that ρ2 # ρ2i = ρ2i # ρ2 = 1. This means that ρ0 = ρ1 # ρ2 is equivalent to ρ1 = ρ0 # ρ2i .
Let {c2i (Λ)}Λ∈Θ denote the Gabor coefficients of ρ2i . It follows from Corollary 8 that M(c2) and M(c2i ) belong to
L(lp,qm (Θ)) for all p,q ∈ [1,∞], and M(c2i )=M(c2)−1 as an operator on lp,qm (Θ) for all p,q ∈ [1,∞]. 
4.1. Polynomial off-diagonal decay of the matrices
Let ρ ∈M∞ω (R2d) for an appropriate weight function ω, so that ρ has the Gabor expansion
ρ =
∑
Λ∈Θ
c(Λ)Π(Λ)Φ, c(Λ)= 〈ρ,Π(Λ)Φ˜〉.
We will now discuss the matrices M(c) and M˜(c) defined by (22)–(24). We are interested in sufficient conditions
for the matrices M(c) and M˜(c) to have quick decay off the diagonal. First we discuss polynomial off-diagonal decay.
Theorem 10. Suppose p ∈ [1,∞], ω(X,Y ) = 〈Y 〉s where s > 2d/p′, and ρ ∈ Mp,1ω (R2d). Then for any t < s/2 −
d/p′ we have∣∣M(c)(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0,∣∣M˜(c)(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0.
Proof. We only prove the estimate for M(c), since the bound for M˜(c) is reached by a similar procedure. Since
s > 2d/p′, it is possible for a given t , 0 < t < s/2 − d/p′, to choose u > 0 such that
t − u <−2d
p′
, t + u < s. (28)
From 〈X+ Y 〉2 = 1 + |X|2 + |Y |2 + 2XY  1 + 2|X|2 + 2|Y |2  (1 + 2|X|2)(1 + 2|Y |2) 4〈X〉2〈Y 〉2 it follows that
〈X + Y 〉−c  C〈X〉−c〈Y 〉c for c 0. Using Lemma 3 we obtain∣∣∣∣VΦ˜Φ
(
Λ− Ω +Ω
′ + Γ − Γ ′
2
,Λ′ − Ω +Ω
′ − Γ + Γ ′
2
)∣∣∣∣
=
∣∣∣∣VΦ˜Φ
(
Λ−Ω − Ω
′ −Ω + Γ − Γ ′
2
,Λ′ −Ω ′ − Ω −Ω
′ − Γ + Γ ′
2
)∣∣∣∣
 C
〈
Λ−Ω − Ω
′ −Ω + Γ − Γ ′
2
〉−t〈
Λ′ −Ω ′ − Ω −Ω
′ − Γ + Γ ′
2
〉−t
 C〈Λ−Ω〉−t 〈Λ′ −Ω ′〉−t 〈Ω ′ −Ω + Γ − Γ ′〉t
 C〈Λ−Ω〉−t 〈Ω ′ −Ω + Γ 〉t 〈Γ ′〉t .
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exp
(−|Ω −Ω ′ − Γ − Γ ′|2/4) C〈Ω −Ω ′ − Γ − Γ ′〉−u  C〈Γ ′〉u〈Ω −Ω ′ − Γ 〉−u.
We now plug these two inequalities into (23) and (22), which gives∣∣M(c)(Λ,Ω)∣∣ C〈Λ−Ω〉−t ∑
Γ ∈Θ
∣∣c(Γ,Γ ′)∣∣〈Γ ′〉t+u〈Ω −Ω ′ − Γ 〉t−u
 C〈Λ−Ω〉−t
( ∑
Γ ′∈bZ2d
∥∥c(·,Γ ′)∥∥
lp
〈Γ ′〉t+u
)( ∑
Γ ∈aZ2d
〈Ω −Ω ′ − Γ 〉(t−u)p′
)1/p′
 C‖c‖
l
p,1
ω (Θ)
〈Λ−Ω〉−t ,
where we have used (28) in the last inequality. The result follows since ‖c‖
l
p,1
ω (Θ)
<∞ according to (19). 
Corollary 11. Suppose ω(X,Y )= 〈Y 〉s where s > 2d , and ρ ∈M∞,1ω (R2d). Then for any t < s/2 − d we have∣∣M(c)(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0,∣∣M˜(c)(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0. (29)
If we combine Proposition 9 and Corollary 11 we obtain the following statement about the off-diagonal decay of
the matrices that are inverses to M(c) and M˜(c), respectively.
Corollary 12. Suppose ω(X,Y )= 〈Y 〉s where s > 2d , ρ ∈M∞,1ω (R2d) and ρw is invertible on L2(Rd). Then for any
t < s/2 − d we have∣∣M(c)−1(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0,∣∣M˜(c)−1(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0.
For matrices with the special structure M(c) and M˜(c), Corollary 12 can be considered a refinement of the follow-
ing general theorem of Jaffard and Journé concerning the off-diagonal decay of inverse matrices [31]. If an infinite
matrix M(k,n), k,n ∈ Z4d , is invertible on l2(Z4d), and satisfies the estimate∣∣M(k,n)∣∣ C〈k − n〉−t , k, n ∈ Z4d , C > 0,
for some t > 4d , then the inverse matrix has the same off-diagonal decay∣∣M−1(k, n)∣∣ C〈k − n〉−t , k, n ∈ Z4d , C > 0.
This theorem gives the same conclusion as Corollary 12 provided s > 10d , but if 2d < s  10d , Corollary 12 gives
information that cannot be inferred from the general theorem.
4.2. Exponential off-diagonal decay of the matrices
To discuss exponential off-diagonal decay of the matrices M(c) and M˜(c), we need to introduce modulation spaces
M
p,q
m (R
2d) with exponentially growing weights. Then the (S ,S ′) framework of Section 3.2 must be modified,
since in that case Mp,qm (R2d) cannot be defined as subspaces of S ′(R2d) [20,24]. Instead one defines M1v (R2d), for
a submultiplicative weight v, as the set of f ∈ L2(R2d) such that VΦf v ∈ L1(R4d) for the Gaussian window Φ .
Then Mp,qm (R2d) is defined as the subset of the antidual space of M1v (R2d) (which may be larger than S ′(R2d) [20])
such that VΦfm ∈ Lp,q(R4d), p,q ∈ [1,∞], for a v-moderate weight function m. We will use a weight of the form
v(X,Y )= exp(2α|Y |), α > 0, and we then have
M∞,1v
(
R
2d)⊆ ⋂
s0
M∞,1vs
(
R
2d), v(X,Y )= exp(2α|Y |), vs(X,Y )= 〈Y 〉s . (30)
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exp(2α|Y |). Then there exists C > 0 such that∣∣M(c)(Λ,Ω)∣∣ C exp(−α|Λ−Ω|), Λ,Ω ∈Θ, C > 0,∣∣M˜(c)(Λ,Ω)∣∣ C exp(−α|Λ−Ω|), Λ,Ω ∈Θ, C > 0.
Proof. Again we prove only the bound for M(c) since the second bound follows using the same technique. Lemma 3
gives ∣∣∣∣VΦ˜Φ
(
Λ− Ω +Ω
′ + Γ − Γ ′
2
,Λ′ − Ω +Ω
′ − Γ + Γ ′
2
)∣∣∣∣
=
∣∣∣∣VΦ˜Φ
(
Λ−Ω − Ω
′ −Ω + Γ − Γ ′
2
,Λ′ −Ω ′ − Ω −Ω
′ − Γ + Γ ′
2
)∣∣∣∣
 C exp
(
−α
∣∣∣∣Λ−Ω − Ω ′ −Ω + Γ − Γ ′2
∣∣∣∣− α
∣∣∣∣Λ′ −Ω ′ − Ω −Ω ′ − Γ + Γ ′2
∣∣∣∣
)
 C exp
(−α(|Λ−Ω| + |Λ′ −Ω ′|)+ α|Ω ′ −Ω + Γ − Γ ′|)
 C exp
(−α|Λ−Ω| + α|Ω ′ −Ω + Γ − Γ ′|).
If ρ ∈M∞,1ω (R2d), this inequality inserted into (23) and (22) yields∣∣M(c)(Λ,Ω)∣∣ C exp(−α|Λ−Ω|) ∑
Γ ∈Θ
∣∣c(Γ,Γ ′)∣∣ exp(−1
4
|Ω −Ω ′ − Γ − Γ ′|2 + α|Ω ′ −Ω + Γ − Γ ′|
)
 C exp
(−α|Λ−Ω|) ∑
Γ ′∈bZ2d
∥∥c(·,Γ ′)∥∥
l∞
×
∑
Γ ∈aZ2d
exp
(
−1
4
|Ω −Ω ′ − Γ − Γ ′|2 + α|Ω ′ −Ω + Γ − Γ ′|
)
= C exp(−α|Λ−Ω|) ∑
Γ ′∈bZ2d
∥∥c(·,Γ ′)∥∥
l∞
∑
Γ ∈aZ2d
exp
(
−1
4
|Γ |2 + α|Γ + 2Γ ′|
)
 C exp
(−α|Λ−Ω|) ∑
Γ ′∈bZ2d
∥∥c(·,Γ ′)∥∥
l∞ exp
(
2α|Γ ′|)
 C‖c‖
l
∞,1
ω (Θ)
exp
(−α|Λ−Ω|). 
For exponential weights ω(X,Y )= exp(2α|Y |), there is no result corresponding to (16), since these weights do not
satisfy the GRS-condition [24]. Nevertheless, we may use the following matrix inversion result by Jaffard and Journé
dealing with exponential off-diagonal decay [31,39], to draw a conclusion about the off-diagonal decay of the inverse
matrices. If an infinite matrix M(k,n), k,n ∈ Z4d , is invertible on l2(Z4d), and for some α > 0 satisfies∣∣M(k,n)∣∣ C exp(−α|k − n|), k, n ∈ Z4d, C > 0,
then there exists α′ ∈ (0, α) such that the inverse matrix has the off-diagonal decay∣∣M−1(k, n)∣∣ C exp(−α′|k − n|), k, n ∈ Z4d , C > 0.
This result, (30), Proposition 9 and Theorem 13 imply the following conclusion.
Corollary 14. Let α > 0 be the constant in Lemma 3, suppose ω(X,Y ) = exp(2α|Y |), ρ ∈ M∞,1ω (R2d) and ρw is
invertible on L2(Rd). Then there exists α′ ∈ (0, α) such that∣∣M(c)−1(Λ,Ω)∣∣ C exp(−α′|Λ−Ω|), Λ,Ω ∈Θ, C > 0,∣∣M˜(c)−1(Λ,Ω)∣∣ C exp(−α′|Λ−Ω|), Λ,Ω ∈Θ, C > 0.
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A zero-mean second-order stochastic process (SP) is a map x :Rd → L2(Ω)= L2(Ω,B,P)=H , where (Ω,B,P)
denotes a probability space, such that E(x(t))≡ 0 where E(·) denotes the expectation operator. We write x ∈ SP(Rd).
The inner product in the Hilbert space L2(Ω) is denoted E(xy), its norm is ‖ · ‖H , and ⊥ denotes orthogonality in H .
The (auto-)covariance function is denoted by kx(t, s) = E(x(t)x(s)). The process x is wide-sense stationary (WSS)
if there exists a function rx of one variable such that kx(t, s)= rx(t − s). Otherwise it is said to be nonstationary. The
class of stochastic processes defined in this way is not sufficient to model important phenomena such as white noise.
Therefore we also need to define generalized stochastic processes, which may be done in several ways. The most
convenient way for our purposes is to follow Feichtinger, Hörmann and Keville [6,30,35] and define a generalized
stochastic process (GSP) as a bounded conjugate linear map from the Feichtinger space M1(Rd) to L2(Ω). That is,
x ∈ GSP(Rd) means that 〈x, aϕ + bψ〉 = a〈x,ϕ〉 + b〈x,ψ〉 for a, b ∈ C and ϕ,ψ ∈M1(Rd), and there exists C > 0
such that∥∥〈x,ϕ〉∥∥
L2(Ω)  C‖ϕ‖M1(Rd ), ϕ ∈M1
(
R
d
)
.
If x ∈ SP(Rd) is strongly measurable and bounded in the sense of supt∈RE|x(t)|2 <∞, then x defines a GSP by the
Bochner integral
〈x,ϕ〉 =
∫
Rd
x(t)ϕ(t) dt. (31)
There exists a covariance distribution for a GSP, defined consistently with (31), by
〈kx,ϕ ⊗ψ〉 =E
(〈x,ϕ〉〈x,ψ〉), ϕ,ψ ∈M1(Rd),
for rank one elements ϕ ⊗ ψ ∈ M1(R2d). It extends to a distribution kx ∈ M∞(R2d) thanks to the tensor prod-
uct property M1(R2d) = M1(Rd) ⊗̂ M1(Rd) [5,12]. The cross-covariance distribution kxy is defined similarly by
〈kxy,ϕ ⊗ψ〉 =E(〈x,ϕ〉〈y,ψ〉) for x, y ∈ GSP(Rd).
When we use the covariance distribution of x ∈ GSP(Rd) as the kernel of an operator, we will denote the kernel
by kx , the Weyl symbol by ρx and the operator by ρwx . The Weyl symbol ρx of the covariance operator is called the
Wigner–Ville spectrum in the engineering literature [15,27,37], and
ax =F−11 (kx ◦ κ) (32)
is called the expected ambiguity function (a term originating from radar theory) or spreading function when kx is a
general (not necessarily a covariance) operator kernel. Here F1 denotes partial Fourier transformation in the first Rd
variable. From (9) we obtain
Fax = ρx. (33)
Consistent with the SP definition one defines the WSS property for a GSP by the translation invariance requirement
〈kx, Ttϕ ⊗ Ttψ〉 = 〈kx,ϕ ⊗ ψ〉 for all t ∈ Rd and ϕ,ψ ∈ M1(Rd). A GSP x is said to be orthogonally scattered
if 〈kx,ϕ ⊗ ψ〉 = 0 when suppϕ ∩ suppψ = ∅ [6,30,35]. White noise is defined as a WSS orthogonally scattered
generalized stochastic process. It follows that white noise x ∈ GSP(Rd) has kx(t, s)= cδ0(t − s), c > 0 [6,30], which
means that ρwx = c idM1(Rd ), a constant times the identity operator on M1(Rd).
6. Filtering and the equation for the optimal filter
Suppose a stochastic process y(t) is an observation of a message x(t). For instance, we may have y(t) = x(t) +
n(t), where n(t) is a noise process which is uncorrelated with x(t), i.e. E(x(t)n(s)) = 0 for all t, s ∈ Rd . To recover
x(t) we linearly filter y(t) using a kernel function h to get an estimate of x(t), denoted xe(t) [17,48]
xe(t)=
∫
d
h(t, s)y(s) ds. (34)
R
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t ∈ Rd .
The idea of filtering can be extended from stochastic processes to generalized stochastic processes as follows. Let
x, y ∈ GSP(Rd) have auto-covariance distributions kx , ky , respectively, and cross-covariance distribution kxy . Since
kxy, ky ∈M∞(R2d) we have ρxy, ρy ∈M∞(R2d) [5], and assume that
ρh ∈M∞,1
(
R
2d), (35)
which implies that ρwh ∈ L(M1(Rd)) by a result of Gröchenig and Heil [20,21]. The consistent extension of the
filtering operator (34) from y ∈ SP(Rd) to y ∈ GSP(Rd) is
〈xe,ϕ〉 =
〈
y,ρwh∗ϕ
〉
, ϕ ∈M1(Rd), (36)
where h∗(t, s) = h(s, t) and ρwh∗ ∈ L(M1(Rd)) is defined by the kernel h∗ or the symbol ρh∗ [35]. We have ρwh∗ =
(ρwh )
∗ = ρwh [16], where (ρwh )∗ denotes Hilbert adjoint.
For a fixed but arbitrary ϕ ∈ M1(Rd) we may derive an equation for the filter symbol ρh that is optimal in the
sense of minimizing the mean square error E|〈x,ϕ〉 − 〈xe,ϕ〉|2. Let Hy ⊆ L2(Ω) denote the time domain [35] of the
GSP y, i.e., the closure of the linear subspace spanned by {〈y,ϕ〉, ϕ ∈M1(Rd)}.
Proposition 15. Let x, y ∈ GSP(Rd) and let ϕ ∈M1(Rd) be fixed. The estimator (36) is optimal if and only if
〈x,ϕ〉 − 〈xe,ϕ〉 ⊥ 〈y,ψ〉 ∀ψ ∈M1
(
R
d
)
. (37)
Proof. We may write 〈x,ϕ〉 = z0 + z1 where z0 ∈Hy and z1 ∈H⊥y , and the decomposition is unique. By elementary
Hilbert space theory z0 is the unique optimum vector in Hy that satisfies
z0 = arg inf
u∈Hy
∥∥〈x,ϕ〉 − u∥∥
H
,
and ‖z1‖H = infu∈Hy ‖〈x,ϕ〉 − u‖H . Suppose 〈x,ϕ〉 − 〈xe,ϕ〉 ⊥ 〈y,ψ〉 for all ψ ∈M1(Rd). Then 〈x,ϕ〉 = 〈xe,ϕ〉 +
z′1 where z′1 ∈ H⊥y . Since 〈xe,ϕ〉 ∈ Hy , it follows from the uniqueness of the decomposition 〈x,ϕ〉 = z0 + z1 that
z′1 = z1 and 〈xe,ϕ〉 = z0. Thus 〈xe,ϕ〉 is optimal.
On the other hand, suppose that 〈x,ϕ〉 − 〈xe,ϕ〉 /∈ H⊥y , i.e. 〈x,ϕ〉 = 〈xe,ϕ〉 + u0 + u1 where u0 ∈ Hy , u1 ∈ H⊥y
and u0 = 0. Again by the uniqueness of the decomposition 〈x,ϕ〉 = z0 + z1 we have 〈xe,ϕ〉 = z0 − u0. There exists
ϕ0 ∈ M1(Rd) such that ‖u0 − 〈y,ϕ0〉‖2H < ‖u0‖2H/2. Set h∗0 = ‖ϕ‖−2L2 ϕ0 ⊗ ϕ ∈ M1(R2d). Then ρh∗0 ∈ M1(R2d) ⊂
M∞,1(R2d), ρw
h∗0
∈ L(M1(Rd)) and 〈y,ρw
h∗0
ϕ〉 = 〈y,ϕ0〉. We have∥∥〈x,ϕ〉 − 〈y, (ρwh∗ + ρwh∗0)ϕ〉∥∥2H = ∥∥z1 + (u0 − 〈y,ϕ0〉)∥∥2H < ‖z1‖2H + ‖u0‖2H = ∥∥〈x,ϕ〉 − 〈xe,ϕ〉∥∥2H ,
which means that the estimator 〈xe,ϕ〉 is not optimal. 
The condition (37) is equivalent to
〈kxy,ϕ ⊗ψ〉 =
〈
ky,
(
ρw∗h ϕ
)⊗ψ 〉 ∀ϕ,ψ ∈M1(Rd). (38)
Since each kernel k ∈ M∞(R2d) defines a bounded operator ρwk :M1(Rd) → M∞(Rd) which satisfies
〈ρwk ψ,ϕ〉M1(Rd ) = 〈k,ϕ ⊗ ψ〉M1(R2d ) for ϕ,ψ ∈ M1(Rd) [20], we may conclude from (38) that 〈ρwxyψ,ϕ〉 =
〈ρwy ψ,ρw∗h ϕ〉 = 〈ρwh ρwy ψ,ϕ〉 for all ϕ,ψ ∈M1(Rd). That is
ρwxy = ρwh ρwy ⇐⇒ ρxy = ρh # ρy. (39)
If ρxy and ρy are assumed to be known, then (39) is an equation for the Weyl symbol of the optimal filter ρh.
Suppose x and y are stochastic processes instead of GSPs, and assume that h, kxy ∈ L2(R2d),
∫
Rd
ky(t, t) dt <∞
and y is mean square continuous. The assumptions imply ρwxy, ρwy ,ρwh ∈ HS(Rd) which denotes the set of Hilbert–
Schmidt operators on L2(Rd) [39]. Then Eq. (39) may be translated to the integral equation for operator kernels [17]
kxy(t, s)=
∫
d
h(t, u)ky(u, s) du a.e. s, t ∈ Rd . (40)
R
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If x(t) and y(t) are WSS stochastic processes, the covariance functions satisfy kx(t, s) = rx(t − s) and ky(t, s) =
ry(t − s). If they are jointly WSS, the cross-covariance function satisfies kxy(t, s)= rxy(t − s). In this case, an optimal
kernel can be assumed to satisfy h(t, s) = g(t − s) for a certain g. If rxy, ry, g ∈ L1(Rd), then (40) simplifies to the
convolution equation rxy = g ∗ ry . This equation can be solved by Fourier transformation, yielding the solution
Fg = F rxy
F ry
χF ry>0, (41)
where χF ry>0 denotes the indicator function for the set where F ry > 0 (F ry is non-negative since ry is positive
definite). The filter can also be forced to be causal, i.e. g(t)= g(t)χ[0,∞)(t), where χ[0,∞) is a Heaviside step function.
The corresponding equation for the optimal solution is the Wiener–Hopf equation, whose solution is called the Wiener
filter1 [46,48].
Given the Weyl symbols ρxy and ρy , an optimal filter Weyl symbol ρh is obtained as a solution of Eq. (39). Our aim
here is to increase our understanding of how such a solution depends on ρxy and ρy . Inspired by the frequency domain
formula (41) for WSS processes, several researchers have tried to find a corresponding formula for nonstationary
processes in the time–frequency domain. This has succeeded with certain approximations and restrictions. Hlawatsch,
Matz, Kirchauer and Kozek [27] have found that underspread stochastic processes are a good class of processes in
the sense that the formula ρh = ρxy/ρy , which constitutes a time–frequency generalization of (41), is approximately
satisfied. A stochastic process is said to be underspread if the expected ambiguity function (32) is concentrated around
the origin. We will discuss this concept in more detail in Section 7.
Our approach is different from [27] since we use Gabor expansions, which discretize the problem. However, we
will arrive at a requirement similar to underspreadness. This condition, in combination with the requirement that ρwy
is L2-invertible, guarantees that a time–frequency solution of the equation for the Weyl symbol of the optimal filter
exists, and in a certain sense it resembles the approximation ρh ≈ ρxy/ρy .
7. The optimal filter
In this section we apply the results of Section 4 to the optimal filtering problem. The assumption (35) means that
we impose some restrictions on the assumptions of Propositions 7 and 9. Thus we assume p ∈ [1,∞] and q = 1,
and a weight m that is non-decreasing. This implies that the symbol ρh ∈ Mp,1m (R2d) ⊆ M∞,1(R2d) and hence (35)
is satisfied. We assume throughout this section that ab < π , Θ = {(an, bk)}n,k∈Z2d and Φ(X)= 2dπd/2 exp(−|X|2),
which means that {Π(an,bk)Φ}n,k∈Z2d is a Gabor frame for L2(R2d). Let the symbols ρxy , ρh and ρy have the Gabor
expansions
ρxy =
∑
Λ∈Θ
cxy(Λ)Π(Λ)Φ, ρh =
∑
Λ∈Θ
ch(Λ)Π(Λ)Φ, ρy =
∑
Λ∈Θ
cy(Λ)Π(Λ)Φ,
cxy(Λ)=
〈
ρxy,Π(Λ)Φ˜
〉
, ch(Λ)=
〈
ρh,Π(Λ)Φ˜
〉
, cy(Λ)=
〈
ρy,Π(Λ)Φ˜
〉
. (42)
Propositions 7 and 9 and Corollary 12 have the following consequence.
Corollary 16. Suppose ω(X,Y ) = 〈Y 〉s for s  0 and suppose m is a non-decreasing weight function such that
the triple (m,m,ω) satisfies (12). Suppose ρy ∈ M∞,1ω (R2d) and ρwy is invertible on L2(Rd). If p ∈ [1,∞] and
ρxy ∈Mp,1m (R2d) then the Weyl symbol equation for the optimal filter ρh, ρxy = ρh # ρy , has the unique solution
ρh = ρxy # ρyi ∈Mp,1m
(
R
2d),
where ρyi ∈M∞,1ω (R2d) satisfies ρy # ρyi = ρyi # ρy = 1. On the level of Gabor coefficients (42), the solution is
ch =M(cy)−1 · cxy,
‖ch‖lp,1m (Θ)  C‖cxy‖lp,1m (Θ), C > 0,
1 Sometimes also the noncausal solution is called the Wiener filter, and even the nonstationary case [27].
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off-diagonal decay of order t for all t < s/2 − d ,∣∣M(cy)−1(Λ,Ω)∣∣ C〈Λ−Ω〉−t , Λ,Ω ∈Θ, C > 0.
Corollary 14 gives a stronger off-diagonal decay statement.
Corollary 17. Suppose the assumptions of Corollary 16 are true, except that the weight is ω(X,Y ) = exp(2α|Y |)
where α = α(a, b) > 0 is the constant of Lemma 3. Then there exists α′ ∈ (0, α) such that M(cy)−1 has exponential
off-diagonal decay of order α′,∣∣M(cy)−1(Λ,Ω)∣∣ C exp(−α′|Λ−Ω|), Λ,Ω ∈Θ, C > 0.
These two results may be interpreted as follows. Under the assumptions of Corollary 16 (or Corollary 17) the
computation of ch = M(cy)−1 · cxy is close to a multiplication by a diagonal matrix, to varying degree. That is, each
coefficient ch(Λ)≈M(cy)−1(Λ,Λ) ·cxy(Λ),Λ ∈Θ . Hlawatsch et al. [27] suggested the approximation ρh ≈ ρxy/ρy ,
which is formulated in the Weyl symbol domain in contrast to our formulation in the domain of Gabor coefficients
of the Weyl symbols. Their approximation is close in spirit to our solution since the matrix M(cy) is built from the
Gabor coefficients of ρy .
Underspread operators and processes
There exist several qualitative descriptions and at least one precise definition of the concept underspread operator.
The concept seems to originate from the radar literature, where a classification of targets in underspread and over-
spread was introduced [18,46]. Let ρ be the Weyl symbol of an operator ρw . In several papers an operator ρw is
said to be underspread if the spreading function a = F−1ρ is “effectively” compactly supported in a box centered
at the origin of volume  1 (or area, if d = 1) [27,37]. This means that the support may be larger than the box, but
the fraction of energy outside the box, or certain moments of the spreading function, are small. A stochastic process
is underspread if its covariance operator is underspread, i.e. the expected ambiguity function (32) has support in a
small box around the origin. A precise definition of underspread is given by Kozek and Pfander [34], who study
Hilbert–Schmidt operators2 with spreading function supported in a rectangular parallelepiped centered at the origin.
In their classification, the operator is underspread if the rectangular parallelepiped has volume not greater than 1 and
overspread if the volume is greater than 1.3 They prove that this is an important distinction with respect to the pos-
sibility of identifying operators: underspread operators are identifiable and overspread operators are not identifiable.
These descriptions and definitions of underspread all have in common that the spreading function (expected ambiguity
function) is in some sense concentrated around the origin.
We would like to relate the concept of underspreadness to the condition ρ ∈ M∞,1ω , where the weight depends
on the second variable only, ω(X,Y ) = v(Y ) and v is assumed to be non-decreasing and even. Set a′(x1, x2) =
(4π)da(2x2,−2x1). Then ρ =Fσ a′. From Φ̂ =Φ and (6) we have
VΦρ(X,Y )=
〈
Fσ a
′,Π(X,Y )Φ
〉= e2iσ (X,Y )〈a′,Π(−Y,−X)Φ〉= πde2iσ (X,Y )Fσ (a′T−YΦ)(X). (43)
Hence
‖ρ‖
M
∞,1
ω (R
2d ) =
∫
R2d
sup
X
∣∣VΦρ(X,Y )∣∣v(Y )dY = ∫
R2d
sup
X
∣∣VΦa′(Y,X)∣∣v(Y )dY = πd ∫
R2d
‖a′TYΦ‖FσL∞v(Y )dY.
The assumption ρ ∈ M∞,1ω is thus equivalent to a ∈ W(FσL∞,L1v), which denotes a Wiener amalgam space [4,8]
with local norm FσL∞(R2d) and global norm the weighted Lebesgue space L1v(R2d). This means that the spreading
function a can be very irregular locally, but decays as an L1v function globally. Therefore ρ ∈M∞,1ω has a meaning that
is rather similar to the qualitative meanings of underspread, in the sense that the spreading function is concentrated
2 In fact, trace-class operators, since they assume operator kernels in M1(R2d ).
3 Their value 1 corresponds to (2π)d in our normalization.
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description of underspreadness used in [27].
The next result shows that an operator that satisfies Kozek and Pfander’s definition of underspread has a Weyl sym-
bol in M∞,1ω (R2d) where ω(X,Y ) = exp(2α|Y |) and α > 0. Thus their definition of underspread is more restrictive
than the condition ρy ∈M∞,1ω (R2d) which is used in Corollary 17. For a Hilbert–Schmidt operator, the Weyl symbol,
the spreading function and the kernel are all L2(R2d) functions [16].
Proposition 18. Let a ∈ L2(R2d) have support in a compact set K ⊂ R2d , let ω(X,Y ) = exp(2α|Y |) for any α > 0
and define the Weyl symbol ρ =Fa as in (33). Then the Weyl symbol ρ ∈M∞,1ω (R2d).
Proof. Set again a′(x1, x2) = (4π)da(2x2,−2x1). Then the support of a′ is contained in a compact set, which we
again denote K , and ρ = Fσ a′. Let ω(X,Y ) = exp(2α|Y |) for α > 0. We obtain, using (43) and the submultiplica-
tivity of exp(2α| · |) [24],
‖ρ‖
M
∞,1
ω (R
2d ) =
∫
R2d
sup
X∈R2d
∣∣VΦρ(X,Y )∣∣ exp(2α|Y |)dY = πd ∫
R2d
sup
X∈R2d
∣∣Fσ (a′T−YΦ)(X)∣∣ exp(2α|Y |)dY

∫
R2d
∫
R2d
∣∣a′(X)Φ(X + Y)∣∣ exp(2α|Y |)dXdY

∫
R2d
∫
R2d
∣∣a′(X)∣∣Φ(X + Y) exp(2α|X + Y |) exp(2α|X|)dXdY
 C
∫
K
∣∣a′(X)∣∣ exp(2α|X|)dX  C‖a‖L2(R2d ) <∞. 
The following example shows that the set of over- and underspread operators are even smaller than the set of
operators that have Weyl symbol in M∞,1ω (R2d) where ω(X,Y )= exp(2α|Y |) for any α > 0.
Example 19. There exists an operator which is not underspread (according to Kozek and Pfander’s definition [34])
but whose Weyl symbol belongs to M∞,1ω (R2d) for ω(X,Y ) = exp(2α|Y |) and any α > 0. In fact, let the sym-
bol be ρ = Φ(X) = 2dπd/2 exp(−|X|2). Then a(X) = 2−2dπ−dΦ(X/2) which does not have compact support.
We have VΦΦ(X,Y ) = 2dπ2d exp(−|X|2/2 − |Y |2/2 − iσ (Y,X)) which clearly belongs to L∞,1ω (R4d), and thus
ρ ∈M∞,1ω (R2d).
8. Approximation of the global error
In this section we restrict to stochastic processes. The minimization criterion E|x(t)− xe(t)|2 may be integrated to
the global error criterion
J (h)=
∫
Rd
E
∣∣x(t)− xe(t)∣∣2 dt = ∫
Rd
kx(t, t) dt − 2 Re〈h, kxy〉L2(R2d ) +
∫ ∫ ∫
R3d
h(t, s)h(t, u)ky(s, u) ds dudt
=
∫
Rd
kx(t, t) dt − 2 Re〈h, kxy〉L2(R2d ) + 〈kρwh∗ρwh , ky〉L2(R2d ). (44)
Here kρw
h∗ρ
w
h
is the kernel of the operator ρwh∗ρ
w
h . A sufficient condition for J (h) to be finite is h ∈ L2(R2d),∫
Rd
ky(t, t) dt <∞ and
∫
Rd
kx(t, t) dt <∞. Inserting an optimal kernel h, which satisfies (40), into (44) gives
Jopt =
∫
Rd
kx(t, t) dt − 2 Re〈h, kxy〉L2(R2d ) + 〈kxy, h〉L2(R2d ) =
∫
Rd
kx(t, t) dt − 〈h, kxy〉L2(R2d ). (45)
We have the following sufficient condition for Jopt to be finite.
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finite.
Proof. According to Sjöstrand’s result [42] we have ρyi ∈ M∞,1(R2d). Thus (13) and (14) imply ρh = ρxy # ρyi ∈
M2(R2d) = L2(R2d). By (9) and Parseval’s formula h, kxy ∈ L2(R2d), so the second term in (45) is finite. Further-
more, kx ∈ M1(R2d) due to (9) and the invariance properties of M1 [5]. Since M1(R2d) is invariant to restriction to
subgroups [5], f (x)= kx(x, x) ∈M1(Rd)⊂ L1(Rd), which means that the first term of (45) is finite. 
In order to compute the Gabor coefficients {ch(Λ)}Λ∈Θ for the Weyl symbol of the optimal filter, we need to
compute M(cy)−1, and ch = M(cy)−1 · cxy . In practice, when the coefficients ch are to be computed numerically,
these computations have to be approximated. A natural way to define an approximate coefficient vector ch1 is
ch1 =
(
M(cy)K
)−1 · (cxyχL). (46)
Here M(cy)K is the matrix consisting of M(cy) with subdiagonals that have distance greater than K > 0 to the
diagonal set to zero, i.e.
M(cy)K(Λ,Ω)=M(cy)(Λ,Ω), if 〈Λ−Ω〉K,
= 0, if 〈Λ−Ω〉>K. (47)
The indicator function χL in (46) is χL(Λ)= 1 if 〈Λ〉 L and χL(Λ)= 0 if 〈Λ〉>L.
Using the sequence ch1 , we define the Weyl symbol
ρh1 =
∑
Λ∈Θ
ch1(Λ)Π(Λ)Φ,
and h1(K,L) denotes the corresponding operator kernel.
The following result says that the approximation (46) yields a global error that is arbitrarily close to the optimum,
provided K and L are chosen large enough.
Proposition 21. Suppose ω(X,Y ) = 〈Y 〉s where s > 10d , ρy ∈ M∞,1ω (R2d), ρwy is invertible on L2(Rd), ρx ∈
M1(R2d) and ρxy ∈ M1(R2d). Define the approximate Gabor coefficient sequence ch1 , which depends on K and L,
by (46). Then
lim
K,L→∞J
(
h1(K,L)
)= Jopt. (48)
Proof. Lemma 20 implies that Jopt is finite and Corollary 16 says that ρh ∈ M1(R2d). According to Proposition 9,
the matrix M(cy) defined by (23) and (42) is a bounded invertible operator on l1(Θ). By Corollary 11, there exists
t > 4d such that the matrix M(cy) satisfies the estimate (29). Define M(cy)K by (47) for K > 0, let cxy ∈ l1(Θ) and
define c = (M(cy)−M(cy)K) ·cxy . The estimate (29) gives |c(Λ)| = |((M(cy)−M(cy)K) ·cxy)(Λ)| (fK ∗cxy)(Λ)
where fK(Λ)= C〈Λ〉−t (1−χK(Λ)), which gives ‖c‖l1(Θ)  ‖fK‖l1(Θ)‖cxy‖l1(Θ). Since g(Λ)= 〈Λ〉−t ∈ l1(Θ), the
operator norm of M(cy)−M(cy)K acting on l1(Θ) can be made arbitrarily small by choosing K sufficiently large.
Thus, using general results from Banach algebras specialized to L(l1(Θ)), M(cy)K is invertible for K sufficiently
large and limK→∞ ‖(M(cy)K)−1 −M(cy)−1‖ = 0, where ‖ · ‖ denotes the operator norm in L(l1(Θ)). Hence
‖ch − ch1‖l1(Θ) =
∥∥M(cy)−1 · cxy − (M(cy)K)−1 · (cxyχL)∥∥l1(Θ)

∥∥M(cy)−1 − (M(cy)K)−1∥∥‖cxy‖l1(Θ) + ∥∥(M(cy)K)−1∥∥∥∥cxy(1 − χL)∥∥l1(Θ)
→ 0, K,L→ ∞. (49)
We have
ρh − ρh1 =
∑(
ch(Λ)− ch1(Λ)
)
Π(Λ)Φ.Λ∈Θ
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Theorem 12.2.4]), the result (49) implies
‖ρh − ρh1‖M1(R2d ) → 0, K,L→ ∞. (50)
From (44), (9) and Parseval’s formula we have
Jopt − J
(
h1(K,L)
)= 2 Re〈h1 − h, kxy〉L2(R2d ) + 〈kρwh∗ρwh − kρwh1∗ρwh1 , ky〉L2(R2d )
= 2(2π)−d Re〈ρh1 − ρh,ρxy〉L2(R2d ) + (2π)−d〈ρh # ρh − ρh1 # ρh1 , ρy〉L2(R2d ),
and thus∣∣Jopt − J (h1(K,L))∣∣ C1‖ρh1 − ρh‖L2‖ρxy‖L2 +C2‖ρh # ρh − ρh1 # ρh1‖M11/ω(R2d )‖ρy‖M∞ω (R2d ), (51)
where C1,C2 > 0. Now L2 =M2, the property (11) of the modulation spaces and (50) yield
‖ρh1 − ρh‖L2(R2d )‖ρxy‖L2(R2d ) = ‖ρh1 − ρh‖M2(R2d )‖ρxy‖M2(R2d )  C‖ρh1 − ρh‖M1(R2d )‖ρxy‖M1(R2d )
→ 0, K,L→ ∞. (52)
Likewise, using 1/ω 1, ‖f ‖M1 = ‖f ‖M1 and (14), the second term of (51) can be upper bounded by
‖ρh # ρh − ρh1 # ρh1‖M1(R2d )‖ρy‖M∞,1ω (R2d ) =
∥∥ρh # (ρh − ρh1)− (ρh1 − ρh) # ρh1∥∥M1‖ρy‖M∞,1ω
 C‖ρh‖M1‖ρh − ρh1‖M1‖ρy‖M∞,1ω
+C‖ρh1 − ρh‖M1‖ρh1‖M1‖ρy‖M∞,1ω
→ 0, K,L→ ∞. (53)
Insertion of (52) and (53) into (51) finally proves (48). 
9. Approximation by Gabor multipliers
Gabor multiplier operators [1,7,12,14] are a class of nonstationary filters that are well suited for numerical im-
plementation. There are results by Feichtinger and Nowak [7,14] on optimal approximation of quite general linear
operators by Gabor multiplier operators. In this section we investigate some implications of these results for the case
of Gabor frames defined by a Gaussian function. Let g ∈ M1(Rd), let θ = {na, kb}k,n∈Zd ⊂ R2d be a lattice4 such
that {Π(Λ)g}Λ∈θ is a Gabor frame for L2(Rd), and let {m(Λ)}Λ∈θ be a sequence of complex numbers. A Gabor
multiplier operator is defined by
ρwmf =
∑
Λ∈θ
m(Λ)Vgf (Λ)Π(Λ)g. (54)
We have written the operator as a Weyl operator ρwm with symbol ρm ∈S ′(R2d), since this is possible for any continu-
ous linear operator S (Rd) →S ′(Rd). However, not all Weyl operators can be written as Gabor multiplier operators
[16]. Given g and θ , one may therefore try to find an optimal approximation of a given operator as a Gabor multi-
plier. This question has been solved in [7,14] as follows. Let ‖g‖L2 = 1 and define the rank-one projection operators
PΛf = 〈f,Π(Λ)g〉Π(Λ)g for Λ ∈ θ . Then {PΛ}Λ∈θ is a Riesz basis for its closed linear span in the space HS(Rd)
of Hilbert–Schmidt operators on L2(Rd) if and only if the discrete Fourier transform of {|Vgg(Λ)|2}Λ∈θ is zero-free,
i.e. ∑
Λ∈θ
∣∣Vgg(Λ)∣∣2e2πiΛΞ = 0, ∀Ξ ∈ [0,1/a)d × [0,1/b)d . (55)
Equivalently, this holds if and only if there exists A,B such that
0 <A
∑
Λ∈θ◦
∣∣Vgg(X −Λ)∣∣2  B <∞, X ∈ [0,1/b)d × [0,1/a)d, (56)
4 Note that the lattice θ ⊂ R2d , in contrast to the lattice Θ ⊂ R4d used in Section 3.3.
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is defined by θ◦ = {n/b, k/a}k,n∈Zd , and is important in Gabor theory [20]. In formulas (55) and (56), we denote
[0,1/a)d = [0,1/a)× · · · × [0,1/a)⊂ Rd .
If {PΛ}Λ∈θ is such a Riesz basis, then there exists an operator Q, whose kernel belongs to M1(R2d), such that
{PΛ}Λ∈θ and {QΛ}Λ∈θ , where QΛ =Π(Λ) ◦Q ◦Π−1(Λ), constitute a biorthogonal family in the sense that
〈PΛ,QΩ 〉HS = tr
(
PΛQ
∗
Ω
)= δΛ−Ω, (57)
where δ denotes the Kronecker delta. Moreover, the optimal approximation of an operator T ∈ L(L2(Rd)) with a
Gabor multiplier operator defined by g and θ is given by
PT =
∑
Λ∈θ
〈T ,QΛ〉HSPΛ. (58)
If T ∈ HS(Rd), the series (58) converges unconditionally in the HS(Rd) norm. If T ∈ L(M1(Rd),M∞(Rd)), the
series (58) converges weakly in the sense that∑
Λ∈θ
〈T ,QΛ〉HS〈PΛf,h〉 converges absolutely for all f,h ∈M1
(
R
d
)
. (59)
To use these results, we need to choose a window g such that (55) is satisfied and ‖g‖L2(Rd ) = 1. We choose g(x)=
π−d/4e−x2/2, which gives the Wigner distribution Wg = π−d/2Φ where Φ(X)= 2dπd/2 exp(−|X|2) as before. In the
remainder of this section we assume that the lattice θ is quadratic in the sense that θ = {an,ak}n,k∈Zd , and a <
√
2π .
Since a2 < 2π , we may conclude from Section 3.3 that {Π(an,ak)g}n,k∈Zd is a Gabor frame for L2(Rd) (with
modulation M˜ξ ), and {Π(an, a2k)(g ⊗ g)}n,k∈Z2d is a Gabor frame for L2(R2d) (with modulation Mξ ). Thus we use
the lattice Θ = {(an, a2k)}n,k∈Z2d for L2(R2d), which means the restriction Θ|k=0 = θ which will prove to be a useful
feature.
Lemma 22. If a, b > 0, θ = {an,bk}n,k∈Zd and g(x)= π−d/4e−x2/2, x ∈ Rd , then (55) is true.
Proof. This is Example 4.1 in [1]. We have |Vgg(X)|2 = exp(−|X|2/2), from which it follows that (56) is satisfied.
Alternatively, one can prove that (55) is true by showing that
∞∑
n=−∞
exp
(−a2n2/2 + 2πianξ) (60)
has no zeros for ξ ∈ [0,1/a). But (60) is the evaluation of the Jacobi theta function [38]
ϑ(z, τ )=
∞∑
n=−∞
exp
(
πin2τ + 2πinz), z ∈ C, Im(τ ) > 0, (61)
in (aξ, ia2/(2π)). For fixed τ , the zeros of (61) are well known [38]. They are
z=m+ 1/2 + (n+ 1/2)τ, n,m ∈ Z.
Since Im(τ ) > 0 no zero is real. Thus we may conclude that (60) has no zeros in ξ ∈ [0,1/a). 
Our final result concerns approximation of general operators (not only optimal filtering operators) by Gabor mul-
tipliers, using Gabor frames defined by a Gaussian function.
Proposition 23. Let g(x) = π−d/4e−x2/2, x ∈ Rd , let θ be a quadratic lattice θ = {an,ak}n,k∈Zd where a <
√
2π .
Define the lattice Θ = {(an, a2k)}n,k∈Z2d , and let a family of Gabor multiplier operators, depending on the sequence
{m(Λ)}Λ∈θ , be defined by (54). Suppose ρ ∈M∞(R2d).
(i) The optimal Gabor multiplier approximation of ρw is Pρw = ρwm with Weyl symbol
ρm = 2−dπ−3d/2
∑
Λ∈θ
〈ρ,TΛρQ〉M1(R2d )TΛΦ. (62)
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Pρw = ρw . That is, ρw is a Gabor multiplier operator.
Proof. (i) For two Hilbert–Schmidt operators ρw1 , ρw2 with Weyl symbols ρ1, ρ2 ∈ L2(R2d) and kernels k1, k2, re-
spectively, Parseval’s formula yields〈
ρw1 , ρ
w
2
〉
HS = 〈k1, k2〉L2(R2d ) = (2π)−d〈ρ1, ρ2〉L2(R2d ). (63)
Moreover, since the kernel of QΛ, denoted kQΛ , Λ = (λ1, λ2) equals M˜λ2,−λ2Tλ1,λ1kQ [13], where kQ denotes the
kernel of Q, we obtain from (9) the Weyl symbol of QΛ
ρQΛ = TΛρQ. (64)
Furthermore, using (9) and (10) we may compute the Weyl symbol of PΛ as
ρPΛ = TΛWg = π−d/2TΛΦ. (65)
Hence (62) follows from insertion of (63), (64) and (65) into (58), when ρw ∈ HS(Rd). Then the coefficients of the
series (62) are square summable. In the general case when ρ ∈M∞(R2d), the coefficient sequence belongs to l∞(θ),
and the series converges weakly in the sense of (59) [7,14].
(ii) Since ρ =∑Ω∈θ c(Ω,0)Π(Ω,0)Φ =∑Ω∈θ c(Ω,0)TΩΦ , we obtain, using the biorthogonality (57),
2−dπ−3d/2〈ρ,TΛρQ〉M1(R2d ) = 2−dπ−3d/2
∑
Ω∈θ
c(Ω,0)〈TΩΦ,TΛρQ〉M1(R2d )
= (2π)−d
∑
Ω∈θ
c(Ω,0)〈TΩWg,TΛρQ〉M1(R2d ) =
∑
Ω∈θ
c(Ω,0)〈PΩ,QΛ〉HS
= c(Λ,0).
From (62) we conclude that ρm = ρ. 
The formula (62) says that the Weyl symbol of the Gabor multiplier operator approximation of ρw can be written
as a series of weighted translations (no modulation is necessary), but the coefficients of this representation are not the
canonical Gabor coefficients c(Ω,0) = 〈ρ,Π(Ω,0)Φ˜〉. However, if c(Ω,Ω ′) = 0 for Ω ′ = 0 (the Gabor expansion
is modulation free), then ρw is already a Gabor multiplier.
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