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P
art 1 of this pair of papers described a methodology for modelling the release and
dispersion of single- and two-phase materials into the atmosphere. In this paper, the
numerical scheme used to solve the governing equations is described and the results
generated by the code (named CLOUD) are discussed. The predictions of the code are then
compared with results from a number of large-scale experiments involving the dispersion of
heavy gases and two-phase jets. Good agreement between the CLOUD results and the
experimental data has been found.
Sensitivity analyses have shown that, for an upwardly directed or elevated release, the
trajectory taken can be sensitive to the correlations used for entrainment of air or for the rainout
fraction. For example, with a high entrainment of air, the code may predict that the plume will
be buoyant and follow an upward path, whereas with a lower value, a denser plume may result
which will quickly fall to the ground, leading to qualitatively different results. It has also been
found that if there is a strong exothermic heat of mixing between the released material and
water, the trajectory can be heavily dependent on the atmospheric humidity.
Keywords: dispersion; dense gas; ® eld experiments; dam-break; plumes.
INTRODUCTION
In the chemical industry, various chemicals are stored under
pressure at temperatures exceeding their normal boiling
point. The chemicals are often held in large quantities and
are frequently hazardous, since they may be toxic or
¯ ammable. Accidental large-scale releases of hazardous
materials kept in this way have occurred in the past and can
be expected to continue to take place in the future. The
storage of such materials therefore poses a potential danger
to the surrounding areas and it is important to assess the
degree of risk associated with their possible release. This
requires an understanding of the behaviour of the release
and the subsequent dispersion into the atmosphere.
In order to provide a practical tool for the assessment of
the hazards a computer code, CLOUD, has been developed.
This code solves a set of one-dimensional conservation
equations to calculate the concentration of the pollutant
following a release. The governing equations and the
correlations and closure relationships used are discussed in
Part 1 of this pair of papers1. In this paper, the implementa-
tion and solution scheme are described and the results
discussed. In order to assess the reliability and accuracy of
such computer codes, validation against experimental data,
analytical results and/or predictions of other models is of
great importance. Several existing datasets from ® eld trials
involving the large-scale release of heavy gases or two-
phase mixtures, covering a variety of different chemicals
and conditions, were selected for comparison with the
predictions of the CLOUD program. A review of ® eld trials
involving two-phase and heavy gas dispersion is given by
Hanna et al.2.
NUMERICAL SOLUTION SCHEME
The general form of the governing equations is1:
¶
¶t
Aá q w ñ( )+ ¶¶s
Aá q w (vs - us)ñ
- Aá q Sñ = q ext w extÃud z (1)
where w is the conserved quantity, q the density,A the cross-
sectional area of the plume and the angular brackets denote
averaging across the plume cross-section.S is a source term,
Ãu is an entrainment velocity and s is the co-ordinate along
the plume axis. The term on the right hand side represents
the entrainment into the plume and the integral is taken
around the plume perimeter.
As a ® rst step in the solution of the equations, the
assumption that the variables can be separated is made. To
illustrate the validity of this procedure, an assessment of the
errors introduced is presented here for two examples. This
involves calculating two distribution coef® cients de® ned by:
á q cvsñ = C1á q ñácñávsñ (2a)
á q v2s ñ = C2á q ñávsñ2 (2b)
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where c is the pollutant concentration and vs component of
velocity in the direction of the plume axis. These terms
correspond to the ® rst term in equation (1) for the pollutant
species conservation equation and the second term in
equation (1) for the momentum equation respectively.
For a free plume, the concentration and velocity ® eld are
taken to be Gaussian3, following the pro® les:
c = c0 exp - p r
2
4B2
(3a)
v = U + v0 exp - p r
2 k 2
4B2
(3b)
where r is the distance from the plume axis. B is the length
scale in the transverse direction and k is the turbulent
Schmidt number ( k 2 < 1.35).
For a ground-bounded plume, the distribution is assumed
to follow that of Colenbrander4. In this case, the distribution
function is:
c = c0 exp - zSz
1+ a
| y| < b (4a)
c = c0 exp - | y| - bSy
2
-
z
Sz
1+ a
| y| > b (4b)
where y is the horizontal distance from the axis and b and Sy
are length scales. The plume is assumed to extend over the
region de® ned by:
| y| < b +
Sy p
2
(5a)
z <
Sz
1 + a
C
1
1 + a
(5b)
a is the exponent in the wind pro® le (U ~ za ), for which a
value of a = 1 / 7 was used.
C1 and C2 were calculated by numerically integrating
equations (2a) and (2b) over the plume cross-section. In
most situations, the density is everywhere close to the
ambient air density and the assumption of constant density
was therefore made. For the free plume, the distribution
coef® cients are plotted as a function of U / v0 in Figure 1 and
it can be seen that they are close to unity. For the ground-
bounded case, the results are independent of the length
scales and are C1 = 0.968 and C2 = 0.940.
For the discretization of the equations, a staggered grid5
was chosen in which velocities are de® ned at cell edges and
all other quantities at cell centres. Such staggered arrange-
ments generally have better stability properties due to the
coupling between the cells. An upwind differencing
procedure was used as this method has good stability, and
values at the new time levels were calculated explicitly. As
an example, the ® nite differenced form of the continuity
equation is shown below:
Äq j ÄAj = q jAj + 12 q j-1Aj-1 D uj- 12 + | D uj-12 |
D t
D s
+
1
2
q jAj D uj- 12 - | D uj- 12 | - D uj+ 12 - | D uj+ 12 |
D t
D s
+
1
2
q j+1Aj+1 - D uj+ 12 + | D uj+ 12 |
D t
D s
+ q ext,j(4BÃv + 2HÃw)j D t (6)
where the tilde Ä denotes values at the new time step and the
subscripts j, j - 1 etc. represent the nodes at which the
values are calculated.
The ® rst stage in the solution of the set of equations is to
perform a loop over the continuity, species conservation and
energy equations for all the mesh points. The continuity and
species conservation equations are solved to provide the
new time values for the quality and the mass fractions of
each constituent. These new values are then used to solve
the equation for the total enthalpy. The next step is to use
this value for the total enthalpy to solve the liquid energy
equation, which gives values for the liquid and gas
temperatures. Unlike the other equations, an implicit
method is used for this equation, which is solved using a
Newton±Raphson method. The second stage involves a
loop over all the mesh points in which the momentum
equations are solved, the plume width is calculated and the
new co-ordinates of the plume axis are determined.
The code was written in ANSI standard FORTRAN 77 in
order that it could be compiled on different types of
machine. For typical cases involving the use of about 200
mesh points, simulations of continuous releases such as the
Desert Tortoise tests ran at about real time speeds on a DX4-
100MHz machine. Instantaneous releases were found to run
rather faster.
In numerical solution schemes, two important considera-
tions are the stability and the level of accuracy. The number
of governing equations involved makes the performance of
a full stability analysis unrealistic, but the properties of this
solution scheme can be illustrated by considering the
advection equation:
¶w
¶t +
v ¶w
¶s = 0 (7)
This equation is similar to the equations solved in
CLOUD for the case of no source terms of entrainment. A
von Neumann stability analysis gives the following criterion
for numerical stability (see, for example, Ferziger and
PericÂ6, or Press et al.7)
D t <
D s
v
(8)
In practice, it was found that the solution scheme was stable
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Figure 1. Distribution coef® cients calculated for a free plume with
Gaussian distribution.
for timesteps less than about one third the maximum stable
value predicted by the above equation.
One drawback of upwind differencing is that it is only
® rst order accurate and its use introduces numerical
diffusion. This is best illustrated by writing down the
advection equation in ® nite difference form:
Äw j - w j
D t
+
vw j - v w j-1
D s = 0 (9)
This can also be written as:
Äw j - w j
D t
+ v
w j+1 - w j-1
2 D s
+ v
w j+1 - 2 w j - w j-1
2 D s = 0
(10)
However, this corresponds to the central difference form
(which is second order accurate with respect to the mesh
length) of the following equation:
¶w
¶t +
v ¶w
¶s +
v D s
2
¶2 w
¶s2 = 0 (11)
The effect of using upwind differencing can therefore be
seen to be equivalent to adding a diffusion term to the
equations whose magnitude is proportional to the mesh
spacing. This term can become quite large in regions where
there are high gradients, but its effect can be reduced simply
by using a ® ner grid. The easiest way to check whether the
grid is suf® ciently ® ne is to run the code with different mesh
spacings, and compare the results.
HEAVY GAS RELEASES
The Thorney Island series of ® eld experiments was
undertaken by the UK Health and Safety Executive as part
of their research into the consequences of vapour cloud
explosions8. Phase 1 of the trials was conducted in 1982 and
1983 and involved the release of large volumes of dense gas
over level terrain. Observations of the subsequent dispersion
were made both visually and with fast response oxygen
sensors. A tent in the shape of a 12-sided symmetrical prism
about 14m in both height and diameter was ® lled with a
mixture of Freon-12 (CCl2F2) and nitrogen. At the
commencement of the trial, the covering was retracted,
allowing the contents to be released into the atmosphere.
The experimental arrangement is described in detail by
Johnson9.
Phase 1 of the trials comprised a total of sixteen
experiments covering a range of different conditions.
Releases were made in wind speeds of up to 7.5ms-1 and
with gas densities up to 4.2 times the ambient air density.
Four of these trials were selected for the validation against
the CLOUD code. The test conditions for these cases are
summarized in Table 1.
In Figure 2, values of the maximum concentrations of the
Freon/nitrogen mixture measured downwind of the release
are compared with the values predicted by the CLOUD
code. In general, there appears to be reasonable agreement,
thoughCLOUD does seem to overpredict the concentrations
consistently, especially for Test 17. However, it should be
noted that overpredictions were also found by Havens10
using the DEGADIS model and by Spicer and Havens11,
who used a modi® ed HEGADAS code. The lower values
measured in the trials could be due, at least in part, to the
locations of the sensors not coinciding exactly with the
cloud centre-line, but a more likely explanation would be
that the CLOUD code underpredicts the amount of
entrainment and mixing with air. Work by Rottman et al.12
showed that, in the early stages following the dense gas
release, the column collapsed due to its higher density,
generating vortices at the leading edges of the cloud. The
effect of these vortices (which is not modelled by CLOUD)
would be to enhance the mixing with air and would be
greatest for Test 17 (since it had the highest density). Indeed
this is the test for which the discrepancy between data and
prediction is greatest. Simulations of these tests by Chan
et al.13 using the three-dimensional CFD code FEM3 also
showed differences between code predictions and experi-
mental data, except that they consistently underpredicted
the concentration levels. This they attributed to short-
comings in the ability of their turbulence model to predict
the behaviour in the early stages after release.
Carpenter et al.14 developed a model to predict the rate of
entrainment, based on the data from the Thorney Island
trials, and the resulting model was found to give good
agreement with experimental measurements, including
those which were not used in the derivation of the model.
It may therefore be fruitful to use this approach in deriving
entrainment correlations for subsequent developments of
the CLOUD code.
It is also instructive to compare predictions of the code
with analytical solutions. Unfortunately, analytical solu-
tions are only available for simple cases and one such case is
the collapse of a right circular cylinder of dense gas or
liquid. This problem is more commonly known as the
cylindrical `dam-break’ problem and solutions to this case
are discussed by, for example, Webber and Brighton15 and
Banerjee16. Under the assumptions of no entrainment or
friction, similarity solutions for the cloud height as a
function of time and distance can be found. For a volume V
of dense gas or liquid, the height, h, of the cloud at a long
time after the initial slumping period is found to be:
h = Vr2
f 4
8
+ 0.1625f 2 (12)
In equation (12), f is a non-dimensional parameter de® ned
by:
f = r / gV(q - q ext)/ q ext 0.25t0.5 0 < f < 1.14
(13)
where r is the distance from the axis of the cylinder and t is
the time from release. g is the gravitational acceleration and
q and q ext are the densities of the cloud and ambient air
respectively.
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Table 1. Thorney Island test conditions.
Test number
Conditions 9 13 15 17
Volume, m3 2000 1950 2100 1700
Density ratio, (q / q air) 1.60 2.00 1.14 4.2
Wind speed at 10m, ms-1 1.7 7.5 5.4 5.0
Stability class F D C/D D/E
Air temperature, ±C 18.6 13.2 10.3 ?
Relative humidity, % 87.3 74.1 88.4 ?
The case chosen for the comparison was to simulate the
release of 64,000m3 of dense gas. In the CLOUD code, the
release was assumed to be initially in the shape of a cube of
side 40m and for the analytical solution, it was assumed to
be in the shape of a cylinder (since a solution for a cube was
not available) of height 40m and cross-sectional area
1600m2. The released gas had a density of 1.2885kgm-3
and the ambient density was 1.0231kgm-3. In Figure 3, the
predictions made by the CLOUD code (using zero
entrainment and friction) are compared with those from
equation (2) and good agreement can be seen.
GROUND-LEVEL JET RELEASES
The Desert Tortoise releases were performed in the
Amargosa Desert, Nevada and involved the discharge of
bulk quantities of ammonia17. The contents of pressurized
tanks containing liquid ammonia were released through a
horizontal pipe at a height of about 1m above ground level.
The ammonia exited as a two-phase mixture, with most of
the liquid being entrained in the jet as small droplets, though
some was observed to fall to the ground in the region of the
release, forming a pool.
Test number 4, the largest in the series, was chosen for the
validation with CLOUD. The conditions for this test are
given in Table 2. In the CLOUD simulations, it was
assumed that a fraction of 0.28 of the ammonia fell to the
ground immediately after the release. This was done since
measurements performed 100m downwind of the release
location had indicated that only 72% of the released
ammonia was still present in the cloud. Figure 4 compares
the predicted and measured temperatures 200 s after the
commencement of the release; it can be seen that in the early
stages of the release, the liquid temperature fell well below
the gas temperatureÐ this effect was also observed with
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Figure 2. Thorney Island peak concentration of Freon/nitrogen mixture and CLOUD predictions.
Figure 3. Height of gas cloud following cylindrical dam-break.
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other cases. In Figure 5, contours of predicted and measured
ammonia concentrations are shown for locations 100m and
800m downwind from the release, again at a time of 200 s.
The predicted concentration contours were obtained by
assuming a Colenbrander type pro® le.
The Gold® sh trials were similar to the Desert Tortoise
tests in many respects, and were performed at the same test
site18. In these trials, hydrogen ¯ uoride (HF) was discharged
through a horizontal pipe from a pressurized container,
forming a two-phase plume. Two of these tests were
selected for validation against CLOUD, numbers 1 and 3.
Due to the very low humidity present in Southwest Nevada,
an arti® cial humidi® cation device was used to increase the
moisture content of the air so it would better resemble the
conditions found in other, non-desert, regions. Table 2
summarizes the conditions for these tests. Figure 6
compares the predicted and measured peak concentrations
and Figure 7 shows the temperatures 75 s from the start of
the spill. The measured and predicted concentrations lie
within a factor of two. However the agreement of measured
and predicted temperatures is relatively poorÐ this could be
due to the models for the heat of reaction between HF and
water and for the vapour pressure not being suf® ciently
accurate or due to the effects of HF forming more complex
molecules (oligomerization). Alternatively, the prediction
of the temperature was found to be sensitive to the
entrainment correlation used, so inaccuracies in the
prediction of entrainment may be responsible.
ELEVATED JET RELEASES
The previous section dealt only with the dispersion of
ground-bounded plumes. In the case of a free jet or plume,
which may result from an elevated release or a discharge
through an upwardly inclined pipe, the behaviour may be
rather different. Unfortunately, no experimental data on
such releases were available, presumably due to the
dif® culty in taking measurements high above the ground.
Of particular concern is whether such a release would
continue to rise or whether it would fall back down to the
ground; this would, of course, be dependent mainly on its
buoyancy. The trajectory taken by such a plume would be
very important from the point of view of consequence
analysis. In the case of the release of a toxic chemical, a
buoyant, rising plumewould generally pose no danger to the
surrounding population; if it were instead to fall to the
ground, then it could constitute a serious risk.
CLOUD was used to simulate the behaviour of an
elevated release of ammonia. This case study will be known
as ``Test Case 1’ ’ , and the conditions are given in Table 2.
In order to ascertain whether uncertainties in the physical
behaviour of releases or environmental conditions would
have a signi® cant effect, a sensitivity analysis was
conducted in which the following parameters were varied:
· Rainout fraction;
· Droplet size;
· Entrainment of air;
· Atmospheric humidity.
Case 1 was run using values of both zero and 0.3 for the
fraction of released ammonia raining out to form a pool.
Figure 8 shows the trajectory of the plume centre-line and
Figure 9 shows the calculated concentrationsat ground level
under the plume axis, 250 s after the start of the release.
Clearly, the graphs show that the results are strongly
dependent on the rainout fraction.
One parameter for which there is a particularly great
uncertainty is the diameter of entrained liquid droplets. For
the purposes of calculating the interfacial heat and mass
transfer rates, the CLOUD code assumes an average
diameter of 100 l m. Test Case 1 was run with values for
the average diameter of 50, 100 and 200 l m. The results
showed that, over this range of diameters, the behaviour of
the plume far from the release point was not sensitive to the
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Table 2. Test conditions for continuous releases.
Test name
Conditions DT4 Gold® sh 1 Gold® sh 2 Test Case 1 Test Case 2
Material released Ammonia HF HF Ammonia HF
Tank temperature, ±C 24.1 40 39 29.7 39.0
Release rate, kgs-1 108 26.9 9.86 587 9.86
Release height, m 0.79 0.79 0.79 30 30
Initial angle to horizontal 0±C 0±C 0±C 45±C 45±C
Wind speed at 2m, ms- 1 4.5 5.6 5.4 5.0 5.0
Stability class E D D E E
Air temperature, ±C 33 37 26.5 3 25
Relative humidity, % 21 6 28 50 90
Atmospheric pressure, bar 0.903 0.90 0.90 1.0 1.0
Rainout fraction (FDEP) 0.28 0.0 0.0 0.0 0.0
Figure 4.Measured and predicted temperatures at 200 s for Desert Tortoise
Trial 4.
droplet size. However, in the region near to the point of
release, the liquid and gas phases approached thermal
equilibrium much more quickly with smaller droplet sizes.
Another area where there is much uncertainty is the rate
at which air is entrained into the jet or plume. To investigate
whether the code predictionswould be sensitive to this, Test
Case 1 was run with the values of the entrainment
coef® cients multiplied by a factor FENT. The results for
values of FENT equal to one half, unity and two are shown
in Figures 10 and 11. As with the rainout fraction, an
uncertainty which may have been expected to lead to
quantitatively different results actually leads to predictions
of a qualitatively different nature.
One of the important features of the CLOUD code was
considered to be its ability to model the condensation of
atmospheric water vapour onto droplets of the released
material. For Test Case 1, it was found that with a higher
value of the humidity (90% compared with 10%), the plume
was predicted to be slightly warmer and the height reached
before falling back down to the ground was a few metres
greater. Another effect was that with higher humidity,
ammonia persisted for longer in the liquid phase, effectively
being `locked-up’ by the water droplets. With the case of
hydrogen ¯ uoride, the effect of atmospheric water vapour
was much more dramatic. Test Case 2 (Table 2) was run
with values of humidity of 10% and 90%, and the predicted
trajectories of the plume centre-line are shown in Figure 12.
Figure 13 shows that the case with 90% humidity was
predicted to be a few degrees warmer and this resulted in it
following a much higher path. The reason for this is that
there is a high exothermic heat of mixing between water and
hydrogen ¯ uoride and the condensation of water vapour
onto the hydrogen ¯ uoride droplets leads to a rise in the
plume temperature. The effect of humidity on the buoyancy
of hydrogen ¯ uoride releases has also been investigated by
Puttock et al.19, who also predicted that the plume would
rise under humid conditions and fall under dry conditions.
CONCLUSIONS
The CLOUD code has been validated against data from
® eld trials involving the release and dispersion of bulk
quantities of heavy gas clouds and two-phase jets and the
results have generally been in quite good agreement. The
probable reason for the main differences between CLOUD
predictions and experimental data are uncertainties in the
rate of entrainment, especially in the initial slumping phase
during the collapse of a heavy-gas column. Uncertainties in
the thermophysical properties and chemical behaviour of
hydrogen ¯ uoride may also have a signi® cant effect on the
accuracy of predictions. In future developments of CLOUD,
the improvement of the correlations used for these shall
therefore be prioritized.
A sensitivity analysis has shown that the buoyancy of a
free plume is sensitive to the amount of rainout at the source
location and also to the amount of air entrained into the
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Figure 5. Concentration contours at 200 s for Desert Tortoise Trial 4.
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plume. The choice of entrainment correlation or the
correlation for the fraction of the discharge which rains
out to form a pool can therefore determine whether the
plume is predicted to rise or fall. Where there is an
exothermic heat of reaction, the plume trajectory can also be
strongly dependent on the atmospheric humidity. This is
something that must be borne in mind when using the
predictions of computer codes to hazard analysis.
NOMENCLATURE
A cross-sectional area of plume, m2
b length scale in Colenbrander pro® le, m
B half width of plume, m
c pollutant concentration, kg m- 3
C1 distribution coef® cient de® ned by equation (2a)
C2 distribution coef® cient de® ned by equation (2b)
áf ñ average of a general quantity f over plume cross-section
g gravitational acceleration, ms-2
r distance from axis, m
s axis along direction of plume travel, m
S source terms
Sy length scale in Colenbrander pro® le, m
Sz length scale in Colenbrander pro® le, m
t time s
Wu velocity of bounding plane, ms-1
U velocity of wind ® eld, ms-1
us s-component bounding plane velocity, ms-
1
Ãu entrainment velocity, ms-1
D u vs - us, ms-1
Wv velocity of material in plume, ms-1
Ãv entrainment velocity in horizontal direction, ms-1
Ãw entrainment velocity in vertical direction, ms-1
Greek letters
a exponent in wind velocity pro® le
C gamma function
k turbulent Schmidt number
w conserved quantity
q density, kg m-3
Subscripts
ext ambient air
Ä new time step value
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Figure 6. Gold® sh hydrogen ¯ uoride peak concentrations and CLOUD
predictions.
Figure 7. Gold® sh plume temperatures and CLOUD predictions.
Figure 8. Trajectory of plume centre-line for Test Case 1Ð effect of
rainout.
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