Consider randomly scattered radio transceivers in R d , each of which can transmit signals to all transceivers in a given randomly chosen region about itself. If a signal is retransmitted by every transceiver that receives it, under what circumstances will a signal propagate to a large distance from its starting point? Put more formally, place points {x i } in R d according to a Poisson process with intensity 1. Then, independently for each x i , choose a bounded region A x i from some fixed distribution and let G be the random directed graph with vertex set {x i } and edges x i x j whenever x j ∈ x i + A x i . We show that for any η > 0, G will almost surely have an infinite directed path, provided the expected number of transceivers that can receive a signal directly from x i is at least 1 + η, and the regions x i + A x i do not overlap too much (in a sense that we shall make precise).
Introduction
We consider an ad-hoc wireless network consisting of many transceivers randomly distributed over a large region, some or all of which have sensors that record some local data. Each transceiver can transmit its data to some nearby region. All the recipients of this information then retransmit it. Under some conditions, (e.g., enough power and enough transceivers) the information can propagate a large distance. In particular, if we listen at the boundary of the large region we may still pick up information originating from sensors in the centre of the region. We wish to prove some bounds on the power and number of transceivers needed for this to occur.
A very natural way to model this is to suppose that the transceivers are distributed according to a Poisson process in some region, for example a square, and that the transceivers are omni-directional, i.e., that any transceiver within a disc about the transceiver can receive the information (where the radius of the disc may depend on the power of the transceiver). A limiting version of this problem is to suppose that the transceivers are distributed according to a Poisson process in the entire plane and ask for the existence of an infinite component; i.e., whether percolation occurs. In this case it is known that we need the power to be such that, on average, a transceiver can broadcast to approximately 4.512 other transceivers (see [12] for numerical simulations and [4] for a semi-rigourous result). It is natural to ask whether we can do better if we transmit to some other region, in particular whether directional transmission can help. In this paper we show that, given any reasonable model of directional transceiver, we can do better. Moreover this can be achieved with the transceivers randomly oriented; in particular the transceivers do not require any global knowledge of the arrangement.
To model this setup, fix a probability distribution D on measurable regions A ⊆ R d
\{0}.
Construct a random digraph G by placing points {x i } in R d according to a Poisson process with intensity 1. Choose independently for each x i , regions A x i according to the distribution D. Let the vertices of G be the x i , and let the edges x i x j lie in G when x j ∈ A(x i ) := x i + A x i . The points x i represent the locations of our transceivers, and the sets A(x i ) represent the region in which the signal strength of x i is sufficiently strong to be received by another transceiver. We assume that the reception of a signal is not directional, so all transceivers within A(x i ) can receive data from x i . Individual transceivers may be strongly directional, so A(x i ) may be highly non-symmetric. Indeed, even the distribution D may be very irregular, due to variation in power, or partial failure of the transceivers, or even global bias in the direction of transmission. We wish to know under what circumstances G has an infinite directed path.
We shall show that for an infinite directed path to exist we only need the expected volume of A x i to be slightly more than 1, provided there is not much overlap in the regions A x i (in a sense that will be made precise below), and the distribution D satisfies some mild boundedness conditions. Throughout this paper we shall denote by |S| the standard Lebesgue measure of S in R 
where A is distributed according to D. In other words, D c is the unconditioned probability distribution of the location of a 'typical' neighbour of the point 0.
We now introduce several parameters that describe D. The most important of these, and most difficult to describe, is the parameter δ which will indicate the amount of overlap we get between the regions A(x i ).
We require that for any x 1 , x 2 , if we fix A(x 1 ) and A(x 2 ), then the probability of a randomly chosen neighbour of a randomly chosen neighbour of x 1 being a neighbour of x 2 is at most δ. In addition, we also need the same result if we, rather artificially, replace A 
(If A(x 1 ) = A + x 1 , A(x 2 ) = A + x 2 , and z = x 2 − x 1 then we obtain the previous description.) Note that if D is centrally symmetric, then the P(−X + Y ∈ A + z) term above is unnecessary since we can replace A by −A. Note also that by changing D on a set of measure zero, we may assume 'ess sup' is the same as 'sup'.
To illustrate this definition, consider the distribution D which gives a fixed region A with probability 1. Then δ is given more simply by
(Write x = X ∓ z, A = A, and note that X and Y are now both uniformly distributed in A.) For example, suppose A is a d-dimensional sphere with radius r centred at the origin in R Another example is in 2 dimensions with A a randomly oriented thin sector of a disc. This example models the case when the transceivers are highly directional, but not all oriented in the same direction. To be precise, assume each sector has angle εθ, and the sectors are oriented uniformly over some fixed angle θ, 0 < θ ≤ 2π, so that all the sectors lie within an angle of (1 + ε)θ (or 2π if (1 + ε)θ ≥ 2π). Then the probability distribution D c has density at most ε/|A| at any point. It is then clear that ±X + Y has probability density at most ε/|A| anywhere, so
More generally, we have:
If almost all volumes |A| given by D are the same and for almost all fixed
Note that in our example, for δ to be small it is necessary that ε be small. It is not sufficient that θ be small. Indeed, reducing θ has little effect, since by applying a suitable area-preserving linear transformation, a small θ is the same as taking θ large and replacing the thin sectors by appropriate triangular shaped regions. It is then not hard to see that if ε fails to be small, δ will also not be small. Using Theorem 5, one can also show that in this case the area of the sectors A must be significantly larger than 1 if an infinite directed path is to exist.
One should also note that in Lemma 1, the condition that |A| is constant is required. For example, consider the case when A = ∅ with probability 1 − ε and A is a disc of area C/ε with probability ε. The probability that z ∈ A is always at most ε, however δ is the same as if A were a disc of area C with probability 1, and is therefore independent of ε. Indeed, the behaviour of these two models is essentially the same since one can remove the points of the Poisson process in the first model where A x i = ∅ without altering the percolation properties. But then one obtains the second model scaled up by a factor 1/ε in area. Moreover, the second model percolates only for C larger than some critical value which is known to be at least 2 (see [11] ), and experimental evidence suggests is about 4.512 (see [12] ), hence in both models we need significantly more than 1 neighbour on average to ensure infinite directed paths.
The other parameters we need are somewhat easier to describe. Define η so that 1 + η is the average number of neighbours of a point in G, which is also the average volume E|A|. Define σ 2 to be the variance of the number of neighbours of a point. We shall see below that σ 2 = E|A| + Var|A|, so σ 2 ≥ 1 + η with equality if and only if the volume |A| is constant. We shall assume that all sets A given by our distribution D lie in a ball of radius r 0 about 0. We also assume the root mean square distance of a neighbour is at least r m > 0 in any direction, i.e.,
for any unit vector u,
where Y is distributed according to D c . We can now state the main result. Proof. From the above discussion we have δ ≤ ε. Assume first that ε is bounded and η ≤ 1, so σ 2 ≤ 2. For θ bounded away from zero, r 0 /r m is bounded and the result follows from Theorem 2 for some c. As θ → 0, r 0 /r m → ∞, but if we apply an area-preserving linear transformation of R
2
, we can make all the sensor regions approximately triangular with r 0 /r m bounded. Thus one can choose c independently of θ for all θ > 0. Since increasing the radius of the sectors only makes percolation more likely, the result follows for all η when ε is sufficiently small (cε
For larger ε note that if G has an infinite directed path for ε = ε 0 with η = 1, then G still has an infinite directed path if we increase ε (and hence η) while keeping the radius of the sectors the same. Hence by increasing c if necessary, the result follows for all ε ∈ (0, 2]. For ε > 2, the sectors always contain a fixed sector of angle (ε − 1)θ, and thus a triangle of area some constant fraction of 1 + η. By a suitable linear transformation, we can make these triangles equilateral, so percolation will occur once this area is above some absolute constant, independently of the shape of the original triangle. Thus, by increasing c again if necessary, we obtain the result for all ε.
For another model take A to be a fixed annulus of area 1 + η and inner and outer radii r(1 − ε) and r respectively where r = r(η, ε) is determined by the requirement that |A| = πr 2 (2 − ε)ε = 1 + η. In this case, transceivers transmit data to other transceivers only if they are at distance between r(1 − ε) and r. For this model it is already known that for any η > 0 we obtain percolation for sufficiently small ε (see [3] and [7] ). In [3] it is also shown that this result fails for a "square" annulus, defined by for any ε > 0, unlike the case of the usual annulus where δ → 0 as ε → 0. On the other hand, the randomly oriented square annulus does have small δ by Lemma 1, so in this case we do obtain percolation for any fixed η > 0 if ε is sufficiently small.
Lower bound
Before we give the proof of Theorem 2, we first note that one can give a positive lower bound on η that is necessary for an infinite directed path to exist in G. Recall that all regions A are assumed to lie within a ball of radius r 0 about 0, and the average number of neighbours is 1 + η. Proof. Fix x 0 in the process. Let N i be the number of points at graph distance i from x 0 in G. We need to show that, almost surely, 
, the number of points in A stochastically dominates a Poisson distribution with mean 1 2 . Thus
by assumption on η. Hence,
i which tends to 0 as i → ∞. The result now follows.
Proof of Theorem 2
First we convert the definition of δ into a more usable form.
Lemma 6. We can define sets B(x
and D-almost all choices of A and A(x i ),
Proof. Fix A(x i ) and define
The first inequality then holds automatically. Now let X be uniformly distributed in A and let Y be distributed according to the distribution D c . Then for either choice of ± sign (fixed throughout), and almost all choices of A and A(x i ),
where A is distributed according to D and
The sets B(x i ) give regions around x i that we want to avoid, since if x j ∈ B(x i ) then the neighbourhoods of x j and x i may have a large intersection. In this case we will typically have too few 'new' neighbours of x j , say, that we have not already encountered when looking for neighbours of x i . Ideally we would like to have B(x i ) = ∅, but in general all we can guarantee is that B(x i ) has small intersection with every region A(x k ).
We introduce the following parameters of the distribution D 0 governing N , the number of neighbours of a point.
Since the regions A are bounded, N is stochastically bounded by a Poisson variable with finite mean. Hence all moments, including VarN , are finite, and p 0 > 0. By Theorem 5, if η ≤ 0 then there will almost surely be no infinite directed path in G, hence we shall always assume η > 0. We also define λ > 0 so that
Note that for large x, Ee −xN tends to p 0 > 0, and for small x, Ee
. Hence by continuity, λ does indeed exist. 
Proof. Let A be distributed according to D, so that N , conditioned on A, is distributed as a Poisson variable with mean |A|. For the first equation
Since EN = E|A| we get the second equality. The probability that
. Finally, N is nonnegative and e
Our aim will be to compare the percolation process with an oriented bond percolation on Z 
where L runs over all non-zero linear functionals. This last expression however is invariant under any linear transformation, and is equal to r 0 /r m where r 0 is the r 0 for the transformed process. Hence r 0 /r m ≤ r 0 /r m . Since Theorem 2 depends on r m and r 0 only via this ratio, it is enough to prove the result for this transformed version.
If the distribution D c has drift we shall however apply a second volume-preserving linear transformation. We shall define a large constant C = C(σ, η) > 1 which is a function of σ and η only (and hence is unaffected by any volume-preserving transformation on
is also a positive definite quadratic form in u, so we can apply a volume-preserving transformation so that 
for any unit vector u, and we need to show that G almost surely has an infinite directed path under the assumption δ < cr
Partition R 2 into 6R × 6R squares, and let the site x ∈ Z 2 correspond to the cylinder
(see Figure 1 for the case d = 2). Our bonds xy in Z 2 will correspond to certain good events in the corresponding cylinder C x ∪ C y with 2-dimensional 6R × 12R rectangular cross section. Throughout most of what follows we shall mostly be only interested in the first two coordinates of the points of our process, except when intersecting regions A(x i ), in which case we use all d ≥ 2 dimensions.
Roughly speaking, these good events will be the ability to get from some given set P of n points near the middle of C x to every point of a set P of size n near the middle of C y by paths that lie entirely within C x ∪ C y . Here n is some fixed large number that will be determined latter. Using n points instead of just one increases the chances of success since in practice it is very unlikely that there is a path from a given single point in C x to C y . But if there is, then there are often many points in C y that we can reach. Nevertheless, provided we choose our sets consistently (so the P for x becomes the P for y), an infinite directed path in Z 2 from x will result in an infinite path in G from at least one of the points of P .
To construct these paths we will need to 'explore' the graph G. When we encounter a vertex z there is a random choice of A(z) and Poisson process within A(z). If we condition on these we effectively fix these choices. When we encounter subsequent vertices w, the choice of A(w) is independent of this conditioning event, but the Poisson process in A(w) is already determined in A(z) ∩ A(w). However, the Poisson process in A(z) \ A(w) is independent of the conditioning event. Thus we can imagine 'growing' G by at each step fixing A(w) and the Poisson process in the subset of points of A(w) that do not lie in any previously seen A(z). Since the previous A(z) contain vertices of G that we have encountered already, we want most of A(w) to be new. To do this we must control the number of regions A(z) we have previously looked at (i.e., conditioned on). Hence when constructing our paths from P in C x ∪ C y we shall only allow ourselves to 'test' regions A(z) around at most N points (N to be determined below). The set of points we test will be called Q . Also, prior to constructing these paths there will be a set Q of up to 3N points in C x ∪C y that have been tested when constructing earlier bonds, and we shall need to avoid the regions A(z) about these points as well. Since we wish to avoid points in A(z) for z / ∈ C x ∪ C y we shall only consider points at least r 1 from the boundary of this set, and so we write
We shall assume that we can get to x ∈ Z 2 from the origin in our percolation on Z
2
, and hence we can get to every point in P . In doing so we have fixed points of P ∪ Q, the choice of A(z) for z ∈ Q, and the state of the Poisson process in A(z) for z ∈ Q. Note in particular . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
In c) the choice of A x j and hence B(x j ) is random, and the probability refers to this choice which is made in accordance with the distribution D. Assumptions b) and c) will be required to ensure that the neighbourhoods A(z) that we construct are unlikely to overlap too much. Assumption a) avoids problems that may occur near the boundary of C o xy . Given the situation described above, we shall construct sets of points P = {x 1 
e ) For all x i ∈ P , some x j ∈ P is joined to x i by a sequence of points y i 1 , . . . , y it of Q .
The construction will depend on the choice of A(z) and the Poisson process restricted to A(z) for z ∈ P ∪ Q , but will not depend on the values of A(z) for z ∈ P . Hence the probability in c ), which is over all choices of A x j according to the distribution D, makes sense.
We shall declare the bond xy open with respect to P and Q if in this construction we can take r = |P | = n. In this case conditions a )-c ) ensure that P and Q can be used in the construction of the next bond yz of Z
. (The Q for yz will include any points of P ∪ Q ∪ Q that lie in C yz .) Note that the openness of xy depends on the choices of P and Q as well as the restriction of the process to the region C o xy . Condition d ) ensures that we never look at the process in the region y i ∈Q A(y i ), as these regions will have been tested earlier. Condition e ) ensures that every point of P is reachable from some point of P in G, so that an infinite path in the Z 2 process will ensure an infinite path in G.
The sets P and Q will depend on the construction of previous bonds, which will introduce complex dependencies between the bonds. Nevertheless, we start by showing that an individual bond is open with high probability, regardless of the choice of P and Q and regardless of the Poisson process in y i ∈Q A(y i ) or outside of C o xy . The proof of the bound is complicated by the fact that the regions A(z) intersect, so we shall first consider the simpler case when we ignore these intersections and model the percolation by a branching process (see for example [1] ). We shall generally refer to the points of a branching process as nodes to avoid confusion with the points of our Poisson process. We shall first prove two simple results about branching processes. The parameters η, σ, p 0 , and λ are as defined before Lemma 7.
Lemma 8. Consider a branching process where at each step each node branches into several new nodes independently according to the distribution D 0 . Let N t be the number of nodes at time
Proof. It is easy to show by induction on t that
Let X t = N t /EN t , so that EX t = 1 and VarX t < σ 2 /η. By Cauchy-Schwarz, . Then the probability that there is at least one node at time T is at least
Proof. Let N t be the number of nodes at time t and consider the random variable X t defined by X t = e −λNt . Now
where
and Y i are independent random variables with distribution D 0 . Recall that λ is defined so that
.
, and thus
. But EX t ≥ P(N t = 0) and
. Hence
as required.
We now consider a simplified version of our percolation process in which each step is independent of all previous steps. We define a branching process of nodes. Each node is assigned a region A v independently of all previous nodes according to the distribution D, and then branches into a number of new nodes, where the number of child nodes is Poisson distributed with mean |A v |. As a consequence, the number of child nodes has overall distribution D 0 . Also, for each child node u of v we choose δ u uniformly from the set A v independently of all other δ u 's. Unconditioned on A v , δ u then has probability distribution D c . Fix a position z 0 in R d for the root node and define the position z v of a node v to be z 0 + u δ u where the sum runs over all predecessors u of v back to the root node. Let T be the random graph with vertices z v and edges z v z u for all child nodes u of v. Set T t to be the set of nodes that are t steps from the root node in the graph T . The process T approximates the percolation process G, but it differs in that the distribution of points (child nodes) in A(z v ) = A v + z v is independent of the process up to that point, whereas in G the points in A(z v ) will depend on points in previously encountered regions A(z u ) where they intersect. Effectively, the difference between T and G is that when we encounter a node z u in T we 'regenerate' the Poisson process in the whole of A(z u ), whereas in G we only generate a Poisson process in the region of A(z u ) that we have not already seen. To simplify the notation, we shall generally identify a node u with its position z u ∈ R d , so for example we shall denote A(z u ) by A(u).
In T , any path from the root gives rise to a random walk in R d . We shall analyse this walk by comparison with a Brownian motion. Recall that a Brownian motion (with drift) is a continuous time stochastic process B t ∈ R such that for all t 1 > t 2 , B t 1 − B t 2 is given by a normal distribution with mean β(t 2 − t 1 ) and variance γ(t 2 − t 1 ) and is independent of B t for t < t 1 . We call β the drift and γ the unit time variance of B t . We start with a well known result. 
Proof. Let f (x) be the solution of the equation
where Z is normal with mean β δt and variance γ δt. By solving the above differential equation, we see that
, and
Taking δt → 0 and summing between t = t 1 and t = t 2 , we see that 
is a smooth function in the interior of C \ D which is 1 on ∂D, 0 on ∂C, and 0
We shall assume c 3 < 0. 
where 
Since r ≤ c 1 < 1 and α ≤ 1 we get
Run the random walk until the stopping time T = min{i : d(Z i , ∂C ∪ ∂D) < c 4 }. We shall now show that T is unlikely to be very large. Writing (Z t ) 2 for the x 2 -coordinate of 
P(T > t) is monotonically decreasing in t, we have tr
is bounded between 0 and 1,
which is at least 2c 3 for sufficiently small c 1 ( 3 . Therefore, with probability at least c 3 , the random walk gets closer than c 4 to D (and hence enters [5, 7] The numerical values of c 1 , c 2 , c 3 given by this proof are not very good. Indeed, simulations suggest that the bound on 3c 3 given by (10) is just over 0.005, so we can take c 3 = Proof. The strategy of the proof is to find some path from x i ∈ P to some point x i in C y,1 in the T process, and by coupling, show that with reasonable probability, a corresponding path will exist in the G process. We shall then couple the percolation for R/r 1 further steps to obtain at least n points x j . These will lie in C y,2 as we cannot travel more than distance R in R/r 1 steps. Since the probability of success is fairly small, we apply this process to each x i ∈ P and show that it is very likely that we will succeed for at least one x i .
Run n independent truncated branching processes for T steps starting at the points x 1 , . . . , x n as in Lemma 12, where
Let T = n i=1 T i be the union of these processes, so that T is a union of n trees, with the i'th tree T i starting at x i . We shall couple T with G one level at a time, and within each level T t , sequentially run through all nodes in the previous level, and couple all the children of this node, one at a time (i.e., after coupling one node, we continue with each of its siblings before processing any other node). We shall declare some nodes u to be good. For these nodes, the positions and choice of A u will have been successfully coupled so that they are equal to the corresponding values in the G process. However, we shall also require them to avoid certain sets B(z), and for their sets B(u) to avoid certain other nodes. We shall not attempt to couple the descendants of a node u or the process inside A(u) unless u is good. (Technically, we couple the process independently with no requirement that the existence of v, position of v, or region A(v) defined in the T process matches with anything in the G process when v is a descendant of a bad node u.)
The set Q(u) will be the points of Q together with the set of all good nodes that have had all their children coupled before u. Before coupling u we will have fixed the Poisson process in z∈Q(u) A(z) and outside C o xy . Let P (u) be the set of good nodes found that are not in Q(u). These are nodes which have uncoupled children, and in particular includes p u , the parent of u. For these nodes (other than p u ) we have not yet fixed the Poisson process in the A(z) (see Figure 3) .
We shall ensure that we do not consider more than N new points of G in C o xy , where N = n(KT + R/r 1 ).
(13)
Step 1: We start by coupling the choices of A x i in T to match those in G for each
. Define E i to be the event that x j ∈ B(x i ) for some x j = x i . By condition c), the probability of E i is bounded above by
If E i occurs we declare x i to be bad, and we do not couple the process in A(x i ), or any descendant of x i . Otherwise x i is good. After Step 1, but before processing the first child u of the first x i , we have Q(u) = Q, and P (u) = P g is the subset of good nodes in P .
Step 2: We process each node of T in turn as described above, but before coupling any children of p u we check if p u ∈ C y,1 . In this case we do not couple any children of p u , and p u will remain in P (v) for all subsequent nodes v.
Step 3 
Otherwise the node u will be bad and we shall not couple the process in the region A(u), or any descendant of u. Note that (by Step 3) the first two conditions are essential if we are to couple the T and G processes so that the locations of the nodes agree with the points in G. The last condition (u / ∈ B(z)) will be used to ensure that the children of u are unlikely to lie in some previously coupled set A(z).
Step 5: Couple A u with the corresponding choice in G. This now defines B(u). We require z / ∈ B(u) for all z ∈ P (u).
Otherwise we again call u bad and ignore it and all its descendants. The reason is that if z ∈ B(u) then coupling the descendants of z would be prejudiced.
Repeat Steps 4 and 5 for each child of p u before continuing with the next parent node (with Step 2). Note that for x i ∈ P g we do not need to (and cannot) insist that x i / ∈ A(z) for all z ∈ Q. However, by Step 1 and condition b),
Assume T T i = ∅ and pick a node uniformly at random from T T i . We wish to estimate the probability that all nodes on the path from x i to this node are good. Consider a node u on this path and assume all its predecessors are good. The parent p u does not lie in B(z) for any z ∈ Q(u), since Q(u) ⊆ Q(p u ) ∪ P (p u ) and p u is good (or since Q(u) ⊆ Q ∪ P g and p u is good in the case when p u = x i ∈ P ). However u − p u is distributed according to D c , so by Lemma 6 and the definition of D c , the probability that u ∈ A(z) for some
By Lemma 6, the probability that u ∈ B(z) for some z ∈ Q(u) ∪ P (u) is also at most 4N √ δ. Note that if z is a sibling of u, then we must assume A(p u ) is fixed, so we need the full strength of Lemma 6 , that is that |(A + p u ) ∩ B(z)| ≤ √ δ|A| for almost all A, not just averaged over A. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Finally, the probability that z ∈ B(u) for some z ∈ P (u) is at most 4N √ δ since, even conditioned on A u and A p u , the probability that a fixed z lies in B(u) is the same as the probability that z − u lies in B u = B(u) − u, and z − u is uniformly distributed in (z − p u ) − A p u . By Lemma 6 the probability that z ∈ B(u) is then at most √ δ for each z.
Hence, ignoring the possibility that we have left C o xy or entered C y,1 , the probability that E i did not occur, but we failed to couple the path in T i with G, is at most 12N T √ δ. We shall require that the parameters n and R are chosen below so that
where c 3 is the constant given by Lemma 11. Now, conditioning on T T i = ∅, the above path in T i hits C y,1 before leaving C o xy with probability at least c 3 . Hence with probability at least c 3 − c 3 /2 = c 3 /2, either E i occurred, or the coupling above stopped at a good node x i ∈ C y,1 . Now put all the other coupled nodes of T i into Q(u) and run another T process starting at the points x i , i = 1, . . . , n, that are good and lie in C y, 1 . We run this second T process for another R/r 1 steps. We couple this T process with G as above. Of course, this time we do not stop coupling if we hit C y,1 , and we cannot leave C o xy (or even C y,2 ) in R/r 1 steps. One minor difference is that in each level we do not couple the A(u)'s, and hence do not insist on z / ∈ B(u) for z and u in the current level, until all nodes from that level are processed. If there are at least n nodes left in this level we stop and set P equal to n of these nodes. Otherwise we apply Step 5 to all good nodes of this level (checking both u / ∈ B(z) and z / ∈ B(u) conditions of Step 4 and Step 5) before starting the next level. The reason for this complication is that we do not want to couple the choice of A u 's for u ∈ P .
Assuming x i exists, we now estimate the probability that a node u of this new process is bad, conditioned on all its predecessors being good, and on any event involving the existence of its descendants. As above this probability is at most 12N √ δ, and we shall require 12N √ δ < η/2.
Thus, the good nodes stochastically dominate a branching process with one-step mean 1 + η/2, variance at most σ 
If at any level we have found n good points (without the condition that z / ∈ B(u) for z ∈ P (u)), then we stop the process, and set P to be these n points. Any other good points found will be placed into the set Q . The probability that either E i occurs, or we get n good descendants of x i in C y, 2 , is now at least
where 1 − e −λ/2 bounds the probability that T T i = ∅ (by Lemma 9), c 3 /2 bounds the probability that given this either E i occurs or we obtain a good x i , and ηp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . is joined by a path in G from a point in P x i . Hence there is a path to any point of P x from one of the n points of P (0,0) .
Finally, by Theorem 13, if δ < cr then each bond xy is open with probability bounded below by 0.9 even conditioned on the state of all previous bonds and regions of R 2 that they depend on (the A(z) around the points z ∈ Q i ), except for the other bond starting at x. The two bonds starting at x however can be strongly dependent. Define an oriented site percolation on Z 2 by declaring x ∈ Z 2 to be open if both oriented bonds from x are open. This process now stochastically dominates an independent oriented site percolation with site probability 0.8. However (0, 0) is then in an infinite cluster with positive probability (see for example [2] ). The result now follows.
