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Introduction
There is a close relationship between trade costs and a country's ability to increase its exports and integrate into the world economy. The relevance of transport costs as a component of trade costs has been increasing as liberalization continues to reduce artificial barriers to trade. In many cases, the effective rate of protection provided by transport costs is higher than the one provided by tariffs (Clark, Dollar and Micco, 2004; Hummels, 1999) .
One of the most important and evident components of transport costs is distance. In its simplest formulation, the gravity model for trade, introduced by Linnemmann (1966) , states that bilateral trade flows depend positively on the product of the GDPs of both economies and negatively on the distance between them, which stands for bilateral transport costs. The impact of distance on countries' volume of trade is significant: recent estimates of the elasticity of trade volumes with respect to distance indicate that when distance increases by 10 percent, the volume of trade is reduced between 9 and 15 percent (Overman, Redding and Venables, 2003) . 2 In addition to distance, however, many other elements influence transport costs. As explained by Limão and Venables (2001) , transport costs and trade volumes depend on many complex details of geography, infrastructure, administrative barriers and the state of competition in the transport industry. Provided that distance and infrastructure-related costs are major determinants of the success of a country's export sector, immediate questions arise: what can governments do to "get closer" to markets with high import demand? Can improvements in infrastructure and regulation reduce transport costs? Is it worthwhile to implement policies designed to increase competition in transport markets? Do these policies have a quantifiable impact on transport costs? Not many papers have tried to estimate the impact on transport costs of policies that improve the quality of regulation and infrastructure or implement new competition regimes.
Focusing on infrastructure and using data from maritime shipping companies, Limão and Venables (2001) show that poor infrastructure accounts for more than 40 percent of predicted transport costs. In a study specific to the port sector, Clark, Dollar and Micco (2004) show that an improvement in port efficiency from the 25 th to the 75 th percentile reduces shipping costs by 2 Deardorff (1984) surveys the early work on this subject.
more than 12 percent. 3 Fink, Matoo and Neagu (2002) argue that both public policies, like restrictions on the provision of port services, and private practices-e.g., collusive carrier arrangements-exercise a significant influence on maritime transport costs. A policy implication derived from their estimation is the need to pursue attempts to break up international cartels in that market. 4 Because their data do not include a change in the intensity of competition in the market (i.e., from cartel to non-collusive behavior), they cannot estimate the effects on transport costs of a change in the competition regime.
The aim of this paper is to close this gap in the literature. In particular, we estimate the effects of infrastructure, quality of regulation and changes in the competition regime on air transport costs. We focus exclusively on the costs of air transport due to its increasing importance as a transport mode, the availability of detailed micro data for US imports and the recent change in competition regimes introduced by Open Skies agreements.
The advent of wide-body aircrafts in the 1970s made large volumes of belly space available. Once airlines were able to accept palletized or containerized freight, they began addressing the air cargo market more aggressively. As the evolution and design of aircrafts made it possible to carry more cargo in an efficient manner, dedicated cargo airlines entered this market.
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The size of the airfreight and express market worldwide is approximately USD 75 billion, and during the 1990s this market grew at an average rate of 6 percent per year. 6 The geographic distribution of the revenue generated in the air cargo and air passenger markets are similar; in both markets the US accounts for almost 40 percent of total revenue. In the United States, as indicated by Figure 1 , the value of air shipments relative to the aggregate value of air and vessel shipments increased from 24 percent in 1990 to 35 percent in 2000. The drastic drop in air 3 Clark, Dollar and Micco (2004) show that reductions in country inefficiencies associated with transport costs from the 25 th to 75 th percentiles imply an increase in bilateral trade of around 25 percent. 4 Clark, Dollar and Micco (2004) show that their results are not robust to the inclusion of additional control variables (e.g., unit value of the shipped merchandise). 5 As Walker (1999) explains, until recently, the majority of airlines considered cargo a by-product of their passenger activities. The consequence was a pricing strategy that regarded cargo as a low additional cost product. In recent times, airlines have significantly improved the way common costs are allocated and have implemented a yield management strategy, which involves the creation of a stand-alone company with full profit responsibility. 6 Data obtained from Air Cargo Management Group (www.cargofacts.com). shipments in 2001 may have been caused by the restrictions that the US applied to air traffic after September 11, 2001. 7 
Figure 1. Share of Air Shipments in US Imports
Share of Air Shipments (%) 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 In 1992 the United States signed the first Open Skies agreement with the Netherlands.
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Since then, the United States has signed more than fifty-five Open Skies agreements with developed and developing countries on all continents. These agreements give us a unique opportunity to estimate the effect that a liberalized air cargo market has on transport costs. Given that there is no estimation in the literature of the effects of Open Skies agreements, or any other change in competition regime, on cargo rates, this paper adds a new dimension to the literature on the determinants of transport costs. The results obtained have important policy implications. We find strong evidence that investments in airport infrastructure and improvements in the quality of regulation reduce air transport costs. In our sample, improvements in both variables from the 25th percentile to the 75th percentile reduce transport costs by more than 20 percent. In addition, we find that a more competitive air transport market-through Open Skies agreements-reduces air transport costs by around 8 percent.
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The paper is organized as follows. Section 2 briefly summarizes the economics of air cargo. Section 3 presents the empirical framework, while Section 4 shows the results for the cross section and panel data estimation. Finally, Section 5 concludes.
The Determinants of Air Transport Costs, the Economics of Air Cargo and Open Skies Agreements
This section addresses, based on a qualitative description, the main determinants of air transport costs, emphasizing recent developments in the economics of air cargo.
The nature of the services provided by air cargo airlines forces them to be both capitalintensive and transnational companies serving more than one country. In general, these companies have access to international capital markets and they are able to hire a fraction of their workers from all over the world.
9 Thus we should not expect differences in capital or labor costs to be the main factors explaining differences in transport costs across countries. However there are other important specific factors affecting transport costs across countries, which we present next.
The most studied determinant of transport cost is geography, particularly distance. The greater the distance between two markets, the higher the expected transport costs. For air carriers, the cost variable most affected by distance is fuel cost, which during most of the 1990s
represented between 12 and 15 percent of airlines' total operating costs (Doganis, 2001 ).
Dedicated freight airlines pay special attention to airport use-related fees. They have more flexibility than passenger airlines, as they do not have to operate from airports with the best location for business passengers, they can avoid slot-constrained airports, and they can operate during off-peak hours. Consequently, dedicated freight airlines usually have a broader selection of competing airports to choose from. The available airport infrastructure and the quality of regulation, which have a direct impact on airport use fees, are important variables for cargo airlines when deciding which airports they serve, and thus are relevant variables in the determination of air transport costs.
There is no single model for tariff regulation in airports. In the majority of airports, however, tariffs for "aeronautical services" (runway and taxiway, air control, aircraft parking, security) are regulated by a government agency or sector-specific regulator (Serebrisky and Presso, 2002) . The quality of regulation (i.e., the level and structure of tariffs for aeronautical
9 Doganis (2001) shows that for passenger airlines labor costs explain 25 to 35 percent of total operating costs. Undoubtedly, for dedicated freight carriers, this percentage is much lower because they do not need to employ flight attendants and other personnel who work in passenger-related services (e.g., VIP lounges, check-in counters, customer service personnel in airports, etc.).
services, how they are set and the regulatory process to modify them) is a key factor that directly impacts airlines' operating costs and transport costs.
The creation of cargo-dedicated airlines and the implementation of yield management strategies in passenger-cargo airlines allowed these companies to adopt a flexible approach to the selling of cargo space. As a consequence, there are not only directional differences in rates, mainly due to bilateral trade imbalances, 10 but there are also wide variations in the rates offered to bulk contract shippers as opposed to one-off clients.
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Trade composition additionally helps to explain other differences in transport costs. Due to the insurance component of transport costs, products with higher unit value have higher charges per unit of weight. On average, insurance fees are around 1.75 percent of the traded value and represent around 15 percent of total air charges. Therefore, high value-added exporting countries should have higher charges per unit of weight due to this insurance component.
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Besides, some products require special transport features and therefore have different freight rates.
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Finally, competition regimes also matter for air transport costs. Since 1992, the United
States has signed more than fifty bilateral Open Skies agreements. The main objective sought by these agreements is the promotion of an international aviation system based on competition among airlines with minimum government regulation. As stated in the introduction of these agreements, 14 the motivation governments have for supporting them is the desire to facilitate the expansion of air transport opportunities, making it possible for airlines to offer the traveling and shipping public a variety of service options at the lowest possible prices.
The substance of all Open Skies agreements signed by the United States is alike, and apply to passenger, all-cargo and combination air transportation and encompass both scheduled and charter services. Key provisions include the following:
15 10 Directional imbalance in trade between countries implies that many air-carriers are forced to haul empty space back. As a result, either imports or exports become more expensive. 11 Transport is a classic example of an industry that faces increasing return to scale. 12 Clark, Dollar and Micco (2004) show that the insurance component is an important determinant of maritime transport costs as well. 13 For example, in the case of maritime transport costs, LSU (1998) Most of the empirical literature in the area of air transport focuses on the effects of Open Skies agreements on passengers. A recent and comprehensive study (Brattle Group, 2002) estimates the effects on passengers of Open Skies agreements between the United States and countries in the European Union. Button (2002) 
Empirical Framework
To estimate the importance of each of the factors that explain air transport costs, we use a standard reduced form approach. Air transport freight prices are assumed to be equal to the marginal cost multiplied by the air shipping companies' markup. Expressed in logarithms, the reduced form equation takes the following form:
where:
I : corresponds to a foreign country; j : corresponds to a US district or region; k: corresponds to the product, aggregated at four digits of the HS classification code; between foreign country I to any of the US districts or regions j in period t.
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We assume that both marginal cost and markup are functions of factors that depend on the airport or country of origin (I), and the airport or district of destiny in the US (j) for each of the k product types. Specifically, we assume that the marginal cost has the following functional form: 16 We do not take into account the observations that have zero trade with the U.S. 17 We consider 36 US districts. 18 We divide the districts into three regions. The first dummy takes into account potential differences in airport efficiencies across US custom regions or districts, and the second accounts for different marginal transport costs across products.
represents the value per unit of weight of product k and is used as a proxy for the insurance component of air transport cost (p ijkt wv Ijkt ). 19 The imbalance between country I and the US corresponds to the ratio between US exports minus US imports and the level of bilateral trade between the two countries. The variable is a proxy for the state of infrastructure in foreign airports and corresponds to the ratio between the squared number of airports in the foreign country that have runways over 1,500 meters long and the product of the country area and total population. In addition, in some specifications we include variables that capture the quality of regulation across countries.
I APE
With respect to the second term of the reduced form equation, we assume that air shipping companies' markups have the following functional form:
where: k ρ : dummy variable per product k; and 19 We assume that insurance costs increase unit prices of transported goods. ρ is a product-specific dummy variable that captures differences in transport demand elasticities across goods (derived from the final demand of each good k in the US). A IJt is a variable that specifies whether a pair of countries has an Open Skies Agreement.
Substituting the second and third equations into the first, we obtain the econometric model to be estimated:
; and Ijk ε : error term.
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In the estimation, we should expect a positive sign for the coefficients of the proxy for insurance costs, ψ , and distance, , and a negative sign for the coefficients of the volume of trade, ∂ η , trade unbalance, κ , the state of airport infrastructure, ω, and Open Skies agreements, ϕ.
We divide our empirical results into two sets. First, we run cross-sectional regressions to identify the effects on transport costs of those variables that rarely or never vary over time. These variables are distance and foreign airport infrastructure. Using cross-sectional regressions we are able to identify whether countries that implemented an Open Skies Agreement face lower or higher transport costs than others that did not. Although this information by itself is valuable, it is not precisely the most relevant question for a policymaker. A policymaker would like to know what is the impact of signing Open Skies Agreements; that is, if by implementing this type of agreement, transport costs are reduced over time.
To answer this question, our second set of results relies on panel data and includes country fixed effects in order to isolate the time series dimension of Open Skies Agreements and 20 We allow the error term to be correlated among country clusters. their impact on air transport costs, leaving out the cross-sectional variation. Thus, time-invariant country specific variables such as distance between a foreign country and the US will be subsumed in these country fixed effects. In addition, to some extent, the inclusion of country dummies addresses potential endogeneity problems that would arise if countries following a cost-benefit analysis tend to invest in an Open Skies Agreement only with partners with which they have high air transport costs, since the potential benefits for these countries derived from greater competition will be higher. If this were the case, a cross-sectional analysis would underestimate the effect of Open Skies Agreements on transport costs. Indeed, as will be shown below, a comparison of our panel results with those obtained when we use cross section regressions suggests that the latter in fact understate the impact of Open Skies Agreements on air transport costs.
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It is important to point out that the use of country dummies does not fully eliminate the endogeneity bias. It is possible that countries decide to sign an open skies agreement following a substantial increase in their air transport costs. The shorter the period used to estimate the effect since the implementation of Open Skies Agreements, the less severe are the remaining concerns about endogeneity. 22 In any case, if endogeneity were a problem, one would expect our estimates to underestimate the effect of Open Skies Agreement on transport costs.
The relation between transport costs and imported volume causes an additional endogeneity problem. To control for this endogeneity problem, in the empirical section, following the gravity literature on trade, we use the foreign country's GDP as an instrument for the volume of imports.
Empirical Results
Data on air-transport costs are drawn from the U.S. Finally, the information for regulatory quality and government efficiency were taken from Kaufmann, Kraay and Mastruzzi (2003) . Details on the definition of the variables are provided in Appendix A.
Cross Sectional Results
Cross Sectional results are reported in Table 1 and Table 2 . The main difference between these tables is that in Table 2 we control for country development level using a dummy variable for developed countries. 26 Both tables report the results for the year 2000. We chose the year 2000
because it was the only year for which we had information to construct the variable directional trade imbalance. Table 1 reports our estimations for equation [4] . In all the specifications we control for distance, volume (US imports measured in US dollars), product unit value, directional trade unbalance, type of product and district of cargo entry in the US and airport infrastructure in the exporter country. Furthermore, in all the specifications we allow the error term to be correlated among country clusters to avoid misspecifications of the var-cov matrix. 27 As mentioned above, when we introduce import volume, an endogeneity problem arises. It is expected that the bigger the trade volume, the lower transport costs are going to be (due to economies of scale) but, on the other hand, lower transport costs may increase trade. To solve this problem in all specifications shown, we instrumentalize imports volume using countries' GDP. The value per weight variable is also positive and highly significant. As mentioned above, these regressions include dummy variables for products aggregated at the four-digit HS level. One might think that unit values would be quite similar across countries at that level of disaggregation, but that is not the case. Clark, Dollar and Micco (2004) found the same results for maritime transport costs. Additionally, Feenstra (1996) shows that there is a large variation in unit values even at the 10-digit HS level. He cites the example of cotton shirts for men, which the U.S. imports from almost half of its 162 trading partners. The unit values range from $56 (Japan)
to $1 (Senegal). These differences in unit values lead to large differences in insurance costs per kilogram, even for "homogeneous" products. Thus, it is not surprising that the more expensive the product per unit of weight, the higher the insurance and hence the overall transport cost.
Directional imbalance in trade between the US and the source country has the expected negative sign and is significant at one percent. If we move from a favorable unbalance (from the 28 Following the gravity model, trade between two countries is proportional to the product of countries' GDP divided by the distance between them. 29 Each "foreign country and US region" pair is defined as an air route. We define three regions in the US: East, West and Gulf Coast (see Appendix B, Table B4 ).
point of view of the exporters to the US 30 ) of 50 percent to a negative one of the same amount, air transport costs increase around 16 percent.
Finally, the coefficient associated with airport infrastructure is negative and significant (at 1 percent): the greater the investment in infrastructure, the lower transport costs are. In our sample, an improvement in airport infrastructure from the level of Colombia (25 th percentile) to the level of Great Britain (75 th percentile) reduces air transport costs by 15 percent. This result may be due to the following reverse causality: airport infrastructure reduces air transport costs, but at the same time, low air transport costs increase trade and may induce investments in airport infrastructure. To control for this reverse causality in column (2), we instrumentalize the level of foreign airport infrastructure of column (1) with indexes of telephones per capita and paved roads. In addition, as a robustness test, in column (3) we use a five-year lag of our infrastructure variable. In both cases we obtain very significant effects, similar to the results obtained in column (1).
In columns (4), (5) and (6), besides the level of airport infrastructure, we include institutional variables to observe their effect on air transport costs. We should expect a better institutional framework-measured by regulatory quality and/or government efficiency-to reduce air transport costs. 31 In columns (4) to (6), we present our results using regulatory quality and/or government efficiency obtained from Kaufmann et al. (2003) . 32 As shown separately, both dimensions have the expected sign, and both are statistically significant at conventional levels (Columns 4 and 5). But, when we include both institutional variables at the same time, only regulatory quality has the expected sign and is significant at standard levels. 33 Not surprisingly, this last result suggests that regulatory quality, which should directly affect airport efficiency, has a significant effect on air transport costs. In our sample, a country that increases its level of regulatory quality from the level of Ecuador (25 th percentile) to the level of France (75 th perecnetile) can experience a reduction in its air transport costs of 14 percent. 30 For foreign exporters, the larger the imbalance of US bilateral trade (exports -imports divided by bilateral trade), the lower their transport costs should be because of the low capacity utilization of airplanes returning to the United States. 31 See Kaufmann, Kraay and Mastruzzi (2003) for a general discussion of the role of the institutional environment in country performance. 32 To check the robustness of these results, we estimated the benchmark equation with Rule of Law and Control of Corruption, and we found that the results obtained were very similar in magnitude of coefficients and in level of significance. 33 The lack of significance of government efficiency may come from the fact that both institutional variables are highly correlated in our sample.
The last two columns of Table 1 report the results when we include our Open Skies agreement dummy variable 34 with and without regulatory quality. In both cases, Open Skies agreement has the expected negative sign, but it is not statistically different from zero at conventional levels. It is possible that this result is biased to zero due to the endogeneity problem described at the beginning of this section (countries with initial high transport cost are willing to sign Open Skies agreements).
Additional regressions, which are not reported, show that our results are robust to the use of other years in our sample instead of 2000.
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To see if our results are robust to the addition of country-income controls, in Table 2 we include, in all specifications, a dummy variable that takes the value of one if the foreign country is a developed country (high income country), and zero otherwise. We found that all our previous results are robust to the inclusion of this dummy, except for the total volume variable, which keeps its negative sign in all specifications but is not statistically different from zero. The variables of airport infrastructure and regulatory quality keep their negative signs, but their effects on air transport costs are slightly smaller. These results are not surprising if we take into account that most of the observed variance experienced by airport infrastructure and regulatory quality occurs between developing and developed countries, which is now captured by our developed country dummy. Controlling by infrastructure and regulatory quality, on average, developed countries have 14 percent lower air transport cost than the other countries in our sample.
Panel Data Results
In the cross section estimations we mentioned the possibility that the estimated coefficients of Open Skies Agreements might be biased to zero. To solve this problem, Table 3 presents the results of a country-product fixed effect estimation for the period 1990-2001. The inclusion of country-product dummies allows us to focus on the time series effect of Open Skies Agreements.
The country-product fixed effect captures the initial level of transport costs as well as those 34 The dummy variable that accounts for the existence of an Open Skies Agreement between partner countries was obtained from the U.S. Department of Transportation. In the introduction of this paper, Table 1 presents a table with all Open Skies Agreements and the years they were signed. 35 For all other years we have to use the year 2000 imbalance.
variables that do not change over time (for example, distance). 36 As we did in the cross section estimation, we still allow the error term to be correlated within countries in a given year, and we control for US region or district fixed effects.
In column (1) we report the results obtained when we allow the average air transport costs to follow a linear trend. As we found in the cross section regressions, volume has a negative sign but is not significant at standard levels. Unit weight values remain highly significant with a similar coefficient. More interestingly, in our panel setup, Open Skies
Agreements remains negative and becomes significant at standard levels. This result is robust even when we control with a quadratic trend (column 2), dummies for years (column 3) and US district fixed instead of US region dummies (column 4). The result also holds when we include our measure of airport infrastructure, which has an estimated value of zero and has no statistical power. This low power may be explained by the low time variability of our airport infrastructure measure.
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The results in columns (1) to (5) suggest that, even though statistically significant, Open
Skies Agreements imply only a small decline in air transport costs of around 2.3 percent. This is the average effect of Open Skies Agreement on freight rates independent of the number of years the agreement has been in effect. Open Skies Agreements may reduce freight rates over time, in which case the total effect of these agreements would be larger than 2.3 percent. We want to test the hypothesis that air carriers take time to adapt to the new rules in the market and need to go through an underlying "learning by doing" process. A similar hypothesis, which cannot be tested separately with the available data, would be that those firms that survive after Open Skies Agreements are signed, are more efficient and, given the existence of more contestable markets, they set lower tariffs. The process of fighting to survive is not a one-period game, and that would explain why freight rates decrease over time. To test the first hypothesis, columns (6) to (8) compute the previous regressions using only the years 1990 and 2001. 38 Using this "type" of first difference regression, 39 the dummy for Open Sky Agreements captures the fall in freight rates for 36 We do not include our institutional variables because they have only been available since 1996 and change very little over time. In most specifications we do not include our measure of airport infrastructure because it hardly changes over time. 37 Most improvements in airport infrastructure over time are within the same airport (e.g., equipment), and therefore are not captured in our measure. 38 We drop countries that are not in the whole sample to avoid any composition effect (two countries). Results hold with the whole sample. 39 These would be first difference regressions if there were only one district of entry in the US.
the whole period since the agreement was signed in each country. For example, as Spain signed an Open Skies agreement with the US in 1995, in the year 2001 the agreement had been standing for 6 years. In column (6) the agreement dummy implies a large drop in freight rates of around 9 percent. When we include our infrastructure measure in column (7), the fall in freight rates increases to 13 percent. In this specification our infrastructure variable is significant at 10 percent levels, and it has a magnitude similar to that obtained in column (2) of Table 1 . Finally, to confirm that the effect of agreements increases over time, in columns (8) and (9), besides our
Open Sky dummy, we include the number of years since the agreement was signed. Confirming our previous results, the interaction term is negative and significant at conventional levels. These results, even though they are significant at conventional levels, are estimated imprecisely.
To check the results of the previous paragraph, Table 4 presents country-product fixed effect regressions for the whole sample period (as in columns 1-5 in Table 3 ), but allowing the effect of Open Skies agreements to differ over time. The dummy "Year of Signature" captures the change in freight rates the same year the agreement was signed. The dummy "One Year
After" captures the change the first year after the agreement was signed. Finally, the dummies "Four or More Years After" captures the average fall in freight rates after four or more years since the agreement was signed. Columns (1) to (4) show similar results. In the year the agreement is signed there is a 1 percent fall in freight rates. This fall increases 1 percent per year after the agreement is signed. 40 Three years after the agreement was signed we observe a 3-4 percent fall in rates, which is significant at conventional levels in all the specifications. Focusing on columns (2) and (4), the long-run effect of Open Skies agreements is a fall in air transport costs of around 8 percent. It is important to highlight that this result does not allow us to identify the source of the reduction in air transport costs associated with Open Skies agreements. It could be the case that costs are lower because a more intense competition induced a lower mark-up. An alternative explanation consistent with the reduction in transport costs would be that airlines became more efficient, and keeping mark-ups constant, were able to reduce freight rates.
Conclusion
During the 1980s and 1990s many countries engaged in a process of reduction of tariff and nontariff barriers to trade. As a consequence, the relevance of transport costs as a determinant of the ability of a country to integrate into the global economy increased significantly. At first glance, it could be argued that governments cannot reduce transport costs because they are, to a great extent, determined by exogenous factors, mainly distance. Even though it is true that distance is an important explanatory variable of transport costs, this paper shows that governments can implement different policies to reduce transport costs and effectively help their countries "get closer" to high demand markets.
This paper concentrates on air transport, the fastest-growing cargo transport mode.
Relying on detailed micro data and the opportunity that Open Skies Agreements provide to evaluate the impact of changes in the competition regime, our estimations show that improvements in infrastructure and the quality of regulation and a more liberal air cargo market significantly reduce transport costs. In our sample, an improvement in airport infrastructure from Government Efficiency: Measures the quality of public service provision, the quality of the bureaucracy, the competence of civil servants, the independence of the civil service from political pressures, and the credibility of the government's commitment to policies. The main focus of this index is on "inputs" required for the government to be able to produce and implement good policies and deliver public goods. This variable was obtained from Kaufmann, Kraay and Mastruzzi (2003) . Region: Corresponds to the U.S. customs district classification performed by the authors. In Table B4 of Appendix B, there is a detailed description of the regions associated with each customs district.
Regulatory Quality: Measures the incidence of market-unfriendly policies such as price controls or inadequate bank supervision, as well as perceptions of the burdens imposed by excessive regulation in areas such as foreign trade and business development. This measure is obtained from Kaufmann, Kraay and Mastruzzi (2003) .
Rule of Law:
This variable was obtained from Kaufmann, Kraay and Mastruzzi (2003) . (1) (2) (3) (4) (5) (6) (7) (1) (2) (3) (4) (5) (6) Tel & Road Clustered Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% Clustered robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1% 1: Open Sky Dummy interacted with the number of years since the agreement was signed. 2: Columns 6 to 9 include data only for 1990 and 2001 for countries that are in the whole period. Clustered Robust standard errors in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%
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