We propose an algorithmic framework for convex minimization problems of composite functions with two terms: a self-concordant part and a possibly nonsmooth regularization part. Our method is a new proximal Newton algorithm with local quadratic convergence rate. As a specific problem instance, we consider sparse precision matrix estimation problems in graph learning. Via a careful dual formulation and a novel analytic stepsize selection, we instantiate an algorithm within our framework for graph learning that avoids Cholesky decompositions and matrix inversions, making it attractive for parallel and distributed implementations.
Introduction
Sparse inverse covariance matrix estimation is a key step in graph learning. To understand the setup, let us consider learning a Gaussian Markov random field (GMRF) of p nodes/variables from a dataset D := {x 1 , x 2 , . . . , x m }, where x j ∈ D is a p-dimensional random vector, drawn from the Gaussian distribution N (µ, Σ). Let Θ = Σ −1 be the inverse covariance (or the precision) matrix for the model. To satisfy the conditional independencies with respect to the GMRF, Θ must have zero in Θ ij corresponding to the absence of an edge between nodes i and j (Dempster, 1972) .
To learn the underlying graph structure from Σ −1 , one can use the empirical covariance matrix Σ. Unfortunately, this approach is fundamentally ill-posed since the empirical estimates converge to the true covariance at a (1/ √ m)-rate (Dempster, 1972) . Hence, inferring
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the true graph structure accurately requires an overwhelming number of samples. Unsurprisingly, we usually have fewer samples than the ambient dimension, compounding the difficulty of estimation.
While the possible GMRF structures are exponentially large, the most interesting graphs are rather simple with a sparse set of edges. Provable learning of such graphs can be achieved by ℓ 1 -norm regularization in the maximum log-likelihood estimation: ,
where ρ > 0 is a parameter to balance the fidelity error and the sparsity of the solution and vec is the vectorization operator. Here, f (Θ) corresponds to the empirical log-likelihood and g(Θ) is the sparsitypromoting term. Under this setting, the authors in prove that m = O(d 2 log p) is sufficient for correctly estimating the GMRF, where d is the graph node-degree. Moreover, the above formulation still makes sense for learning other graph models, such as the Ising model, due to the connection of f (Θ) to the Bregman distance (Banerjee et al., 2008) .
Numerical solution methods for solving problem (1) have been widely studied in the literature. For instance, in (Banerjee et al., 2008; Scheinberg & Rish, 2009; Scheinberg et al., 2010; Hsieh et al., 2011; Rolfs et al., 2012; Olsen et al., 2012 ) the authors proposed first order primal and dual approaches to (1) and used state-of-the-art structural convex optimization techniques such as coordinate descent methods and Lasso-based procedures. Alternatively, the authors in (Hsieh et al., 2011; Olsen et al., 2012) focused on the second order methods and, practically, achieved fast methods with a high accuracy. In (Scheinberg et al., 2010; Yuan, 2012) , the authors studied alternating direction methods to solve (1), while the work in (Li & Toh, 2010 ) is based on interior point-type meth-ods. Algorithmic approaches where more structure is known a priori can be found in (Lu, 2010) .
The complexity of the state-of-the-art approaches mentioned above is dominated by the Cholesky decomposition (O(p 3 ) in general), which currently creates an important scalability bottleneck. This decomposition appears mandatory since all these approaches employ a guess-and-check step-size selection procedures to ensure the iterates remain in the positive definite (PD) cone and the inversion of a p × p matrix, whose theoretical cost normally scales with the cost of p × p matrix multiplications (O(p 3 ) direct, O(p 2.807 ) Strassen, and O(p 2.376 ) Coppersmith-Winograd). The inversion operation is seemingly mandatory in the optimization of (1) since the calculation of the descent direction ∇f (Θ i ) := −Θ −1 i + Σ requires it, and quadratic cost approximations to f (Θ) also need it. Via Cholesky decompositions, one can first check if the current solution satisfies the PD cone constraint and then recycle the decomposition for inversion for the next iteration.
Contributions:
We propose a new proximal-Newton framework for solving the general problem of (1) by only assuming that f (·) is self-concordant. Our algorithm consists of two phases. In Phase 1, we apply a damped proximal Newton scheme with a new, analytic step-size selection procedure, and prove that our objective function always decreases at least a certain fixed amount. As a result, we avoid globalization strategies such as backtracking line-search or trust-region procedures in the existing methods. Moreover, our step-size selection is optimal in the sense that it cannot be improved without additional assumptions on the problem structure. In Phase 2, we simply apply the full step proximal-Newton iteration as we get into its provable quadratic convergence region which we can compute explicitly. Moreover, we do not require any additional assumption such as the uniform boundedness of the Hessian as in (Lee et al., 2012) .
In the context of graph learning, we discuss a specific instance of our framework, which avoids Cholesky decompositions and matrix inversions altogether. Hence, the per iteration complexity of our approach is dominated by the cost of p × p matrix multiplications. This is because (i) our analytic step-size selection procedure ensures the positive definiteness of the iterates doing away with global strategies such as line-search which demands the objective evaluations (via Cholesky), and (ii) we avoid calculating the gradient explicitly, and hence matrix inversion by a careful dual formulation. As a result, our approach is attractive for distributed and parallel implementations.
Paper outline: In Section 2, we first recall some fundamental concepts of convex optimization and selfconcordant functions. Then, we describe the basic optimization set up and show the unique solvability of the problem. In Section 3 we outline our algorithmic framework and describe its analytical complexity. We also deal with the solution of the subproblems by applying the new dual approach in this section. Section 4 presents an application of our theory to graph selection problems. Experimental results on real graph learning problems can be found in Section 5.
Preliminaries
Basic definitions: We reserve lower-case and bold lower-case letters for scalar and vector representation, respectively. Upper-case bold letters denote matrices. Let vec: R p×p → R p 2 be the vectorization operator which maps a matrix to a single column, and mat: R p 2 → R p×p is the inverse mapping of vec which transforms a vector to a matrix. For a closed convex function f , we denote its domain by dom(f ),
Definition 2.1 (Self-concordant functions (Definition 2.1.1, pp. 12, (Nesterov & Nemirovski, 1994) 
Let h ∈ C 3 (dom(f )) be a strictly convex and selfconcordant function. For a given vector v ∈ R n , the local norm around x ∈ dom(f ) with respect to h(·) is defined as v x := v T ∇ 2 h(x)v 1/2 while the corresponding dual norm is given as v *
defined as ω(t) := t − ln(1 + t) and ω * : [0, 1] → R + be a function defined as ω * (t) := −t − ln(1 − t). The functions ω and ω * are both nonnegative, strictly convex and increasing. Based on (Nesterov, 2004) [Theorems 4.1.7 & 4.1.8], we recall the following estimates:
where (2) holds for all x, y ∈ dom(f ), and (3) holds for all x, y ∈ dom(f ) such that y − x x < 1.
Problem statement: In this paper, we consider the following structural convex optimization problem:
where f (x) is a convex, self-concordant function and g(x) is a proper, lower semicontinuous and possibly nonsmooth convex regularization term. It is easy to certify that problem (1) can be transformed into (4) by using the tranformation x := vec(Θ):
g(x) := ρ x 1 and n := p 2 .
Proximity operator: A basic tool to handle nonsmooth convex functions is the proximity operator: let g be a proper lower semicontinuous, possibly nonsmooth and convex in R n . We denote by ∂g(x) the subdifferential of g at x. Let f be a self-concordant function and x ∈ dom(f ) be fixed. We define
This operator is a nonexpansive mapping, i.e.,
Unique solvability of the problem: We generalize the result in (Hsieh et al., 2011) to show that problem (4) is uniquely solvable.
Then the solution x * of (4) exists and is unique.
The proof of this lemma can be done similarly as Theorem 4.1.11, pp. 187 in (Nesterov, 2004) . For completeness, we provide it in the supplementary document.
Two-phase proximal Newton method
Our algorithmic framework is simply a proximalNewton method which generates an iterative sequence x k k≥0
starting from x 0 ∈ dom(F ). The new point
where α k ∈ (0, 1] is a step size and d k is the proximal-Newton-type direction as the solution to the subproblem:
Here, Q(d; x k ) is the following quadratic surrogate of the function f around x k :
We denote d k the unique solution of Q(x k ). The optimality condition for Q(x k ) is written as follows:
). The next lemma shows that the fixed point of R g is the unique solution of (4). The proof is straightforward, and is omitted.
Lemma 3.1. Let R g be a mapping defined by (8) . Then x * is the unique solution of (4) if and only if x * is the fixed-point of R g , i.e., x * = R g (x * ).
Lemma 3.1 suggests that we can generate an iterative sequence based on the fixed-point principle. Under certain assumptions, one can ensure that R g is contractive and the sequence generated by this scheme is convergent. Hence, we characterize this below.
Full-step proximal-Newton scheme
Here, we show that if we start sufficiently close to the solution x * , then we can compute the next iteration x k+1 with full-step α k+1 = 1, i.e.,
where d k is the unique solution to Q(x k ). We call this scheme the full-step proximal Newton (FPN) scheme. For any k ≥ 0, let us define
We refer to this quantity as the proximal Newton decrement. The following theorem establishes the local quadratic convergence of the FPN scheme (9).
Theorem 3.2. For a given x k , let x k+1 be the point generated by the full-step proximal Newton scheme (9) and λ k be defined by (10). Then, if
Consequently, the sequence x k k≥0 generated by the FPN scheme (9) starting from
≈ 0.219224, locally converges to the unique solution of (4) at a quadratic rate.
The proof of Theorem 3.2 can be found in the supplementary document.
Damped proximal Newton scheme
We now establish that, with an appropriate choice of the step-size α ∈ (0, 1], the iterative sequence x k k≥0 generated by the damped proximal Newton scheme
is a decreasing sequence, i.e., 
provided that α k λ k < 1.
It follows from the optimality condition of (7) that there exists v k ∈ ∂g(y k ) such that
Since f is self-concordant, by (3), for any
Since g is convex, α ∈ [0, 1], by using (14) we have (16) into (15) and noting that
which is indeed (13), provided that α k λ k < 1.
The following theorem provides an explicit formula for the step size α k . Theorem 3.4. Let x k+1 be a new point generated by the scheme (12) and λ k be defined by (10). Then, if we choose
Moreover, the step
Proof. By the choice of α k , we have
By using the estimate (13) we have
for any t > 0, the last inequality implies (18). Finally, we note that the function ϕ(α) := αλ(1 + λ) + ln(1 − αλ) is maximized at
Theorem 3.4 shows that the damped proximal Newton scheme generates a new point x k+1 that decreases F of (4) at least ω(σ) at each iteration, whenever λ k ≥ σ.
Quadratic convergence: Similar to the full-step proximal-Newton scheme (9), we can also show the quadratic convergence of the damped proximalNewton scheme (12). This statement is summarized in the following theorem.
Theorem 3.5. For a given x k ∈ dom(F ), let x k+1 be a new point generated by the scheme (12) with
, it holds that
Hence, the sequence x k k≥0 generated by (12) with
236068 locally converges to x * , the unique solution of (4) at a quadratic rate.
The proof of Theorem 3.5 can be found in the supplementary document. Note that the valueσ in Theorem 3.5 is larger than in Theorem 3.2. However, both values are not tight.
The algorithm pseudocode
As proved by Theorems 3.4 and 3.5, we can use the damped proximal-Newton scheme to build the algorithm. Now, we present a two-phase proximal-Newton algorithm. We first select a constant σ ∈ (0,σ]. At each iteration, we compute the new point x k+1 by using the damped proximal Newton scheme (12) until we get λ k ≤ σ. Then, we switch to the full-step Newton scheme and perform it until the convergence is achieved. These steps are described in Algorithm 1.
Note that the radius σ of the quadratic convergence region in Algorithm 1 can be fixed at its upper bound σ. The maximum number of iterations j max and k max can also be specified, if necessary.
Iteration-complexity analysis
We analyze the complexity of Algorithm 1 by separating Phase 1 and Phase 2. This analysis is summarized in the following theorem. Proof. Since λ j ≥ σ for all j ≥ 0 in Phase 1, it follows from Theorem 3.4 that
Require a starting point x 0 ∈ dom(F ) and a constant σ ∈ (0,σ], whereσ := 
. Hence, we can fix
Let c := (1 − 4σ + 2σ 2 ) −1 > 0. By induction, it follows from Theorem 3.2 that we have λ k ≤ (c)
Hence, we can show that k max := O (ln ln(c/ε)).
We note that we do not use j max as a stopping criterion of Phase 1 of Algorithm 1. In practice, we only need an upper bound of this quantity. If we fix σ atσ then c ≈ 4.561553 and the complexity of Phase 2 becomes O ln ln 4.5 ε .
Dual solution approach of the subproblem
In this subsection we consider a specific instance of g: g(x) := ρ x 1 . First, we derive a dual formulation of the convex subproblem Q(x k ). For notational convenience, we let q k := ∇f (x k ), H k := ∇ 2 f (x k ). Then, the convex subproblem Q(x k ) can be written equivalently as
By using the min-max principle, we can write (20) as
(21) Solving the inner minimization in (21) we obtain: (22) is strongly convex. One can apply the fast projected gradient methods with linear convergence rate in (Nesterov, 2007; Beck & Teboulle, 2009) for solving this problem.
In order to recover the solution of the primal subproblem Q(x k ), we note that the solution of the parametric minimization problem in (21) is given by y *
k be the optimal solution of (22). We can recover the primal proximal-Newton search direction d k of the subproblem Q(x k ) as
To compute the quantity
Note that computing λ k by (24) requires the inverse of the Hessian matrix ∇ 2 f (x k ).
Application to graph selection
In this section, we customize the theory framework of Algorithm 1 by using only Phase 1 to solve the graph selection problem (1).
Quantification: For clarity, we retain the matrix variable form as presented in (1). We note that f (Θ) is a self-concordant convex function, while g(Θ) is a proper, lower semicontinuous and nonsmooth convex function. Thus, our theory presented above can be applied to (1). Given the current estimate
i . Under this setting, the dual subproblem (22) becomes:
where
Given the dual solution U * i of (25), the primal proximal-Newton search direction (i.e. the solution of Q(x k )) is computed as
The quantity λ i defined in (24) can be computed by
The graph learning algorithm: Algorithm 2 summarizes the proposed scheme for graph selection.
Algorithm 2 (Dual PN for graph selection (DPNGS))
Input: Matrix Σ ≻ 0 and a given tolerance ε > 0. Output: An approximate solution Θ i of (1). Initialization: Find a starting point Θ 0 ≻ 0.
Overall, Algorithm 2 does not require any matrix inversion operation. It only needs matrix-vector and matrix-matrix calculations, making the parallelization of the code easier. We note that due to the predefined step-size selection α i in Algorithm 1 we do not need to do any backtracking line-search step. This advantage can avoid some overhead computation regarding the evaluation of the objective function which is usually expensive in this application.
Arithmetical complexity analysis:
Since the analytical complexity is provided in Theorem 3.6, we only analyze the arithmetical complexity of Algorithm 2 here. As we work through the dual problem, the primal solution is dense even if majority of the entries are rather small (e.g., smaller than 10 −6 ). 1 Hence, the arithmetical complexity of Algorithm 2 is dominated by the complexity of p × p matrix multiplications.
For instance, the computation of Q i and ∆ i require basic matrix multiplications. For the computation of λ i , we require two trace operations: tr(W i ) in O(p) time-complexity and tr(W 2 i ) in O(p 2 ) timecomplexity. We note here that, while W i is a dense matrix, the trace operation requires only the computation of the diagonal elements of
To compute (25), we can use the fast projected gradient method (FPGM) (Nesterov, 2007; Beck & Teboulle, 2009) Given the above, FPGM requires a constant number of iterations k max , which is independent of the dimension p, to achieve an ε in solution accuracy. Overall, the time-complexity for the solution in (25) is O(k max M ), where M is the cost of matrix multiplication. (Bertsekas & Tsitsiklis, 1989) .
Numerical experiments
In this section we test DPNGS (Algorithm 2 in Section 4) and compare it with the state-of-the-art graph selection algorithm QUadratic Inverse Covariance (QUIC) algorithm (Hsieh et al., 2011 ) on a real world data set. The QUIC algorithm is also a Newton-based method, which in addition exploits the sparsity in solving its primal subproblems. We note that QUIC was implemented in C while our codes in this work are implemented in MATLAB.
Implementation details: We test DPNGS on MAT-LAB 2011b running on a PC Intel Xeon X5690 at 3.47GHz per core with 94Gb RAM. To solve (25), we use the FPGM scheme as detailed in the supplementary material. We terminate FPGM if either
or the number of iterations reaches k max where ε in > 0 and k max will be specified later. The stopping criterion of the outer loop is λ i ≤ 10 −6 and the maximum number of outer iterations is chosen as i max := 200. We test the following three variants of DPNGS: DPNGS [ε in = 10 −6 and k max = 1000], DPNGS(5) [ε in = 10 −4 and k max = 5], and DPNGS(10) [ε in = 10 −5 and k max = 10]. The DP-NGS(5) and DPNGS(10) variants can be considered as inexact variants of DPNGS.
Real-world data:
In our experiments, we use the real biology data preprocessed by (Li & Toh, 2010) to compare the performance of the DPNGS variants above and QUIC (Hsieh et al., 2011) for 5 problems: Lymph (p = 587), Estrogen (p = 692), Arabidopsis (p = 834), Leukemia (p = 1225) and Hereditary (p = 1869). This dataset can be found at http://ima.umn.edu/~maxxa007/send_SICS/.
Convergence behaviour analysis: First, we verify the convergence behaviour of Algorithm 2 by analyzing the quadratic convergence of the quantity λ i , where λ i is defined by (27). Our analysis is based on the Lymph problem with p = 587 variables. We note that λ i reveals the weighted norm of the proximal-gradient mapping of the problem. The convergence behaviour is plotted in Figure 1 for three different values of ρ, namely ρ = 0.25, ρ = 0.1, ρ = 0.05 and ρ = 0.01. into the quadratic region, it converges with only a few iterations. As ρ becomes smaller, we need more iterations to get into the quadratic convergence region.
Next, we illustrate the step-size α i of DPNGS. Figure 2 shows the increasing behaviour of the step size on the same dataset. Since α i = (1 + λ i ) −1 , it converges quickly at the last iterations. We also com- Figure 3 shows the quadratic convergence of our approach in contrast to QUIC; the latter requires many more iterations to slightly improve the objective. Figure 4 is log scale reported by DPNGS and QUIC. Due to the dual solution approach, DPNGS reports an approximate solution with similar sparsity pattern as the one of QUIC. However, our solution has many small numbers instead of zero as in QUIC as revealed in Figure  4 . This seems to be the main weakness of the dual approach: it obviates matrix inversions by avoiding the primal problem, which can return solutions with exact zeros thanks to its soft-thresholding prox-operator.
As a result, DPNGS carries around extremely small coefficients (almost of them smaller than 5 × 10 −5 ) often preventing it from achieving the same objective level as the numerical experiments on the full data set shows. At the same time, since the approach does not rely on coordinate descent on active sets, it appears much less sensitive to the choice of ρ. This could be an advantage of DPNGS in applications requiring smaller ρ values. If exact sparsity is needed, then a single primal iteration suffices to remove the small coefficients. Numerical experiments on the full dataset: We now report the numerical experiments on the biology dataset and compare the methods. We test both algorithms with four different values of ρ, namely ρ = 0.25, ρ = 0.1, ρ = 0.05 and ρ = 0.01. The numerical results are reported in Table 1 . Since QUIC exceeds the maximum number of iterations i max = 200 and takes a long time, we do not report the results corresponding to ρ = 0.01. We note again that at the time of this ICML submission, our implementation is done in MATLAB, while QUIC code is (carefully!) implemented in C. Hence, our timings may improve.
We highlight several interesting results from Table 1 . First, QUIC obtains the highest accuracy results in most cases, which we attribute to the "lack of soft thresholding" in our algorithm. As the DPNGS algorithm carries around a score of extremely small numbers (effectively making the solution dense in the numerical sense), its solutions are close to QUIC's solutions within numerical precision. Moreover, QUIC is extremely efficient when the ρ value is large, since it exploits the sparsity of the putative solutions via coordinate descent. Unsurprisingly, QUIC slows down significantly as ρ is decreased.
DPGNS(5) and DPNGS(10) can obtain near optimal solutions quite rapidly. In particular, DPNGS(10) seems to be the most competitive across the board, often taking a fraction of QUIC's time to provide a very close solution. Hence, one can expect these schemes to be used for initializing other algorithms. For instance, QUIC can be a good candidate. We observed in all cases that, in the first few iterations, QUIC performs several Cholesky decompositions to stay within the positive definite cone. As the complexity of such operation is large, our step-size selection within QUIC or a DPNGS(10) initialization can be helpful.
Conclusions
In this paper, we present the new composite selfconcordant optimization framework. As a concrete application, we demonstrate that graph learning is possible without any Cholesky decompositions via analytic step-size selection as well as without matrix inversions via a careful dual formulation within our framework. By exploiting the self-concordance in the composite graph learning objective, we provide an optimal stepsize for this class of composite minimization with proximal Newton methods. We show that within the dual formulation of the Newton subproblem, we do not need to explicitly calculate the gradient as it appears in a multiplication form with the Hessian. Thanks to the special structure of this multiplication, we avoid matrix inversions in graph learning. Overall, we expect our optimization framework to have more applications in signal processing/machine learning and be amenable to various parallelization techniques, beyond the ones considered in the graph learning problem.
It follows from the optimality condition (7) in the main text that
This condition can be written equivalently to
Therefore, the last relation leads to
If we define
Consequently, we also have
We consider the norm λ
. By using the nonexpansive property of P g k , it follows from (28) and (29) that
. First, we estimate the first term in the last line of (30) which we denote by [·] [1] . Now, we define
and
Similar to the proof of Theorem 4.1.14 in (Nesterov, 2004) , we can show that
. Combining this inequality and (30) we deduce
Next, we estimate the second term of (30) which is denoted by [·] [2] . We note that e k = e k (x k ) = 0 and
By applying Theorem 4.1.6 in (Nesterov, 2004) , we can estimate P k as
Therefore, from the definition of [·] [2] we have
By substituting (32) into (33) we obtain
By rearrange this inequality we obtain
On the other hand, by applying Theorem 4.1.6 in (Nesterov, 2004) , we can easily show that
Combining (35) and (36) for all k, which shows that x k − x * x k converges to zero at a quadratic rate.
A.2. The proof of Theorem 3.5
Proof. First, we note that
Hence, we can estimate d k+1 as
By a similar approach as the proof of Theorem 3.5, we can estimate d x k as
Combining this inequality and (37) we obtain (19) in the main text.
In order to prove the quadratic convergence, we first show that if λ k ≤ σ then λ k+1 ≤ σ for all k ≥ 0. Indeed, we note that the function: then c > 0 and (19) implies λ k+1 ≤ cλ 2 which shows that the sequence {λ k } k≥0 locally converges to 0 at a quadratic rate.
A.3. The proof of Lemma 2.2.
Proof. From the self-concordance of f we have:
On the other hand, since g is convex we have
for any v ∈ ∂g(x). Hence, L F (F (x)) := {y ∈ R n | F (y) ≤ F (x)} be a sublevel set of F . For any y ∈ L F (F (x)) we have F (y) ≤ F (x) which leads to:
λ(x) y − x x ≥ ω( y − x x ) due to the previous inequality. Note that ω is a convex and strictly increasing, the equation λ(x)t = ω(t) has unique solutiont > 0 if λ(x) < 1. Therefore, for any 0 ≤ t ≤t we have y − x x ≤t. This implies that L F (F (x)) is bounded. Hence, x * exists. The uniqueness of x * follows from the increase of ω.
B. A fast projected gradient algorithm
For completeness, we provide here a variant of the fast-projected gradient method for solving the dual subproblem (25) in the main text. Let us recall that clip r (X) := sign(X) min{|X|, r} (a point-wise operator). The algorithm is presented as follows.
