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A natural extension of Markov processes and applica-
tions to singular SDEs
Lucian Beznea1, Iulian Cˆımpean2, Michael Ro¨ckner3
Abstract. We develop a general method for extending Markov processes to a larger state
space such that the added points form a polar set. The so obtained extension is an im-
provement on the standard trivial extension in which case the process is made stuck in
the added points, and it renders a new technique of constructing extended solutions to
S(P)DEs from all starting points, in such a way that they are solutions at least after any
strictly positive time. Concretely, we adopt this strategy to study SDEs with singular
coefficients on an infinite dimensional state space (e.g. SPDEs of evolutionary type), for
which one often encounters the situation where not every point in the space is allowed
as an initial condition. The same can happen when constructing solutions of martingale
problems or Markov processes from (generalized) Dirichlet forms, to which our new tech-
nique also applies.
Keywords: Stochastic differential equation on Hilbert spaces; Stochastic PDE; Martin-
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form; Right process; Fine topology.
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1 Introduction and the main results
It is a common phenomenon in the construction of Markov processes in infinite dimen-
sions, say on a separable R-Hilbert space H (be it through solving a martingale problem
or an SDE on H , e.g. an SPDE of evolution type) that one has to restrict the set of
”allowed” starting points. This in part is due to the fact of non-existence of fundamen-
tal solutions (heat kernels) for the corresponding generating Kolmogorov operators or the
singular behavior of the heat kernel when t → 0, if it exists. Such a situation one en-
counters, in particular, when constructing Markov processes starting from (generalized)
Dirichlet forms (see Subsection 1.3 below), but also when one tries to construct solutions
to SDEs, e.g. stochastic reaction diffusion equations. In fact, even knowing in advance
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that the corresponding resolvent is (Lipschitz) strong Feller or moreover with correspond-
ing transition semigroup being (Lipschitz) strong Feller, such a situation can occur. A
surprising fact is that in the latter case there is a simple counter example on R\{0} where
the strong Feller property of the transition semigroup does not guarantee that one can
solve the corresponding martingale problem for any starting point (see Corollary 3.16 from
Appendix).
The general aim of this work is to develop a natural way of extending the state space
of a Markov process which at a first stage is constructed on a smaller space (see Theorem
1.10) of ”good”points, such that when the extended process starts from the added ”bad”
points, it will immediately enter the space of ”good” points, where it stays for the rest of
the time, i.e., in potential theoretical terms, the set of bad starting points is polar. We
call this procedure ”natural extension”, and the main tools to develop it are potential
theoretic, based on a Ray type completion of the state space of a right Markov process as
developed in [BeRo¨ 11a] and [BeBo 04a]. We want to stress that our natural extension is
completely different from the usual one, called trivial extension, where the Markov process
is made stuck for bad starting points. In the latter case, the process has no relation to
the corresponding SDE or martingale problem when started at such a bad point, while
in our case the process immediately enters the set of good points (see the beginning of
Subsection 1.3 for more details).
Examples in infinite dimensions where bad starting points occur are discussed in
[DaRo¨ 02], [DaRo¨ 09], [DaRo¨Wa 09], [DaFlPrRo¨ 13], [DaFlPrRo¨ 13], [DaFlRo¨Ve 16]. More
precisely, the solutions to the SDEs therein considered were constructed for all starting
points except the ones of the abstract (though negligible) set of ’bad’ starting points.
To avoid any confusion, we would like to point out that although the main results from
[DaRo¨ 02] claim the existence of the associated diffusion process from all starting points,
there is a small gap which was treated afterward in [DaRo¨ 09]. In this regard, the ques-
tion of existence (and uniqueness) of solutions which are allowed to start from such bad
points remained open, and one concrete goal of this work is to give a positive answer to
this question, based on the general technique of extending Markov processes developed
in Subsection 1.2. More precisely, in Theorem I and Theorem II we show that the solu-
tions obtained in the aforementioned papers can be extended to Lipschitz strong Feller
diffusions on the entire space of starting points, in a unique natural way, so that the as-
sociated martingale problems can be solved for all starting points. We thus show that
all statements made in [DaRo¨ 02] concerning the solutions of the martingale problem for
any starting point are indeed correct and the completion of the proof is contained in this
paper. Moreover, we show that when the extended diffusions start from a bad point, they
become solutions in the classical sense for the corresponding SDEs, after any strictly pos-
itive moment of time. It seems that in most general situations this is the best result one
could possibly expect.
Concerning other previously known extension techniques for SDEs, let us mention the
method of ”generalized solutions” from [DaZa 14], Subsection 7.2.4. (see also [Ge 14]),
where a pathwise extension is constructed for the solution of an SDE with continuous
and dissipative drift, which is constructed at a first stage only on a smaller space. Even
in this situation, when starting from a bad point, the so extended process is not always
associated to a corresponding SDE. In this paper, when we apply our natural extension
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to an SDE, the drift consists not only of a singular dissipative part, but also a merely
bounded part, so that the above extension can not be applied; though, we make use of
such an extension when the merely bounded part is zero, see Subsection 1.1. Moreover,
our natural extension enjoys a smoothing-type effect, in the sense that when it starts from
a bad point, it will immediately enter the set of good points, where it remains for the rest
of time. Due to this behaviour, we are able to show that the so extended Markov process
solves the corresponding SDE after any infinitesimally small time t > 0.
Concerning the structure of this paper, we would like to mention that instead of starting
with the general result on natural extensions of Markov processes and then look at the
applications to S(P)DEs, we preferred to do it the other way around, with the hope
that the reader would naturally be led from concrete difficulties arising from singular
SDEs, to the importance of considering the general problem of extending the state space
of a Markov process. Concretely, the remainder of this section is structured in three
subsections: In Subsection 1.1 we recall the SDEs under consideration together with several
known results which are needed in this paper; then we present our new results (Theorem
I and Theorem II), which in particular solve the left over problems of the ’bad’ starting
points in [DaRo¨ 02, DaRo¨ 09]. Subsection 1.2 is devoted to the general result (Theorem
1.10) concerning the extension of the state space of a Markov process, where most of the
potential theoretic techniques occur. We emphasize that the main result of this subsection
is the key instrument used to prove the results of the first subsection. In Subsection 1.3, as
another application of the general results from Subsection 1.2, we apply our technique of
natural extension to construct right processes from (generalized) Dirichlet forms, so that
they can start in a natural way from all points of the state space, thus avoiding the trivial
modification which is usually implemented (see Corollary 1.21).
Section 2 contains the proofs of the results stated in Section 1, and it is again organized
in three subsections, corresponding to those from Section 1.
Finally, in the Appendix we give an overview of right processes and their potential
theory, where one of the aims is to explain carefully the role of different topologies like
the fine topology and its natural topologies, which are frequently encountered within the
main body of the paper. Therefore, our recommendation to the reader who is particularly
interested in Subsection 1.2 and the details of the proofs in Section 2, is to start with the
Appendix.
1.1 Stochastic equations in Hilbert spaces with nonregular drifts
We place ourselves into the framework of the papers [DaRo¨ 02], [DaRo¨Wa 09], and
[DaFlRo¨Ve 16]. More precisely, let (H, 〈·, ·〉) be a real separable Hilbert space (with norm
| · |) and consider the stochastic differential equation{
dX(t) = (AX(t) + F0(X(t)) +B(X(t)))dt+ σdW (t)
X(0) = x ∈ H, (1.1)
where W is an H-valued cylindrical Wiener process on some probability space.
Concerning the coefficients appearing in (1.1), the following two hypotheses will be in
force for the rest of the paper.
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Hypothesis 1.
(i) A : D(A) ⊂ H → H is a self-adjoint linear operator which generates a C0-semigroup
Tt = e
tA on H , and there exists ω ∈ R such that
〈Ax, x〉 ≤ ω|x|2 for all x ∈ D(A).
(ii) σ is symmetric and positive definite such that σ−1 ∈ L(H) (for simplicity one may
assume that σ = Id) and for some α > 0∫ ∞
0
(1 + t−α)|Tt|2HS dt <∞,
where | · |HS denotes the Hilbert-Schmidt norm.
(iii) F0 is a (possibly) nonlinear mapping given by
F0(x) := arg min
y∈F (x)
|y|, x ∈ D(F ),
where F : D(F ) ⊂ H → 2H is an m-dissipative mapping, i.e.
〈u− v, x− y〉 ≤ 0 for all x, y ∈ D(F ), u ∈ F (x), v ∈ F (y),
and Range (I− F ) := ⋃
x∈D(F )
(x− F (x)) = H .
The Kolmogorov operator associated to (1.1) with B = 0 is
L0ϕ(x) =
1
2
Tr[σ2D2ϕ(x)] + 〈x,ADϕ(x)〉+ 〈F0(x), Dϕ(x)〉, x ∈ D(F ), ϕ ∈ EA(H),
where EA(H) is the linear space generated by the (real parts of) functions of type ϕ(x) =
exp{i〈x, h〉} with h ∈ D(A).
Hypothesis 2. There exists a Borel probability measure ν on H such that
(i)
∫
D(F )
(1 + |x|4)(1 + |F0(x)|2) ν(dx) <∞.
(ii)
∫
H
L0ϕ dν = 0 for all ϕ ∈ EA(H).
(iii) ν(D(F )) = 1.
For an exposition of concrete examples when the previous two hypotheses are fulfilled,
we refer to [DaRo¨ 02], [DaRo¨Wa 09], and [DaFlRo¨Ve 16].
Let H0 := supp(ν) and Lipb(H0) denote the space of all bounded Lipschitz functions
on H0. By bB(H0) we denote the space of all bounded and measurable functions from
H0 to R; this notation will be later used for other spaces instead of H0, with the same
meaning.
We summarize now some of the main results from [DaRo¨ 02] and [DaRo¨Wa 09] which
we particularly rely on, more precisely (parts of) Theorem 2.3, Proposition 5.2, corollaries
5.3 and 5.4, and respectively Theorem 1.6 and Corollary 1.7.
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Theorem 0. The following assertions hold.
(i) (cf. [Da Prato/R: PTRF 2002]) (L0, EA(H)) is closable on L2(H, ν), its closure
denoted by (L,D(L)) is m-dissipative and:
(i.1) there exists a Lipschitz strong Feller Markovian semigroup of kernels on H0
denoted by (Pt)t≥0 such that lim
t→0
Ptf = f pointwise on H0 for all f ∈ Lipb(H0); by
(Lipschitz) strong Feller we mean Pt(bB(H0)) ⊂ Cb(H0)(resp. Lipb(H0)).
(i.2) ν is invariant for (Pt)t≥0 and the extension of (Pt)t≥0 to L
2(ν) is the strongly
continuous semigroup generated by L.
(ii) (cf. [Da Prato/R /Wang: JFA 2009]) ν satisfying Hypothesis 2 is unique, Pt(L
q(H, ν)) ⊂
C(H0), and the following Harnack inequality holds
(Ptf(x))
q ≤ Ptf q(y)e|σ
−1|2 pω|x−y|
2
(q−1)(1−e−2ωt)
for all f ≥ 0, t > 0, q ∈ (1,∞), x, y ∈ H0. In particular, Pt(dx) << ν, t > 0.
Remark 1.1. (i) Hypothesis 1, (ii) implies that tr(A−1) <∞, and because Hypothesis 2
is in force, we can apply [BoDaRo 96], Theorem 1.1 to deduce that ν << N(0, 1
2
A−1).
This will be useful later to prove Itoˆ’s formula for Lipschitz functions; see Proposition
2.5.
(ii) Let FC2b denote the space of functions of type φ(ϕ1, . . . , ϕk) for all k ≥ 1 and
bounded functions φ : Rk → R with continuous and bounded first and second deriva-
tives, where ϕk are defined in the proof of Theorem I. Then by Proposition 3.3 from
[DaFlRo¨Ve 16], we have that FC2b is a core for (L,D(L)).
Let us take a moment to explain briefly the strategy used in the above mentioned
papers in order to construct solutions for equation (1.1), so that we will have a clear
context which leads us to the main goal of the present work. Consider first the case
B ≡ 0, as in [DaRo¨ 02] and [DaRo¨Wa 09]. The idea is to show that the operator (L,D(L))
fits in the framework of [St 99b] (or more particularly [St 99a]), i.e. it is the generator
of a quasi-regular local generalized Dirichlet form, so that there exist a set M ∈ B(H0)
s.t. ν(H0 \M) = 0 and a conservative normal strong Markov process with continuous
paths on M whose transition function is precisely the restriction to M of (Pt)t≥0. This
process is then shown to satisfy the martingale problem for the canonical projections on
the directions given by an orthonormal basis which diagonalize A− ωId for some ω > 0.
In fact, it is shown that the corresponding martingales are standard real valued Brownian
motions, which means that the constructed Markov diffusion is a weak solution for (1.1),
case B ≡ 0. Then, based on the Yamada-Watanabe type results from [On 04], pathwise
uniqueness and hence the existence of strong solutions are obtained. The strong Feller
properties and Wang’s Harnack inequalities are obtained by an approximation technique
which regularize F0 by convolution with infinite dimensional Gaussian semigroups. The
case when B is bounded and measurable is treated in [DaFlRo¨Ve 16], but F0 is restricted
to be the sub-gradient of a convex function. In this case, the existence of a solution is
ensured by a Girsanov transformation performed on the solution of (1.1) for B ≡ 0, but
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again, we stress that this is possible only on the smaller set M . Pathwise uniqueness is
then obtained by an infinite dimensional Zvonkin-type transformation.
Main goal. Our central concern in this paper is to deal with the ’bad’ starting points
from H0 \M . More precisely, the aim is the following: first, show that there exists a
Lipschitz strong Feller diffusion Markov process on the entire space H0 with transition
function (Pt)t≥0, which solves the asociated martingale problem for all starting points
x ∈ H0; second, investigate if the extended Markov process starting from a bad ’point’
remains a classical solution for the SDE (1.1).
We will split the study in two, the case when B ≡ 0 and the case when B is bounded
and measurable, but before that, let us point out that the first part of the main goal can
be extracted and treated as a particular case of a general extension problem of the state
space of a Markov process, which is in fact of main interest:
A general extension problem. Let U := (Uα)α>0 be the Markovian resolvent of kernels
associated with (Pt)t≥0,
Uαf :=
∫ ∞
0
e−αtPtfdt for all f ∈ bB(H0).
Forgetting that we deal with SDEs on Hilbert spaces but keeping in mind that M plays
the role of the set of ’good’ starting points, we place ourselves in the following abstract
situation: we are given a Markovian resolvent of kernels U on a topological space E
(replacing H0 above), and a subset M ⊂ B(E) for which Uα(1E\M) ≡ 0, α > 0, so that the
restriction of U from E toM is the resolvent of a normal strong Markov process with right
continuous (or continuous) paths on M . Is it possible to extend this process to the entire
space E so that it has resolvent U , and hopefully having the property that if it starts
from a point x ∈ E \M , it will immediately enter M? We treat this abstract problem
separately in Subsection 1.2, with the emphasis that the general result obtained there are
used to prove the main results concerning equation (1.1), which we state in the sequel.
For the forthcoming potential theoretical notions (like right process or polar set) we refer
to the Appendix.
Theorem I. Assume that B ≡ 0 and keep all the notations from Theorem 0. Then the
following assertions hold.
(i) There exists a set M ⊂ H0 such that H0 \ M is polar and for each x ∈ M there
exists a pathwise unique continuous strong solution (X(t, x))t≥0 (in the mild sense) to
(1.1) starting from x. Moreover, if x ∈ H0 \M then there exists a generalized solution
(X(t, x))t≥0 starting from x, in the sense of [Da Prato/Zabczyk 2014].
(ii) There exists a conservative right (strong) Markov processX = (Ω,F , (Ft)t≥0, (X(t))t≥0,
(θ(t))t≥0, (P
x)x∈H0) on H0 (see Definition 3.7 below) with | · |-continuous paths and transi-
tion semigroup (Pt)t≥0. In particular,
Px ◦X(·)−1 = P ◦X(·, x)−1 for all x ∈ H0.
In addition, the following assertions hold:
6
(ii.1) For all x ∈ H0 we have Px(X(t) ∈M for all t > 0) = 1, where M is the set from
(i).
(ii.2) For every x ∈ H0, Px solves the martingale problem for L with test function space
D0 := {ϕ ∈ D(L) ∩ Cb(H)| Lϕ ∈ L∞(H, ν)}
and initial condition x, i.e. Px-a.s. X(0) = x and
ϕ(X(t))− ϕ(X(0))−
∫ t
0
Lϕ(X(s))ds, t ≥ 0,
is a continuous (Ft)-martingale for all ϕ ∈ D0.
(ii.3) If x ∈ H0 \M and ε > 0 is fixed, then under Px it holds that (X(t + ε))t≥0 is a
probabilistically weak solution to (1.1) (in the mild sense) starting from X(ε).
(iii) If x ∈ H0\M and ε > 0 is fixed, then equation (1.1) has a pathwise unique continuous
strong solution with initial distribution Px ◦X(ε)−1.
Remark 1.2. (i) Obviously, since X is a Markov process with transition semigroup
(Pt)t≥0, the laws P
x ◦X−1, x ∈ H0, are uniquely determined by these two properties.
(ii) In Theorem I, (i), the existence of a normal Markov process on the entire space H0,
with | · |-continuous paths and transition function (Pt)t≥0, follows from the existence
of a generalized solution in the sense of [DaZa 14], without making use of the general
extension results from Section 1.2 (Theorem 1.10 or Corollary 1.21). On the other
hand, the fact that the set E \M is never hit by the so obtained process does not
directly follow knowing that the latter is merely a generalized solution, and we stress
that this property is crucial to prove Theorem I, (iii). Instead, the fact that E \M
is indeed polar is a genuine product of Theorem 1.10.
The forthcoming case B 6≡ 0 is completely different because generalized solutions are
no longer available, and the extension results obtained in Subsection 1.2 are employed
in a crucial way even for the construction of the Markov process so that it can start
from all points in H0.
The case when B is bounded. We keep the same notations as before. In order to study
equation (1.1) when B is bounded, the strategy is to use the Girsanov transformation for
all starting points x ∈ H0, which is not straightforward at all for x ∈ H0 \M (see Remarks
1.3 and 2.2 below). It turns out that in order to handle the ’bad’ starting points, it is more
suitable to perform the Girsanov transformation on the generalized solution of (1.1), with
B ≡ 0, instead of the right process X given by Theorem I, (ii). So let us fix a cylindrical
Wiener process W˜ on a stochastic basis (Ω˜, F˜ , (F˜)t, P˜), and take (X(t, x))t≥0 to be the
generalized solution given by Theorem I. For each t > 0, we define the Markov kernels
Qtf(x) := E
P˜{f(X(t, x))ρxt } (1.2)
for all f ∈ bB(H0) and x ∈ H0, where
ρxt := e
∫ t
0
〈B(X(s,x))dW˜ (s)〉− 1
2
∫ t
0
|B|2(X(s,x))ds (1.3)
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are continuous F˜t-martingales by Novikov’s condition. As expected, it turns out that
(Qt)t≥0 has the semigroup property, but we draw the attention that because B is not
continuous, the proof is more delicate; see Proposition 2.4 below.
Remark 1.3. If x ∈M , then by an infinite dimensional Girsanov transform (see [LiRo¨ 15],
Appendix I) we get that (X(t, x))t∈[0,T ] is a solution for equation (1.1) starting at x under
dQxT := ρ
x
T dP, which is unique in law. However, this transformation can not be applied
in the standard way if x ∈ H0 \M , because we don’t know if (X(t, x))t∈[0,T ] is a classical
solution for (1.1), with B ≡ 0; however, it becomes a solution after each time ε > 0, as in
Theorem I, (ii.3), so we could apply Girsanov transform to obtain solutions for (1.1) after
each time ε > 0 under some new probabilities Qx,εT ; but it is not clear how (Q
x,ε
T )T,ε can be
superposed to obtain a global probability Qx under which (X(t, x))t≥0 becomes a continuous
normal Markov solution for (1.1). Instead, the kernels Qt(·, x) given by (1.2) make sense
for all x ∈ H0, and our aim is to show that there exists a continuous normal strong Markov
process Y on H0, with transition function (Qt)t≥0 and Lipschitz strong Feller resolvent.
The strategy adopted in Subsection 2.3 is to make use of Theorem 1.10 (or it’s corollaries)
and a resolvent formula (see Theorem I below), in order to obtain concurrently both the
existence and the Lipschitz strong Feller property.
Recall that by [DaPFlRoVe 16], Lemma 3.7, if α ≥ 4pi|B|2∞, then both
〈B,∇Uα〉, (I − 〈B,∇Uα〉)−1 : L∞(H, ν)→ L∞(H, ν) (1.4)
are well defined bounded operators with norms less then 2, and
|Uα(I − 〈B,∇Uα〉)−1f |Lip ≤ 2
√
pi
α
|f |∞. (1.5)
Further, we denote by V := (Vα)α>0 the resolvent of kernels associated to (Qt)t≥0, i.e.
for α > 0 and f ∈ bB(H0)
Vαf(x) :=
∫ ∞
0
e−αtQtf(x)dt, x ∈ H0.
Our last main result heavily relies on the following relation between the resolvents U
and V, which could be itself of interest. We emphasize that (1.6) is not hard to prove ν-a.s.
by an operatorial approach, as it was done in [DaFlRo¨Ve 16], Proposition 3.8; however,
we need it pointwise on the entire H0, and to do this we had to come up with a completely
different proof, based on Itoˆ’s formula for Lipschitz functions obtained in Proposition 2.5.
Theorem 1.4. If α ≥ 4pi|B|2∞ and f ∈ bB(H0), then
Vαf = Uα(I − 〈B,∇Uα〉)−1f. (1.6)
In particular, |Vαf |Lip ≤ 2
√
pi
α
|f |∞ and V is Lipschitz strong Feller.
Since B 6≡ 0, the Kolmogorov operator associated to (1.1) is now
LB0 ϕ = L0ϕ+ 〈B,Dϕ〉, ϕ ∈ EA(H).
We can conclude now:
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Theorem II. There exists a conservative right Markov process Y = (Ω,G, (Gt)t≥0, (Y (t))t≥0,
(θ(t))t≥0, (Q
x)x∈H0) on H0 with a.s. | · |-continuous paths, transition function (Qt)t≥0, and
Lipschitz strong Feller resolvent V. In addition, the following assertions hold:
(i) (Qt)t≥0 extends to a strongly continuous semigroup on L
2(ν), whose infinitesimal
generator (LB, D(LB)) is the closure of (LB0 , EA(H)); in particular, D(LB) = D(L).
(ii) For every x ∈ H0, Qx solves the martingale problem for LB with the same test
function space as in Theorem I and initial condition x, i.e. Y (0) = x Qx-a.s. and
under Qx
ϕ(Y (t))− ϕ(Y (0))−
∫ t
0
LBϕ(Y (s))ds, t ≥ 0, (1.7)
is a continuous (Ft)-martingale for all ϕ ∈ D0.
(iii) If x ∈M , then under Qx, the Markov process Y is a (unique in law) probabilistically
weak solution for equation (1.1) (in the mild sense), which remains in M .
(iv) If x ∈ H0 \M and ε > 0 is arbitrarily fixed, then under Qx we have that (Y (t+ε))t≥0
is a solution to equation (1.1) (in the mild sense) starting from Y (ε) and remaining
in M .
Remark 1.5. Since on M the process Y is a weak solution for (1.1), case B 6≡ 0, one
can easily see that Itoˆ’s formula from Proposition 2.5 remains valid for L replaced by LB.
A concrete example: reaction-diffusion equation. First of all, let us mention that
since Theorem I and II hold whenever Hypotheses 1 and 2 are fulfilled, they apply to all
exemples considered in [DaRo¨ 02], [DaRo¨Wa 09], and [DaFlRo¨Ve 16]. In this paragraph
we look at such a concrete example, and in addition, we provide explicit descriptions of
H0 and the set of ”good” starting points M , so that we can fully profit from the polarity
of H0 \M .
Let H = L2(0, 1) and define the operator A by
A = ∆, D(A) = H2(0, 1) ∩H10 (0, 1).
Also, for fixed m ≥ 1, consider the convex functional V : H → (∞,+∞] given by
V (x) :=
{ |x|m+1
Lm+1(0,1) if x ∈ Lm+1(0, 1)
∞ otherwise .
Then F : D(F ) ⊂ H → H given by
F (x) = −∇V (x) = −(m+ 1)x|x|m−1 for x ∈ D(F ) := L2m(0, 1)
is m-dissipative.
Assume that σ = Id, let µ be the invariant distribution of the associated Ornstein-
Uhlenbeck process, i.e. µ := N(0, 1
2
(−A)−1), and set ν := Ze−V · µ , where Z is the
normalizing constant (
∫
H
e−V dµ)−1 so that ν is a probability.
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By [DaFlRo¨Ve 16], Section 7, it follows that the so chosen quadruplet (A, F, σ, ν) sat-
isfies Hypothesis 1 and Hypothesis 2.
Also, note that because (−A)−1 is non-degenerate, supp(µ) = supp(ν) = H , i.e. using
the notation from Subsection 1.1, we have that H0 = H .
The main result of this paragraph is the following.
Corollary 1.6. (i) Theorem I and Theorem II apply for (A, F, σ, ν) and H0 = L
2(0, 1).
(ii) Let M be either L2m(0, 1) or C([0, 1]). If x ∈ M then there exists a unique prob-
abilistically weak solution (in the mild sense) to equation (1.1) which starts from x
and remains in M . Consequently, if Y is the process given by Theorem II, then the
set H \M is polar, i.e for any x ∈ L2(0, 1)
Qx({Y (t) ∈M for all t > 0}) = 1.
Proof. Since the first assertion is clear by the previous discussion, let us prove the second
one. By [Da 04], Theorem 4.8, we have that if x ∈ M then equation (1.1) with B = 0
has a unique strong solution (in the mild sense) which starts from x and which remains
in M . Clearly, the solution is Markov and it’s semigroup is precisely (Pt)t≥0 provided by
Theorem 0.
Further, by Girsanov transformation we have that if x ∈ M , then equation (1.1)
(general B) has a (unique) pobabilistically weak solution (in the mild sense) which starts
from x and remains in M .
Finally, we can apply Theorem 1.10 and Corollary 1.11 (for the resolvent V in Theorem
II) to conclude that H \M is polar for Y .
1.2 A natural extension of Markov processes
Throughout this subsection we place ourselves in the following general situation: (E,B)
is a Lusin measurable space (i.e., it is measurable isomorphic to a Borel subset of a
metrizable compact space endowed with the Borel σ-algebra), andM ∈ B is a subset of E.
Further, we assume that there exists a right Markov process X = (Ω,F ,Ft, X(t), θ(t),Px)
with state space M and resolvent family U = (Uα)α>0. In particular, the process X starts
and remains in M . We remark that no topology is a priori given on E. This is because the
resolvent U comes with its own topology, the so called fine topology, and the continuity
properties of the paths of X are regarded w.r.t. this topology; the reason is that if a
right process has right continuous paths with respect to some given Lusin topology τ
(see Definition 3.3) whose Borel σ-algebra is B, then τ is automatically coarser than the
fine topology (see Appendix for details). For simplicity and in spite of the applications
considered in the previous subsection, we assume that the lifetime of the process is infinite;
nevertheless, the results of this subsection remain true when X has finite lifetime. Our
aim here is to extend X to a right Markov process X on the entire space E in such a
way that when X starts from M it evolves like X , and when it starts from E \M it will
immediately enter M , from where it continues to evolve like X . Formally, we have the
following definition, which is central for most of the work done in this paper.
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Definition 1.7. We say that a Markov process X = (Ω,F ,F t, X(t), θ(t),Px), with state
space E, is a natural extension of X if the following conditions are fulfilled.
(i) X is a right process.
(ii) The processes ((X(t))t≥0,P
x) and ((X(t))t≥0,Px) are equal in distribution for all
x ∈M ;
(iii) For every x ∈ E one has Px-a.s. X(t) ∈ M for all t > 0, i.e. E \M is polar w.r.t.
U .
As it will be seen in the proofs of the main results from the previous subsection, a direct
pathwise extension is not always possible; instead, it is much more at hand to extend the
one dimensional distributions of the process. In fact, from a potential theoretical point of
view (see Appendix), what we need is an extension of the resolvent, in the following sense.
Definition 1.8. A sub-Markovian resolvent of kernels U := (Uα)α>0 on E is called an
extension of U if:
(i) Uα(1E\M) = 0.
(ii) (Uαf)|M = Uα(f |M) (on M) for all α > 0 and f ∈ bB.
It is easy to see that Definition 1.8 is consistent with Definition 1.7. More precisely,
we have:
Proposition 1.9. If X is a natural extension of X, then its resolvent denoted by U is an
extension of U .
The aim of this subsection is to investigate the converse of Proposition 1.9, namely: if
U is an extension of U , under which conditions U is the resolvent of a natural extension
X of X? To answer this question, we need to consider the following condition which is a
version of the assumption (H1) – (H3) from [BeRo¨ 11a], page 846.
(H) There exists a min-stable convex cone C ⊂ bpB such that
(i) 1 ∈ C and σ(C) = B.
(ii) For some (hence all) β > 0 we have Uβf ∈ C for all f ∈ C.
(iii) lim
α→∞
αUαf = f point-wise on E for all f ∈ C.
We are now in the position to present the main result of this subsection.
Theorem 1.10. Let U be an extension of U . Then there exists a natural extension X of
X, with resolvent U , if and only if (H) is satisfied.
A consequence of (the proof of) the previous theorem is that any natural extension of
X , if exists, is unique in distribution:
Corollary 1.11. Any extension U of U which satisfies (H), is uniquely determined. In
particular, any natural extension of X is unique in distribution.
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Further results concerning natural topologies. Until the next paragraph on general
remarks about condition (H), we assume that the latter is fulfilled, so that U is the resolvent
of a right Markov process X on E, which is a natural extension of X , as in Theorem 1.10.
In addition, we suppose that we are given a Lusin topology τ on E, whose Borel σ-algebra
coincides with B, such that X has a.s. right continuous paths w.r.t. τ . By Definition 3.1,
Theorem 3.9, and Corollary 3.10 from Appendix, it means that τ is a natural topology on
M w.r.t. U .
Unfortunately, we can not say that τ remains a natural topology on E w.r.t. U , without
further assumptions. Nevertheless, at least on M , we can show that X inherits the same
path-continuity properties as X . In fact, because E \M is polar, we can say a little bit
more:
Proposition 1.12. The following assertions hold.
(i) The paths (0,∞) ∋ t 7→ X(t) are Px-a.s. right continuous w.r.t. τ , for all x ∈ E; in
addition, if x ∈M , then the paths are continuous in 0 w.r.t. τ .
(ii) If X has paths with left limits in M (or E) w.r.t. τ , then so does X.
(iii) If X has continuous trajectories on M , then the paths (0,∞) ∋ t 7→ X(t) are Px-a.s.
continuous w.r.t. τ , for all x ∈ E.
In view of Proposition 1.12, if x ∈ E \M , the Px-a.s. τ -continuity in 0 of the paths of
X is a more delicate issue, which requires more information about how the fine topology is
related to the given topology τ . Our next aim is to discuss some general conditions which
allow us to tackle this issue. However, because of their generality, in certain concrete
applications like those studied in Subsection 1.1 (where τ is the | · |-topology), one has
to use specific tools in order to show that τ is a natural topology. Throughout, Cb(E)
denotes the space of real valued, bounded and τ -continuous functions on E.
First of all, under a minimal extra condition, we can say a bit more on how τ can be
related, in general, to the fine topology associated to U .
Proposition 1.13. In addition to (H), assume that there exists a vector lattice C′ ⊂ bB
possessing a countable subset which separates the points of E, such that UαC′ ⊂ Cb(E) for
all α > 0. Then one can choose a natural (in fact, Ray) topology τ0 on E (w.r.t. U) which
is smaller than the given topology τ .
Concerning the case when τ itself is a natural topology, we make first the following
observation.
Remark 1.14. Assume that lim
α→∞
‖αUαf − f‖∞ = 0 for all f ∈ C˜, where C˜ ⊂ Cb(E) is
such that it generates the topology τ on E. Then τ is a natural topology on E.
Unfortunately, the uniform convergence assumption from Remark 1.14 is difficult to
check in many situations, even in finite dimensions. We therefore turn our attention to a
more practical situation:
Assumption. There exists a positive measure ν on E, with full support, and U re-
garded as a family of operators on Lp(ν) for some 1 ≤ p < ∞, is the resolvent of an
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m-dissipative operator (L, D(L)) on Lp(ν). In addition, suppose that U is Lp-strong Feller,
i.e. Uα(L
p(ν)) ⊂ C(E) for one (hence all) α > 0.
Remark 1.15. Under the above assumption, since D(L) = Uα(L
p(E)), α > 0, it is clear
that any element f ∈ D(L) has a continuous version on E.
Proposition 1.16. Consider that the above assumption is fulfilled. Then each function
f ∈ C(E)∩D(L) is finely continuous. In particular, if A is a countable subset of functions
from C(E)∩D(L) which separates the points of E, then the (initial) topology generated by
A is a natural topology.
General remarks on condition (H).
Remark 1.17. Let U be an extension of U .
(i) By Lusin theorem, if C ⊂ bB contains a countable subset which separates the points
of E, then σ(C) = B; in this case, condition (H), (i) reduces to 1 ∈ C.
(ii) If C ⊂ Cb(E) is a min-stable convex cone and U is Feller, then condition (H), (ii)
becomes: for some β > 0 one has Uβ(C|M) ⊂ C|M .
(iii) If (H) holds, Uα(C) ⊂ Cb(E) for all α > 0, and αUα(f |M) → f uniformly on M
when α→∞ for all f ∈ C, then C ⊂ Cb(E). Indeed, observe first that if a sequence
(xn)n ⊂M is converging to x ∈ E, then lim
n
f(xn) = f(x) if f ∈ C:
|f(x)− f(xn)| ≤ |f(x)− fk(x)|+ |fk(x)− fk(xn)|+ |fk(xn)− f(xn)|,
where fk := kUk(f |M), and by the uniformly convergence assumption, there exists
k0 ∈ N such that if k ≥ k0 then |fk(xn)− f(xn)| < ε for all n. To conclude that f is
a continuous function on E = M , we can argue now as in the proof of Remark 1.1
from [Be 11].
(iv) Let A be the closure in the supremum norm of the linear space spanned by bE(Uβ).
If C ⊂ A, then condition (H), (iii) holds. Note that C ⊂ A provided that
lim
α→∞
‖αUα(f |M)− f‖∞ = 0 for all f ∈ C.
Lemma 1.18. Assume that U is an extension of U , and that (H),(ii) is satisfied. If
C ⊂ Cb(E) and there exist β ≥ 0 such that for each f ∈ C the family (αUα+βf)α>0 is
equicontinuous on E, then (H),(iii) holds.
A typical situation when (H) is automatically fulfilled is as follows; see Subsection 1.1,
Theorem 0.
Corollary 1.19. Assume that (E, d) is a Polish metric space and let Lipb(E) denote the
space of all bounded Lipschitz functions on E. Suppose that Uα(Lipb(E)) ⊂ Lipb(E) for
some (hence all) α > 0, and that there exist β ≥ 0 such that for each f ∈ Lipb(E), the
family (αUα+βf)α>0 is equicontinuous on E.
Then (H) holds with C := {f ∈ Lipb(E) : f ≥ 0}.
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1.3 A typical application of Theorem 1.10
By [MaRo¨ 92] (see [FuOsTa 11] for the symmetric case, but also [St 99b] for a gener-
alized theory), if (E , D(E)) is a (quasi-regular) Dirichlet form on L2(E, ν), then one can
always associate a standard (in particular, right) process X , whose transition function,
regarded on L2(E, ν), coincides with the C0-semigroup generated by E . A specific issue of
the powerful Dirichlet forms approach of constructing Markov processes is that, in general,
there is a ν-exceptional set which has to be removed from the space E in order to construct
a right process which solves the martingale problem. In order to obtain a process on the
entire space, a typical artificial extension is performed: if the process starts from the ex-
ceptional set, it is forced to remain stuck. This is usually called the trivial extension, and
it is clearly in contrast with our natural extension considered in the previous subsection,
where if the process starts from a ”bad” point, it will immediately return to the set of
”good” points, from where it follows the dynamic governed by the infinitesimal generator.
So a natural question arises: given a preferred sub-Markovian resolvent of kernels U on E,
which is associated (up to ν-classes) to a quasi-regular Dirichlet form E , can we construct
a right process with resolvent U , without further modifications?
Motivated by (and forgetting of) the aforementioned context of Dirichlet forms, we
turn now to the following general situation: let U be a sub-Markovian resolvent of kernels
on a Lusin topological space (E, τ), fulfilling the following assumptions:
(i) Condition (H) holds with U instead of U .
(ii) There exists a reference measure ν on B for U , i.e. if ν(A) = 0 then U(1A) ≡ 0 for
all A ∈ B.
(iii) There exists a countable measure separating subset A0 ⊂ bB such that Uα(A0) ⊂
Cb(E) for all α > 0.
Definition 1.20. A sub-Markovian resolvent of kernels U˜ := (U˜α)α>0 on E is called a
ν-version of U if Uαf = U˜αf ν-a.e. for all f ∈ bB, α > 0.
Our next result shows that once we know that a ν-version of U (e.g. one obtained by
a trivial extension) has associated a right process, then so does U .
Corollary 1.21. Assume that U has a ν-version U˜ which has associated a right Markov
process X˜ on E with a.s. τ -right continuous paths. Then there exists a right Markov
process X on E, with resolvent U . In fact, X is the natural extension of the restriction of
X˜ from E to a smaller set M ⊂ E. In particular, Propositions 1.12 and 1.13 apply.
2 Proofs of the results from Section 1
2.1 Proofs of the results from Subsection 1.2
Proof of Theorem 1.10. For the direct implication, we use only that X is a right process
with resolvent U , because by Definition 3.5 and Remark 3.6, (ii) from Appendix, we can
take C to be a Ray cone w.r.t. U .
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Assume now that condition (H) is satisfied. One can see that the restriction to M of
any Uβ-excessive function is Uβ-excessive and the converse also holds:
(1) Any Uβ-excessive funtion w has a unique extention w to E which is Uβ-excessive,
hence E(Uβ) = E(Uβ)|M .
Indeed, let w ∈ E(Uβ). We may assume that w ≤ 1. Then the function w1 extending w
with the value 1 on E \M is Uβ-supermedian and the Uβ -excessive regularization of w1 is
the Uβ-excessive function extending w from M to E; see Appendix, right after Definition
3.1.
We prove now that U satisfies the assumption (H’) from the beginning of Appendix,
i.e.:
(2) σ(E(Uβ)) = B and all the points of E are non-branch points with respect to Uβ,
that is 1 ∈ E(Uβ) and if u, v ∈ E(Uβ) then inf(u, v) = ̂inf(u, v).
The proof of (2) follows essentially the proof of Proposition 2.1 from [BeRo¨ 11a]. In-
deed, first of all note that σ(Uβ(bB)) ⊂ σ(E(Uβ)) ⊂ B. On the other hand, by (H)-(iii)
and the resolvent equation we get that any element from C is a point-wise limit of func-
tions from Uβ(bB), hence (B =) σ(C) ⊂ σ(Uβ(bB)), so the first assertion follows. Next,
if f, g ∈ C then the function w := inf(Uβf, Uβg) is Uβ-supermedian and belongs to C
by (H). On the other hand, by (H)-(iii), we get that w = lim
α→∞
αUαw, hence w is Uβ-
excessive. Now, using (H)-(i) and Lemma 1.2.10 from [BeBo 04a], we get that the set of
all non-branch points w.r.t. Uβ is E.
Let (M1,B1) be the saturation of M , and U1 be the extension of U to M1, given by
relation (3.1) from Appendix. The next step is to show that:
(3) The map E ∋ x j7→ δx ◦ Uβ ∈ Exc(Uβ) is a measurable embedding of E into M1,
j(B) = B1|j(E), and U is the restriction of U1 from M1 to E, E(Uβ) = E(U1β)|E.
Indeed, we already observed that δx◦Uβ is a measure onM and one can see that it belongs
to Exc(Uβ). Recall that by [St 89], (2) implies that the specific solidity of potentials
holds in Exc(Uβ): if ξ1, ξ2, µ ◦ Uβ ∈ Exc(Uβ), ξ1 + ξ2 = µ ◦ Uβ, then there exist two
measures µ1, µ2 on E such that ξi = µi ◦ Uβ, i = 1, 2. Consequently, δx ◦ Uβ ∈ M1.
The injectivity of j follows from (H). To see that j is B/B1-measurable, it is sufficient
to prove that for every v ∈ E(Uβ) the function v˜ ◦ j is B-measurable. If x ∈ E then
v˜ ◦ j(x) = Lβ(δx ◦ Uβ, v) = sup
α
Lβ(δx ◦ Uβ, αUβ+αv) = sup
α
Lβ(δx ◦ αUβ+α ◦ Uβ, v) =
sup
α
αUβ+αv(x) = v(x), hence v˜ ◦ j = v and by (1) we get v˜ ◦ j ∈ pB. From Lusin’s
Theorem we conclude that j(B) = B1|j(E). If ξ = δx ◦ Uβ, x ∈ E, f ∈ bpB1, and α > 0,
then Uα(f |E)(x) = Lβ(δx ◦ Uβ, Uα(f |M)) = U1αf(ξ), so, U = U1|E.
From now on we identify E with j(E) and B with j(B), so, E ∈ B1 and B = B1|E.
(4) There exists a Ray cone R associated with Uβ s.t. R := {v : v ∈ R} separates the
points of E. If R is a Ray cone associated with Uβ and R separates the points of E then
R is a Ray cone associated with Uβ.
Indeed, let F0 ⊂ bB be countable and measure separating on E, which exists since E is
a Lusin space. Then taking into account the standard construction of a Ray cone (see
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Appendix, Remark 3.6, (ii)), one can suppose that it includes the countable set Uβ(F0),
and therefore Uβ(F0) separates the points of E. Let now R be a Ray cone with R
separating the points of E. We know by (2) that E(Uβ) is min-stable and by (1) we get
that Uβ((R−R)+) = Uβ((R−R)+) ⊂ R and that R is min-stable. Since R is separable,
separates the points of E and σ(R) ⊂ B we deduce by Lusin’s Theorem that σ(R) = B.
Note that by Corollary 3.10 from Appendix, X remains a right process if we endow M
with any Ray topology.
We return now to the saturation M1 of M . Let R be a Ray cone associated with Uβ
such that R separates the points of E, which exists by (4).
One can equip M1 with the Ray topology τ1 generated by R˜ := {v˜ : v ∈ R}. Then M1
becomes a Lusin topological space and Theorem 3.15 from Appendix, there exists a right
Markov process X1 with state space M1 having U1 as associated resolvent. In addition,
the set M1 \M is a polar subset of M1. Therefore the set M1 \ E is also a polar set and
thus, U is the resolvent of the restriction X of X1 to the absorbing set E.
In conclusion:
(5) X is a right Markov process with state space E endowed with the Ray topology
τ0 := τ(R) generated by R, and by Corollary 3.10 from Appendix, it remains a right
process w.r.t. any natural topology. Because U is the restriction to M of U , and since the
set E \M is polar with respect to U (see Theorem 3.13 from Appendix), we get that X
is a natural extension of X .
Proof pf Corollary 1.11. By (3) from the proof of Theorem 1.10, if U and U ′ are two
extensions of U satisfying (H), then on the saturationM1 ofM they are both the restriction
of U1 to E, so they must coincide.
Proof of Proposition 1.12. (i) First of all, note that (X(t),Px) is a right process on M
with resolvent U . By Appendix, if x ∈ M , it follows that X has Px-a.s. right continuous
paths w.r.t. any natural topology (w.r.t. U) on M , in particular w.r.t. τ .
Let now x ∈ E \M and s > 0. Then, by the Markov property
P
x{t 7→ X(t) is right continuous on (s,∞) w.r.t. τ} =
= P
x{t 7→ X(t+ s) is right continuous on (0,∞) w.r.t. τ}
= E
x{1
{t7→X(t) is right continuous on (0,∞) w.r.t. τ} ◦ θ(s)}
= E
x{PX(s){t 7→ X(t) is right continuous on (0,∞) w.r.t. τ}}
= 1,
where the last equality holds because P
x{X(s) ∈ M} = 1, by Definition 1.7. Since s > 0
was arbitrarily chosen, the proof of (i) is complete.
(ii)-(iii) Let D be a countable dense subset of R+. Endowed with the σ-algebra gen-
erated by the canonical projections, the power sets ED and MD are a Lusin measurable
spaces; in fact, MD is a measurable subset of ED. Let WM (resp. WE) denote the re-
strictions to D of the ca`dla`g paths from R+ to M (resp. E). Now, because τ is a Lusin
16
topology, by [DeMe 78], Chapter IV, pages 91-92, we have that WM and WE are measur-
able subsets of MD and ED, respectively. The fact that the set W 0 of the restrictions to
D of all τ -continuous paths in M is measurable, is well known and straightforward.
Suppose now that X has paths with left limits in M . Let us first take x ∈M , and let
P
x ◦ X−1 and Px ◦ X−1 be the laws on MD of the processes X and X , respectively. By
Definition 1.7, we have P
x ◦ X−1 = Px ◦ X−1. It follows that Px ◦ X−1 is supported on
WM , and since we know from (i) that the paths of X are P
x
-a.s. right continuous w.r.t.
τ , we conclude that they have also P
x
-a.s. left limits in M w.r.t. τ .
The other two cases follow similarly, by replacing WM with WE and W 0, respectively.
Proof of Proposition 1.13. If we start with a countable subset A0 ⊂ C′ which separates
the points of E, then as in Remark 3.6, (ii) from Appendix, one can easily construct a
Ray cone R (w.r.t. U) such that R ⊂ Cb(E), and we can take τ0 to be it’s Ray topology.
Proof of Proposition 1.16. If f ∈ C(E) ∩ D(L), there exists a measurable function g on
E which is from Lp(ν) such that f = U1g ν-a.e. Set v1 := U 1g
+ and v2 := U 1g
−. Then
v1 and v2 are 1-excessive functions which are continuous (hence finite) on E. Since ν has
full support and f ∈ C(E), it follows that f = v1 − v2 on E, hence f is finely continuous.
Next, if A ⊂ C(E) ∩D(L) is countable and separates the points of E, it follows that
the topology generated by A is a Lusin topology. The second part of the statement follows
now by the first one.
Proof of Lemma 1.18. Since U is the resolvent of a right process on M , we have that
αUα+β(f |M) −→
α→∞
f |M , hence αUα+βf |M −→
α→∞
f |M point-wise on M for all f ∈ C.
Let now x ∈ E \ M . Since f ∈ C is continuous and the family (αUα+βf)α>0 is
equicontinuous on E, for arbitrarily fixed ε > 0 we have that there exist a neighbourhood
V (x) s.t. |αUα+βf(x) − αUα+βf(y)| + |f(x) − f(y)| ≤ ε for all α > 0 and y ∈ V (x).
Therefore,
αUα+βf(x)− f(x)| ≤ |αUα+βf(x)− αUα+βf(y)|+ |αUα+βf(y)− f(y)|+ |f(x)− f(y)|
≤ ε+ |αUα+βf(y)− f(y)|, y ∈ V (x), α > 0.
Because M is dense in E, there exists y ∈ V (x) ⊂ M , so by taking limits in the above
expression we get that lim sup
α→∞
|αUα+βf(x) − f(x)| ≤ ε. But ε was arbitrarily chosen, so
αUα+βf(x) −→
α→∞
f(x). By the resolvent equation we obtain the same convergence for all
β > 0.
Proof of Proposition 1.19. Clearly C is a min-stable convex cone, C ⊂ bpB, and satisfies
(H),(i)-(ii). The third condition of (H) follows by Lemma 1.18.
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2.2 Proof of Corollary 1.21
Let f ∈ A0 and α > 0. Since Uαf is U˜ -finely continuous (since it is τ -continuous and
τ is natural w.r.t. U˜) it follows that the set V := [Uαf 6= U˜αf ] is U˜ -finely open and ν-
negligible, hence ν-polar w.r.t. U˜ , i.e. ν(R˜Vα 1) = 0; see Appendix for the definition of the
reduced function. If we set M := [R˜V1 1 = 0], then M
c is ν-inessential (i.e. R˜M
c
1 1 = 0 on
M and M c is ν-negligible) and V ⊂M c. Since A0 is countable we can take a ν-inessential
set M c as above such that Uαf = U˜αf on M for all f ∈ A0 and α ∈ Q+. Moreover, since
M c is ν-negligible and ν is a reference measure for U , it follows that Uα1E\M = 0 on E.
Let U ′ denote the restriction of U˜ from E to M . Since M c is ν-inessential, it is well
known that U ′ is the resolvent of the right Markov process on M obtained by taking the
restriction of X˜ toM . Moreover, for each α ∈ Q+ we have that (Uαf)|M = U ′α(f |M) for all
f ∈ A0, and since A0 is measure separating, it follows that Uα|M = U ′α. By the resolvent
equation it follows that U|M = U ′.
To conclude, we obtained that U is an extension of U ′ fromM to E, for which condition
(H) is fulfilled. Therefore, the statement follows by Theorem 1.10.
2.3 Proofs of the results from Subsection 1.1.
For simplicity, throughout this subsection we assume that σ is the identity operator on
H . Also, note that by Theorem 0, (i.1), and Remark 3.2 from Appendix, it follows that
both conditions (H) and (H’) from Section 2 and Appendix hold true for U .
Proof of Theorem I. First of all, as in the proof of Corollary 1.10 from [DaRo¨Wa 09], by
[BoDaRo 96], Theorem 1.1 and [St 99a], Chapter II, Theorem 1.9 and Proposition 1.10,
there exists a normal Markov process X ′ = (Ω′,F ′,F ′t, X ′(t), θ′(t),P′x) with continuous
trajectories in H0, whose resolvent is (merely) a ν-version of U . Consequently, we are in
the situation of Corrolary 1.21 so that there exists M˜ ⊂ H0 such that H0 \M˜ is polar, and
there exists a right Markov process X = (Ω,F ,Ft, X(t), θ(t),Px) on H0 such that if the
process starts from M˜ then it has continuous trajectories in M˜ w.r.t. the | · |-topology.
What we are going to show later on in (ii) is that, in fact, the process X has | · |-
continuous trajectories on [0,∞) for all starting points in H0. Before we proceed to the
proofs of (i-iii), set
A˜ = A− ωI and F˜0 = F0 + ωI,
and (ek)k≥1 ⊂ H an orthonormal basis consisting of eigenvectors of A˜, with corresponding
eigenvalues (−λk)k≥1 ⊂ (−∞, 0). For k ≥ 1 let
ϕk(x) = 〈x, ek〉, x ∈ H,
and note that since FC2b ⊂ D(L) (see Remark 1.1), by localization we get for all k ≥ 1
ϕk, ϕ
2
k ∈ D(L) and Lϕk = −λkϕk + 〈F˜0, ek〉
Lϕ2k = −2λkϕ2k + 2ϕk〈F˜0, ek〉+ 2.
(i). Let g(x) := (1 + |x|2)(1 + |F0(x)|2), x ∈ H0. Then g ∈ L1(ν) by assumption, hence
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Uαg ∈ L1(ν) and Uαg < ∞ ν-a.e. Since ν is a reference measure, it is well known that
[Uαg = ∞] is a polar set for all α > 0, hence the set M0 := E \ (
⋃
α>0
[Uαg = ∞]) =
E \ ( ⋃
α∈Q∗+
[Uαg =∞]) has polar complement.
Now, we are going to solve the martingale problem for ϕk, so for t ≥ 0 set
βk(t) := ϕk(X(t))− ϕk(X(0))−
∫ t
0
Lϕk(X(s))ds (2.1)
and
Mk(t) := ϕ
2
k(X(t))− ϕ2k(X(0))−
∫ t
0
Lϕ2k(X(s))ds. (2.2)
Under Px, x ∈ M0 ∩ M˜ , the integrals in (2.1) and (2.2) are well defined so that βk and
Mk are real-valued processes with continuous trajectories. Indeed, the continuity of the
integrals is due to the integrability ensured when x ∈ M0, so it only remains to make
sure that the integrals do not depend on the versions of Lϕk resp. Lϕ
2
k. But this is a
consequence of a more general statement: if f : H0 → R is a measurable function s.t.
f = 0 ν-a.e., then
∫ t
0
f(X(s))ds = 0 for all t ≥ 0 Px-a.s. This is true because f = 0
ν-a.e. implies that U1|f | = 0 ν-a.e., hence U1|f | = 0 everywhere on E by the strong
Feller property (in fact, by a potential theoretical argument, knowing that ν is a reference
measure is enough).
Let now M := M0 ∩ M˜ , whose complement is clearly polar. We claim that βk and Mk
are martingales w.r.t. Px for all x ∈ M ; in fact, the final aim is to show that βk, k ≥ 1
are independent standard Brownian motions. First, notice that on M we have for all
α > 0, i ∈ 1, 2, k ≥ 1
UαLϕ
i
k = αUαϕ
i
k − ϕik,
since the sets [|UαLϕik−αUαϕik+ϕik| > 0]∩M are negligible (and hence of null potential)
and finely open (w.r.t. U), so they must be empty.
Let us show that βk is a martingale, the case of Mk being similar. For 0 ≤ s < t, by
the Markov property we get
Ex
[
βk(t+ s)− βk(s)|Fs
]
= Ptϕk(X(s))− ϕk(X(s))−
∫ t
0
PrLϕk(X(s))dr,
and because E \M is polar, it is enough to show that on M we have
Ptϕk − ϕk −
∫ t
0
PrLϕkdr = 0.
This is indeed true because on M∫ ∞
0
e−αt(Ptϕk − ϕk)dt = 1
α
Uαϕk − ϕk = 1
α
UαLϕk =
∫ ∞
0
e−αt
∫ t
0
PsLϕkds
for all α > 0. Since t 7→ ∫ t
0
PsLϕkds is continuous, the claim follows by the uniqueness of
the Laplace transform.
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The proof now continues as in [DaRo¨Wa 09], and since we shall repeat most of the
arguments therein used (but with certain adjustments) a little bit later, let us resume to
recall briefly that the idea is to show that if x ∈M then [βk, βk′] = tδk,k′ Px-a.s. so that
W :=
∑
k≥1
ekβk (2.3)
is a cylindrical Wiener process on H under Px and (Ω,F ,Ft, ,W,X,Px) becomes a (weak)
solution for equation (1.1) starting from x, in the sense of [On 04], page 8; then, the
monotonicity of L entails X-pathwise uniqueness and the existence of a pathwise unique
continuous strong solution follows by the Yamada-Watanabe type results from [On 04];
for more details see [DaRo¨Wa 09], page 20.
Let us rigourosly show that the solution onM can be extended to a generalized solution
on E \H0, in the sense of [DaZa 14], Subsection 7.2.4. Let (Ω˜, F˜ , F˜t, W˜ , P˜) be a cylindrical
Wiener process on H and denote by (X(t, x))t≥0 the pathwise unique continuous strong
solution to equation (1.1) starting from x ∈M , which is also Markov. If x 6= y ∈M , then
as in [DaRo¨Wa 09], page 20,
〈ek, X(t, x)−X(t, y)〉 = 〈ek, x−y〉−λk
∫ t
0
〈ek, X(s, x)−X(s, y)〉ds+
∫ t
0
〈ek, F˜0(X(s, x))−F˜0(X(s, y))〉ds.
Then by the chain rule
〈ek, X(t, x)−X(t, y)〉2 =〈ek, x− y〉2 − 2λk
∫ t
0
〈ek, X(s, x)−X(s, y)〉2ds
+ 2
∫ t
0
〈X(s, x)−X(s, y), ek〉〈ek, F˜0(X(s, x))− F˜0(X(s, y))〉ds
and summing up after k
|X(t, x)−X(t, y)|2 ≤ |x− y|2 + 2ω
∫ t
0
|X(s, x)−X(s, y)|2ds
≤ |x− y|2eωt for all t ≥ 0
where the second inequality follows by Gronwall inequality. This means that the mapping
H0 ⊃M ∋ x 7→ X(·, x) ∈ L∞(Ω, C([0, T ];H0))
is Lipschitz, and because M is dense in H0, it can be uniquely extended by continuity
to the entire H0, and such an extension is precisely a generalized solution in the sense of
[DaZa 14].
Let now X(·, x), x ∈ H0 \M denote the extended process obtained in (i), and let us
show it is a Markov process with transition function (Pt)t≥0: if f1, ..., fn ∈ bB continuous,
M ∋ xk→
k
x ∈ H0 \M , and 0 ≤ t1 ≤ . . . tn <∞, then
E
[
f1(X(t1, x)) · · · fn(X(tn, x))
]
= lim
k
E
[
f1(X(t1, xk)) · · ·fn(X(tn, xk))
]
= lim
k
Pt1f1Pt2−t1f2 · · ·Ptn−tn−1fn(xk)
= Pt1f1Pt2−t1f2 · · ·Ptn−tn−1fn(x).
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By a monotone class argument, it follows that the Chapman-Kolmogorov identities are
satisfied for all f1, ..., fn ∈ bB.
(ii). Similarly to the proof of Proposition 1.12, we obtain that on the path space, the law
Px ◦X(·)−1 is the same as P ◦X(·, x)−1, hence it is supported on the space C([0,∞);H0)
of all | · |-continuous paths from [0,∞) to H0.
(ii.1). The assertion follows by Theorem 3.13 from Appendix.
(ii.2). It follows precisely like [DaRo¨ 02], Theorem 7.4, (ii), or as in the proof of
Theorem II, (ii) below.
(ii.3). In principle, the strategy is similar to the one for assertion (i), but this time we
have to solve (1.1), with B ≡ 0, for initial distribution Px ◦X(ε)−1, which is no longer a
Dirac distribution. This comes with additional integrability issues, so let us give a rigorous
proof: let x ∈ H0 \M, ε > 0 and set for all t ≥ 0
βεk(t) := ϕk(X(t+ ε))− ϕk(X(ε))−
∫ t
0
Lϕk(X(s+ ε))ds
and
Mεk(t) := ϕ
2
k(X(t+ ε))− ϕ2k(X(ε))−
∫ t
0
Lϕ2k(X(s+ ε))ds.
First of all, let us notice that the integrals appearing in the definitions of βεk and M
ε
k
are well defined. Indeed, by assumption F˜0 ∈ L2(ν), hence U1|F˜0|2 ∈ L1(ν) and there
exists y ∈ H0 s.t. U1|F˜0|2(y) <∞. On the other hand, by Harnack inequality we have
Ps+ε|F˜0|(x) ≤
(
Ps+ε|F˜0|2(y)e
2ω|x−y|2
1−e−2ω(s+ε)
) 1
2
,
which leads to∫ t
0
Ps+ε|F˜0|(x)ds ≤
∫ t
0
[
Ps+ε|F˜0|2(y)e
2ω|x−y|2
1−e−2ω(s+ε)
] 1
2
ds
≤ √te 12 (T+ε+ 2ω|x−y|
2
1−e−2ωε
)
(∫ t
0
e−(s+ε)Ps+ε|F˜0|2(y)ds
) 1
2
≤ √te 12 (T+ε+ 2ω|x−y|
2
1−e−2ωε
)
(
U1|F˜0|2(y)
) 1
2
<∞.
In fact, since Lϕk ∈ L2(ν), by a similar computation we get that βxk (t) ∈ L1(Px) for all
t > 0. The fact that Mεk are well defined can be done by localization, see below.
The fact that βεk is a martingale w.r.t. P
x follows as in (i) except that this time the
polarity of H0 \M is crucial, namely
Ex
[
βεk(t+ s)− βεk(s)|Fs+ε
]
= Ex
[
ϕk(X(t+ s+ ε))− ϕk(X(s+ ε))−
∫ t+s
s
Lϕk(X(r + ε))dr|Fs+ε
]
= Ptϕk(X(s+ ε))− ϕk(X(s+ ε))−
∫ t
0
PrLϕk(X(s+ ε))dr
= 0,
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because X(s+ ε) ∈M for all s ≥ 0, and on M we know from the proof of (i) that
Ptϕk − ϕk −
∫ t
0
PrLϕkdr = 0.
Now we show that Mεk is a (continuous) local martingale w.r.t. P
x, x ∈ H0 \M . Let
θN ∈ C∞0 (R) such that θn(x) = x2 on [−N,N ]. Then θN ◦ ϕk ∈ D(L) and
LθN ◦ ϕk(x) = (〈F0(x), ek〉+ 〈x,Aek〉)θ′N ◦ ϕk(x) +
1
2
θ
′′
N ◦ ϕk(x)
= −λkϕk(x)θ′N ◦ ϕk(x) + 〈F˜0(x), ek〉θ
′
N ◦ ϕk(x) +
1
2
θ
′′
N ◦ ϕk(x),
in particular, θN ◦ ϕk = ϕ2k and LθN ◦ ϕk = Lϕ2k if |x|H ≤ N ν-a.e. Now, just as we did
for βεk, one can show that
Mε,Nk (t) := θN ◦ ϕk(X(t+ ε))− θN ◦ ϕk(X(ε))−
∫ t
0
LθN ◦ ϕk(X(s+ ε))ds
is an (Ft+ε)t≥0-martingale. Consequently, if we consider the (Ft+ε)t≥0-stopping times
TN := ε + inf{t > 0 : |X(t + ε)|H ≥ N}, then TN ր
N
∞ and by Doob’s stopping theorem
it follows that Mεk(t ∧ TN ) = Mε,Nk (t ∧ TN), t ≥ 0 is a martingale.
Next, we show that βεk, k ≥ 1 are independent standard Brownian motions, and by
Levy’s characterization and polarization, it is sufficient to show that
[βεk, β
ε
k](t) =
∫ t
0
|Dϕk(X(s+ ε))|2ds = t.
Since the second equality is trivial, let us show the first one.
[βεk, β
ε
k](t) = [ϕk(X(·+ ε)), ϕk(X(·+ ε))](t)− ϕ2k(X(ε))
= ϕ2k(X(t+ ε))− 2
∫ t
0
ϕk(X(s+ ε))dϕk(X(s+ ε))− ϕ2k(X(ε))
=
∫ t
0
(Lϕ2k − 2ϕkLϕk)(X(s+ ε))ds+Mεk(t)− 2
∫ t
0
ϕk(X(s+ ε))dβ
ε
k(s)
=
∫ t
0
|Dϕk(X(s+ ε))|2ds+ continuous local martingale.
The claim now follows since a continuous local martingale with paths of finite variation
must be constant.
To conclude, since W ε :=
∑
k≥1
ekβ
ε
k defines a cylindrical Wiener process on H , we have
that for k ≥ 1
〈ek, X(t+ ε)〉 = 〈ek, X(ε)〉+
∫ t
0
〈Aek, X(s+ ε)〉+ 〈ek, F0(X(s+ ε))〉ds+ 〈ek,W ε(t)〉
for all t ≥ 0 Px-a.s.
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By [On 04], Theorem 13, it follows that (Ω,F ,Ft+ε,Px,W ε, X(t + ε)) is a solution to
equation (1.1) in the sense of [On 04], page 8.
(iii) Let x ∈ H0\M , ε > 0, and νxε := Px◦X(ε)−1. Then by (ii.3), there exists a solution
Xε (in the sense of [On 04]) for equation (1.1), with B ≡ 0, with initial distribution νxε .
Then, the proof continues as in [DaRo¨Wa 09], page 20.
The case when B 6≡ 0. Recall from Subsection 1.1 that for this case we fix a cylindrical
Wiener process W˜ on a stochastic basis (Ω˜, F˜ , F˜t, P˜), and take (X(t, x))t≥0 to be the
generalized solution given by (the proof of) Theorem I.
Before we prove Theorem II we need to go through several steps. First we show that
there exists a Markov process on M with transition function (Qt)t≥0.
Proposition 2.1. There exists a right Markov process on M with a.s. (norm) continuous
paths and with transition function (Qt)t≥0.
Proof. Let (Ω,F ,Ft, X(t),Px) be the continuous Markov process on M obtained in the
first part of the proof of Theorem I, and let W :=
∑
k≥1
ekβk be it’s associated cylindrical
Wiener process under Px for each x ∈ M (see (2.1)), so that (X,W,Px) is a (continuous)
solution to equation (1.1). By construction, W is an additive functional of X (see (2.18)
below) in the sense of [BlGe 68] or [Sh 88]. Then
M(t) := e
∫ t
0
〈B(X(s))dW (s)〉− 1
2
∫ t
0
|B|2(X(s))ds
is a perfect martingale additive functional, hence
Q˜tf(x) := E
x{f(X(t))M(t)}
defines a Markovian semigroup which is the transition function of a right Markov process
with continuous paths in M ; for details, see [Sh 88], Chapter VII, Section 62.
On the other hand, since on M we have pathwise uniqueness for equation (1.1), with
B ≡ 0, it follows by [On 04] that joint uniqueness in law also holds for any initial distri-
bution δx, x ∈ M , so that ((X(t))t≥0,W,Px) has the same law as (((X(t, x))t≥0,W, P˜)).
Hence Q˜t = Qt for all t ≥ 0 and the statement is proved.
Remark 2.2. Concerning the existence of Y , we point out that the proof of the previous
proposition doesn’t work if x ∈ H0 \M , because W and hence (M(t))t≥0 do not make sense
under Px; in fact, this was the main technical difficulty which we had to deal with in the
proof of Theorem I, because of the lack of integrability of F0(X(t)) under P
x⊗dt (see (2.1)
and the subsequent remarks).
Lemma 2.3. There exist a sequence of continuous functions Bn : H0 → H0, n ≥ 1 such
that limnBn = B ν-a.e., and |Bn|∞ ≤ |B|∞.
Further, if Qnt and ρ
n,x
t are given by (1.2) resp. (1.3) with B replaced by Bn, then
E{(ρn,xt )2} ≤ et|B|
2
∞ , n ≥ 1 (2.4)
lim
n
ρn,xt = ρ
x
t in L
1(P˜), (2.5)
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lim
k
ρn,xkt = ρ
n,x
t in L
1(P˜), n ≥ 1 (2.6)
for all H0 ∋ (xk)k≥1→
k
x in H0. In particular, Q
n
t is Feller and
lim
n
Qnt f = Qtf pointwise on H0. (2.7)
Proof. To prove the first statement, let (ek)k≥1 be an orthonormal basis of H and set
Bk,α(x) :=
k∑
i=1
αUα(〈B(·), ei〉)(x)ei for all x ∈ H0, k ≥ 1 and α > 0. Clearly, for each k ≥ 1
we have that lim
k→∞
lim
α→∞
Bk,α = B in L
2(ν), hence, by a diagonal argument, there exists a
subsequence (α(k))k≥1 such that Bk := Bk,α(k) converges to B ν-a.e. Moreover, each Bk is
continuous by the strong Feller property of U , and
|Bk(x)|2 =
k∑
i=1
|α(k)Uα(k)(〈B(·), ei〉)(x)|2 ≤ α(k)Uα(k)
( k∑
i=1
|〈B(·), ei〉|2
)
(x)
≤ α(k)Uα(k)
(
|B(·)|2
)
(x) ≤ |B|2∞.
Further, by dρn,xt = 〈ρn,xt Bn(X(t, x)), dW (t)〉 and Itoˆ isometry we have
E{(ρn,xt )2} = 1 +
∫ t
0
E{(ρn,xs )2|Bn(X(s, x))|2}ds ≤ 1 + |B|2∞
∫ t
0
E{(ρn,xs )2}ds,
so the estimate in (2.4) follows by Gronwall’s lemma.
We show now at the same time that both (2.5) and (2.7) hold, pointing out in advance
that below we use |ea−eb| ≤ (ea+eb)|a−b| for the second inequality, the triangle inequality
and Itoˆ isometry for the third inequality, and the bound in (2.4) and Cauchy-Schwarz
inequality for the fourth one:
|Qtnf(x)−Qtf(x)| ≤ |f |∞E
{
|ρn,xt − ρxt |
}
≤ |f |∞E
{
(ρn,xt + ρ
x
t )
∣∣∣ ∫ t
0
〈(Bn −B)(X(s, x))dWs〉 − 1
2
∫ t
0
(|Bn|2 − |B|2)(X(s, x))ds
∣∣∣}
≤ |f |∞|ρn,xt + ρxt |L2(P)
(
E
{∫ t
0
|Bn − B|2(X(s, x))ds
} 1
2
+
1
2
∣∣∣ ∫ t
0
(|Bn|2 − |B|2)(X(s, x))ds
∣∣∣
L2(P˜)
)
≤ 2|f |∞e t2 |B|2∞
(
E
{∫ t
0
|Bn − B|2(X(s, x))ds
} 1
2
+
√
t|B|∞E
{∫ t
0
|Bn −B|2(X(s, x))ds
}1
2
)
= 2|f |∞e t2 |B|2∞(1 +
√
t)E
{∫ t
0
|Bn − B|2(X(s, x))ds
}1
2
≤ 2|f |∞e t2 |B|2∞(1 +
√
t)e
t
2 (U1(|Bn −B|2)(x)) 12 .
Hence (2.5) and (2.7) follow by dominated convergence, due to the first part of Lemma
2.3 and the fact that ν is a reference measure.
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To prove (2.6), let xk→
k
x in H0 and fix n ≥ 1. As above, we get
E
{
|ρn,xkt − ρn,xt |
}
≤ |f |∞E
{
(ρn,xkt + ρ
n,x
t )
∣∣∣ ∫ t
0
〈−(Bn(X(s, xk))− Bn(X(s, x)))dW (s)〉
− 1
2
∫ t
0
(|Bn|2(X(s, xk))− |Bn|2(X(s, x)))ds
∣∣∣}
≤ 2|f |∞e t2 |B|2∞(1 +
√
t)E
{∫ t
0
|Bn(X(s, xk))−Bn(X(s, x))|2ds
} 1
2
and the convergence follows by dominated convergence.
To show that Qnt is Feller, let f be bounded and continuous, and xk→
k
x in H0. Then
|Qnt f(xk)−Qnt f(x)| ≤ |f |∞E
{
|ρn,xkt − ρn,xt |
}
+ E
{
|f(X(t, xk))− f(X(t, x))|ρn,xt
}
≤ |f |∞E
{
|ρn,xkt − ρn,xt |
}
+ E
{
|f(X(t, xk))− f(X(t, x))|2
} 1
2
E
{
(ρn,xt )
2
} 1
2
which converges to 0 when k tends to ∞, by bounded convergence, (2.4) and (2.6)
Proposition 2.4. (Qt)t≥0 is a Markov transition function on H0.
Proof. Let Bn and Q
n
t , n ≥ 1 be as in Lemma 2.3. By Proposition 2.1 applied to Bn, for
each x ∈ M
Qnt+sf(x) = E{ρxtQnsf(X(t, x))}. (2.8)
To extend (2.8) to the entire H0, let M ∋ xk→
k
x ∈ H0 \ M and f be bounded and
continuous. Then
Qnt+sf(x) = lim
k
Qnt+sf(xk) = lim
k
E{ρn,xkt Qnsf(X(t, xk))} = E{ρn,xt Qns f(X(t, xk))} = QntQnsf(x),
where the first and the third equalities follow by the Feller property of Qnt and by (2.6)
from Lemma 2.3.
To conclude, if x ∈ H0 then
Qt+sf(x) = lim
n
Qnt+sf(x) = lim
n
E{ρn,xt Qnsf(X(t, x))} = E{ρxtQsf(X(t, x))} = QtQsf(x),
where for the first and the third identities we used Lemma 2.3, (2.5) and (2.7). The case
of general f follows now by a monotone class argument.
We crucially need the following Itoˆ formula which is a refinement of [DaFlRo¨Ve 16],
Corollary 3.14, in the sense that we can prove it for all starting points x ∈M , there is no
need to exclude a further ν-inessential set. Also, our proof is a bit simpler and uses more
general arguments.
First of all, we recall that by [DaFlRo¨Ve 16], Lemma 3.6, and Remark 1.1, any Lipschitz
function ϕ : H → R is Gateaux differentiable ν-a.e.; we denote its derivative by ∇ϕ.
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Proposition 2.5. Let X be the right Markov process and M the set with polar complement
provided by Theorem I. Also, let f = Uαg for some α > 0 and g ∈ bB(H0). Then the
following Itoˆ formula holds Px-a.s. for all x ∈M :
f(X(t))− f(x)−
∫ t
0
Lf(X(s))ds =
∫ t
0
〈∇f(X(s)), dW (s)〉 t ≥ 0. (2.9)
Proof. Note that the two sides of (2.9) are continuous martingales by Theorem I (and it’s
proof) under Px for all x ∈M , and also that the rhs does not depend on the ν-version of
∇f due to the Itoˆ isometry and the fact that U is strong Feller.
First, we show that (2.9) holds almost surely w.r.t. Pν :=
∫
Px ν(dx), and note that
by the continuity of the paths, it is enough to prove that (2.9) holds a.s. for each t ≥ 0.
Since FC2b is a core for (L,D(L)), there exists a sequence (fn)n≥1 ⊂ FC2b s.t.
lim
n
∫
H
[(f − fn)2 + |∇(f − fn)|2 + (L(f − fn))2] dν = 0. (2.10)
Also, since X is a weak solution for (1.1), with B ≡ 0, and by classical Itoˆ’s formula in
finite dimensions, we get Px-a.s., x ∈M that
fn(X(t))− fn(x)−
∫ t
0
Lfn(X(s))ds =
∫ t
0
〈∇fn(X(s)), dW (s)〉, t ≥ 0. (2.11)
Now, by Itoˆ isometry and the fact that ν is (Pt)-invariant, it is straightforward to see that
due to (2.10) we can pass to the limit in (2.11) and obtain that (2.9) holds Pν-a.s.
Let us now show that the formula holds Px-a.s. for all x ∈M . By definition, W is an
additive functional of X (see (2.18) below), hence so does the rhs of (2.9), and the same is
true for the lhs. Therefore, by substracting the two sides of (2.9), we find ourselves in the
following abstract situation: we have a real valued continuous martingale starting from 0,
say (N(t))t≥0, which is an additive functional of X , satisfies N(t) = 0 for all t ≥ 0 Pν-a.s.,
and Ex(N(t)2) ≤ const · t2. We claim that (N(t))t≥0 is the null process Px-a.s. for all
x ∈M . To this end, define for all x ∈M the finite measurable function
v(x) := Ex
{∫ ∞
0
e−tN(t)2dt
}
.
Let us show that v is 1-excessive: for all s ≥ 0 and x ∈M we have
Psv(x) = E
x
{
EX(s)
{∫ ∞
0
e−tN(t)2dt
}}
= Ex
{∫ ∞
0
e−t[N(t) ◦ θ(s)]2dt
}
= Ex
{∫ ∞
0
e−t[N(t + s)−N(s)]2dt
}
=
∫ ∞
0
e−t
{
Ex[N(t + s)2]− Ex[N(s)2]
}
dt
≤
∫ ∞
0
e−tEx[N(t + s)2]dt ≤
∫ ∞
s
e−(t−s)Ex[N(t)2]dt
≤ esv(x),
which proves that v is 1-supermedian. Also, by dominated convergence, the third equality
from above also gives Psv →
s→0
v pointwise on M , which proves that v is indeed 1-excessive.
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To conclude, we have that the set [v > 0]∩M is ν-negligible and finely open, and since
ν is a reference measure, it is well known that [v > 0] ∩M = ∅.
Remark 2.6. By the pathwise uniqueness (hence joint uniqueness in law) which holds
on M , Itoˆ’s formula (2.9) holds true for any solution of equation (1.1), with B ≡ 0, in
particular for ((X(t, x))t≥0, P˜) for all x ∈M .
For each n ≥ 1 we denote by (V nα )α>0 the resolvent associated to (Qnt )t≥0 given in
Lemma 2.3.
Lemma 2.7. The resolvent (V nα )α>0 has the Feller property, and if α >
|B|∞
2
, then for all
f ∈ bB
lim
n
V nα f = Vαf pointwise on H0. (2.12)
Proof. Since Qnt , t ≥ 0 is Feller by Lemma 2.3, the first part of the statement is clear by
dominated convergence.
Now, if x ∈ H0 then
|V nα f − Vαf |(x) ≤ E
{∫ ∞
0
e−αtf(X(t, x))|ρn,xt − ρxt | dt
}
≤ |f |∞
∫ ∞
0
e−αtE{|ρn,xt − ρxt |} dt,
which converges to 0 when n tends to ∞ by dominated convergence, after using (2.4) and
(2.5) from Lemma 2.3.
Proof of Theorem 1.4. Let f ∈ bB and ϕ = Uαf , for some fixed α ≥ 4pi|B|2∞. First, let
x ∈ M . Since dρxt = 〈ρxtB(X(t, x)), dW (t)〉 and ϕ(X(t, x)) satisfies the Itoˆ formula (2.9)
(see Remark 2.6), the integration by parts formula gives P-a.s. for all t
ρxtϕ(X(t, x)) = ϕ(x)+
∫ t
0
ρxs [Lϕ(X(s, x))+ 〈B(X(s, x)),∇ϕ(X(s, x))〉] ds+N(t), (2.13)
where (N(t))t≥0 is a continuous martingale which by Lemma 2.3, (2.4) satisfies
E|N(t)| ≤ |ϕ|∞e t2 |B|2∞ . (2.14)
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Using (2.13) and (2.14), we have
Vαϕ(x) = E
{∫ ∞
0
e−αtρxtϕ(X(t, x)) dt
}
= E
{∫ ∞
0
e−αt
[
ϕ(x) +
∫ t
0
ρxs [Lϕ(X(s, x)) + 〈B(X(s, x)),∇ϕ(X(s, x))〉] ds
]
dt
}
=
1
α
ϕ(x) +
∫ ∞
0
e−αt
∫ t
0
Qs[Lϕ + 〈B,∇ϕ〉](x) ds dt
=
1
α
ϕ(x) +
1
α
∫ ∞
0
e−αtQt(Lϕ+ 〈B,∇ϕ〉)(x) dt
=
1
α
ϕ(x) +
1
α
Vα(Lϕ+ 〈B,∇ϕ〉)(x)
=
1
α
ϕ(x) +
1
α
Vα(Lϕ+ 〈B,∇ϕ〉)(x),
and since ϕ = Uαf , this means that Vα(f − 〈B,∇Uαf〉) = Uαf on M .
The final step of the proof is to extend (1.6) from M to the entire H0. To this end, it
is sufficient (and, of course, necessary) to show that V is Lipschitz strong Feller. We first
prove this for V nα , which a priori has the Feller property by Lemma 2.7. Also, it is clear
that the above computations hold true for each Bn, n ≥ 1, hence, if f is continuous and
bounded, then
V nα f = Uα(I − 〈Bn,∇Uα〉)−1f on M, (2.15)
and by the Feller property of V nα and the strong Feller property of Uα, the previous
identity hold on the entire H0. But now, by (1.5) we have that |V nα f |Lip ≤ 2
√
pi
α
|f |∞,
hence by Lemma 2.7 the same estimate holds true for Vαf . If f is merely bounded, then
|Vαf |Lip ≤ sup
k
|Vα(kUkf)|Lip ≤ 2
√
pi
α
|kUkf |∞ ≤ 2
√
pi
α
|f |∞, and the proof is complete.
Proof of Theorem II. In order to prove the existence of the process, the idea is to apply
Theorem 1.10. First of all, by Proposition 2.1, there exists a subset M ∈ B(H0) and a
right process onM with a.s. (norm) continuous paths and resolvent V|M , the restriction to
M of V. It is clear that V is an extension of V|M from M to H0. Also, condition (H) from
Section 2 is fulfilled for e.g. C := {f ∈ Cb(H0) : f ≥ 0}, taking into account the structure
of (Qt)t≥0 given by (1.2), and the Lipschitz strong Feller property obtained in Theorem
3.15. Hence, by Theorem 1.10, there exists a right process Y = (Y (t),Qx) on H0 with
resolvent V, and by the Lipschitz strong Feller property of V, we can apply Proposition
1.13 to make sure that there exists a natural topology τ0 on H0 which is coarser than the
norm topology. Consequently, using also Proposition 1.12, (iii), Y has a.s. τ0-continuous
paths. Also, note that if T > 0, the space C([0, T ], H0) of | · |-continuous paths from
[0, T ] to H0 is a measurable subset of the space Cτ0([0, T ], H0) of τ0-continuous paths from
[0, T ] to H0, endowed with the σ-algebra generated by the canonical projections. Now,
because (ρxt )t≥0 is a martingale under P for all x ∈ H0, it follows that the law under Qx of
(Y (t))t∈[0,T ] on Cτ0([0, T ], H0) is precisely the law of (X(t)
x)t∈[0,T ] on Cτ0([0, T ], H0) under
ρxT · P˜. But the latter is supported on C([0, T ], H0), hence so is the law of (Y (t))t∈[0,T ].
Let us turn now to assertions (i-iv):
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(i). By Lemma 2.3, the Cauchy-Schwartz inequality, and the fact that ν is Pt-invariant,
we have ∫
(Qtf)
2dν ≤ e2t|B|2∞
∫
Pt(f
2)dν = e2t|B|
2
∞
∫
f 2dν for all f ∈ bB(H0).
This means that (Qt)t≥0 can be extended to a semigroup of Markov operators on L
2(ν),
with corresponding norms less than et|B|
2
∞ . On the other hand, lim
t→0
Qtf = f for all f ∈
Cb(H0), and one can easily extend this convergence for all f ∈ L2(ν) by density. Hence
(Qt)t≥0 is a C0-semigroup of quasi-contractions on L
2(ν), and let (LB, D(LB)) be it’s
infinitesimal generator. Now, if x ∈ M then (X(t, x))t∈[0,T ] is a solution for (1.1), with
B ≡ 0, and as already mentioned in Remark 1.3, by Girsanov transformation we we have
that equation (1.1), case B 6≡ 0, has a weak solution given by (X(t, x))t∈[0,T ], but under
ρxT ·P. By applying Itoˆ’s formula for ϕ ∈ EA(H) and then taking expectations, we get that
on L2(ν)
Qtϕ = ϕ +
∫ t
0
Qs(Lϕ + 〈B,Dϕ〉)ds, (2.16)
hence
LBϕ = lim
t→0
Qtϕ− ϕ
t
= Lϕ+ 〈B,Dϕ〉 in L2(ν). (2.17)
Now, let α > |B|2∞ and note that Vα(bB(H0)) is a core for (LB, D(LB)). On the other
hand, by (1.6) we have Vα(bB(H0)) = Uα(bB(H0)). Therefore, since EA(H) is a core for
(L,D(L)), it is dense in Vα(bB(H0)) in the graph norm w.r.t. LB, and this concludes the
proof.
(ii) Since we do not know that Qt is (strong) Feller, the proof of [DaRo¨ 02], Theorem
7.4, (ii) requires a slight modification, so let us give a complete rigorous proof. First of all,
note that D0 = Uα(bB(H0)) = Vα(bB(H0)) for one (hence all) α > 0. Then, the integral
appearing in (1.7) is well defined, i.e. are finite (because ϕ ∈ Vα(bB(H0))) and do not
depend on ν-classes because of the general argument invoked after relation (2.2). Hence,
the process A(t) := ϕ(Y (t))− ϕ(Y (0))− ∫ t
0
LBϕ(Y (s))ds, t ≥ 0 is an (bounded) additive
functional, i.e.
A(t + s) = A(t) + A(s) ◦ θ(s), t, s ≥ 0 a.s., (2.18)
and it is well known that such an additive functional is a martingale if and only if it has
zero expectation, hence if and only if
Qtϕ(x) = ϕ(x) +
∫ t
0
Qs(L
Bϕ)(x)ds for all t ≥ 0, x ∈ H0. (2.19)
However, (2.19) holds true ν-a.e. by (i), and because ϕ = Vαg for some g ∈ bB, α > 0,
and V is strong Feller, it follows that Qtϕ = VαQtg is continuous. Therefore, by density,
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it is sufficient to show that the rhs of (2.19) is continuous in x ∈ H0: if xn→
n
x in H0, then
∣∣ ∫ t
0
Qs(L
Bϕ)(xn)−Qs(LBϕ)(x)
∣∣ ≤ ∣∣ ∫ t
0
Qs(L
Bϕ)(xn)− e−αsQs(LBϕ)(xn)
∣∣+
+
∣∣ ∫ t
0
Qs(L
Bϕ)(x)− e−αsQs(LBϕ)(x)
∣∣ + ∣∣ ∫ t
0
e−αs[Qs(L
Bϕ)(xn)−Qs(LBϕ)(x)]
∣∣
≤ 2|LBϕ|∞
∫ t
0
(1− e−αs)ds+ ∣∣ ∫ t
0
e−αs[Qs(L
Bϕ)(xn)−Qs(LBϕ)(x)]
∣∣
= 2|LBϕ|∞
∫ t
0
(1− e−αs)ds+
+
∣∣e−αs[VαQt(LBϕ)(xn)− VαQt(LBϕ)(x)]− [Vα(LBϕ)(xn)− Vα(LBϕ)(x)]∣∣,
where for the last equality we used the formula e−αtVαQtf = Vαf −
∫ t
0
e−αsQsfds for all
bounded f . Now, using the strong Feller property of V, let n tend to infinity and then α
to 0 in order to obtain the claim.
(iii). This assertion follows similarly to the weak existence part from the proof of
Theorem I, (i), with the mention that f(ϕk) ∈ D(LB) and LB(f(ϕk)) = LB0 (f(ϕk)) for all
twice differentiable functions f with continuous derivatives, since (2.16) and (2.17) remain
true with the same justification.
(iv). The proof of the last statement is similar to the proof of Theorem I, (ii.3), once
we show that
∫ t
0
Qs+ε|F˜0|(x)ds <∞ for all t, ε > 0 and x ∈ H0 \M . By [Pr 05], Theorem
39, we have that |ρxt |Lq(P) ≤ eqt|B|2∞ for all 1 ≤ q < ∞, hence by Holder inequality we get
Qs+ε|F˜0|(x) ≤ eq∗t|B|2∞(Ps+ε|F˜0|q)
1
q (x) for all 1 < q < ∞, 1
q
+ 1
q∗
= 1. This means that for
q small enough, |F˜0|q ∈ Lp(ν) for some p > 1, and we can conclude just like in the proof
of Theorem I, (ii.3), using the Harnack inequality for (Pt)t≥0.
3 Appendix: a brief overview of right processes
Throughout this section we follow mainly the terminology of [BeBo 04a], but we also
heavily refer to the classical works [BlGe 68], [Sh 88]; see also the references therein.
Let (E,B) be a Lusin measurable space. We denote by (b)pB the set of all numerical,
(bounded) positive B-measurable functions on E. Throughout, by U = (Uα)α>0 we denote
a resolvent family of (sub-)Markovian of kernels on (E,B). If β > 0, we set Uβ :=
(Uα+β)α>0.
Definition 3.1. A B-measurable function v : E → R+ is called excessive (w.r.t. U) if
αUαv ≤ v for all α > 0 and sup
α
αUαv = v point-wise; by E(U) we denote the convex cone
of all excessive functions w.r.t. U .
If a B-measurable function w : E → R+ is merely Uβ-supermedian (i.e. αUα+βw ≤ w
for all α > 0), then its Uβ-excessive regularization ŵ ∈ E(U) is defined as ŵ := sup
α
αUβ+αw.
(H’) Throughout this section we assume that E(Uβ) is min stable, contains the constant
functions, and generates B for one (hence all) β > 0.
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Remark 3.2. (i) (H’) is a minimal requirement, which is automatically satisfied if there
exists a right process associated to U ; see Definition 3.7 below.
(ii) By Corollary 2.3 from [BeRo¨ 11a], (H’) is equivalent with the existence of a vector
lattice C ⊂ bB satisfying (i)-(iii) of our main condition (H) from the beginning of
Section 2.
Definition 3.3. (i) The fine topology on E (associated with U) is the coarsest topology
on E such that every Uq-excessive function is continuous for some (hence all) q > 0.
(ii) A topology τ on E is called natural if it is a Lusin topology (i.e. (E, τ) is homeo-
morphic to a Borel subset of a compact metrizable space) which is coarser than the
fine topology, and whose Borel σ-algebra is B.
Remark 3.4. The necessity of considering natural topologies comes from the fact that, in
general, the fine topology is neither metrizable, nor countably generated; see also Corollary
3.10 below.
There is a convenient class of natural topologies to work with (as we do in Section 2),
especially when the aim is to construct a right process associated to U (see Definition 3.7).
These topologies are called Ray topologies, and are defined as follows.
Definition 3.5. (i) If β > 0 then a Ray cone associated with Uβ is a cone R of bounded
Uβ-excessive functions which is separable in the supremum norm, min-stable, contains
the constant function 1, generates B, and such that Uα((R−R)+) ⊂ R for all α > 0.
(ii) A Ray topology on E is a topology generated by a Ray cone.
Remark 3.6. (i) Clearly, any Ray topology is a natural topology.
(ii) By e.g. [BeBo 04a], Proposition 1.5.1, [BeBoRo¨ 06] for the non-transient case, or
[BeRo¨ 11a], Proposition 2.2, a Ray cone always exists and may be constructed as
follows: start with a countable subset A0 ⊂ pB which separates the points of E, and
define inductively
R0 := Uβ(A0) ∪Q+
Rn+1 := Q+ · Rn ∪ (
∑
f
Rn) ∪ (
∧
f
Rn) ∪ (
⋃
α∈Q+
Uα(Rn)) ∪ Uβ((Rn −Rn)+),
where by
∑
f
Rn resp.
∧
f
Rn we denote the space of all finite sums (resp. infima) of
elements from Rn. Then, a Ray cone R is obtained by taking the closure of
⋃
n
Rn
w.r.t. the supremum norm.
Right processes. Let now X = (Ω,F ,Ft, X(t), θ(t),Px) be a normal Markov process
with state space E and shift operators θ(t) : Ω → Ω, t ≥ 0. In spite of the applications
considered in this paper, but also in order to avoid the lifetime formalism, we assume
that X has infinite lifetime in E; otherwise, there is a standard way of adding a cemetery
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point ∆ to E, and develop the forthcoming theory on E ∪ {∆}; see [BlGe 68], [Sh 88], or
[BeBo 04a].
We assume that X has resolvent U fixed above, i.e. for all f ∈ bB and α > 0
Uαf(x) = E
x
{∫ ∞
0
e−αtf(X(t))dt
}
, x ∈ E.
To each probability measure µ on (E,B) we associate the probability Pµ(A) := ∫ Px(A) µ(dx)
for all A ∈ F , and we consider the following enlarged filtration
F˜t :=
⋂
µ
Fµt , F˜ :=
⋂
µ
Fµ,
where Fµ is the completion of F under Pµ, and Fµt is the completion of Ft in Fµ w.r.t.
Pµ; in particular, (x,A) 7→ Px(A) is assumed to be a kernel from (E,Bu) to (Ω,F), where
Bu denotes the σ-algebra of all universally measurable subsets of E.
Definition 3.7. The Markov process X is called a right (Markov) process if the following
additional hypotheses are satisfied:
(i) The filtration (Ft)t≥0 is right continuous and Ft = F˜t, t ≥ 0.
(ii) For one (hence all) α > 0 and for each f ∈ E(Uα) the process f(X) has right
continuous paths Px-a.s. for all x ∈ E.
(iii) There exists a natural topology on E with respect to which the paths of X are Px-a.s.
right continuous for all x ∈ E.
Remark 3.8. (i) By [Sh 88], Theorem 7.4, condition (ii) of the previous definition is
sufficient to be checked on functions f of the form Uαg, for all g bounded and con-
tinuous (w.r.t. a natural topology).
(ii) We emphasize that Definition 3.7 uses no a priori topology on E, which is endowed
merely with the σ-algebra B. It is the resolvent U which provides the topology, namely
the fine topology; in spite of Remark 3.4 also, this is why it is of interest to consider
Markov processes which have path-continuity properties w.r.t. natural topologies; see
also Remark 3.11 below.
According to [BlGe 68], Chapter II, Theorem 4.8, or [Sh 88], Proposition 10.8 and Ex-
ercise 10.18, Definition 3.7 leads to a key probabilistic understanding of the fine topology,
namely:
Theorem 3.9. If X is a right process, then a universally B-measurable function f is finely
continuous if and only if (f(X(t)))t≥0 has P
x-a.s. right continuous paths for all x ∈ E.
Corollary 3.10. If X is a right process, then it has a.s. right continuous paths w.r.t. any
natural topology on E.
Proof. Since a natural topology is countably generated, i.e. it is the initial topology of a
countable family of functions, the statement follows by Thereom 3.9.
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Remark 3.11. When we are given a certain topology τ on E whose Borel σ-algebra is
B, it is a separate issue to determine if τ is natural, in which case, any right process
would have a.s. right continuous paths w.r.t. τ . We deal with this problem, in general and
concrete situations, in the main body of this paper.
In view of Definition 1.7, (iii), let us recall what a polar set is, from both analytic and
probabilistic perspectives.
Definition 3.12. (i) If u ∈ E(Uα) and A ∈ B, then the α-order reduced function of u
on A is given by
RAαu = inf{v ∈ E(Uα) : v > u on A}.
RAαu is merely supermedian w.r.t Uα, and we denote by BAα u = R̂Aαu it’s excessive
regularization, called the balayage of u on A.
(ii) A set A ∈ B is called polar if BAα 1 = 0.
The following fundamental identification due to G.A. Hunt holds (see e.g. [DeMe 78]):
Theorem 3.13. If X is a right process, then for all u ∈ E(Uα) and A ∈ B
BAα u = E
x{e−αTAu(X(TA))},
where TA := inf{t > 0 : X(t) ∈ A}. In particular, A is polar if and only if Px(TA <∞) = 0
for all x ∈ E.
Without further conditions, the assumption (H’) from the beginning of this section,
although necessary, is not sufficient to ensure the existence of a right process associated
with U (see Corollary 3.16). Nevertheless, there is always a larger space on which such a
process exists, and let us briefly recall it’s construction.
We denote by Exc(Uβ) the set of all Uβ-excessive measures (ξ ∈ Exc(Uβ) if and only
if ξ is a σ-finite measure on M and ξ ◦ αUα+β ≤ ξ for all α > 0).
Definition 3.14. Let β > 0.
(i) Exc(Uβ) denotes the set of all Uβ-excessive measures: ξ ∈ Exc(Uβ) if and only if ξ
is a σ-finite measure on M and ξ ◦ αUα+β ≤ ξ for all α > 0.
(ii) The energy functional associated with Uβ is Lβ : Exc(Uβ)× E(Uβ)→ R+ given by
Lβ(ξ, v) := sup{µ(v) : µ is a σ- finite measure, µ ◦ Uβ ≤ ξ}
(iii) The saturation of E (with respect to Uβ) is the set E1 of all extreme points of the set
{ξ ∈ Exc(Uβ) : Lβ(ξ, 1) = 1}.
The map E ∋ x 7→ δx ◦ Uβ ∈ Exc(Uβ) is an embedding of E into E1 and every Uβ-
excessive function v has an extension v˜ to E1, defined as v˜(ξ) := L
β(ξ, v). The set E1 is
endowed with the σ-algebra B1 generated by the family {v˜ : v ∈ E(Uβ)}. In addition, as in
[BeBoRo¨ 06], sections 1.1 and 1.2., there exists a unique resolvent of kernels U1 = (U1α)α>0
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on (E1,B1) which is an extension of U in the sense of Definition 1.8, and it satisfies the
assumption (H’) from the beginning of this section; more precisely, it is given by
U1αf(ξ) = L
β(ξ, Uα(f |M)) for all f ∈ bpB1, x ∈M1, α > 0. (3.1)
Note that (E1,B1) is a Lusin measurable space, the map x 7→ δx ◦ Uβ identifies E with a
subset of E1, E ∈ B1 and B = B1|E.
We end this section with the following key result on which our work from Section 2
heavily relies on (cf. (2.3) from [BeRo¨ 11a], sections 1.7 and 1.8 in [BeBo 04a], Theorem
1.3 from [BeBoRo¨ 06], and section 3 in [BeBoRo¨ 06a]):
Theorem 3.15. There is always a right process on the saturation (E1,B1), associated with
U1. Moreover, the following assertions are equivalent:
(i) There exists a right process on E associated with U .
(ii) The set E1 \ E is polar (w.r.t. U1).
We give now a simple example of a strong Feller transition function on a one dimen-
sional space, whose resolvent satisfies hypothesis (H’) but does not have associated a right
process.
Corollary 3.16. Let (Pt)t≥0 be the 1-dimensional Gaussian semigroup, i.e., the transition
function of the real valued Brownian motion. Let E := R\{0} and consider the restriction
V of U from R to E (which is possible because Uα(1{0}) ≡ 0, α > 0). Then V is C∞b -strong
Feller (i.e. each kernel Vα maps bounded functions to C
∞
b -functions), it satisfies (H’), and
there is no right process on E with resolvent V.
Proof. Clearly, the semigroup (Pt)t≥0 is C
∞
b -strong Feller. Consequently, so is its resolvent
U , which in addition satisfies (H’) and V preserves the same properties. Further, we can
argue as in [BeRo¨ 11a], the Example at page 849. One can easily see that Exc(U1) =
Exc(V1) and that δ0 ◦ U1 is extremal in Exc(U1). Therefore, if E1 is the saturation of E
then we have the embeddings E ⊂ R ⊂ E1 and U = U1|R. Now, if V admits a right process
on E, by Theorem 3.15 we have that the set {0} is polar w.r.t. U . But by Theorem 3.13
it means that the real valued Brownian motion never hits 0, which is of course wrong.
Acknowledgments. Financial support by the Deutsche Forschungsgemeinschaft, project
number CRC 1283 is gratefully acknowledged. For the first and the second named authors
this work was supported by a grant of Ministry of Research and Innovation, CNCS -
UEFISCDI, project number PN-III-P4-IDPCE-2016-0372, within PNCDI III.
References
[Be 11] Beznea, L., The stochastic solution of the Dirichlet problem andcontrolled
convergence, Lecture Notes of Seminario Interdisciplinare di Matematica
10, 115–136 (2011).
34
[BeBo 04a] Beznea, L. and Boboc, N., Potential Theory and Right Processes, Springer
Series, Mathematics and Its Applications (572), Kluwer, Dordrecht, 2004.
[BeBo 04b] Beznea, L. and Boboc, N., Fine Densities for Excessive Measures and the
Revuz Correspondence, Potential Anal. 20, 61–83 (2004).
[BeBo 05] Beznea, L. and Boboc, N., On the tightness of capacities associated with
sub-Markovian resolvents, Bull. London Math. Soc. 37, 899–907 (2005).
[BeBoRo¨ 06] Beznea, L., Boboc, N., and Ro¨ckner, M., Quasi-regular Dirichlet forms and
Lp-resolvents on measurable spaces, Potential Anal. 25, 269–282 (2006).
[BeBoRo¨ 06a] Beznea, L., Boboc, N., and Ro¨ckner, M., Markov processes associated
with Lp-resolvents and applications to stochastic differential equations on
Hilbert space, J. Evol. Equ. 6, 745–772 (2006).
[BeRo¨ 11a] Beznea, L. and Ro¨ckner, M., From resolvents to ca`dla`g processes through
compact excessive functions and applications to singular SDE on Hilbert
spaces, Bull. Sci. Math. 135, 844–870 (2011).
[BeRo¨ 11b] Beznea, L. and Ro¨ckner, M., Applications of compact superharmonic func-
tions: path regularity and tightness of capacities, Compl. Anal. Oper.
Theory 5, 731–741 (2011).
[BlGe 68] Blumenthal, R.M. and Getoor, R.K.,Markov Processes and Potential The-
ory, Academic Press, New York, 1968.
[BoDaRo 96] Bogachev, V., Da Prato, G., and Ro¨ckner, M., Regularity of invariant
measures for a class of perturbed Ornstein-Uhlenbeck operators, Nonlinear
Differential Equations Appl. 3, 261–268 (1996).
[DeMe 78] Dellacherie, C. and Meyer, P.A., Probabilities and Potential, Hermann,
Paris, 1978.
[FuOsTa 11] Fukushima, M., Oshima, Y., and Takeda, M., Dirichlet forms and Sym-
metric Markov processes, Walter de Gruyter, Berlin/New York, 2011.
[Ge 14] Gess, B., Random attractors for stochastic porous media equations per-
turbed by space-time linear multiplicative noise, Ann. Probab. 42, 818–864
(2014).
[LyRo¨ 92] Lyons, T.J. and Ro¨ckner, M., A note on tightness of capacities associated
with Dirichlet forms, Bull. London Math. Soc. 24, 181–184 (1992).
[MaRo¨ 92] Ma, Z.M. and Ro¨ckner, M., An Introduction to the Theory of (non-
symmetric) Dirichlet Forms, Springer-Verlag, Berlin, 1992.
[Da 04] Da Prato, G., Kolmogorov Equations for Stochastic PDEs, Advanced
Courses in Mathematics, CRM Barcelona, Basel: Birkhuser Verlag (2004)
35
[DaFlPrRo¨ 13] Da Prato, G., Flandoli, F., Priola, E., and Ro¨ckner, M., Strong unique-
ness for stochastic evolution equations in Hilbert spaces perturbed by a
bounded measurable drift. Ann. Probab. 41, 3306–3344 (2013).
[DaFlPrRo¨ 15] Da Prato, G., Flandoli, F., Priola, E., and Ro¨ckner, M., Strong uniqueness
for stochastic evolution equations with unbounded measurable drift term.
J. Theoret. Probab. 28, 1571–1600 (2015).
[DaFlRo¨Ve 16] Da Prato, G., Flandoli, F., Ro¨ckner, M., and Veretennikov, A. Yu., Strong
uniqueness for SDEs in Hilbert spaces with nonregular drift, Ann. Probab.
44, 1985–2023 (2016).
[DaRo¨ 02] Da Prato, G. and Ro¨ckner, M., Singular dissipative stochastic equations
in Hilbert spaces, Probab. Theory Related Fields 124, 261–303 (2002).
[DaRo¨ 09] Da Prato, G. and Ro¨ckner, M., Erratum: Singular dissipative stochastic
equations in Hilbert spaces, Probab. Theory Related Fields 143, 659–664
(2009).
[DaRo¨Wa 09] Da Prato, G., Ro¨ckner, M., and Wang, F-Y., Singular stochastic equations
on Hilbert spaces: Harnack inequalities for their transition semigroups, J.
Funct. Anal. 257, 992–1017 (2009).
[DaZa 14] Da Prato, G. and Zabczyk J., Stochastic Equations in Infinite Dimensions,
Second Edition, Cambridge University Press, 2014.
[LiRo¨ 15] Liu W., Ro¨ckner, M., Stochastic partial differential equations: an intro-
duction, Springer, 2015.
[On 04] Ondreja´t, M., Uniqueness for stochastic evolution equations in Banach
spaces. Dissertationes Math. (Rozprawy Mat.) 426, 2004.
[Pr 05] Protter, P.E., Stochastic Integration and Differential Equations, Springer-
Verlag, Berlin, 2005.
[Sh 88] Sharpe, M., General Theory of Markov Processes, Pure and Appl. Math.
133, Academic Press, 1988.
[St 99a] Stannat, W., (Nonsymmetric) Dirichlet operators on L1: existence,
uniqueness and associated Markov processes, Ann. Scuola Norm. Sup.
Pisa, Serie IV, vol. XXVIII, 1, 99–140 (1999).
[St 99b] Stannat, W., The theory of generalized Dirichlet forms and its applications
in Analysis and Stochastics, Memoirs AMS, 678, (1999).
[St 89] Steffens, J., Excessive measures and the existence of right semigroups and
processes, Trans. Amer. Math. Soc. 311, 267–290 (1989).
36
