This paper develops an empirical approach to estimate the equilibrium value of renewable electricity technologies, and applies it to evaluate solar energy mandates in southeastern Arizona. Solar generation and other renewables suffer from intermittency because weather varies and is only partially forecastable. Intermittency imposes costs as a planner must maintain backup capacity and allocate operating reserves in order to avoid system failure. We model an electricity system where a system operator optimizes the amount of generation capacity, operating reserves, and demand curtailment in the presence of variable and partially forecastable demand and renewable production. We use generator characteristics, solar output, demand and weather forecast data to estimate parameters. Equilibrium costs of a 20 percent mandate are $133.7 per MWh of solar generation of which unforecastable intermittency accounts for only $4.1 of this. If solar generation were fully dispatchable, costs would drop by $24.3 per MWh. If CO 2 reductions are valued at $25/ton then this mandate would be welfare neutral if solar capacity costs dropped from the current $5/W to $1.78/W. Our methods can be applied to examine the value of other technologies, such as wind power and storage, and electricity market changes, such as real-time pricing. * We thank
Introduction
Electricity generation from fossil fuels is the largest source of greenhouse gas (GHG) emissions worldwide. Currently over 70 percent of electricity produced in the U.S. is generated from fossil fuels [see EPA, 2009 ]. Many U.S. states and foreign countries have enacted renewable portfolio standards (RPSs) that specify minimum percentages of electricity generation from renewable energy sources. For instance, California's RPS specifies 33% power generation for renewables by 2020 while Arizona has set a 15% RPS by 2025. Carbon tax and cap-andtrade policies that various jurisdictions have considered or are considering will also likely significantly increase renewable energy production.
Many observers consider solar energy to be a crucial part of future renewable energy growth in the U.S., and solar energy has recently attracted large amounts of venture capital funds, plant investment, and federal and state government subsidies [see Glennon and Reeves, 2010] . While solar facilities produce electricity at marginal costs close to zero, they also produce intermittently, with production only during daylight hours and by far the highest production levels during clear, sunny periods. Moreover, weather conditions, and hence production levels, are not perfectly forecastable. Electricity is very costly to store and involves scheduling production to meet demand in real time. The inability to meet demand can result in a system failure where no one receives power and accompanying large welfare losses. If solar generation is adopted on a large scale then grid operators may need to engage in costly precautions, such as investing in backup fossil fuel generation capacity and scheduling additional generation reserves to avoid system failure. Thus, intermittency may significantly limit the value of solar energy and other renewables.
The general issues of intermittency for renewable power are understood both by policymakers 1 and academics. A number of recent studies seek to quantify the potential importance of intermittency for different technologies. Some studies deal with backup capacity investment [see Campbell, 2010 , Hansen, 2008 , Hoff et al., 2008 , Skea et al., 2008 ; others with the time-varying generation profile of renewable energy [see Borenstein, 2008 , Denholm and Margolis, 2007 , Joskow, 2010 , Cullen, 2010b ; and finally some with intermittency and its impact on operating reserves [see GE Energy, 2008 , Helman et al., 2011 . These are all important aspects of renewable energy. Yet, prior studies have not arrived at an overall economic assessment of the value of large-scale renewable generation. The extent to which different issues associated with intermittency balance out is unknown and depends crucially on how a particular renewable energy source affects optimal choices of generator scheduling, operating reserves and backup capacity. These decisions in turn depend crucially on four factors: (1) the variability of the renewable power source; (2) the extent to which this variability correlates with demand; (3) the extent to which this variability is forecastable; and (4) the costs of building backup generation.
This paper develops an empirical approach to estimate the equilibrium value of renewable technologies. Our approach models the system operator, who makes optimal decisions, taking these four factors into account. We use the approach to evaluate solar energy mandates in southeastern Arizona. This method could also be used to examine the equilibrium value of other renewable technologies such as wind power, as well as how developments such as realtime pricing and improvements in energy storage technology affect the value of renewable technologies.
The starting point of our approach is Sec. 4 of Joskow and Tirole [2007] , who model a system operator of an electricity market who seeks to maximize the expected discounted present value (DPV) of welfare when faced with fossil fuel generators that can suddenly fail.
2
Our model builds on this paper by modeling renewable energy intermittency as similar to the unexpected failure of a traditional generator; by modeling variability and uncertainty in demand; and by using the empirical distribution of generator characteristics.
In our model, the system operator is faced with a fixed retail price and level of solar generation capacity, as specified by an RPS. At time 0 the operator chooses how many new fossil fuel generators to build. The operator also sets the price for "curtailment contracts," which allow certain flexible customers, typically industrial users, to be paid not to consume electricity in periods of high demand. Each period, which is one hour, the operator is faced with a distribution of demand, and in the presence of renewables, a joint distribution of demand and renewable output. These distributions are derived from the previous day's weather forecasts. The operator must then decide how many generators to schedule for generation and reserves and also how much demand to curtail, if any.
Our model has three central limitations. First, we do not model any dynamic linkages from period to period, as would occur with start-up costs for generators, for instance.
3 Second, we solve for the planner solution and hence do not model the impact of oligopoly power in the generation market. 4 Finally, we do not model the imports or exports outside of the local market, which can serve to reduce the variability of demand, and hence lower the costs of intermittency.
We apply our model to the portion of the electric grid operated by Tucson Electric Power (TEP), whose coverage area roughly consists of southeastern Arizona. We obtain 2008 data for TEP generator characteristics, demand by time period, generator failure rates, and solar photovoltaic (PV) output from a site in Tucson. We also obtain day-ahead weather forecast data from the National Oceanic and Atmospheric Administration (NOAA). We estimate the predictable and unpredictable components of demand and renewable outputs at every hour by regressing demand and renewable outputs on the previous day weather forecast of the conditions at that hour, 5 using a seemingly unrelated regression (SUR) model that captures the fact that the unforecastable components of these processes may be correlated. We recover most of the other parameters of the model using detailed data that include generator heat rates, outage events, fuel prices, prices of spinning reserves, and capacity costs. To our knowledge, our study is the first to use weather forecast data to separate intermittency into its forecastable and unforecastable components. We assume that demand follows a 3 Cullen [2010a] estimates a dynamic model of start-up costs for generators. A similar model would hugely complicate our analysis.
4 It is possible to design mechanisms that would generate the equilibrium of our model. 5 Electricity system operators commonly schedule operating reserves one day ahead. For example, the system operator for the Electric Reliability Council of Texas (ERCOT) obtains operating reserves for each hour in one-day-ahead procurement auctions.
constant elasticity up to some maximum reservation price and calibrate both the elasticity and reservation price from the literature.
One could potentially recover the demand curve by a structural estimation process that would match the actual level of operating reserves to predicted values. However, we believe that it would be somewhat problematic to assume that current TEP decisions reflect optimizing behavior within the context of our model and hence that it is more credible to take these parameters from the literature.
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Using the estimated parameters of the model, we solve for the optimal policies under different counterfactual scenarios, involving different levels of solar capacity and assumptions about forecastability. The optimal solution involves balancing very low probability but very costly system failures against the certain cost of additional operating reserves. Crude simulation of very low probability events can be computationally very time consuming. We develop a simulation procedure that oversamples multiple generator failures by summing over different number of failures and then simulating which generators fail given that a certain number fail.
Under the assumption that solar PV capacity costs are $5/W, the DPV of average cost of solar generation in Tucson is $193/MWh (19.3 cents/KWh) over the life of the installation.
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This is $135/MWh higher than the average cost of generation for a new combined cycle natural gas unit.
8 This cost gap is narrowed to $123/MWh by taking into account savings in transmission and distribution costs due to the the distributed nature of some solar generation. Our model yields expected welfare associated with different potential RPS policies, that incorporates optimizing behavior of the system operator. Not accounting for the benefit of CO 2 reduction, RPS policies of 10, 20 and 30% that are implemented solely with solar 6 TEP is subject to rate of return regulation by the ACC and this form of regulation has the potential to introduce inefficiency. For example, TEP may have limited incentives to hold down costs of generation and of providing operating reserves, since the regulatory commission is is likely to approve rates that would allow the utility to recover their costs. This regulatory effect is known as X-inefficiency. Wolfram [2005] finds evidence that non-regulated merchant power producers operate generation units at lower cost than do regulated investor-owned utilities. Furthermore, the TEP system operator may act in a more risk averse manner than predicted by our optimization model, whether due to career concerns or in response to regulatory penalties for system failure.
7 Throughout this paper we use total installed cost for solar PV capacity. Total installed cost includes the cost of PV panels, installation cost, and balance-of-system costs such as inverters and electrical components. The remainder of the paper is divided as follows. Section 2 provides a background on the electricity market. Section 3 discusses the model; Section 4 the data, estimation and computation; and Section 5 the results. Finally, Section 6 concludes.
Background on Electricity

System Operations
The electricity system is a multi-nodal network that connects a number of different types of generation plants to load centers (e.g., cities) via high-voltage transmission lines and ultimately delivers power to customers via lower voltage distribution lines. Since storage is very limited on most systems, the supply of power must equal (almost exactly) the demand for power, called load, on a real time basis. To ensure matching of supply and demand, the manager of an electricity grid engages in "system operations." System operations involve control of generators, decisions about rationing power to customers, and control of backup systems. The system operator insures reliability in part by having generators available on a stand-by basis so that customers can continue to be served in the event that one or more generators fails and/or load exceeds forecast. Operating reserves consist of generation capacity that is scheduled by the system operator over and above the amount required to serve forecasted load. Operating reserves are part of a set of ancillary services used by the system operator to regulate voltage and maintain stability of the system. It is common for ancillary network-support services to require scheduling generation capacity equal to 10-12 percent of load at any point in time.
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Several characteristics of the electricity industry lead to concerns about the adequacy of electricity resources (supply) to meet customers' demand; Bushnell [2005] explains these issues in more depth. First, as noted above, most electricity systems have very limited storage capacity. Second, in most electricity systems the retail prices paid by customers are fixed over long periods of time. Thus, the price mechanism is not used to adjust consumption in the short-to-medium term in response to shortage or surplus. Third, both demand and available supply can vary considerably from hour to hour. Demand varies by time of day, season, and weather conditions. Rapid changes in weather conditions can lead to unexpected changes in demand. Supply can vary quickly and unpredictably due to equipment malfunction or breakdown and due to intermittent renewable generation.
If available electricity supply is not sufficient to meet demand then a system operator will typically shut off power to some customers or some geographic areas, resulting in a partial blackout of the system. A total system collapse is a drastic situation in which demand and generation are shut off over a large area in an uncontrolled fashion. An example was the 2003 blackout in the Northeast U.S. and Ontario in which 50 million customers lost power. 10 In this case, a transmission line fault led to deviations in network frequency, causing generators and transmission lines to trip out in a cascading fashion, which led to a blackout over a large area. In a system collapse, the sudden failure of one or more components of the generation and transmission system leads to a complete inability to supply power over the grid.
In the absence of coordination by a system operator, the operator of a generation unit may impose externalities on other suppliers and on consumers. This is because a power generator may not face the additional cost of being the marginal producer that is causing the system to have to shut out users or, in some cases, completely collapse [see Joskow and Tirole, 2007] .
This externality problem is potentially larger with more intermittency problems, suggesting 9 Joskow and Tirole [2007] , p. 78. 10 Minkel [2008] .
that the role of the system operator may be more important with more renewable energy.
The North American Electric Reliability Corporation (NERC), an industry trade group, has developed a set of standards for safe and reliable operation of the electric grid. These standards cover many aspects of grid operations, including management of operating reserves.
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NERC Standard BAL-002-0 deals with what is termed "Disturbance Control Performance."
This standard dictates the amount of reserve capacity that is to be available in the event of a loss of supply (typically from failure of a generator). Two key provisions of this standard are:
1. The Balancing Authority shall carry at least enough reserve to cover the most severe single contingency (e.g., failure of the largest generation unit in operation).
2. The maximum amount of time permitted for recovery from a disturbance is 15 minutes.
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The NERC standards were approved by the Federal Energy Regulatory Commission (FERC) in 2007 and are now mandatory for electric utilities in the U.S.
All electric grids have operating reserves, although there is variation in their management across grids. We have limited information about how TEP manages operating reserves but more information from the Electricity Reliability Council of Texas (ERCOT), which covers most of the state of Texas. ERCOT operates in a deregulated framework in which there is both competition in the wholesale market and competition among retail service providers.
Wholesale electricity service is traded via bilateral contracts and in an energy balancing spot market. However, even in ERCOT's deregulated framework, there is a system operator that is responsible for managing operating reserves so as to maintain reliability.
The ERCOT system operator runs auctions to procure operating reserves from generation suppliers for several categories of reserves. ERCOT utilizes four main types of ancillary services [see Baldick and Niu, 2005] : (1) Up Regulation Service; (2) Responsive Reserve Services; (3) Non-spinning Reserves; and (4) Down Regulation Service. The first three of 11 See, NERC [2011] . 12 The recovery period is defined as the amount of time it takes to return the area control error to the minimum of zero and its pre-disturbance value.
these services pay firms in exchange for giving ERCOT the option to force them to operate with short notice. If they are forced to operate, they then receive the market price on the balancing market. These three services differ mostly in the length of time which they have to increase production. The shortest is the Up Regulation, which allows firms 3 to 5 seconds to adjust production, and the longest is non-spinning reserves, which allows an hour to adjust. Down Regulation service pays firms that are operating generation units for giving ERCOT the option to reduce their rate of generation. ERCOT would exercise this option when demand is lower than expected. ERCOT conducts these ancillary service markets one day ahead and operates one auction for each service category for each hour.
Electricity Provision in southeastern Arizona
Most people in southeastern Arizona live in the Tucson metropolitan area, which is one of the best locations in the U.S. for solar electricity generation, as evidenced by the solar radiation map in Figure 1 . Electricity service is provided by Tucson Electric Power (TEP), a vertically integrated, investor-owned utility that is regulated by the Arizona Corporation Commission (ACC). TEP's service territory covers 1,155 square miles and includes a population of approximately one million in the greater Tucson metropolitan area. 
Solar Energy and Intermittency
The that while south-facing panels will yield maximum total generation, west or southwest-facing panels may be more valuable because generation is shifted to later in the day.
Concentrating solar power (CSP) systems collect the sun's energy by using mirrors that focus sunlight on a heat-transfer fluid. The hot fluid then is used to boil water in a conventional steam-turbine generator to produce electricity or, in the case of a dish/engine CSP system, to drive pistons in an engine to create mechanical power which can run a generator.
CSP systems are typically built at utility scale (50 MW capacity or more) whereas solar PV systems range from small rooftop residential installations to utility scale projects. Generation from CSP systems is less intermittent than with solar PV. The thermal energy storage feature of CSP yields less variability in generation during daylight hours and also permits generation to continue beyond daylight hours into the evening.
17
To On one hand, the positive correlation in the unforecastable portions of solar output and load will increase the value of solar by decreasing the variability of load net of solar output. On the other hand, the unforecastable intermittency in solar production will lower its value.
17 Glennon and Reeves [2010] provides an extensive discussion of CSP and solar PV systems, including issues involving water use, land use and siting, and environmental damage.
18 The solar PV output is for a 1.536 KW test facility near the Tucson International Airport. 19 We provide details on our forecast methodology in Section 4. 20 Glennon and Reeves [2010] consider solar PV to "present a major intermittency problem" (p. 97) relative to the older concentrating solar technology.
21 This point is generally understood by system operators. See, for instance, GE Energy [2008] , who discuss this point for wind energy. 
Overview
We develop a model of electricity generation, system operations and the demand for power.
In our model, at time T = 0, the regulator exogenously chooses the level of solar capacity and the retail price of electricity, p. 22 Observing the solar capacity and existing fossil fuel generators, the system operator decides on capacity investment for new generation units. We assume that the new generation units, solar panels, and existing fossil fuel generators all last until year T = 25. The system operator also chooses a price for curtailment contracts, which are fixed over the short (one year) horizon.
Following the choice of curtailment contracts, the system operator is faced with a sequence of short-run production periods, each of which represents a particular hour of a particular 22 We assume p is fixed, consistent with the relatively inflexible retail pricing observed in most U.S. electricity markets. It is possible to loosen this assumption to understand the relationship between real time pricing and the equilibrium value of renewables, among other questions. day of the year.
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Each morning, the operator obtains 24 weather forecasts corresponding to the hours of the subsequent day. Using these weather forecasts, the operator computes the forecastable distribution of the solar output and load for each of these 24 periods. The operator also receives a report of which generators will be unavailable due to scheduled maintenance at each period. The operator then chooses which generators to schedule for production and reserves for each hour as well as how much load to curtail from the set of users who have signed up for curtailment contracts.
At the beginning of each short-run period -and a day after the operator choice of generation and reserves -generator failures, solar output, and load are realized. We can divide the realizations into three cases. First, load could be less than the sum of the solar output and the realized output (from generators that have not failed). In this case, the system operator will reduce the rate of generation for one or more units to balance output with load.
Second, load could be more than the output, but less than output plus reserves. In this case, the system operator will move some of the capacity from reserves to production. Finally, load could be more than output plus reserves. In this (hopefully rare) case, a system failure occurs, and lasts for a set number of periods d f ail .
The system operator makes all decisions in order to maximize the expected discounted value of future total surplus with a discount factor β. We assume that there are no linkages from period to period, as would occur with ramping costs, for instance, implying that the short-term decisions of the operator have no dynamic consequences. Moreover, the same time periods in the year are repeated for each year of the T -year time horizon, implying that the price of curtailment contracts can be chosen once at the beginning.
Demand and Consumer Welfare
At the start of each hour-long period t, the planner knows two vector-valued state variable: w t , weather forecast information; and m t , the scheduled maintenance status of each generation unit. Included in w t are the time of day, the day of the week, and the time since sunrise and sunset, since these may predict load and/or solar output. Each state (w t , m t )
thus implies a joint distribution of demand and solar generation for period t as well as a probability distribution for generator failures.
We choose a very parsimonious specification for demand in order to minimize the burden of identification of the demand parameters. Specifically, we assume that demand has a constant price elasticity η for prices up to a reservation value, v. 24 While the elasticity of demand is constant across states, the level takes on a distribution that varies with
Demand in period t is then
We assume that F D (·|w t ) has a lower bound D min (w t ).
The term value of lost load (VOLL) is used in the electricity industry to describe the average value of electricity per unit for customers; see Cramton and Lien [2000] . Let B t (Q) be the gross consumer benefit function (area under the inverse demand curve) in period t as a function of quantity Q. If Q is the quantity demanded at retail price p then B t (Q) = V OLL × Q. If there is a complete network collapse in period t then the opportunity cost of the collapse is B t (Q) × d f ail . VOLL and the reservation value v have a simple, monotonic relation given the price elasticity η:
Lemma 3.1. With demand specified in (1) and retail price fixed at p, VOLL is constant within and across states and satisfies:
Proof See appendix for derivation.
Our demand model also allows for a system operator that offers interruptible power contracts, as described in Baldick et al. [2006] . In the first stage, the system operator chooses a curtailment price p c and offers contracts whereby users would agree to have their power curtailed as necessary and be paid a net per-unit price of p c − p as compensation. In the first stage, all users with valuation below p c will sign up for interruptible power contracts.
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In each second stage period, knowing (w t , m t ) (and hence knowing F (·|w t )), the planner will choose the amount z of demand curtailment. When demand is curtailed, the planner randomly selects customers for curtailment from the set of customers who have signed up for interruptible power contracts and who are known to use power at that time. 26 We assume that the set of known users has mass D min (w t ).
The amount by which the planner can curtail demand in any period is limited by D min , curtailment price p c , and the price elasticity of demand. Specifically,
.
25 Baldick et al. [2006] note that compensation per MWh for curtailed demand in interruptible power contracts ranges from about 1.5 to 6 times higher than average retail price. 26 We assume that it is not possible for the planner to curtail demand from the lowest valuation users. If possible, this would result in more efficient rationing.
The welfare loss function W LC(z, p c ) indicates the loss in consumer benefits relative to the amount of gross consumer benefit B t (Q) when there is no curtailment. Note that there is a tradeoff from increasing p c . An increase in p c implies that the planner can curtail more demand, which increases expected welfare as it allows the planner to avoid system failure.
However, an increase in p c also implies an increase in the average valuation of the curtailed user, which decreases welfare as it increases W LC(z, p c ).
Generation from Fossil Fuel and Solar PV
All fossil fuel and solar generators last from year 0 through year T . 27 We assume that there is a set of existing dispatchable generation units indexed by j ∈ {1, ..., J}. At time t, each unit has a maintenance status m t j , with m t j = 1 implying that the unit is unavailable for production. Maintenance activity is exogenous in our model and stochastic from the point of view of the system operator. We will use data on generation unit maintenance outages to estimate the probability that a generation unit will be unavailable due to maintenance.
Each available unit can be scheduled for production at full capacity or no production; let on t j denote a 0-1 indicator for scheduled production at time t. Note that m t j = 1 implies that on t j = 0. Each unit uses a particular generation technology; coal, natural gas, etc. We use the following notation:
• k j = production capacity in MW of unit j
• c j = operating cost per MWh (constant) of unit j
• P maint j = probability of scheduled maintenance per period for unit j
• P f ail j = probability of sudden failure per period for unit j
• c s ratio of reserve costs to operating costs 27 We do not allow older units to have a shorter lifespan.
The marginal costs (MC) of generation for unit j are c j . The MC of fossil fuel units depend on fuel cost, unit heat rate and costs associated with emissions. We assume that generator maintenance and failure events are i.i.d. across generators and independent from demand.
Generators can also be used to provide operating reserves which allows them to produce electricity in the case of the failure of another generator or load in excess of forecasted load.
For any generator, we assume that the marginal cost of reserves is a fraction c s of the cost of producing electricity for whatever fraction of capacity of the generator is under reserve.
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Potential output from (non-solar) generation unit j at time t is given by
Our model of generation unit failures is based on the probabilities of losing discrete-sized units which allows us to take the model to the data on generation unit outages. Although generation unit start-up costs imply that operation decisions are dynamic [see Cullen, 2010a] , we abstract away from this concern and treat all operations costs as static.
We allow for the planner to invest in new fossil fuel generation capacity. Specifically, we assume that there is a fixed capacity size k F F for new fossil fuel generation units, with investment cost of F C F F per MW of capacity and operating costs of c F F per MWh. Knowing these values, the planner chooses the number of new generators, n F F ∈ {0, 1, 2, . . .}. Each of the new fossil fuel generation units have the same MC, maintenance probability, and failure probability. We label the new fossil fuel units j = J + 1 through j = J + n F F .
Similarly, we assume that solar PV capacity costs F C solar per MW of installed capacity.
Solar units have zero MC and maintenance and failure probabilities; scheduled maintenance costs are included in F C solar . Unlike gas generators, solar PV generators are continuously scalable. We assume that the planner is faced with a fixed level of listed solar PV generation 28 Our model of the cost of reserves is a simplification of a much more complicated problem. In reality, there are several types of costs associated with maintaining operating reserves. Fossil fuel generation units typically have minimum and maximum generation rates and need to be operating at or above the minimum in order to provide operating reserve. Since some high cost generators may be operating at their minimum to provide reserves, this implies that some lower-cost generation units may be operating below their maximum which then implies an increase in production costs due to reserves. Also, it may be necessary to incur start-up costs for some of these higher cost units. Finally, units that are providing spinning reserves are not available for maintenance implying that there may be deferred maintenance costs associated with operating reserves. capacity n solar as specified by an RPS-type mandate. Solar units are not dispatchable.
Production from solar PV generation will then take on a state-contingent distribution n solar S t , where S t ∼ F S (·|w t ). Let F (·|w t ) denote the joint distribution F D , F S of forecasted load and solar output. This formulation allows for the possibility of correlation between forecast errors for demand and for solar generation.
Finally, we abstract from transmission constraints and treat the system as a single zone.
We assume a constant marginal cost of transmission and distribution (T&D) per MWh of delivered electric service; denote this cost as c T D . One advantage of renewable energy is that the generation is often locally distributed, minimizing T&D costs. We assume that a fraction d T D,solar of solar output is produced in a distributed environment and hence does not incur T&D costs.
Even though TEP imports and exports power from the Western Interconnection, we do not model this possibility. 29 Removing access to this market will tend to imply that the planner should construct more new generators than otherwise. However, we are not concerned with evaluating the absolute level of new construction. Rather, we evaluate the extent to which solar capacity changes the optimal number of new generators. We believe that this number will be relatively robust to not specifying the import and export market.
Planner's Problem
We seek to characterize the social planner's problem of maximizing expected discounted total surplus, subject to p and n solar . In the first stage, the planner chooses n F F and p c . In each second-stage period t, the planner makes two decisions conditional on the state (w t , m t ) and first-stage decisions: (1) generator scheduling decisions on t and (2) amount of demand to be curtailed, z t .
We model the choice of spinning reserves as a simplified version of how reserves are treated in unit commitment models. 30 Upon learning the state (w t , m t ), the planner chooses on t j for each unit with m t j = 0. Then, the time t random variables are realized. Possibly, a complete system failure occurs, with no production. Otherwise, the planner will adjust actual generation to be exactly equal to demand. Observing actual demand and generator failure, the system operator can minimize costs by using the generators with the lowest marginal costs to satisfy demand, leaving the generators with the highest marginal costs as reserves.
Let P C(D, S, x) denote the ex-post minimized costs of power generation and reserves for a given demand, solar output and actual generator output realization.
We illustrate the calculation of P C with a simple example. Consider a case with two scheduled generators each with capacity 1, with c 2 > c 1 , realized demand is 1.6 and no generator failures or solar production. Following the demand realization, the planner would partially shut down generator 2 as it has higher costs. Thus, the total production plus reserve costs would be P C(1.6, 0, (1, 1)) = c 1 + 0.6 × c 2 + 0.4 × c 2 × c s .
A system failure occurs when total generation is less than demand, taking into account both unit failures and demand curtailment. The probability of system failure, conditional on the state and actions is then
The planner's second-stage problem may now be defined as
From (4), the planner trades off the expected consumer welfare accounting for the possibility of system failure and demand curtailment (the first line) against the transmission, distribution and production costs (the second line). Generators can only be operated if they are not undergoing scheduled maintenance (the third line). The expected operating reserves associprovide for a reduced rate of generation), and non-spinning reserves. Bouffard et al. [2005] formulate and analyze a unit commitment model with stochastic demand. Our model is simplified in that we have a single type of operating reserve, which is essentially both a spinning reserve up and down.
ated with a decision are the difference between production plus reserves and net demand:
Extra generation in the form of operating reserves provides a "cushion" in the event that one or more generators fail, load exceeds forecast load, and/or renewable generation falls short of forecast renewable generation.
The planner rolls up the second-stage payoffs by taking the expected value of W in (4) over all the periods in one year, and then discounting the expected annual welfare over the life of generators. Specifically, we suppose there is a distribution over states (w t , m t ) over all the periods of a year. Using this distribution, define N to be the number of hours in a year and define the annual expected welfare as
Then, expected total surplus is
In the first stage the planner chooses the number of new fossil fuel units n F F and compensation p c per unit for demand curtailment to maximize T S(n F F , n solar , p c ) in (5). The amount of solar PV generating capacity, n solar , is constrained via RPS regulations.
Although we have developed our model using a single-agent social optimum approach, our results would be replicated by a market-based model, similar to ERCOT. Specifically, we would model two auctions, one for the wholesale generation market and one for the operating reserves market. The system operator would submit hourly bid requests on the generation and operating reserves markets. In the generation market, the planner would choose the total quantity of accepted bids to equal expected net demand less solar generation. In the operating reserves market, the planner would choose the quantity of accepted bids to equal the scheduled total quantity from the planner's problem in (4) minus the amount of generation from the generation market. Firms would be assumed to know their costs but could have incomplete information about their rivals' costs.
Under this system, single-unit -but not multi-unit -firms would have the incentive to bid their marginal costs for production and reserves under a uniform price auction [see Ausubel and Cramton, 2002] . With multi-unit firms, Vickery auctions for the generation and reserves markets could be used to induce efficient outcomes. A Vickery auction specifies that a firm that sells k units is paid the lowest k losing offers submitted by rival firms [see Krishna, 2010] . August, due to hot weather and high air conditioning use. March was the month with the lowest electricity demand. Demand for electricity has grown by roughly one percent per year in southeastern Arizona, driven mainly by population growth. We multiply load quantities by a demand growth factor g to take future growth into account.
We create our data on generation units serving Tucson in 2008 by combining information from several sources. The EIA maintains a database on all existing generation units in the U.S. This database includes information about capacity, fuel source, and location. We obtain information on heat rates from the Environmental Protection Agency (EPA) eGRID2007 report and from EIA Form 923. The EPA report provides heat rates at the plant level, where a plant may have multiple generation units. We assume that each generation unit at a plant site has the same heat rate. The EIA also has information about capacity investment cost for new generation units and average retail electricity price. The EPA eGRID2007 report also has average annual emission rates for CO 2 , SO 2 , and NO x at the plant level. We apply the same emission rates for each generation unit at a plant. This system has 24 solar PV modules with total rated capacity of 1.536 kW. 31 The modules are at a fixed 30 degree tilt facing south. Summary statistics on solar output are given in Table 2 . Actual mean hourly output per month is never more than 0.393 kWh even though 31 These modules were produced by Uni-Solar and installed in 2003; each module has peak power of 64 W. A 1.536 kW facility is relatively small, somewhat smaller than the size of a typical residential installation. Solar PV panels generate electricity with roughly constant returns to scale, so we are able to use generation data from this facility to make generation projections for a much larger facility. the rated output of the system is 1.536 KW. No solar energy is generated between the hours of 9PM and 6AM. The maximum solar generation occurs in April, 2008. Unlike electricity demand, solar generation is relatively consistent throughout the year. There are now solar PV panels available with higher efficiency, and hence lower average generation cost, than the panels from which our data are drawn.
A novel aspect of this project is collection and use of weather forecast data which are used to determine the day-ahead forecasts of load and solar generation. We collect weather forecast data from the National Climatic Data Center of the National Oceanic and Atmospheric Administration (NOAA) [see NOAA, 2011] . The forecasts are generally at 3 a.m. for the next day at windows of 3 hours. We interpolate to convert to hourly forecasts. Information includes cloud cover, wind speed, temperature, relative humidity and dew point. All information is reported as a continuous measure except for cloud cover, which is reported as one of six discrete measures ("overcast" to "clear") each corresponding to an interval in terms of the numerical percent of sunlight passing through. We convert cloud cover to a continuous measure using the midpoint of the interval. Our weather forecast data is from the KTUS NOAA weather station, which is located at the Tucson International Airport. Our data include most, but not all hours in 2008. Table 3 provides information on the variables used in the weather forecast. We supplement the NOAA weather information with data on sunrise and sunset times at the daily level [see Sunrise, 2011] .
Data for generation unit outages comes from the Generating Availability Data System (GADS) of NERC. GADS includes data for outages due to maintenance and for forced outages. We use GADS data for 2005-2009 for all U.S. generation units. An outage probability is calculated as the ratio of average number of occurrences to average total available hours.
We compute maintenance outage and forced outage probabilities separately for coal units and for natural gas units.
We do not have data for costs of operating reserves used by TEP, and so we use information from ERCOT for this measure. We use information from ERCOT on procurement costs for operating reserves and energy balancing market prices to provide a proxy for TEP operating reserve costs. ERCOT maintains ancillary services auctions for each of the four types of Table 4 lists the demand parameters. Short-run electricity demand is typically estimated to be quite price inelastic -see Espey and Espey [2004] for a survey and meta-analysis. Our value of η = 0.1 is somewhat lower than the median estimate reported in Espey and Espey [2004] , but well within their range. Our value of p is based on EIA data for Arizona in 2008.
Estimation and Calibration of Parameters
We scale demand quantities by a 20% growth factor; this represents a level of demand we would expect to observe during the latter part of the life of new generation units.
The reservation value can be recovered from (2) using numerical values for elasticity, average price and VOLL. Using mostly customer surveys, Cramton and Lien [2000] report estimates of VOLL that range from $1,500/MWh to $20,000/MWh. We choose a fairly conservative estimate of VOLL=$8,000/MWh which implies the listed reservation value.
Note that a higher VOLL estimate or a lower demand elasticity would imply that the planner would want to prevent system failure more and hence maintain higher reserves. We report the impact of a higher VOLL in sensitivity tests in the last part of the paper.
We estimate F D , the relationship between day-ahead weather forecasts and load, jointly with F S , the relationship between day-ahead weather forecasts and solar output. Specifically, we estimate a seemingly unrelated regression ( A large number of studies have constructed the marginal cost of operation for generation units. We follow the approach outlined in Cullen [2010a] . We compute the marginal cost of a fossil fuel generation unit as the product of the heat rate (MMBTU/MWh) and the cost of fuel (in $/MMBTU). The costs of emission permits for SO 2 also enter into MC of generation.
The SO 2 emission rate for each unit is multiplied by the SO 2 average emission permit price for permits available for years 2011 -2017.
Summary statistics for existing TEP generators are reported in Table 5 . Except for a small 5.1 MW solar PV facility in Springerville, AZ, all of TEP's generation units are fossil fuel based. We treat this solar unit as though it were producing constantly at its mean output level of 0.756 MWh. We believe that the bias from not modeling the output of this unit more accurately will be small, given its small size. Table 5 also lists characteristics of potential new generators, which we discuss below. Table 6 lists the remaining supply parameters. For natural gas units we use a relatively small generator capacity size of k F F = 60 MW, as the small size is close to the average size of 51.3 MW for TEP's gas generators and hence likely reflects the optimal generator size for a relatively small market such as southeastern Arizona. The solar capacity cost includes the expected discounted present value of costs for inverters over the life of the unit.
We compute the ratio of the hourly reserve marginal cost to the hourly generation marginal cost, c s , using ERCOT data on the ratio of the average price in the auction markets for up-regulation and for responsive reserve services to the average price in the balancing market. The average price is $65.41/MWh in the balancing market; $27.05 in the responsive reserve market; and $22.71 in the up regulation market. The average of the ratio of the responsive reserve market to balancing market prices over all hours is 0.42, while the average of the ratio of the up regulation to balancing market prices over all hours is 0.40. Our estimate of the reserve costs is the average of these two numbers.
We use the same constant per-unit cost for c T D that is used in the real-time pricing simulations in Borenstein and Holland [2005] . The Arizona RPS states that 30% of solar energy must be generated in a distributed environment which motivates our choice of d T D,solar . We estimate d f ail by examining EIA reports on "Major Disturbances and Unusual Occurrences" in the U.S.; see EIA [2010] . We identified outages due to equipment failure (not, for example, weather driven outages) that impacted more than 50,000 customers. For 2008-09 there were 10 such outages with an average duration of 2.4 hours. Finally, our assumption of a real discount rate of 6% and a lifespan of T = 25 for generators is equivalent to an annual real discount rate of 8% and T = ∞, in which case β = 0.926.
Computation of Planner's Problem
We compute solutions to the planner's problem using the estimated and calibrated model parameters. We assume that the distribution of forecasted load for TEP remains constant at its 2008 level over time. We proceed by maximizing the DPV of welfare over the first stage decisions of the number of new gas generators and the curtailment price, taking as given the retail price of electricity and the solar output level. For each first stage decision vector, we compute the optimal policy for each second stage period, and the value that results from this optimal policy. The computation of the first stage involves a grid search over n F F . For each value of n F F , we search over p c using the simplex method.
To compute the second stage optimal policy, we make two assumptions to ease the computational burden that we believe will not significantly bias the results. First, we assume that the planner schedules generators in ascending order of MC when computing optimal generation for a second-stage period. 33 Although this point is intuitively reasonable, because of size differences across generators, it is possible that a planner would want to schedule a higher MC generator and not a lower MC one. Second, we assume that the planner curtails demand only if all available generators for which MC plus c T D is below the marginal cost of curtailment, dW LC(z)/dz, are scheduled. Again, this point is intuitively reasonable but may not hold exactly because generators come in discrete chunks.
We now discuss our computation of the second-stage policies. At each second-stage period, 33 Coal generators have higher failure probabilities than gas generators so it is conceivable that it would be optimal to schedule a gas generator before a coal generator. However, failure probabilities are quite small and their impact on expected resource cost is insignificant compared to the fuel and emission permit costs associated with generation. we condition on the state (w, m), which encapsulates the coal units with planned outages; the natural gas units with planned outages; and the joint forecastable distribution of load and solar generation. We then choose the production and curtailment decisions, integrating over three remaining sources of uncertainty: forced outages of coal units; forced outages of natural gas units; and the realization of load and solar generation given the forecastable distribution.
Given our above computational assumptions, we order generators by MC, and then loop over the number of generators to schedule. For each scheduling choice, the planner must choose the amount of demand to curtail, if the marginal generator has M C > ∂W LC(z, p c )/∂z. In this case, we compute a grid search with 200 points over the level of demand curtailment. If the marginal generator is sufficiently low, there is no further choice.
Given the scheduling and curtailment choice, we integrate over the three dimensions of uncertainty, and then solve for the probability of failure and the associated expected welfare.
We then maximize expected welfare over these choices. Finally, we integrate over the three ex-ante decisions to obtain the expected welfare associated with any first stage policy.
We perform the integration using simulation. Specifically, we integrate over the joint dis-tribution of load and solar generation conditional on a forecast with 20 discrete draws. Note that the planner's problem also involves simulation of generator failures. Outage probabilities for individual generation units are small, and probabilities of multiple outages -which might cause a system collapse -are very small, but the adverse consequences of a system collapse are very large. Thus, our computation is challenging because integration using a direct simulation method would be very inefficient. Instead, for each type of generator, we integrate over the probability of n failures given N operating generators, 34 and then simulate the identity of failed generators conditional on the number of failures. Similarly, at the first stage, we need to integrate over the distribution (w, m). We integrate over the forecastable weather distribution by simulating with replacement from the observed distribution and over generator scheduled maintenance with an analogous method to our simulation for sudden generator failure.
Results
Forecast Estimation Results
The estimated relationship from the SUR model of daytime load and solar output on weather forecasts is reported in Table 7 . We estimate splines for each regressor. For cloud coverage, the knots of the splines correspond to the categorical cloud cover variable in weather forecasts. For other forecast variables, we use 10 splines where the knots are the deciles of the distribution. We report coefficients on the lowest, median and highest levels. We also include month, hour and day-of-week dummies, as well as interactions of cloud cover with other variables.
We find a U-shaped relation between forecasted temperature and load, as electricity is needed for both heating and cooling. Another important predictor for load is relative humidity, where the relation is inverse U-shaped. On the other hand, the coefficients on different temperature levels on solar output suggest that higher temperatures lower solar output though not significantly. Forecasted cloud cover variables have negative signs and of increasing absolute value on solar output, as expected. Hours since sunrise before noon
34 If the probability of generator failure is p, then this probability is Bin(N, N − n)p
and hours until sunset after noon are also both strong positive predictors of solar output.
The R 2 is 0.965 for load and 0.897 for output, suggesting that both levels are highly, though not perfectly, forecastable. The correlation in the residuals between load and solar output is 0.136 and statistically significant (χ 2 (1) = 71.1, P < 0.01). The nighttime impact of weather forecast on load is reported in Table 8 . Temperature is an important predictor for nighttime demand as are hourly dummies.
The outage probabilities for gas and coal generators are reported in Table 9 . Note that coal generators report a higher rate of sudden failure (0.123%) than do gas generators (0.054%). Table 10 reports equilibrium computational results using the estimated and calibrated parameters, gross of the benefit from reduced CO 2 emissions (which we address below in Section 5.4). The first column reports results with no solar PV investment and other columns progressively add higher RPS policies.
Equilibrium Costs of Solar RPS Policies
Without solar PV investment, the planner chooses 25 new natural gas generation units.
Demand curtailment accounts for 0.6% of operating reserves although at peak times such as
July at noon, the probability of some demand curtailment is over 10 percent. On average over all hours, operating reserves are 25.4 percent of load. The 25.4 percent figure for operating reserves appears to be higher than average actual reserves for many systems. Two factors might account for this. First, there may be room for improvement in our forecasting model for load and solar. A better forecasting model (with additional explanatory variables and/or a different specification) could yield a lower variance for forecast errors and lead to lower optimal operating reserves. Second, TEP has a relatively small number of generation units and its largest units comprise a significant fraction of load. TEP would need to have operating reserves amounting to 19% of average load to replace the output of its two largest coal units.
The second column of numbers in Table 10 Although solar generation offsets an equal amount of fossil fuel generation, optimal operating reserves rise compared to the no-solar case. Thus, the sum of production and reserves does not fall on a one-to-one basis, but rather, the 1.8 million MWh of solar production reduce scheduled fossil fuel production plus reserves by 1.55 million MWh. This represents a ratio of 86%.
Interestingly, the probability of system failure falls slightly with the RPS but is very low in both cases. The drop appears to be due to the combination of greater total generation capacity (including solar capacity) and higher levels of operating reserves. The overall impact of a 10% RPS standard is to reduce the expected DPV of welfare over the life of the units by about $3.0 billion gross of the CO 2 emissions reduction. Put differently, the net welfare cost of the solar mandate is approximately 70 percent of the $4.4 billion investment cost for solar PV capacity. These results factor in the value of SO 2 emission reductions to the extent that SO2 permit prices reflect marginal environmental damages.
As the RPS rises, the optimal curtailment price also rises, as it is optimal to be able to curtail more demand in the event of low solar output. Moreover, the most common curtailment times shift from noon to 6PM, when solar output is low but load is still high.
Columns 3 through 5 in Table 10 report results for solar RPS policies of 15%, 20%, and 30% of load, respectively. There is little or no offset in fossil fuel capacity investment as the RPS is increased above 10% but otherwise, the results move in the same direction as the change from 0 to 10%. Because of the lack of fossil fuel capacity offset and the fact that solar generation will increasingly substitute from low cost fossil fuel generators, the welfare loss [2008] . However, we also consider system-wide factors associated with large-scale renewable energy, such as changes in operating reserves and changes in the amount of fossil fuel capacity.
When these system-wide factors are taken into account along with time of day and seasonal differences in the value of solar generation, the equilibrium costs of solar exceed the $123 average cost difference by $2 to $16, depending on the RPS level. That is, we estimate the net costs of solar PV intermittency to range from 1.5 -8% of the average cost of solar PV.
This range of intermittency costs for renewable energy are generally less than those reported in the literature. Table 11 evaluates further the causes of the equilibrium costs to solar for the 20% RPS case.
Components of Equilibrium Costs for Solar
Each row corresponds to one scenario (which was column 5 in Table 10 ). We omit most of the detail from Table 10 , presenting only two columns for each experiment: the foregone new gas generators and loss in surplus.
For reference, the first row repeats the baseline 20% case from Table 10 . The second row simulates dropping the cost of solar from $5 to $2/W as many industry observers believe will occur. Note that optimal policies for the system operator remain unchanged with this drop in capacity cost; the reduction is surplus loss per MWh of solar is due only to reduced Second, we examine the case where the unforecastable component of solar output at any time period had the same marginal distribution as estimated but where that distribution is not correlated with the unforecastable component of demand. Because we estimate a positive correlation between the two residuals, we would expect the value of solar capacity to be lower in the absence of a correlation. Indeed, we find this to be the case, but we also find the impact to be small: in the uncorrelated case, the cost of solar capacity is only $0.8/MWh higher than in the feasible baseline.
Third, we find that a hypothetical solar facility that always produced at its mean output level would be slightly better than the baseline -with a loss of $128.8 instead of $133.7/MWh.
Thus, even though solar facilities tend to produce during peak periods, their intermittency on the whole reduces their value by $4.9/MWh. Fourth, we examine the value of solar if its energy could be dispatched at the times with the highest demand, as might occur with perfect storage mechanisms. In this case, the value of solar would rise by $34.1/MWh relative to the base case -a substantial amount, but much less than the almost $100 rise from reducing solar capacity costs to $2/W.
The final two rows test the robustness of our findings to the demand curtailment specification and VOLL measures, respectively. A 50% increase in VOLL has a very small positive effect on the value of solar PV. If the system operator is constrained to zero demand curtailment then the optimal number of new fossil fuel generators increases by one. In effect, the system operator replaces demand curtailment with one additional generation unit. Eliminating demand curtailment reduces the value of solar, but the magnitude of reduction is fairly small.
RPS Policies and Benefits from CO 2 Reductions
Finally, we analyze whether RPS policies would increase or decrease social welfare, when one accounts for the reduction in CO 2 emissions that would be caused by the RPS. The policy impact of an RPS depends crucially on two elements: first, on the environmental benefit per unit reduction in CO 2 emissions; and second, on the impact of ongoing R&D in reducing the costs of renewable power generation. It is beyond the scope of this study to analyze the environmental benefit or potential R&D outcomes. Thus, we proceed by choosing four levels for the cost of offset CO 2 (or, environmental damages from CO 2 ) that span the set of values estimated by environmental economists, 38 and by calculating the "target" cost of solar capacity generation at which the RPS policy would be welfare neutral. The RPS will be welfare increasing if and only if solar capacity costs are lower than the target costs. Table 12 presents the results, which can be derived without recomputing the model, since solar capital costs enter linearly into welfare. At the current cost of $5/W, any RPS would reduce welfare even if CO 2 emissions are valued at the highest reported figure of $100/ton.
At this emissions cost, solar capital costs would have to fall to $3.18 for the 10% RPS to be welfare neutral, and $2.99 for the 30% RPS to be welfare neutral. As one would expect, the target capital costs are decreasing in the value of offset CO 2 emissions. For instance, the 30% RPS welfare neutrality capital costs drop from $2.99, to $2.09, $1.64 and $1.20, as CO 2 emissions costs drop from $100 to $0.
Less evident is the impact of an increase of an RPS on the welfare neutral capacity cost. On one hand, with a higher RPS, solar capacity will substitute more from lower cost generators, which will decrease its equilibrium value. On the other hand, the lower cost generators will tend to be coal instead of gas, and coal generators emit more than double the CO 2 per unit energy output than combined cycle natural gas units (see Table 5 ), which will increase its value. Under the social optimum, the generation cost effect dominates, but not by very much. For instance, for the $25 CO 2 cost case, the welfare neutral capacity costs fall from $1.98 to $1.64 from the 10% to 30% RPS cases.
Conclusions
A variety of current and potential policies are intended to stimulate investment in renewable energy generation. Intermittency of renewable generation may have a significant impact on electric grid reliability, system operations, and requirements for back-up generation capacity.
Because a grid operator must make different long-and short-run decisions in response to intermittent renewable output, we believe that the costs of intermittency can best be understood in the context an optimizing or equilibrium model. Thus, we develop an empirical approach to estimate the equilibrium costs of renewable energy accounting for their intermittent nature. Our approach has three parts: (1) a theoretical model that is based on the work of Joskow and Tirole [2007] ; (2) a process to estimate and calibrate the parameters of this model using publicly-available data; and (3) a computational approach to compute the impact of counterfactual RPS and other policies. We believe that the biggest limitations of our approach are that we do not allow for dynamic linkages from period to period; that we consider only the social optimum; and that we do not model imports and exports outside the local area. Moreover, other of our assumptions, notably our assumed T&D costs and spinning reserve costs, are at best approximations of reality.
Using our approach, we examined the impact of a renewable portfolio standard (RPS)
on Tucson Electric Power, the public utility that serves southeastern Arizona. We find that the equilibrium cost of a 20 percent solar PV RPS would be $133.7/MWh, out of which unforecastable intermittency accounts for only $4.3/MWh and that if CO 2 reductions are valued at $25/ton, such an RPS would be welfare increasing if solar capacity costs dropped below $1.78/W from their current level of $5/W.
We believe that our study has a number of broader implications beyond the results for solar generation in Arizona. First, our finding that the costs of intermittency for solar energy are lower than many industry observers believe may be important. These results stem from the fact that solar output is highly forecastable using day-ahead forecasts, as our approach calculates the costs if utilities use forecasts to optimally schedule reserves, design demand curtailment contracts, and build capacity in response to solar PV mandates. It is possible that utilities need to obtain knowledge about how these decisions should change in the presence of substantial renewable generation, and our study provides a framework that can be used to guide utilities along this dimension.
Second, we believe that our study has implications about the optimality of different potential RPS policies. While we find that an immediate RPS with 2008 technology would reduce welfare, we also find that once solar capacity costs drop below $2.50 or $2.00, solar PV generation becomes welfare increasing. More surprisingly, at this point, capacity costs do not have to drop much further before it is optimal for solar to account for a large proportion of generation in Arizona. Note that D drops out of the welfare cost, which depends on the state only through the quantity z of rationing chosen at that state.
