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INHOMOGENEOUS POTENTIALS, HAUSDORFF
DIMENSION AND SHRINKING TARGETS
TOMAS PERSSON
Abstract. Generalising a construction of Falconer, we consider classes
of G-subsets of R
d with the property that sets belonging to the class
have large Hausdor dimension and the class is closed under countable
intersections. We relate these classes to some inhomogeneous potentials
and energies, thereby providing some useful tools to determine if a set
belongs to one of the classes.
As applications of this theory, we calculate, or at least estimate, the
Hausdor dimension of randomly generated limsup-sets, and sets that
appear in the setting of shrinking targets in dynamical systems. For
instance, we prove that for   1,
dimHf y : jT
n
a (x)  yj < n
  innitely often g =
1

;
for almost every x 2 [1  a; 1], where Ta is a quadratic map with a in a
set of parameters described by Benedicks and Carleson.
1. Introduction
There has recently been some attention given to shrinking targets and
randomly generated limsup-sets. If T : M ! M is a dynamical system and
M is a metric space, then the sequence of balls B(y; rn), where rn & 0, is
called a shrinking target, and one is interested in whether, given an x 2M ,
the orbit of x hits the target innitely many times or not, that is whether
Tn(x) 2 B(y; rn) holds for innitely many n or not. It is usually not possible
to say anything interesting about this for general points x and y, but there
are several results for \typical" x or y.
For instance, if  is a T -invariant measure, then one can consider the sets
E(x; rn) = f y : Tn(x) 2 B(y; rn) for innitely many n g;
F (y; rn) = fx : Tn(x) 2 B(y; rn) for innitely many n g;
and try to say something about the sizes of these sets. Hill and Velani [15]
studied sets of the form F (y; rn) when T is a rational map of the Riemann
sphere and M is its Julia set on which T is expanding. They estimated
the Hausdor dimension of F (y; rn) when rn = e
 fin and calculated it when
rn = j(Tn)0(x)j fi . Similar results have been proved for the Gau-map by Li,
Wang, Wu and Xu [18]. For -transformations such results were obtained
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2 TOMAS PERSSON
by Bugeaud and Wang [4], and by Bugeaud and Liao [3]. Aspenberg and
Persson [1] obtained some results for piecewise expanding maps that are not
necessarily Markov maps.
The Hausdor dimension of sets of the form E(x; rn) when T : x 7! 2x
mod 1 was calculated by Fan, Schmeling and Troubetzkoy [11]. Liao and
Seuret [17] considered the case when T is an expanding Markov map. Pers-
son and Rams [22] considered more general piecewise expanding maps that
are not necessarily Markov maps.
In this paper we shall study sets of the type E(x; rn). Since T
n(x) 2
B(y; rn) if and only if y 2 B(Tn(x); rn), we have
E(x; rn) =
1\
k=1
1[
n=k
B(Tn(x); rn) = lim sup
n
B(Tn(x); rn):
Hence, we are dealing with a set which is the limit superior of a sequence
of balls B(Tn(x); rn). By Birkho's ergodic theorem, the centres of the
balls are distributed according to the measure  for -almost every x, and if
the system (X;T; ) is suciently fast mixing, then one might expect that
for -almost every x, the sequence of balls behaves in a random way. It is
therefore reasonable to expect that the Hausdor dimension of E(x; rn) is
typically the same as that of the set lim supB(xn; rn), where xn are random
points that are independent and distributed according to the measure .
This brings us to the randomly generated limsup-sets or random covers,
studied in [12, 5, 16, 21, 13, 25, 6]. In this paper we will build on ideas
from [21] to develop a new method for analysing the Hausdor dimension of
limsup-sets. In some sense, the idea is a development of the following (new)
proof of the following classical lemma.
Lemma 1.1 (Frostman [14, Theoreme 47.2]). Suppose E  Rd and that 
is a measure with ; 6= supp  E. If
ZZ
jx  yj s d(x)d(y) <1
then dimHE  s.
Proof. We may assume that (E) is nite, since we may replace  by a
restriction to a set of nite measure. Since
RR jx   yj s d(x)d(y) < 1,
the function x 7! R jx   yj s d(y) is nite -almost everywhere, and it is
positive on a set of positive measure. Hence
(A) =
Z
A
Z
jx  yj s d(y)
 1
d(x)
denes a measure  with (E) > 0 and supp   E. The measure  satises
(U)  jU js for any set U , where jU j denotes the diameter of U . This is
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proved using Jensen's inequality in the following way.
(U) =
Z
U
Z
jx  yj s d(y)
 1
d(x)

Z
U
Z
U
jx  yj s d(y)
(U)
 1 d(x)
(U)

Z
U
Z
U
jx  yjs d(y)
(U)
d(x)
(U)
 jU js:
Now, if fUkg is a collection of sets that cover E, thenX
k
jUkjs 
X
k
(Uk)  
[
k
Uk

 (E):
This proves that H s(E)  (E) where H s is the s-dimensional Hausdor
measure. Hence dimHE  s.
Notice that if we use instead the potential
R
jx yj< jx  yj s d(y), we get
an estimate on H s (E) which lets us conclude that the Hausdor measure
H s(E) is innite. 
Cleary, since the proof above only rely on Jensen's inequality (convexity),
it can easily be generalised to more general settings.
In [21], a lower estimate on the expected value of the Hausdor dimension
of a randomly generated limsup-set E = lim supn Un was given, where Un are
open subsets of the d-dimensional torus Td, with xed shape but randomly
translated and distributed according to the Lebesgue measure. (This lower
estimate has subsequently been turned into an equality in [13].) The proof
was based on the following lemma from [23].
Lemma 1.2 (Simplied version of Theorem 1.1 of [23]). Let En be open
subsets of Td, and n Borel probability measures, with suppn  En, that
converge weakly to the Lebesgue measure on Td. If there is a constant C
such that
(1)
ZZ
jx  yj s dn(x)dn(y)  C
holds for all n, then lim supnEn satises dimH lim supnEn  s.
The proof of Lemma 1.2 resembles very much the proof of Lemma 1.1.
The philosophy behind this lemma is that what is important for the Haus-
dor dimension of lim supnEn is the asymptotic distribution of En, which
is described by the weak limit of n, and the sizes of the sets En, which is
described by
RR jx  yj s dn(x)dn(y).
Using the method from [21] and Lemma 1.2, M. Rams and myself studied
the Hausdor dimension of sets of the form E(x; rn) for -almost every x
in the case T is a map of the interval which preserves a measure  which
is absolutely continuous with respect to Lebesgue measure, and which has
summable decay of correlations for function of bounded variation. (There
was also some result in the case that  is not absolutely continuous with
respect to Lebesgue measure.)
A weakness of Lemma 1.2 is that it requires the measures n to converge
weakly to Lebesgue measure (or at least to something which has a nice
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density with respect to Lebesgue measure). In this paper we will extend
Lemma 1.2 to a more general lemma (Lemma 2.7) in which the measures n
may converge to any non-atomic probability measure . The proof of this
lemma still resembles that of Lemma 1.1, but instead of working with the
potential
R jx   yj s d(y) which has a homogeneous kernel, we will work
with \inhomogeneous" potentials with an inhomogeneous kernel adopted to
the measure .
The conclusion of Lemma 1.2 as stated in [23] is stronger than the version
given above. The conclusion is that the set lim supnEn belongs to a certain
class of G-set, denoted by G
s. This class was introduced by Falconer [7,
8] and it has the property that every set belonging to G s has Hausdor
dimension at least s and the class G s is closed under countable intersections.
We will generalise Falconer's class G s to more general classes G  , where  is a
non-atomic locally nite measure and  2 (0; 1]. This is done in Section 2.1.
From the denition it will be apparent that G  = G
s if  is Lebesgue measure
and s = d.
In Section 2.1 we will give theorems that states that the classes G  are
closed under countable intersections (Theorem 2.4), and that any set in G 
has a Hausdor dimension which is at least a certain number which depends
only on  and  (Theorem 2.5). In all of our applications this leads to
 dimH  as a lower bound on the dimension, see Remark 4.6.
In Section 2.2 we will introduce the above mentioned inhomogeneous po-
tentials and relate them to the classes G  . The main result on these poten-
tials is Lemma 2.7, which is a generalisation of Lemma 1.2 and which gives
conditions that implies that lim supnEn belongs to the class G

 . Together
with Theorem 2.5, it gives us a tool to estimate the Hausdor dimension of
lim supnEn from below.
In Section 2.3, we will see applications of Lemma 2.7 to estimates on
Hausdor dimension of some random limsup-sets (Section 2.3.1), improving
some previously known results, and sets of the form E(x; rn) (Sections 2.3.2{
2.3.4). For instance, we prove (Corollary 2.10) that for   1,
dimHf y : jTna (x)  yj < n  innitely often g =
1

;
for almost every x 2 [1 a; 1], where Ta(x) = 1 ax2 is a quadratic map and
a belongs to a certain set  of positive Lebesgue measure, which has been
described and studied by Benedicks and Carleson [2]. Previously, the dimen-
sion of such sets have been calculated for the doubling map for almost all x
with respect to a Gibbs measure by Fan, Schmeling and Troubetzkoy [11],
a result which has been extended to piecewise expanding Markov maps by
Liao and Seuret [17]. Some results were also obtain for piecewise expanding
maps without a Markov structure by Persson and Rams [22].
2. Definitions and main results
2.1. The classes G  . Suppose that  is a non-atomic and locally nite
Borel measure on Rd. Take a point P = (p1; p2; : : : ; pd) and let Dn be the
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collection of cubes of the form
D =

p1 +
n1
2n
; p1 +
n1 + 1
2n

    

pd +
nd
2n
; pd +
nd + 1
2n

;
where n1; n2; : : : ; nd are integers, and put D =
S
n2ZDn. We will refer to the
elements of D by the name dyadic cubes. We let Dn(x) denote the unique
dyadic cube in Dn containing x and we let B(x; r) denote the open ball with
centre x and radius r.
Let
Rn =
[
D2Dn
@D; and R =
[
n2Z
Rn
be the boundaries of the dyadic cubes in Dn and D respectively. We will
often assume that (R) = 0. Since  is assumed to be locally nite, it is
possible to choose the point P dening the dyadic cubes in such a way that
(R) = 0.
We dene for 0 <   1, the set functions
M

 (E) = inf
X
k
(Dk)
 : Dk 2 D ; E 
[
k
Dk
ff
:
Since 0 <   1, we have by the additivity of the measure  thatM  (D) =
(D) for any D 2 D . This is an important property that will be used
several times in this paper.
The set function M  is not a measure (unless  = 1). If in the denition
we consider only covers by Dk which belong to some Dn for n > n0 and let
n0 ! 1, we obtain in the limit a measure. It is interesting to notice that
this construction is a special case of the measure H q;t that was introducted
by Olsen [20] as a tool in multifractal analysis. This connection with mul-
tifractal analysis will not be used in this paper, but it would be interesting
to explore it further.
Associated to the set functionsM  are classes of sets G

 , which we dene
as follows.
Denition 2.1. Let 0 <   1. A set E  Rd belongs to G  if E is a G-set
and if
M

 (E \D) =M  (D)
holds for any 0 <  <  and D 2 D .
Remark 2.2. Since M  (D) = (D) holds when   1 and D 2 D , the
condition M  (E \D) =M  (D) is equivalent to M  (E \D) = (D).
We shall investigate some of the properties of the classes G  . Below are
our main results.
Theorem 2.3. Let  be a non-atomic and locally nite Borel measure, with
(R) = 0. Suppose En is a sequence of open sets such that for any 0 <  < ,
there is a constant c > 0 such that
lim inf
k!1
M

 (En \D)  cM  (D)
holds for any D 2 D . Then lim supnEn 2 G  .
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Theorem 2.4. Let  be a non-atomic and locally nite Borel measure, with
(R) = 0. Suppose that En is a sequence of sets in G

 . Then
T
nEn 2 G  .
The following theorem makes use of the so called upper coarse multifractal
spectrum of the measure , which we denote by G. See Section 3 for a
denition.
Theorem 2.5. Let  be a non-atomic and locally nite Borel measure, with
(R) = 0. Suppose that E belongs to G  for some 0 <   1 and that there
is a t > 0 and an n0 such that (D)  2 tn for all D 2 Dn with n  n0.
Then dimH(E \D)  t and
dimH(E \D)   supf s0 : 9" > 0;8s 2 [t; s0]; (s G(s) > ") g;
for any D 2 D with (D) > 0.
The proofs of the three theorems above are given in Section 4. These
theorems give us the main properties of the classes G  . In principle, one can
use Theorem 2.3 to determine if a limsup-set belongs to the class G  , but
this is not always convenient in practice. In the section below, we therefore
dene some inhomogeneous potentials and use them to give an alternative
method to determine is a limsup-set belongs to G  .
2.2. Inhomogeneous potentials and energies. We dene the function
Q : Rd  Rd ! f;g [D [ fRdg by
Q(x; y) = D; x 6= y;
where D 2 D [fRdg is chosen such that x; y 2 D and D is minimal in sense
of inclusion. If x = y, we let Q(x; y) = ;. Note that it is necessary to include
the possibility that Q(x; y) = Rd, since otherwise Q would not always be
dened; there are points x and y such that fx; yg is a subset of no D 2 D .
We use Q to dene some inhomogeneous potentials and energies.
Denition 2.6. Let  and  be two Borel measures on Rd and 0 <   1.
The (; )-potential of  is the function U  : R
d ! R [ f1g dened by
U (x) =
Z
(Q(x; y))  d(y);
and the (; )-energy of  is the quantity
I() =
ZZ
(Q(x; y))  d(y)d(x) =
Z
U  d:
The reason for introducing these potentials and energies is the lemma
below, which relates the classes G  with the energies I

. This lemma will be
our main tool when we in various applications determine that limsup-sets
belong to a class G  . (We call the result a lemma and not a theorem because
of its connection to what is often called Frostman's lemma. Compare also
with the related Lemmata 1.1 and 1.2.)
Lemma 2.7. Let  be a non-atomic and locally nite Borel measure, with
(R) = 0. Let En be a sequence of open sets. If n are non-atomic Borel
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measures, with suppn  En, that converge weakly to a measure , and if
for every  <  there is a constant c such that
I(n) =
ZZ
(Q(x; y))  dn(x)dn(y)  c
for all n, then lim supnEn 2 G  .
The proof of Lemma 2.7 is in Section 5.
2.3. Applications. We give below some applications of the theory pre-
sented above.
2.3.1. Random limsup-sets. Let  be a Borel probability measure on Rd.
Consider the random sequence of points (xn)
1
n=1, where the points xn are
independent and distributed according to the measure . Let  > 0. We
are interested in the Hausdor dimension of the random set
E = lim sup
n
Bn
where Bn = B(xn; n
 ).
In Section 6 we will prove the following theorem.
Theorem 2.8. Let
s = s() = lim
"!0+
supf t : G(t)  t  " g:
Suppose that 1=  s. Almost surely, E 2 G  with  = (s) 1 and
dimHE  1

dimH 
s
:
Note that s() is clearly nite since G is a bounded function.
The estimate in Theorem 2.8 should be compared with the result by
Ekstrom and Persson [6, Theorem 1], that almost surely
dimHE  1

  : where  = ess inf
x
d(x)>1=
d(x)  d(x):
None of these results implies the other.1 For instance, if  > 0 then the
estimate in Theorem 2.8 is stronger if  is suciently large but may be
weaker for small .
Note that here we treat only the case 1=  s, whereas in [6], any  was
considered. Related results can also be found in a paper by Seuret [25].
2.3.2. Dynamical Diophantine approximation. Suppose that X is a metric
space, T : X ! X is a map and that  is a T -invariant probability measure.
If y 2 X and rn is a sequence of positive numbers that decreases to 0,
then we say that the balls B(y; rn) are shrinking targets around y. One is
often interested in if and how often the orbit of a point x hits one of the
targets, i.e. Tn(x) 2 B(y; rn). Such hitting properties depend very much on
the points x and y as well as the sequence rn, but it is often possible to say
something about the behaviour for  almost all x and y.
1In the sense that none follows immediately from the other. Of course, any two true
statements imply each other.
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Here, we assume that T : I ! I, where I is a compact interval of positive
length and that  is a T -invariant probability measure such that there are
positive constants t1 and c1 with
(2) (D)  c12 t1n
whenever D 2 Dn. We assume also that (T; ) has summable decay of
correlations for functions of bounded variation, that is, there is a function p
such that
(3)

Z
f  Tn  g d 
Z
f d
Z
g d
  p(n)kfk1kgk;
where kgk is the norm kgk = kgk1 + var g =
R jgjd+ var g, and p satises
1X
n=0
p(n) <1:
Given a point x and a number  > 0, we consider the set
E(x) = f y : jTn(x)  yj  n  for innitely many n 2 N g:
This is the set of points y for which the orbit of x hits the shrinking targets
B(y; n ) innitely many times. The study of the fractal properties of
sets of this type (and other related types) is sometimes called dynamical
Diophantine approximation, possibly after [11].
The Hausdor dimension of E(x) for  almost every x was given by Fan,
Schmeling and Troubetzkoy in the case that T is the doubling map and 
is a Gibbs measure [11]. Liao and Seuret extended this result to piecewise
expanding Markov maps of an interval [17]. Some results for piecewise ex-
panding interval maps without a Markov structure were obtained by Persson
and Rams [22].
In Section 7, we shall prove the following result.
Theorem 2.9. Let
s = s() = lim
"!0+
supf t : G(t)  t  " g;
and  be such that 1=  s. Then, almost surely, E(x) 2 G  , where
 = (s) 1.
In particular, there is a set A  I of full  measure such that if x1; x2; : : :
is a nite or countable sequence of points in A, then
1

dimH 
s
 dimH
\
n
E(xn)  1

:
Below, we give two concrete applications of Theorem 2.9. The proofs of
these results are also in Section 7.
2.3.3. The quadratic family. Let us consider the family of quadratic maps
Ta : [ 1; 1]! [ 1; 1] dened by Ta(x) = 1  ax2, where a is a parameter in
[0; 2]. Let  > 0 be a small number and let
 = f a 2 [0; 2] : jTna (0)j  e n and j(Tna )0(Ta(0))j  1:9n for all n g:
INHOMOGENEOUS POTENTIALS 9
Benedicks and Carleson [2] have proved that  has positive Lebesgue mea-
sure. Using Theorem 2.9 we can prove the following result for quadratic
maps with a 2  .
Corollary 2.10. Let Ta : [ 1; 1] ! [ 1; 1] be the quadratic map Ta(x) =
1   ax2, where a 2 . There is a set A  [T 2a (0); Ta(0)] = [1   a; 1] of full
Lebesgue measure, such that is x1; x2; : : : is a nite or countable sequence of
points of A, then
dimH
\
n
E(xn) =
1

:
2.3.4. Piecewise expanding maps. Suppose that T : [0; 1] ! [0; 1] is uni-
formly expanding and piecewise C2 with respect to a nite partition, and
that T is covering in the sense that for any non-trivial interval I  [0; 1],
there is an n such that [0; 1]nW  Tn(I), whereW denotes the set of points
that eventually hit a discontinuity (i.e. an endpoint of a partition element).
We assume that ffi : [0; 1]! R satises the following conditions. There is
a number n0 such that
sup eSn0ffi < inf Ln0ffi 1;
where Sn0ffi = ffi+ ffi  T +   + ffi  Tn0 1 and
Lffif(x) =
X
T (y)=x
effi(y)f(y):
Finally, ffi is assumed to be piecewise C2 with respect to the same partition
as T , and bounded from below.
Under these conditions, Liverani, Saussol and Vaienti proved that there is
a Gibbs measure ffi with respect to the potential ffi and correlations decay
exponentially fast for functions of bounded variation [19, Theorem 3.1]. To
the measure ffi corresponds a conformal measure ffi and a density hffi, that
is
ffi(E) =
Z
E
hffi dffi
and if E is a subset of a partition element, then
ffi(T (E)) =
Z
E
eP (ffi) ffi dffi;
where P (ffi) is the topological pressure of ffi. The density hffi is bounded
and bounded away from zero. This implies that dffi is an invariant function
mod ffi and hence dffi is constant almost everywhere. We conclude that
dimH ffi = dimH ffi = dimH ffi.
Corollary 2.11. Let T : [0; 1] ! [0; 1] be a piecewise expanding map satis-
fying the assumptions above, and assume that
(4) dimH ffi = lim
"!0
supf t : Gffi(t)  t  " g:
Take  such that 1=  dimH .
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There is a set A  I of full  measure such that if x1; x2; : : : is a nite
or countable sequence of points in A, then
dimH
\
n
E(xn) =
1

:
Remark 2.12. It is known that for some Markov maps T , the assumption
(4) is satised, see Fan{Feng{Wu [10]. It is unknown to me if this is known
in full generality in the setting of Corollary 2.11. One might expect that (4)
is always satised in this case.
Given that (4) is satised, Corollary 2.11 improves the result by Rams
and myself [22, Theorem 2]. We proved that dimHE(x) =
1
 for
1

< t1 = lim sup
m!1
inf
Smffi mP (ffi)
  log j(Tm)0j :
whereas Theorem 4 gives the dimension for a wider range of  as well as for
intersections of several sets E. The result by Liao and Seuret [17] covers
also the case that 1 > dimH , but is only valid for Markov maps, and only
gives the dimension for a single set E.
3. Further definitions
In this section we give some further denitions that will be used in this
paper.
3.1. Hausdor net-measures. Occasionally, we will make use of the Haus-
dor net-measures N s, dened by
N
s(E) = lim
!0
N
s
 (E);
where
N
s
 (E) = inf
X
k
jDkjs : Dk 2 D ; jDkj < ; E 
[
k
Dk
ff
:
In particular, we have N s1 = M

 , where  denotes the d-dimensional
Lebesgue measure and s = d. Note the conceptual dierence between the
parameters s and : The parameter s should be thought of as a dimension
whereas the parameter  should be thought of something that interpolates
between dimension 0 ( = 0) and full dimension ( = 1). We will use s and t
to denote dimensions and  and  to denote such interpolating parameters.
Falconer [7, 8] studied the classes G
s=d
 , denoting them by G
s. Our study
is a generalisation of that of Falconer. Several of the proofs in Section 4 are
similar to the corresponding proofs in [8].
3.2. Dimension spectra and dimension of measures. The lower local
dimension of a measure  at a point x is dened to be
d(x) = lim inf
r!0
log(B(x; r))
log r
:
Equivalently,
d(x) = supf s : 9C s.t. (B(x; r))  Crs; 8r 2 (0; r0(x)) g:
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Let
D(s) = dimHfx 2 supp : d(x)  s g;
G(s) = lim
"!0
lim sup
r!0
log(N(s+ "; r) N(s  "; r))
  log r ;
where N(s; r) denotes the number of d-dimensional cubes of the form
Q = [k1r; (k1 + 1)r)     [kdr; (kd + 1)r)
with k1; : : : ; kd 2 Z and (Q)  rs. The denition of the function D is
similar to what is called the Hausdor multifractal spectrum of the lower lo-
cal dimension of , which is obtained if we replace d(x)  s by d(x) = s.
The function D is clearly increasing, but this is not the case for the Haus-
dor multifractal spectrum. However, D and the Hausdor multifractal
spectrum are often the same for small values of s.
The function G is called the upper coarse multifractal spectrum of .
We will make use of the lower Hausdor dimension of a measure , which
is dened as the number
dimH  = ess inf
d = inff dimHA : (A) > 0 g;
see for instance Falconer [9, Proposition 10.2]. Similarly, the upper Hausdor
dimension of  is the number
dimH  = ess sup

d = inff dimHA : (A{) = 0 g;
which was used in the statement and will be used in the proof of Theorem 2.8.
If dimH  = dimH , then the Hausdor dimension of the measure  is
dened as dimH  = dimH  = dimH .
4. Proofs of properties of the classes G 
In this section, we will prove the Theorems 2.3, 2.4 and 2.5.
Throughout this section, we will assume that  is a non-atomic and lo-
cally nite Borel measure. We will mention explicitly when we assume that
(R) = 0.
In order to prove Theorem 2.3, we will rst prove a series of lemmata.
Lemma 4.1. Suppose E  Rd, 0 <   1 and that there is a constant c > 0
such that
M

 (E \D)  cM  (D)
holds whenever D 2 D . Then
M

 (E \D) =M  (D)
holds whenever D 2 D and 0 <  < .
Proof. Take 0 <  <  and D 2 D , and let fDlg1l=1 be a disjoint cover by
dyadic cubes of the set E \D.
Since (D) is nite and  is not atomic, we may choose a number m such
that whenever C  D and C 2 Dn for some n  m, then
(C)   c 1(D) :
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We write D as a nite disjoint union of dyadic cubes Q = fQkg in the
following way. All Dk that belong to D for some n < m are put in Q. The
part of D that are not covered by these Dk can be written as a union of
elements in Dm. These elements of Dm are added to Q. This construction
implies that for any Qk 2 Q, we have that one and only one of the following
two cases holds.
(i) there exists an l such that Qk = Dl and Qk 2 Dn with n < m.
(ii) Qk 2 Dm and all cubes Dl that intersect E \ Qk are contained in
Qk, that is, each of them belong to some Dn with n  m.
Suppose Qk satises (i) above. Then
(5)
X
DlQk
(Dl)
 = (Qk)
 = (Qk)
 (Qk)
  (D) (Qk):
Suppose that Qk satises (ii) above. By the choice of m, we have for
Dl  Qk that
(Dl)
 = (Dl)
 (Dl)
  c 1(D) (Dl):
HenceX
DlQk
(Dl)
 
X
DlQk
c 1(D) (Dl)
  c 1(D) M  (E \Qk)
 (D) M  (Qk) = (D) (Qk):(6)
Together, (5) and (6) show thatX
DlQk
(Dl)
  (D) (Qk)
for any Qk.
Summing over all Qk, we nally getX
l
(Dl)
 =
X
k
X
DlQk
(Dl)
  (D) 
X
k
(Qk)

 (D) M  (D) =M  (D): 
Lemma 4.2. Suppose E  Rd, 0 <   1 and that there is a constant c > 0
such that
M

 (E \D)  cM  (D)
holds whenever D 2 D . Then
M

 (E \ U)  cM  (U)
holds for all open sets U .
Proof. Write U as a disjoint union of dyadic cubes from D ,
U =
[
k
Qk;
and suppose that (Dl)
1
l=1 is a disjoint cover of E \ U by dyadic cubes.
For each Qk, with (Qk) > 0 the set E \Qk is not empty, since it would
violate the assumption. Hence, for each Qk, either (Qk) = 0 or we have
one of the following two cases:
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(i) The dyadic cube Qk intersect exactly one dyadic cube Dl. We then
have Qk  Dl.
(ii) The dyadic cube Qk intersect more that one of the dyadic cubes Dl.
Then, if Dl intersect Qk we have that Dl is a strict sub-cube of Qk.
In case (ii), we haveX
DlQk
(Dl)
 M  (E \Qk)  cM  (Qk) = c(Qk):
We dene a cover fCkg1k=1 of U using the covers fQkg1k=1 and fDlg1l=1.
For each k, if Qk satises (i), let
Qk = fDl : Dl \Qk 6= ; g:
Note that (i) says that Qk contains exactly one element. Otherwise, if Qk
satises (ii), let
Qk = fQkg:
Hence, in both cases, Qk contains exactly one element.
Put fCkg =
S1
k=1Qk. We then haveX
l
(Dl)
 
X
k
c(Ck)
  cM  (U):
Since fDlg1l=1 is an arbitrary cover of E \U , this proves thatM  (E \U) 
cM  (U). 
Recall that Rn denotes the boundaries of the dyadic cubes of Dn.
Lemma 4.3. Suppose U is open and (Rn) = 0. Then M

 (U n Rn) =
M  (U).
Proof. Let D 2 D and let Dk be a cover of D n @Rn by dyadic cubes. Then
(7)
X
(Dk)
 
X
(Dk)
  (D);
since (D nRn) = (D), which shows that
(8) M  (D nRn) =M  (D):
Now, let Dk be a disjoint dyadic cover of U n Rn. We will modify fDkg
into a cover C = fCkg of U such thatX
(Dk)
 
X
(Ck)
:
If Dk 2 Dm for some m  n, then we put Dk in C .
We now proceed by induction over m > n. Start with m = n + 1 and
suppose that C 2 Dm. If C is covered by the elements already in C , then
we do nothing. Otherwise we proceed as follows.
If C nRn is covered by the cubes in
E (C) =

Dk : Dk 2
[
lm
Dl; Dk  C
ff
;
then
(9)
X
Dk2E (C)
(Dk)
  (C)
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by (7) (or by (8)), and we let C be an element of C .
This process is carried out for each C 2 Dm. The number m is then
incremented by one and the process is repeated.
In this way we get the new cover C , which by construction is disjoint. By
(9) we have
(10)
X
(Dk)
 
X
C2C
(C):
It is clear that C covers U nRn, since
S
kDk 
S
C2C C. Let x 2 Rn \U .
Then there is a largest dyadic cube D such that x 2 D  U . By the
construction of C we have that either D 2 C , or there is a C 2 C , with
D  C. In any case, the point x is covered by C and since x 2 Rn \ U is
arbitrary, this proves that C covers U . Hence
(11)
X
C2C
(C) M  (U):
By (10) and (11), we haveM  (U nRn) M  (U), so thatM  (U nRn) =
M  (U). 
The following increasing sets lemma is a special case of Theorem 52 of
Rogers [24]. It is needed to prove Lemma 4.5 and Theorem 2.5.
Lemma 4.4. If F1  F2     is an increasing sequence of subsets of Rd,
then
M


 1[
n=1
Fn

= sup
n
M

 (Fn):
Lemma 4.5. Suppose (R) = 0 and that fEng1n=1 is a sequence of open
sets such that
(12) M  (En \ U) =M  (U)
holds for any n and any open set U . Then, for any open set U , we have
M



U \
1\
n=1
En

=M  (U):
Proof. If V is a set, we dene
V( ) = fx 2 V : inf
y 62V
jx  yj >  g:
Let " > 0. We dene a sequence of open sets Un inductively. Put U0 = U .
Suppose that Un 1 has been dened and satises
M

 (Un 1) >M

 (U)  ":
Put Un = (En \ (Un 1 n (Rn [ R n)))( n). Then, by Lemma 4.4, we can
choose n so small thatM

 (Un) is as close toM

 (En\(Un 1 n(Rn[R n)))
as we desire. But
M

 (En \ (Un 1 n (Rn [R n))) =M  (Un 1 n (Rn [R n))
=M  (Un 1) >M

 (U)  ";
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holds by (12), Lemma 4.3 and the assumption on Uk 1. Hence we can choose
n so small that
M

 (Un) >M

 (U)  ":
Hence by induction, we obtain a sequence fUng1n=0 such that
Un  U \ En n (Rn [R n); and M  (Un) >M  (U)  ";
holds for every n, from which it follows that
1\
n=0
Un  U \
1\
n=1
En nR; and M  (Un) >M  (U)  ";
holds for every n.
Let fDkg1k=1 be a cover of U \
T1
n=1En by dyadic cubes. Let V =S
k(Dk n @Dk). The compact set
T
n Un is contained in the open set V .
Hence there exists an n such that
Un  V 
1[
k=1
Dk:
Since
1X
k=1
(Dk)
 M  (Un) M  (Un) >M  (U)  ";
this proves that
M



U \
1\
n=1
En

M  (U)  ":
As " > 0 is arbitrary, this implies that
M



U \
1\
n=1
En

=M  (U): 
We can now prove Theorem 2.3 and 2.4.
Proof of Theorem 2.3. Clearly, lim supnEn is a G-set, so we only need to
show that
M

 (lim sup
n
En \D) M  (D)
holds for any  <  and D 2 D .
Let Fn =
S
k>nEk. Then, by Lemma 4.1,
M

 (Fn \D) =M  (D)
holds for any  <  and any D 2 D . Hence, by Lemma 4.2
M

 (Fn \ U) M  (U)
holds for any  <  and any open set U . Now, Lemma 4.5 nishes the
proof. 
Proof of Theorem 2.4. Since each En is a G-set, we can write En as an
intersection
En =
1\
k=1
Un;k;
where each Un;k is an open set.
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ThenM  (D \Un;k) =M  (D) holds for any Un;k,  <  and D 2 D . By
Lemma 4.2, we have thatM  (U \Un;k) =M  (U) holds for any Un;k,  < 
and open U .
Now, Lemma 4.5 implies that
E =
1\
n=1
1\
k=1
Un;k
satises M  (E \ U) = M  (U) for any open set and  < . Since E is a
G-set this shows that E belongs to G

 . 
We end this section with the proof of Theorem 2.5, but before we do so,
we give a remark on possible improvements.
Remark 4.6. Put
n(s) =
1\
k=n
fx : (B(x; r)) < rs for r =
p
d2 k g;
and
(s) =
1[
n=1
n(s)
= fx : (B(x; r)) < rs for all r =
p
d2 n; n 2 N; n > n0(x) g;
Let s < dimH  and 0 <  < . Since s < dimH  = ess inf d we have
((s){) = 0. It follows that if D 2 D , then
M

 (D \(s)) =M  (D):
The set (s) is a Gff set. If it were a G set, we would conclude that
(s) 2 G  , and so (s) \E 2 G  whenever E 2 G  . This would mean that
M

 (D \(s) \ E) M  (D) > 0
if (D) > 0. The increasing sets lemma would then give that
M

 (D \n0(s) \ E) > 0
if n0 is large enough, and this in turns easily leads to the estimate that
dimH(D \ E)   dimH , which is a stronger estimate than that in Theo-
rem 2.5. Indeed, if fDkg is a dyadic cover of D \n0(s)\E such that each
Dk belongs to some Dn with n  n0, thenX
jDkjs 
X
(Dk)
 M  (D \n0(s) \ E) > 0;
which shows that dimH(D \n0(s) \ E)  s.
Even if (s) is not a G set, I still suspect that
M

 (D \n(s) \ E) > 0
holds when (D) > 0, but I have not been able to prove this. It would be
interesting to know whether this is true or not, since if true, it leads to a
stronger dimension estimate than that of Theorem 2.5. More generally, is it
true that if   is a Gff set of full measure and E 2 G  , thenM  ( \E) > 0?
Is it enough that   is a Gff set of positive measure?
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In any case, it seems not to be a great disadvantage to only have the
weaker dimension estimate of Theorem 2.5, since in all applications (Sec-
tion 2.3) we are actually able to prove not only that the set E under con-
sideration belongs to G  , but also to G

 , where  = jn(s) for s < dimH 
and n such that (n(s)) > 0. This is sucient to conclude that dimHE 
 dimH .
Proof of Theorem 2.5. The rst estimate of dimH(E\D) is trivial. Suppose
(D) > 0 and let fDkg be a dyadic cover of E \D. ThenX
jDkjt  c
X
(Dk)
  cM  (E \D) > 0;
which shows that N t(E \D) > 0 (the Hausdor net-measure) and hence
dimH(E \D)  t.
Take  < . Let s0 and "0 be such that s   G(s) > "0 > 0 for all
s 2 [t; s0], and D such that (D) > 0. It is sucient to prove that dimH(E\
D)  s0.
Take " > 0 and 0 > 0. There is then a  = (s) > 0 such that  < 0 and
lim sup
r!0
log(N(s+ ; r) N(s  ; r))
  log r  G(s) +
1
2
";
and hence also an r0 = r0(s) > 0 such that
log(N(s+ ; r) N(s  ; r))
  log r  G(s) + "; r < r0:
Hence we have
(13) N(s+ ; r) N(s  ; r)  rG(s)+":
By compactness, there are t  s1 < s2 <    < sn  s0 such that the balls
B(sk; (sk)), k = 1; 2; : : : ; n cover [t; d]. Let  = maxf(s1); (s2); : : : ; (sn)g
and r0 = minfr0(s1); r0(s2); : : : ; r0(sn)g. Then  < 0 since all (s) < 0.
By choosing " and 0 suciently small, we can achieve that
"+  <
1
2
"0;
where "0 has been chosen above to satisfy s G(s) > "0 for s 2 [t; s0].
The set E \ D is a bounded set with M  (E \ D) > 0. Let fDkg be a
cover of E \D by dyadic cubes belonging to S1l=LDl, where we will take L
to be large. We group the dyadic cubes covering E \D according to their
sizes, letting
Cl = Dl \ fDkg;
each Cl being nite. Each Cl is then further divided into collections C
+
l (k)
and C l , dened by
C
+
l (k) =

C 2 Cl n
[
j<k
C
+
l (j) : 2
 (sk+(sk))l  (C)  2 (sk (sk))l
ff
;
for k = 1; 2; : : : ; n, and
C
 
l = Cl n
n[
k=1
C
+
l (k):
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The condition C 2 Cl n
S
j<k C
+
l (j) in the denition of C
+
l (k) is there to
ensure that every C is in at most one C+l (k). Since the balls B(sk; (sk))
that cover [t; d] will necessarily overlap, it could otherwise be possible that
some C belongs to more than one C+l (k).
By (13), we have
#C+l (k)  2(G(sk)+")l:
This implies that
1X
l=L
nX
k=1
X
C2C+l (k)
(C) 
1X
l=L
nX
k=1
2(G(sk)+")l2 (sk )l
=
1X
l=L
nX
k=1
2(G(sk) sk+"+)l

1X
l=L
n2 
1
2
"0l  1
2
M

 (E \D);
if L is large enough.
If C 2 C l , then (C) < 2 (sn+)l < 2 (s0 )l. Hence, with s = s0   ,
we have
X
k
jDkjs 
X
l
X
C2C l
jCjs 
X
l
X
C2C l
(C)
=
X
k
(Dk)
  
X
l
X
k
X
C2C+l (k)
(C)  1
2
M

 (E \D):
This proves that N s(E \D) > 0. Hence H s(E \D) > 0 and dimH(E \
D)  s = (s0  ). As  can be made as small as we please and  as close
to  as we like, this nishes the proof. 
5. Proof of Lemma 2.7
The goal of this section is to prove Lemma 2.7.
Throughout this section, we assume that  is a non-atomic and locally
nite Borel measure, with (R) = 0. We start by proving the following
lemma, which is an important step towards the proof of Lemma 2.7.
Lemma 5.1. Suppose that En are open sets, and n are Borel measures
with suppn  En. If there is a constant C > 0, such that for any D 2 D
holds
(14) lim inf
n!1
Z
D
Z
D
(Q(x; y))  dn(y)
 1
dn(x)  (D)

C
;
then lim supnEn 2 G  .
Proof. Let D 2 D and suppose that (D) > 0. We consider
K(x) = U

(njD)(x) =
Z
D
(Q(x; y))  dn(y):
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We let  be a probability measure with support in D and dened by
(A) =
R
AK
 1
 dnR
DK
 1
 dn
; A  D:
We prove that if n is large enough, then, for any A  D with A 2 D , we
have
(15) (A)  2C

(A)
(D)

:
If n is large enough, then the denominator in the expression dening 
satises Z
D
K 1 dn 
(D)
2C
by (14).
By Jensen's inequality, we have (compare with the proof of Lemma 1.1)
Z
A
K 1 dn =
Z
A
Z
D
(Q(x; y))  dn(y)
 1
dn(x)

Z
A
Z
A
(Q(x; y)) 
dn(y)
n(A)
 1 dn(x)
n(A)

Z
A
Z
A
(Q(x; y))
dn(y)
n(A)

dn(x)
n(A)
 (A):
This shows that (15) holds when n is large.
Suppose now that fDkg is a cover of En \D by dyadic cubes and that n
is large. Then
1 = 
[
k
Dk


X
k
(Dk) =
X
k
(Dk \D) 
X
k
2C

(Dk \D)
(D)

:
Hence, if all Dk are subsets of D, then
X
k
(Dk)
  (D)

2C
;
and so M  (En \D)  (2C) 1(D).
If D 2 D with (D) = 0, then M  (En \D)  (2C) 1(D) is trivially
satised.
We have thus showed that
lim inf
n!1
M

 (En \D)  (2C) 1(D); D 2 D :
Now, Theorem 2.3 nishes the proof. 
Lemma 5.2. If  is a nite and non-atomic Borel measure and D 2 D ,
then
(D)1  
Z
D
(Q(x; y))  d(y)  (D)
1 
1   ;
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for x 2 D, and in particular
(1  )(D) 
Z
D
Z
D
(Q(x; y))  d(y)
 1
d(x)  (D);
and
(D)2  
Z
D
Z
D
(Q(x; y))  d(x)d(y)  (D)
2 
1   :
Proof. We may assume that  is a probability measure on D. By Fubini's
theorem we can writeZ
D
(Q(x; y))  d(y) = 1 +
Z 1
1
(Dn(u)) du;
where Dn(u) 2 Dn(u) is chosen such that x 2 Dn(u) and (Dn(u))   u, and
n(u) is chosen as small as possible. Hence we have
1 
Z
D
(Q(x; y))  d(y) = 1 +
Z 1
1
(Dn(u)) du
 1 +
Z 1
1
u 1= du =
1
1   : 
The following two results are variants of Lemma 2.2 and Corollary 2.3 of
[23], and proved in the same way.
Lemma 5.3. Let  be a Borel measure. Assume that for some  2 (0; 1),
I() =
ZZ
(Q(x; y))  d(x)d(y) <1:
Then, if Mm = f (x; y) : (Q(x; y))  > m g, then we have, for 0 <  < ,
that ZZ
Mm
(Q(x; y))  d(x)d(y)  I()

   m
= 1:
Proof. The assumption implies that  (Mm)  I()=m. It then follows
that ZZ
Mm
(Q)  dd = m= (Mm) +
Z 1
m=
 (Mu=) du
 I()m= 1 + I()
Z 1
m=
u = du
= I()

   m
= 1: 
Corollary 5.4. If n are non-atomic Borel measures that converge weakly
to a measure , and if
RR
(Q(x; y))  dn(x)dn(y) are uniformly bounded
for some  2 (0; 1), then, for 0 <  <  and D 2 D with (D) > 0,ZZ
DD
(Q(x; y))  dn(x)dn(y)!
ZZ
DD
(Q(x; y))  d(x)d(y);
as n!1.
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Proof. Let " > 0, 0 <  <  and D 2 D with (D) > 0. We put
Mm = f (x; y) 2 D D : (Q(x; y))  > m g:
Since
RR
(Q(x; y))  dn(x)dn(y) are uniformly bounded, the estimates
of ZZ
Mm
(Q(x; y))  dn(x)dn(y)
provided by Lemma 5.3 are uniform in n, and we can take m and N so that
ZZ
Mm
(Q(x; y))  dn(x)dn(y) < "
holds for all n > N . We then have
ZZ
DD
(Q(x; y))  dn(x)dn(y)
 "+
ZZ
DD
minf(Q(x; y)) ;m=gdn(x)dn(y):
Since the measures n converge weakly to  and (@C) = 0 for all C 2 D
we have that n(C)! (C) for all C 2 D . Hence
ZZ
DD
minf(Q(x; y)) ;m=g dn(x)dn(y)
!
ZZ
DD
minf(Q(x; y)) ;m=g d(x)d(y)

ZZ
DD
(Q(x; y))  d(x)d(y);
where the convergence holds because minf   g is a bounded function. As "
is arbitrary, this shows that
lim sup
n!1
ZZ
DD
(Q(x; y))  dn(x)dn(y)

ZZ
DD
(Q(x; y))  d(x)d(y):
The inequality
lim inf
n!1
ZZ
DD
(Q(x; y))  dn(x)dn(y)

ZZ
DD
(Q(x; y))  d(x)d(y)
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is trivial sinceZZ
DD
(Q(x; y))  dn(x)dn(y)

ZZ
DD
minf(Q(x; y)) ;mgdn(x)dn(y)
!
ZZ
DD
minf(Q(x; y)) ;mg d(x)d(y); n!1
!
ZZ
DD
(Q(x; y))  d(x)d(y); m!1;
and nishes the proof. 
We can now give the proof of Lemma 2.7.
Proof of Lemma 2.7. By Corollary 5.4 we have for any D 2 D that
ZZ
DD
(Q(x; y))  dn(x)dn(y)!
ZZ
DD
(Q(x; y))  d(x)d(y)  c;
as n!1.
Since
Z
D
Z
D
(Q(x; y))  dn
 1
dn(y)

Z
D
Z
D
(Q(x; y)) 
dn(x)
n(D)
dn(y)
n(D)
 1
;
we therefore have by Lemma 5.2 that
lim inf
n!1
Z
D
Z
D
(Q(x; y))  dn
 1
dn(y)  (1  )(D):
Lemma 5.1 then implies that lim supnEn 2 G  . As this holds for all  < ,
we conclude that lim supnEn 2 G  . 
6. Proof of Theorem 2.8
In this section, we will prove Theorem 2.8. We assume that  is a Borel
probability measure on Rd and consider the random sequence of points
(xn)
1
n=1, where the points xn are independent and distributed according
to the measure . Recall that we are considering the random set
E = lim sup
n
Bn
where Bn = B(xn; n
 ) and that
s = s() = lim
"!0
supf t : G(t)  t  " g:
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6.1. Denition of the measure . We will use the theory developed so
far in this paper. Since  is a probability measure we can choose the point
P which denes the dyadic cubes in such a way that (R) = 0.
We will prove that
E 2 G  ;  =
1
s
holds almost surely. To do so, we shall pick a set C, and rst prove that
E 2 G  with  = jC(C) . Using a limit argument, we will then conclude
that E 2 G  holds almost surely. The dimension estimate will follow from
Theorem 2.5 and the fact that E 2 G  , and is a stronger estimate than we
would have got from Theorem 2.5 using only that E 2 G  .
We will assume that  has compact support. This is no restriction, since
when proving that E 2 G  and E 2 G  , we may consider instead the
measure restricted to dyadic cubes.
Let " > 0. Take t0 = supf t : G(t)  t   2" g and let G = supfG(t) :
t  t0 g. Both t0 and G are nite, since G is a bounded function.
For each n, let An be the union of those cubes of Dn which have -measure
at most 2 nt0 , that is
An =
[
D2Dn
(D)2 nt0
D:
Lemma 6.1. There is a number n0 such that (An)  2 "n for n > n0.
Proof. Let t  t0 and 0 > 0. There is a (t) 2 (0; 0) such that
lim sup
r!0
log(N(t+ (t); r) N(t  (t); r))
  log r  G(t) +
1
4
";
and hence there is also an r0(t) such that
log(N(t+ (t); r) N(t  (t); r))
  log r  G(t) +
1
2
"; r < r0(t):
Hence we have
N(t+ (t); r) N(t  (t); r)  r (G(t)+ 12 "); r < r0(t):
By compactness, there are t0  t1      tp  d+2" such that the intervals
B(tk; (tk)), 1  k  p cover [t0; d+ 2"]. Let  = maxf(t1); : : : (tp)g < 0
and r0 = minfr0(t1); : : : ; r0(tp)g.
Those cubes of Dn that have positive measure which is at most 2
 (d+2")n
are at most c2dn, where c is a constant, since there are at most c2dn cubes
of Dn with positive measure (since the support is compact).
Take N such that 2 N < r0. We then have for n > N that
(An)  c2dn2 (d+2")n +
pX
k=1
2(G(tk)+
1
2
")n2 (tk )n  c2 2"n + p2(  32 ")n;
since G(tk)  tk   2". Since 0 is arbitrary and  < 0, we can make  as
small as we like, and hence we can achieve that
(An)  (p+ 1)2  32 "n
for n > N . Hence (An)  2 "n if n is large enough. 
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Put
n(t) =
1\
k=n
fx : (B(x; r)) < rt for r = 2 k g;
(t) =
1\
n=1
n(t):
If t1 < dimH  then ((t1)) > 0 and so (n1(t1)) > 0 if n1 is large enough.
We assume from now on that t1 < dimH , and we choose a number m1 so
large that (m1(t1)) > 0.
Let
Cm = fD 2 D[m] : (m1(t1) \D) 
5
6
(D) g:
(We use D[m] instead of Dm, since we are later going to use that the balls
Bm which dene the limsup-set E have the property that D  Bm for some
D 2 D[m].)
By Lebesgue density theorem,
(m1(t1) n [Cm)! 0; m!1;
where we have used the notation
[A =
[
A2A
A:
This notation will appear several times below.
There exists a sequence (mk) such that the set
^ = m1(t1) \
1\
k=1
[Cmk
satises (^) > 12(m1(t1)) > 0 andX
l=k+1
(m1(t1) n [Cmk) <
1
6
2 [mk]t0 :
By construction, the set ^ has the following property. If D 2 D[mk] for
some mk, then either D  ^{ or
(^ \D)  (m1(t1) \D) 
X
l=k+1
(m1(s) n [Cmk)
 5
6
(D)  1
6
2 [mk]t0 :(16)
Let  > . We choose a sparse sequence (nk), which is a subsequence of
(mk), as follows. By Lemma 6.1, there is a number n0 such that (An) 
2 "n for n  n0. For k  1, we may choose inductively a sequence nk such
that n1 > n0 and so that
(17)
1
6
2 [nk]t0 >
1X
l=k+1
2 "[nl]
holds for all k  1. The sequence nk can in fact be chosen according to the
following lemma.
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Lemma 6.2. The sequence nk can be chosen so that the following holds. If
D 2 D[nk] for some k, then have
(D) = 0 or (D) > 2 t0[nk] 1:
Proof. Let Bn = A
{
n, and
C =
1\
k=1
B[nk] \ ^:
We have
(C)  (^) 
1X
k=1
(A[nk])  (^) 
1X
k=1
2 "[nk]
 (^) 
1X
k=[n1]
2 "k = (^)  2
 "[n1]
1  2 " :
Hence, if t1 < dimH , then we can ensure that (C) >
1
2(^) > 0 by
choosing n1 suciently large. We assume that (C) >
1
2(^) holds.
We now put  = jC(C) . Clearly,  is absolutely continuous with respect
to , with bounded density. Moreover, by the choice of the sequence nk, if
D 2 D[nk] for some k, then
(D)  (D)
(C)
 2
(^)
(D);
and if (D) > 2 t0[nk] then, either D  ^{ [ A[nl] for some l < k and
(D) = 0, or
(D)  (C \D)  (^ \D)  
 1[
l=k+1
A[nl]

 5
6
(D)  1
6
2 [nk]t0  
1X
l=k+1
2 "[nl]
 5
6
(D)  1
6
2 [nk]t0   1
6
2 [nk]t0  1
2
(D);
holds by (16) and (17).
Finally, if D 2 D[nk] is such that (D)  2 t0[nk], then D  A[nk] and
so (D) = 0. 
6.2. Almost surely E 2 G

 . In this section, we are going to prove that
E 2 G  holds almost surely, using to use Lemma 2.7. We will therefore
check that the conditions of Lemma 2.7 holds almost surely.
Take  >  such that 1  t0. We dene the random probability measures
n = 2
 (n 1)
2nX
k=2n 1+1
jDk
(Dk)
;
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where Dk 2 D[n] are chosen so that xk 2 Dk. If (Dk) = 0, then jDk(Dk)
should be interpreted as 0. It is then clear that almost surely, n converge
weakly to , and that
supp n 
2n[
k=2n 1+1
B(xk; k
 )
if n is large.
We want to estimate the expectation of
RR
(Q(x; y))  dndn. Let E
denote expectation and split the expectation into two parts,
E
ZZ
(Q(x; y))  dn(x)dn(y) = E1 + E2;
where
E1 = 2
 2n 2
X
k 6=l
E
Z
Dk
Z
Dl
(Q(x; y)) 
d(x)
(Dl)
d(y)
(Dk)
;
E2 = 2
 2n 2
2nX
k=2n 1+1
E
Z
Dk
Z
Dk
(Q(x; y)) 
d(x)
(Dk)
d(y)
(Dk)
:
We rst consider E1.
Lemma 6.3. For k 6= l we have
E
Z
Dk
Z
Dl
(Q(x; y)) 
d(x)
(Dl)
d(y)
(Dk)
=
ZZ
(Q(x; y))  d(x)d(y);
and
E1 = (1  2 (n 1))
ZZ
(Q(x; y))  d(x)d(y):
Proof. We have
E
Z
Dk
Z
Dl
(Q(x; y)) 
d(x)
(Dl)
d(y)
(Dk)
=
ZZ Z
Dk
Z
Dl
(Q(x; y)) 
d(x)
(Dl)
d(y)
(Dk)
d(xk)d(xl):
If xk and xl are such that Dk 6= Dl, then Q(x; y) is constant for (x; y) 2
Dk  Dl and in fact Q(x; y) = Q(xk; xl). This is not the case if Dk = Dl.
But if D 2 D[n], then
Z
Dk
Z
Dl
(Q(x; y)) 
d(x)
(Dl)
d(y)
(Dk)
=
Z
D
Z
D
(Q(x; y)) 
d(x)
(D)
d(y)
(D)
whenever xk and xl are such that Dk = Dl = D, that is for xk; xl 2 D.
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Hence we haveZZ Z
Dk
Z
Dl
(Q(x; y)) 
dn(x)
(Dl)
dn(y)
(Dk)
d(xk)d(xl)
=
ZZ
Dk 6=Dl
(Q(xk; xl))
  d(xk)d(xl)
+
X
D2D[n]
ZZ
DD
ZZ
DD
(Q(x; y)) 
d(x)
(D)
d(y)
(D)
d(xk)d(xl)
=
ZZ
Dk 6=Dl
(Q(xk; xl))
  d(xk)d(xl)
+
X
D2D[n]
ZZ
DD
(Q(xk; xl))
  d(xk)d(xl)
=
ZZ
(Q(x; y))  d(x)d(y);
which is the rst equality of the lemma. The second equality of the lemma
follows immediately from the rst equality, since the rst equality says that
all terms in the sum dening E1 are equal to
RR
(Q(x; y))  d(x)d(y). 
We now consider E2. Recall that Dn(x) denotes the unique element of
Dn that contains x.
Lemma 6.4. We have
E
Z
Dk
Z
Dk
(Q(x; y)) 
d(x)
(Dk)
d(y)
(Dk)
 1
1  
Z
(D[n](x))
  d(x)
and
E2  2
 (n 1)
1  
Z
(D[n](x))
  d(x):
Proof. By Lemma 5.2Z
Dk
Z
Dk
(Q(x; y)) 
d(x)
(Dk)
d(y)
(Dk)
 (Dk)
 
1   :
Hence
E
Z
Dk
Z
Dk
(Q(x; y)) 
d(x)
(Dk)
d(y)
(Dk)
 1
1  
Z
(D[n](x))
  d(x);
which is the rst estimate in the lemma. The second estimate of the lemma
follows from the rst estimate and the denition of E2. 
From Lemma 6.3 and 6.4 we get the following corollary.
Corollary 6.5.
E
ZZ
(Q(x; y))  dn(x)dn(y)

ZZ
(Q(x; y))  d(x)d(y) +
2 (n 1)
1  
Z
(D[n](x))
  d(x):
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We need to estimate
R
(D[n](x))
  d(x). By Lemma 6.2, we have that
either (D[nk](x)) = 0 or (D[nk](x)) > 2
 t0[nk] 1. We therefore haveZ
(D[nk](x))
  d(x) < 2(t0nk+1)  2t0nk+1:
Hence, by Corollary 6.5, if t0  1, then the expectations
E
ZZ
(Q(x; y))  dnk(x)dnk(y)
are uniformly bounded. Take  = 1t0 . Then   1 since 1  t0.
Almost surely, there is then a sequence mk, which is a subsequence of nk,
and such that ZZ
(Q(x; y))  dmk(x)dmk(y)
is uniformly bounded and we assume that mk is such a sequence.
Lemma 2.7 then implies that lim supk Emk 2 G  with  = (t0) 1. Hence
we have almost surely that E 2 G  with  = (t0) 1. Since t0 can be
chosen arbitrary close to s() and  can be taken arbitrary close to , this
proves that almost surely E 2 G  with  = (s) 1. By taking t1 close to
dimH , the rst dimension estimate of Theorem 2.5 implies that
dimHE  1

dimH 
s
almost surely.
We have shown that almost surely E 2 G  with  = (t0) 1. This
means, by Denition 2.1, that for  < , we have
M

 (E \D) =M  (D)
whenever D is a dyadic cube. Since  = jC(C) , we have
(C) M  (E \D) M  (E \D) =M  (D) = (D) = (C \D):
We can make (C) as close to 1 as we like (if we let t1 < dimH ), and
therefore we almost surely have
M

 (E \D)  (D) =M  (D):
Hence E 2 G  almost surely, with  = (s) 1.
7. Proofs of result on dynamical Diophantine approximation
In this section we will prove Theorem 2.9 and Corollaries 2.10 and 2.11.
We start by proving the corollaries, which are consequences of Theo-
rem 2.9.
Proof of Corollary 2.10. From Young [26] we know that when a 2 , there
is a Ta-invariant measure a with properties described in the following.
The support of a is [T
2
a (0); Ta(0)], a is absolutely continuous with re-
spect to Lebesgue measure and the density of a is bounded away from 0
on the support [26, Theorem 2]. Hence, we have s = 1, where s is dened
as in Theorem 2.9.
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The density  of a can be written as  = 1 + 2, where
0  2(x)  C
1X
k=1
1:9 kp
jx  T ka (0)j
and 1 is bounded [26, Theorem 1]. It follows that we may take t1 =
1
2 in
(2).
Correlations decay exponentially in the sense that (3) holds with p(n) =
Cfin for some C and fi 2 (0; 1). This is apparent from the proof of the
main theorem in [26]. (The actual theorem contains a somewhat weaker
statement.)
Hence all assumptions of Theorem 2.9 are satised, and we conclude that
there is a set A of full a measure in [1  a; 1] such that
dimH
\
n
E(xn) =
1

holds whenever x1; x2; : : : are elements of A. Since a is equivalent to
Lebesgue measure on [1  a; 1], this proves the theorem. 
Proof of Corollary 2.11. By Corollary 3 of [22], assumption (2) is satised
with
t1 = lim sup
m!1
inf
Smffi mP (ffi)
  log j(Tm)0j > 0:
By Theorem 2.9, there is a set A of full ffi measure such that
1

dimH ffi
s
=
1

dimH ffi
s
 dimH
\
k
E(xk)  1

holds whenever x1; x2; : : : are elements of A. Assumption (4) implies that
dimH ffi = s. 
7.1. Proof of Theorem 2.9. Let us now turn to the proof of Theorem 2.9.
By a change of variables, we may assume that T is a map of the unit interval
[0; 1]. Since  is not atomic and the space is one-dimensional, (R) = 0
holds.
We shall proceed as in the proof of Theorem 2.8. The setting is similar
since
E(x) = lim sup
n
B(Tn(x); n );
but some further complications occur since the points Tn(x) are not inde-
pendent. However, the assumption on the decay of correlations gives us
enough asymptotic independence to carry out the proof.
As in the proof of Theorem 2.8, we put
n(t) =
1\
k=n
fx : (B(x; r)) < rt for r = 2 k g;
(t) =
1\
n=1
n(t);
and take t2 < dimH , and m1 so large that (m1(t2)) > 0.
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We let as before
Cm = fD 2 D[m] : (m1(t2) \D) 
5
6
(D) g;
and there exists a sequence (mk) such that the set
^ = m1(t2) \
1\
k=1
[Cmk :
satises (^) > 12(m1(t2)) > 0. By construction, the set ^ has the
following property. If D 2 D[mk] for some mk, then either D  ^{ or
(18) (^ \D)  5
6
(D)  1
6
2 [mk]t0 :
Let " > 0 and t0 = supf t : G(t)  t 2" g. Take  >  such that 1  t0.
Let G = supfG(t) : t  t0 g. As in the proof of Theorem 2.8, we dene a
sparse sequence nk as follows.
For each n, let An be the union of those cubes of Dn which have -measure
at most 2 nt0 . By Lemma 6.1, there is a number n0 such that (An)  2 "n
for n > n0.
We choose the sequence nk so that fnkg  fmkg and
(19)
1
4
2 [nk]t0 >
1X
l=k+1
2 "[nl]
holds for all k  1 and n1 > n0. Let Bn = A{n and
C =
1\
k=1
B[nk] \ ^:
We have
(C)  (^) 
1X
k=1
(A[nk])  (^) 
1X
k=1
2 "[nk]
 (^) 
1X
k=[n1]
2 "k = (^)  2
 "[n1]
1  2 " :
Hence, if t1 < dimH , by choosing n1 suciently large, we can ensure that
(C) > 12 , and we can make (C) as close to 1 as we please. Similarly, if
t1 < dimH , then we can ensure that (C) >
1
2(^) > 0 by choosing n1
suciently large. We assume that (C) > 12(^) holds.
Let f be the indicator function of the set C. Since 12(^) <
R
f d < 1,
we have by Birkho's ergodic theorem that for almost every x, there exists
a number N(x) such that
(20) 2 (n 1)
2nX
k=2n 1+1
f(T kx) >
1
2
(^)
for all n > N(x).
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Let
n = 2
 (n 1)
2nX
k=2n 1+1
jD[n](Tkx)
(D[n](T kx))
;
where 00 should be interpreted as 0. The measure n depends on x, but we
suppress this dependence from the notation. If n is large we have
suppn 
2n[
k=2n 1+1
B(x; k );
since  > . Moreover, for almost all x, by Birkho's theorem, n ! 
weakly as n!1.
Put k = ck(x)nk jC , where ck(x) is a constant chosen so that k is a
probability measure, that is
ck(x) =
1
nk(C)
:
This makes ck(x) well-dened for almost all x if k is larger than some number
K(x). In fact, we have by (20) that
ck(x) 2

1;
2
(^)

; if nk > N(x):
By Birkho's ergodic theorem, we have that k !  weakly as k ! 1,
where  = jC(C) .
We consider the (; )-energies
I (k) =
ZZ
(Q)  dkdk:
Our aim is to show that, almost surely, there is a sequence kl along which
I(kl) are uniformly bounded.
Given an integer m we dene an approximation of the function Q, intro-
duced in Section 2.2. Let Qm : R
d  Rd ! D be dened by
Qm(x; y) = D; x 6= y;
where D 2 Dn is chosen such that x; y 2 D and n is the largest integer with
this property such that n  m. We then have that
Q(x; y) = Qm(x; y)
if and only if Q(x; y) = D with D 2 Dn and n  m.
By the denition of k we can write
I (k) =
ck(x)
2
4nk 1
X
i;j2Jk
Z
Di\C
Z
Dj\C
(Q) 
d
(Di)
d
(Dj)
;
where Di = D[nk](T
ix) and Jk = f2nk 1 + 1; : : : ; 2nkg. Assuming that
ck(x)  2, which holds almost surely if k is large enough, we therefore have
(21) I (k) = 4
2 nk
X
i;j2Jk
Z
Di\C
Z
Dj\C
(Q) 
d
(Di)
d
(Dj)
:
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If (Di)  2 [nk]t0 , then Di  A[nk], so that Di  C{ and (Di) = 0.
Otherwise, if (Di) > 2
 [nk]t0 then, either Di  ^{ [A[nl] for some l < k
and (Di) = 0, or
(D)  (C \D)  (^ \D)  
 1[
l=k+1
A[nl]

 (^ \D) 
1X
l=k+1
2 "[nl]
 5
6
(D)  1
6
2 [nk]t0   1
6
2 [nk]t0  1
2
(D);
holds by (19) and (18). In the other direction we have
(Di) =
(C \Di)
(C)
 2
(^)
(Di):
We conclude that either (Di) = 0 or
(22)
1
2
 (Di)
(Di)
 2
(^)
:
We also have
(23) Di \ C = ; or (Di)  2 [nk]t0 1:
Combining (21) and (22), we obtain
I (k) 
43 nk
(^)2
X
i;j2Jk
Z
Di\C
Z
Dj\C
(Q) 
d
(Di)
d
(Dj)
= 43 nk
(C)2
(^)2
X
i;j2Jk
Z
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
 43 nk
X
i;j2Jk
Z
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
:
If either Di \ C = ; or Dj \ C = ;, thenZ
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
= 0:
Suppose now that both Di \ C 6= ; and Dj \ C 6= ;. We consider three
cases.
Case 1: If i = j then Di = Dj andZ
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
=
Z
Di
Z
Di
(Q) 
d
(Di)
d
(Di)
 1
1  (Di)
 
=
1
1  (Q[nk](T
ix; T jx)) ;
by Lemma 5.2.
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Case 2: If i 6= j andDi 6= Dj , then Q is constant and equal to Q(T ix; T jx)
on Di Dj and we getZ
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
= (Q(T ix; T jx)) :
Case 3: If i 6= j and Di = Dj , then as in the case i = j, we get by
Lemma 5.2 thatZ
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)
 1
1  (Di)
 
=
1
1  (Q[nk](T
ix; T jx)) :
Taken together, these estimates show that
Z
Di
Z
Dj
(Q) 
d
(Di)
d
(Dj)


0 if (Di)(Dj) = 0;
1
1 (Q[nk](T
ix; T jx))  otherwise:
Let
Fk(x; y) = minf(Q[nk](x; y)) ; 2+t0nkg:
By (23) we have that
(Q[nk](x; y))
  > 2+t0nk  2+t0[nk]
only if (Q[nk](x; y)) = 0. We therefore have
(1  )I (k)  43 nk
X
i;j2J
Fk(T
ix; T jx):
This sum is split into two parts according to
(1  )I (k) = I1(k) + I2(k);
I1(k) = 4
3 nk  2
X
i;j2J
i>j
Fk(T
ix; T jx);
I2(k) = 4
3 nk
X
i2J
Fk(T
ix; T ix):
We will estimate the expected value of I1(k). We have
E I1(k)  44 nk
X
i;j2J
i>j
Z
Fk(T
ix; T jx) d(x)
= 44 nk
X
i;j2J
i>j
Z
Fk(T
i jx; x) d(x):
We will use the decay of correlations to estimate the integrals above. The
following lemma which is a variation of Lemma 3 of Persson and Rams [22]
will be used.
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Lemma 7.1. Suppose F : [0; 1]2 ! R is a piecewise continuous and non-
negative function, and that V and M are two constants such that, for each
xed x, the function f : y 7! F (x; y) satises var f  V and R f d  M .
Then Z
F (Tnx; x) d(x) M + (V +M)p(n):
We will use Lemma 7.1 with F = Fk. Clearly, Fk is piecewise constant
and hence piecewise continuous. Moreover, Fk is bounded by 2
+t0[nk] by
(23).
Let x be xed and consider the function fx : y 7! Fk(x; y). The function
fx is increasing on [0; x] and decreasing on [x; 1]. Hence, fx is of bounded
variation, and
var fx  21++t0[nk]:
By (2), we have
Z
fx d 
[n]X
k=0
(Dk(x))
1  M :=
1X
k=0
c1 1 2
 (1 )t1k <1:
It therefore follows by Lemma 7.1 thatZ
Fk(T
i jx; x) d(x) M + (V (k) +M)p(i  j):
Consequently, using that p is summable, we obtain
E I1(k)  44 nk
2nkX
i=2nk 1+2
i 1X
j=2nk 1+1
 
M + (V (k) +M)p(i  j)
= 44 nk
2nkX
i=2nk 1
 
2nkM + (V (k) +M)
i 1X
j=2nk 1+1
p(i  j)
 44 nk
2nkX
i=2nk 1
 
2nkM + (V (k) +M)
1X
j=0
p(j)

 16M + 16  2 nk(V (k) +M)
1X
i=1
p(i)
 16M + c02(t0 1)nk ;
where c0 is a constant. Hence, E I1(k) is uniformly bounded in k, provided
  1t0 .
To analyse I2(k), we write
I2(k) = 4
3 nk
X
i2J
Fk(T
ix; T ix)  43 nk
X
i2J
2+t0nk
 43 nk2nk2+t0nk  c12(t0 1)nk :
Hence, I2(k) is bounded by c1 if   1t0 .
Take  < 1t0  1. Then I2(k) is bounded by c1 for all k and the ex-
pectation of I1(k) is bounded by 16M + c0 for all k. We can conclude that
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for almost all x, that is almost surely, there exists a subsequence kl and a
constant c2 such that I1(kl) < c2. We then have that
I (kl) 
1
1   (16M + c0 + c2)
for all l. Lemma 2.7 now implies that E(x) 2 G  .
From the statement that E(x) 2 G  holds for a.e. x, we conclude in the
same way as in the proof of Theorem 2.8 that E(x) 2 G  holds for a.e. x,
with  = (s) 1. (We use that (C) can be made arbitrarily close to 1 and
that  and t0 can be taken as close to  and s as we please.)
Finally, as in the proof of Theorem 2.8, by taking t2 close to dimH , we
nd that
dimH
\
k
E(xk)  1

dimH 
s
whenever the points x1; x2; : : : are elements of a set A of full  measure.
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