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Abstract
Incoming standards on NOx emissions are motivating many aero-engine manufacturers to adopt the lean burn combus-
tion concept. One of the most critical issues affecting this kind of technology is the occurrence of thermo-acoustic
instabilities that may compromise combustor life and integrity. Therefore the prediction of the thermo-acoustic behav-
iour of the system becomes of primary importance. In this paper, the complex interaction between the system acoustics
and a turbulent spray flame for aero-engine applications is numerically studied. The dynamic flame response is computed
exploiting reactive URANS simulations and system identification techniques. Great attention has been devoted to the
impact of liquid fuel evolution and droplet dynamics. For this purpose, the GE Avio PERM (partially evaporating and rapid
mixing) lean injection system has been analysed, focussing attention on the effect of several modelling parameters on the
combustion and on the predicted flame response. A frequency analysis has also been set up and exploited to obtain even
more insight on the dynamic flame response of the spray flame. The application is one of the few in the literature where
the dynamic flame response of spray flames is numerically investigated, providing a description in terms of flame transfer
function and detailed information on the physical phenomena.
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1. Introduction
One of the main targets for the next generation of civil
aero-engines is the abatement of engine pollutant emis-
sions, in particular NOx, to meet the stringent regula-
tions to be implemented in the near future. The most
prominent way to achieve compliance is represented by
lean burn technology.
Huge efforts have therefore been put into developing
injection strategies, i.e. lean direct injection (LDI) sys-
tems, that create a lean burning mixture directly inside
the combustion chamber by improving the rate of spray
evaporation and fuel air mixing.
An example of such a technology is the so-called
PERM (partially evaporating and rapid mixing) injec-
tor developed by GE Avio. The PERM injector, inves-
tigated in this paper, is a double swirler airblast
atomizer developed to achieve partial evaporation
inside the inner duct and rapid mixing within the com-
bustor, optimizing the location and stability of the
flame. Further details about the PERM injector can
be found in papers by Kern et al. and Andreini
et al.1,2 Other studies on the flow field generated by a
PERM injector and its interaction with the cooling
system at combustor walls can be found in Andreini
et al. and Mazzei et al.3,4
One of the most critical issues of lean combustion
technology is the possible occurrence of combustion
1Department of Industrial Engineering, University of Florence, Italy
2Combustor Technology, GE Avio S.r.l., Rivalta di Torino, Italy
Corresponding author:
Alessandro Innocenti, Department of Industrial Engineering, University of
Florence, 50139 - Via S. Marta 3, Florence, Italy.
Email: alessandro.innocenti@htc.de.unifi.it, antonio.andreini@unifi.it
Creative Commons CC BY-NC: This article is distributed under the terms of the Creative Commons Attribution-NonCommercial 4.0 License (http://www.
creativecommons.org/licenses/by-nc/4.0/) which permits non-commercial use, reproduction and distribution of the work without further permission provided the
original work is attributed as specified on the SAGE and Open Access pages (https://us.sagepub.com/en-us/nam/open-access-at-sage).
International Journal of Spray and
Combustion Dynamics
2017, Vol. 9(4) 310–329
! The Author(s) 2017
Reprints and permissions:
sagepub.co.uk/journalsPermissions.nav
DOI: 10.1177/1756827717703577
journals.sagepub.com/home/scd
instabilities related to a coupling between pressure
oscillations and unsteady heat release. Such instabilities
may damage the combustor’s components and limit
the range of stable operating conditions. Therefore,
the prediction of the thermo-acoustic behaviour of the
system from the early design phase on becomes of pri-
mary importance.
For this a deep understanding and an accurate
description of the flame and of the main driving mech-
anisms that affect its dynamics are necessary. The flame
can be considered a black-box input–output system
with the driving mechanisms as input and the unsteady
heat release as output. For sufficiently small levels of
perturbation the flame response can be considered
linear. Each input can be related to the output through
a so-called flame transfer function (FTF). In a real
combustion system, together with acoustic perturb-
ations, equivalence ratio fluctuations can also contrib-
ute to the dynamic response of the flame. For spray
flames the situation is even more complex due to the
effects that acoustic perturbations may have on specific
processes such as atomization, evaporation and succes-
sive evolution and mixing. The interaction of the acous-
tic field with the fuel spray can produce periodic
variation of the spray shape, droplet size distribution
and, in turn, a variation in the evaporative and mixing
processes.5–7 These periodic variations in fuel supply
rate and/or periodic variations of the equivalence
ratio at the flame location produce heat release oscilla-
tions that drive the acoustic field.8–10 The physical pro-
cesses involved are very complex and not completely
understood with very few investigations available in
literature especially for the interaction between acous-
tics and droplet primary breakup.11
Commonly employed simplified FTF formulations
are in many cases inadequate to represent the complex
physics lying behind the flame dynamic response.
Concerning liquid fuel FTFs, Eckstein and
Sattelmayer (2006) proposed a formulation for diffusion
flames generated by an airblast injection system.12 The
fluctuation of droplet diameter caused by the fluctuation
of air velocity is considered themain drivingmechanism:
assuming a negligible pre-vaporization,12,13 the heat
release rate is directly proportional to the droplet evap-
oration rate and thus a relation between heat release
fluctuations and droplets diameter can easily be found.
Eckstein et al. proved that for low-frequency combus-
tion oscillations a quasi-steady description of the
airblast atomizer is appropriate and droplet diameter
fluctuations can be directly related to air velocity fluctu-
ations at the injection plane.7 They in fact observed that
positive air velocity fluctuation leads to a positive oscil-
lation of the heat release rate because a higher velocity
causes a reduction of droplet mean diameter and there-
fore a greater heat release rate.
In the study by Andreini et al.,11 the capabilities of
different FTF formulations in reproducing the complex
PERM generated flame were tested. The thermo-acous-
tic behaviour of the PERM equipped combustor has
been shown to be strongly dependent on operating con-
ditions,14,15 and simple FTF formulations seem to be
inadequate to study the thermo-acoustic stability at
several operating conditions.
An attractive alternative way to determine the FTF
consists in its computation from computational time
series data generated with unsteady computational
fluid dynamics (CFD) simulations where the flame
dynamics are reproduced. A simulation is performed
exciting the system with a carefully designed broadband
signal while recording the time series of the system
inputs and heat release fluctuations. Exploiting system
identification (SI) post-process techniques it is possible
to obtain the FTFs relating each input to the output of
the system, thus completely characterizing the flame
response.
Several applications to laboratory gas flames and to
industrial technically premixed gas flames can be found
in the literature.16–24
Concerning the application to liquid fuels only few
studies are present in the open literature. In their inves-
tigation, Zhu et al. focussed on the low-frequency
oscillation (in the range 50–120Hz) commonly called
‘rumble’.25 They performed Reynolds-averaged
Navier–Stokes (RANS) simulations of a simplified
domain and computed the system transfer function by
determining the coefficients of an infinite impulse
response filter for which the output signal is the down-
stream heat release rate while the input signal is the
inlet flow rate. Information is provided distinguishing
two forms of the low-frequency quasi-steady response.
In the primary zone the rate of combustion was found
to be enhanced when the inlet air velocity is high.
On the contrary, near the flame front the rate of com-
bustion strictly depends on the mixture fraction and
it is higher when the mixture fraction is close to the
stoichiometric value. At higher frequencies the combus-
tion lags this quasi-steady response through simple
time-lag laws.
In the present research, a coupled CFD–SI approach
based on unsteady RANS (URANS) simulations is
used to compute the FTF. The methodology is applied
to study a lean spray flame generated by the GE Avio
advanced PERM injection system in a laboratory test
case. In particular the numerical tools are exploited to
carry out sensitivity analyses to several modelling par-
ameters involved in spray combustion simulations. The
effects on the combustion process and on the flame
shape are analysed to get more information on the
system response to acoustic perturbations and its
relation with the liquid fuel evolution within the
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combustor. The paper is structured as follows: the
investigated combustor is presented at first. Then
the used numerical models are discussed. Following,
the results of preliminary investigations carried out to
select the numerical domain, to assess the numerical
procedure and to select the proper mesh are presented.
The influence of the liquid fuel properties, the chemical
mechanism and the wall thermal boundary effects are
discussed in the main results section before reporting
the main conclusions.
2. Investigated combustor
A scheme of the functioning concept of the GE Avio
PERM injector is depicted in Figure 1. The PERM is a
double radial co-rotating swirler where liquid fuel is
mainly injected by a prefilming airblast scheme.
A film of fuel is generated over the inner surface of
the lip that separates the two swirled flows. As the film
reaches the edge of the lip primary atomization occurs:
fine droplets and rapid mixing are promoted by the two
co-rotating swirled flows generated by the double swir-
ler configuration. In order to ensure a stable operation
of the lean burn system the airblast injector is coupled
with a hollow cone pressure atomizer (pilot injector)
located at centre of the primary swirler, which generates
a pilot flame to stabilize the combustion process in a
configuration usually referred to as ‘piloted airblast’.
When working at atmospheric conditions the atomizer
is operated using the pilot fuel injection only.
The test-rig where the PERM injector was installed
is available at TUMunich: it was the object of a specific
research in the framework of a European programme
named KIAI, where spray flame diagnostics were
carried out; for more details, see Gikadi and
Sattelmayer.26 A sketch of the test-rig is reported in
Figure 2.
A single PERM injector is installed on the rig and it
is fed by an upstream plenum with circular cross sec-
tion. A highly homogeneous reacting fuel mixture is
produced by the PERM injector and a flame is stabi-
lized in the combustion chamber which, differently
from the plenum, has a square cross section. The com-
bustion chamber is cooled from the outside using
impinging air jets and is followed by an exhaust gas
system.
The adopted measurement technique involves the
evaluation of the lumped acoustics transfer matrices
with the two-source technique according to Munjal
and Doige:27 measurements were obtained for the
burner with and without the presence of a flame.
A perforated screen is mounted at the rig outlet in
order to realize stable conditions for the measurement
of the FTF. For further details on the experimental
test-rig design, on the used experimental methodology
and obtained results the reader is referred to Gikadi.28
In the present work, non-dimensional frequencies
are represented in terms of Strouhal number (St) con-
sidering the gas velocity at the burner outlet and the
injector exit diameter. The St range considered in the
measurements falls between 0.03 and 0.49. An incre-
ment step of 0.006 is considered in the measurements.
Figure 2. Scheme of the reactive test-rig at TU Munich.26
Figure 1. Scheme of the PERM injector.3
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3. Numerical details
3.1. Basics of CFD modelling
Compressible Navier–Stokes equations are solved with
the finite volume solver ANSYS Fluent v15.0.7 using a
URANS approach, where turbulence was modelled
with the k  model coupled to scalable wall functions.
3.2. Combustion modelling
Combustion is treated with a flamelet generated mani-
fold (FGM) model. In the FGM model, a two-dimen-
sional manifold is generated by solving a set of laminar
one-dimensional flamelets and parametrizing the chem-
ical state and reaction progress space only as function
of two control variables, i.e. the mixture fraction Z and
the normalized progress variable c ¼ Yc=Yc,eq. In the
present work, the non-normalized Yc is evaluated
from CO and CO2 species
Yc ¼ YCO þ YCO2 ð1Þ
Flamelet equations have been solved using the dedi-
cated tool integrated in ANSYS Fluent v15.0.7.
Strained premixed flamelets were evaluated using a
skeletal reaction mechanism due to Kundu et al.29
This scheme, named hereafter JetAk99, is based on a
single element surrogate for Jet-A fuel, i.e. C12H23, and
it counts in total 16 species and 39 reactions. Flamelets
are solved for different values of equivalence ratio and
scalar dissipation rate. The latter quantity is modelled
by the solver as an algebraic function of progress
variable and mixture fraction and is not therefore
considered as an independent variable of the mani-
fold. In order to take into account the turbulence-
chemistry interactions, laminar quantities of the gen-
erated manifold are integrated in the pre-processing
stage using a presumed probability density function
approach (b-PDF) for both mixture fraction and pro-
gress variable.30 Accordingly, the mean source term
for the progress variable equation is also modelled by
integrating the finite-rate flamelet source term from
the flamelet library. In order to properly model dia-
batic cases with fixed wall temperature, an extra
dimension due to the enthalpy gain/loss has been
added to the tables, while radiative effects have
been neglected.
3.3. Spray modelling
For the spray dynamics and gas–liquid interactions a
coupled Eulerian–Lagrangian formulation is used. As
already mentioned, in the experimental tests at ambient
pressure the fuel is injected at the pilot injector only.
However, at low pressure the pilot fuel does not
evaporate instantly and the droplets impinge on the
lip inner surface, creating a liquid film of fuel, as
shown in Figure 1. Following previous experience,2
the liquid film is not modelled and liquid particles are
injected directly from the lip where the primary
breakup occurs. A surface injection is realized over a
small portion of the lip tip. Particles are introduced
with a 0 injection angle and a temperature of 298K.
For the droplet size distribution a Rosin–Rammler
PDF was used with a mean droplet size of 6.32mm
and a spread parameter of 2. Models for droplet
motion, evaporation and heat transfer are needed to
obtain the spray distribution and provide source
terms of mass, momentum and energy to the continu-
ous phase, as required by the adopted two-way cou-
pling. For the liquid momentum equation only drag
and gravity effects have been accounted for, evaluating
the drag coefficient through the hypothesis of spherical
not deformable shape as in Morsi and Alexander.31
Secondary breakup effects have been considered
through the well-known Taylor analogy breakup
(TAB) model,32 since the maximum Weber number
inside the numerical domain was found to be lower
than 100 in all the simulations realized. The dispersion
of particles due to turbulence in the fluid phase is
included using the random walk model.33 For the
evaporation modelling a uniform temperature model
has been used,34 where the integration of convection
contribution on the mass transfer is included exploiting
the formulation derived in Sazhin.35 Properties of
the gaseous phase around each droplet have been eval-
uated through the well-known one/third rule.36
The influence of constant or temperature-dependent
liquid fuel properties was studied, in particular the
effect of considering liquid fuel properties constant
with temperature or using the property laws reported
in Rachner.37
3.4. Numerical setup
A simulation time step of 1.0 105 is chosen in order
to have a Courant number below unity in the domain.
Liquid fuel particles are tracked with the same time step
used for the fluid flow, updating species and energy
source terms every time-step. After an initialization
period required to flush out the initial conditions and
to allow the underlying flow field to develop, the mean
values are computed by collecting the time statistics
over about four flow-through times.
A second-order scheme is adopted for the spatial
discretization except for turbulence related quantities
for which a first order upwind is adopted. A bounded
second order implicit scheme is used for the time dis-
cretization. A coupled solver is used for pressure–
velocity coupling.
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A specified air mass flow is assigned at the inlet sec-
tion of the feeding duct that constitutes the plenum.
The air is then introduced from the dedicated inlet sec-
tion in the experimental conditions that is pre-heated
and at ambient pressure. At the lateral surfaces periodic
boundary conditions are assigned while plenum walls
are considered adiabatic. Sensitivity to liner walls ther-
mal treatment is presented in the following sections.
Discrete phase reflection condition is imposed at all
the walls. At the outlet section, the Fluent non-
reflecting boundary condition is assigned to prevent
resonances inside the domain which could eventually
alter and deteriorate the FTF identification.38
ANSYS ICEM-CFD was used to generate hybrid
computational meshes (polyhedral with a near wall
prismatic layer). The mesh adopted for all the sensitiv-
ity analyses was chosen after studying the influence of
the mesh refinement on the spray combustion.
The computational costs associated to the realized
simulations can be summarized as follows. Simulations
were all carried out on a single cluster node counting 16
CPU cores (Intel Xeon E5-2630v1). Calculations with
steady boundary conditions required about 5 days for a
full convergence of flow variable statistics while runs
with inlet acoustic excitation required between 7 and
12 days depending on the considered mesh.
3.5. Flame transfer function computation
Assuming a velocity-sensitive behaviour of the flame
dynamics, the integral heat release can be considered
mainly driven by acoustic velocity at the injector
outlet. For small perturbations the system representing
the flame can be considered a linear time-invariant
single input–single output (SISO) system. Exploiting
the convective nature of the flame response a finite
impulse response (FIR) structure can be used to
model the flame.16,39,40
The computed flame response to normalized acous-
tics fluctuations represents a discrete data set where the
input is xn ¼ u0= u, while the output, expressed as the
normalized heat release rate fluctuation (yn ¼ q0= Q),
can be evaluated as follows
yn ¼
XM
k¼0
hkxnk ð2Þ
where M is the ‘problem dimension’, i.e. the length (in
time) of the impulse response, hk. This should be able to
represent the system and, generally, it can be considered
as the longest characteristic convective time of the
system. Some physical knowledge is then provided to
define the FIR model structure. Therefore it should be
considered as grey-box model of the flame.40
In the present work, the mean particle residence time
was chosen, leading to a problem dimension of
M¼ 524. The frequency response of the flame, the
FTF, can be determined as the Z-transform of the
impulse response vector
FTFð!Þ ¼
XM
k¼0
hke
i!kt ð3Þ
Therefore the problem consists in the determination
of the impulse response from CFD time series. This is
accomplished exploiting a non-recursive least square
method. The identification is based on the Wiener–
Hopf linear least square estimator, which exploits cor-
relation functions between the input and the output of
the system (refer to Ljung,41 for example, for a com-
plete treatment of the SI).
The computed FTF is valid in the low-frequency
regime, which is analysed in this work.
After determining the mean values with steady
boundary conditions the inlet mass flow rate is excited
with a square wave with randomly variable amplitude
(RASW) signal. It combines some of the characteristics
of a random binary signal and of random noise. The
cut-off frequency is defined by the period of the square
wave and it is chosen at St 0.5 in the present work.
Broad-banding is provided by the variable amplitude.
The signal mean is zero and the amplitude varies
around it following a Gaussian distribution of imposed
variance. Tests on RASW signal showed good features
of broad-banding and filtering. The maximum wave
amplitude is limited to the 20 % while mean amplitude
variation is 10 %. Preliminary tests to verify linearity
hypothesis are not reported here. For further details
please refer to Andreini et al.42
The system is excited for 0.2 s and the data are
exported at each time step.
4. Preliminary investigations
4.1. Domain selection
To select the computational domain to perform the
main part of the analyses and with the aim of reducing
computational costs, two geometries are tested:
. 1/4th sector of the whole domain (compatible with
both swirler minimum periodicity of 1/16th and the
squared combustion chamber);
. 1/16th of the domain so that only one of the 16
swirler inlet channel is simulated. A far as the com-
bustion chamber is concerned, an axisymmetric
tubular combustor is considered with equivalent
effective area.
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Such preliminary investigation is carried out for per-
fectly premixed gaseous flame to save computational
time.
In Figure 3, the numerical domain and grids used are
shown. The resulting number of elements of 1.45 106
for the 1/4th domain and 5.2 105 for the 1/16th
domain. Localized refinements are realized in the swir-
ler section and in the first part of the flame tube where
the main reaction rates are expected. A further coarsen-
ing is then realized towards the outlet section.
From temperature and axial velocity contours in
Figure 4 it is possible to see the typical flow field with
the high velocity jet region that impinges on the wall
and the main recirculation bubble. Similar flame shapes
are predicted. In Figure 5, velocity, temperature and
product formation rate (PFR) profiles are plotted
against the scaled radius. At all the sampled sections
a similar behaviour is predicted for both the domains.
PFR profiles highlight two main regions of activity at
the inner and outer shear layers of the jet. Moving
downstream a complete combustion is predicted apart
from the region close to the wall where lower tempera-
ture levels are observed. It is in this region that the main
differences can be observed between the domains: at
x¼ 0.15m the 1/4th shows higher formation rate and
lower temperature due to a slower attainment of the
equilibrium. In terms of velocity the two cases are prac-
tically equal.
From this preliminary investigation only slight dif-
ferences emerged between the studied domains. Even if
this might influence the flame response to the acoustic
perturbation, the differences can be considered negli-
gible. Therefore, the 1/16th domain is chosen to carry
out the following investigations.
4.2. FTF with perfectly premixed C12H23 flame
Before studying a case with liquid fuel injection, the
FTF for the perfectly premixed case has been computed
on the 1/16th domain to assess and validate the whole
CFD–SI procedure.
In Figure 6, the computed FTF of the premixed flame
is plotted against the measurement performed for a
spray flame. The results are not directly comparable
but it is interesting to see the main differences that arise.
Figure 4. Contours of temperature and axial velocity for the simulated computational domains with different periodicity.
Figure 3. Numerical meshes used for the 1/4th sector domain
(a) and for the 1/16th sector domain (b).
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The FTF gain has the typical shape of a premixed
flame: the response to acoustic excitation decreases with
the frequency showing the low-pass filter behaviour of
the flame. The gain tends to values close to the theor-
etical limit of 1.0 when the frequency tends to 0.0.43 For
low frequencies, i.e. below St¼ 0.15, the predicted and
the experimental FTFs show very different behaviours:
the FTF for the premixed flame has a monotonic grow-
ing trend with the frequency while the experimental one
starts from values exceeding unity at frequencies below
St¼ 0.03 and has a decreasing trend until a minimum is
reached at around St¼ 0.92. A growing trend is then
measured to the maximum at around St¼ 0.184. The
frequency of the maximum is close for the two cases.
Comparing the phases a similar trend is observed in
the first part of the range of interest. For higher fre-
quencies the premixed flame shows different character-
istic time lags.
In the following the dynamic behaviour in case of
liquid fuel injection is studied.
Figure 5. Comparison between scaled temperature, product formation rate and scaled axial velocity profiles obtained for the 1/4th
(m) and the 1/16th (—) domains at three axial locations.
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4.3. Mesh sensitivity
A mesh sensitivity analysis has been carried out to
understand the effect of a mesh refinement in the
spray region on the combustion process.
The two meshes used in the simulations are depicted
in in Figure 7. While the coarser mesh (M1) counts
about 5.2 105 elements, the finer one (M2) results in
6.2 105. A mesh refinement is realized in the first part
of the domain, while the last part has been coarsened
not to impact in a dramatic way the total number of
elements. The element growth rate has been reduced
considerably in M2 in all those regions where it is
expected the presence of liquid fuel.
In M1, an eight-element layer is present while only
two elements are introduced inM2, considering the pris-
matic layer impact limited for this case studied and
allowing a considerable saving in the resulting global
number of mesh elements. A localized refinement is rea-
lized for M2 in the near wall location where the liquid
droplets impinge: the liquid phase evolution is expected
to be more faithfully predicted in this zone.
In Figure 8, the results of the two simulations with
M1 and M2 are shown. A more confined spray jet with
Figure 6. Experimental spray flame FTF (- -); perfectly premixed C12H23 flame FTF (—).
Figure 7. Pictures of the coarse (a) and refined (b) mesh used for the mesh sensitivity analysis.
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smaller opening angle is predicted on the finer mesh
M2. A limited impact is observed on particles diameter
so that the secondary breakup model is supposed to
act in a similar way and not being influenced by the
mesh size.
In both the cases the injected particles from the lip
tip are suddenly trapped by the high velocity jet.
Impingement on the liner wall is observed before the
particles are reflected. The greatest evaporation rate is
observed close to the wall and only a small number of
particles is seen after wall reflection.
As far as the particle mass source is concerned, a
localized evaporation in the initial region of the spay
is predicted on M2. On the coarse mesh a smoother
distribution is found. Great mass sources are observed
on M1 in the coarse region along the combustor wall.
The effect is limited on M2, in a more physical way.
As a consequence of the evaporation pattern PFR
shows a single peak at the wall for M1 while a second
peak is predicted on M2, closer to the injector.
Smaller time lags are expected in the FTF (smaller
phase) for M2.
The differences in particles evolution do not heavily
impact the flow evolution, as seen in Figure 9. Also,
mixture fraction and temperature distributions are
similar. Therefore the impact of the mesh refinement
is limited to the discussed effects and a similar FTF is
expected for the two cases.
The FTF computed with the two meshes are
reported in Figure 10. The amplitudes show similar
trends. The low frequency behaviour of the measured
gain is not represented and both the computed FTFs
approach 0.0 when the frequency goes to 0.0. The max-
imum location is predicted at around St¼ 0.11–0.184.
M1 seems to catch better the decreasing trend which
follows as well as the minimum gain in the higher fre-
quency range.
However, looking at the phase plot, representative of
the time delay between the acoustic fluctuations at the
injector exit and the following heat release response,
improved results are obtained with the finer mesh
M2. Higher time lags are associated with M1, possibly
due to the heat release peak predicted slightly down-
stream in this case, as discussed before.
As for the gain, also the phase does not follow
experiments in the low frequency range. Higher time
lags seem to characterize the experiments and the spe-
cific dynamics is not seen by the model. Therefore the
resulting FTF is not representative in this range.
From the mesh sensitivity analysis it is possible
to conclude that the amplitude shows similar trends
for both the meshes even if M1 seems to follow
the amplitude of the experiments. The phase is better
represented when the finer mesh is used. Considering
this aspect of prime importance, the fine mesh M2 is
used to continue the investigation and the sensitivity
analyses.
It does not seem worth to further refine the mesh
when also considering computational costs and the pur-
pose of the investigations, which is to assess the meth-
odology to numerically compute the FTF for spray
flames to understand the effects of the main simulation
and modelling parameters. A good compromise is
obtained with M2 mesh.
Figure 8. Contours of particles diameters, particle mass source and product formation rate: effect of the mesh refinement.
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Figure 10. Experimental FTF (- -), FTF computed with M1 ( ) and FTF computed with M2 (—).
Figure 9. Contours of axial velocity, temperature and mixture fraction obtained with the two meshes.
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5. Results
In this section the sensitivity analyses to modelling par-
ameters and their impact on the FTF are presented.
Table 1 summarizes the main simulations carried out
and the main changes introduced in the numerical
model.
5.1. Sensitivity to liquid phase properties
A sensitivity analysis is carried out with respect to the
liquid fuel material properties. In particular, the
dependency from temperature is included, according
to Rachner,37 for the following properties:
. density;
. viscosity;
. specific heat;
. surface tension.
All the other numerical settings and properties the
same used in previous simulations.
Figure 11 shows the mean fields of particle diam-
eter, particle mass source and PFR. In the left column
the data for constant liquid properties are shown,
the right column shows the results obtained with
variable liquid properties. A larger spray cone is pre-
dicted and particle diameters decrease. The evapor-
ation rate is enhanced and particles partially
evaporate in the first part of the jet. Increased particle
mass sources are observed closer to the injection
point. Consistently an earlier evaporation leads to a
more uniform mixture fraction distribution and
smoother temperatures which can be seen in
Figure 12. Here again, the constant property results
are in the left column.
Concerning the product formation (Figure 11) the
reaction is moved upstream and a higher peak appears
before the liner wall is reached. The intensity of the
reaction after wall impingement and in the inner recir-
culation is instead reduced in the simulation with the
variable liquid properties.
The computed FTF is shown in Figure 13
(red curve). The predicted gain assumes higher values,
in line with the more intense PFR observed. The peak
location is at the same frequency as the experiments but
with twice the values. A relative minimum is obtained
at St¼ 0.3 but with a further increase on the frequency
Figure 11. Contours of particle diameters, particle mass source and PFR: effect of liquid fuel properties.
Table 1. Simulations carried out and main modelling changes
introduced.
ID Liquid prop. Mechanism Wall thermal BC
C-Jk-Ad constant JetAk99 adiabatic
V-Jk-Ad variable JetAk99 adiabatic
V-JkN-Ad variable JetAk99N adiabatic
V-JkN-Tw variable JetAk99N Tw¼ constant
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the gain shows a decreasing trend, opposite to what is
observed in the measurements. The low frequency
range continues to show the larger discrepancies com-
pared with experiments suggesting that the mechanism
governing the flame response in this range is not repre-
sented by the CFD model.
Interestingly, the predicted phase follows correctly
the experiments. Representative time lags between the
Figure 13. Experimental FTF (- -) and FTFs computed with constant (— C-Jk-Ad) and variable ( V-Jk-Ad) liquid properties with
JetAk99 mechanism and FTT for the case with variable properties and JetAk99N mechanism ( ; V-JkN-Ad).
Figure 12. Contours of mixture fraction and temperature: effect of liquid fuel properties.
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acoustic and heat release fluctuations are predicted but
for low frequencies.
5.2. Sensitivity to chemical reaction mechanism
A further investigation has been carried out to see the
role of chemical kinetics on the results.
In particular the following reaction was considered
C12H23 þN2 ! 12CHþ 11HþN2 ð4Þ
whose reaction rate is expressed as:
_!C12H23 ¼ KCC12H23C

N2
 exp
Ea
RT

ð5Þ
where CC12H23 and CN2 are the molar concentrations of
JetA and nitrogen, respectively, Ea is the activation
energy and K is the pre-exponential factor. This reac-
tion is a global step which approximates the complex,
fast, pyrolysis reactions of the main fuel species in the
early part of the flame. This process cannot be treated
as an elementary reaction and therefore its reaction
order ( and ) needs to be determined from a tuning
procedure against experimental or data or results
obtained with a more detailed mechanism.
To explore the effect of such source of uncertainty, a
sensitivity to the values of coefficients  and  is
performed. Coefficients are both changed from their
original value of 1.0 (JetAk99) to 0.8: this new set is
hereafter named JetAk99N mechanism. This sensitivity
was realized in the setup where temperature dependent
liquid fuel properties are implemented.
The main effect of this modification is an increase
of the global reaction rate: the results can be observed
in Figures 14 and 15. The increase of the early pyr-
olysis reaction rate produces an increase in particle
evaporation rate in the first part of the flame (see
Figure 14). This leaves more time for fuel air
mixing, resulting in a more homogeneous mixture in
the downstream region. The final consequence is a
more uniform temperature distribution with lower
peak values in the corner recirculation region (see
Figure 15).
The computed FTF is also plotted in Figure 13.
Comparing the FTFs obtained with the two different
mechanisms, a lower amplitude is predicted with the
simulation adopting JetAk99N. This can be explained
by observing that the flame is now spread over a larger
region, with reduced peaks of PFR. The increased flame
length and volume should lead to lower power density,
a decrease of heat release fluctuations amplitude and
therefore a reduced FTF gain.44,45 The distance
between the injector outlet plane and the PFR peak
location is unchanged. Therefore, no significant differ-
ences are observed for the FTF phase.
Figure 14. Effect of the chemical mechanism on particle mass source and PFR.
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5.3. Sensitivity to combustor wall temperature
The effect of the wall thermal boundary condition is
investigated in this section. The simulation is performed
starting from the previous set-up with the Jetk99N
mechanism. A constant temperature is imposed at the
combustor walls. As the actual wall temperature of the
air-cooled experimental apparatus is not known a rea-
sonable low temperature value has been assigned in
order to stress the effect (600K). In the adiabatic
cases the maximum wall temperature reached is close
the overall adiabatic flame temperature and it was
reached near combustor outlet.
As seen in Figure 16, lower temperature levels are
reached in the region close to the wall as well as in
the corner recirculation where the cooler flow is
transported.
The evaporation pattern is changed: a less intense
evaporation is predicted in the first part, as seen in
Figure 17. The peak of mass source close to the injec-
tion is decreased. The droplets’ diameter reduces during
the longer life-path, which continues in the recircula-
tion region where the evaporation is completed.
Therefore mass source is spread over a larger region
leading to a richer inner recirculation, as seen in
Figure 16. However, mixture fraction levels at the loca-
tion of maximum heat release are comparable between
the adiabatic and diabatic cases. The effect on PFR is
limited to a shift upstream of the high intensity region,
as a consequence of the inhibition of the reaction at the
wall proximity.
The computed FTF is plotted in Figure 18 against
experiment and the adiabatic case. The experimental
trend in the first part of the domain is correctly pre-
dicted by the model despite slightly higher amplitudes.
However, a general overestimation of the experiments
and a wrong trend is found for higher frequency.
Moreover, looking at the phase plot it is possible to
see how the experimental response is not followed by
the computed FTF. Probably the numerical value
chosen for the wall temperature is too low and the con-
sequent flame evolution is altered too much.
In general, the result suggests that the wall tempera-
ture can have an important role in driving low-
frequency fluctuations and the low-pass filtering
behaviour of the flame.
To provide a more physical insight on this effect a
frequency analysis is carried out where the local
dynamical flame behaviour is condensed by using fast
Fourier transformation (FFT). A series of images of the
heat release is exported during the acoustically excited
CFD calculations used for the FTF computation.
With this technique, mainly used in experimental
investigations,46–49 a locally resolved FTF can be cal-
culated for each node.
As for the global FTFs, a signal serves as a reference,
which is especially important for the phase. In this case
the velocity at the burner mouth is used as reference
signal. Being a broadband signal because of the excita-
tion imposed at the domain inlet, a filtering operation is
necessary to isolate the frequency to be analysed. The
images are post processed node by node and then
Fourier transformed. The resulting amplitude image
shows the regions of activity within the flame, with
the values being proportional to the intensity oscillation
amplitude at the investigated frequency. The corres-
ponding phase image represents the phase angle in
each point relative to the reference velocity signal.
A combination of the former is also used colouring
the picture with the product of the amplitude times
Figure 15. Effect of the chemical mechanism on mixture fraction and temperature.
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the sign of the phase. Such a visualization shows
where the heat release oscillations are in phase with
the signal, and their intensity at the same time. The
operation can be repeated at different frequencies to
investigate the flame response all over the frequency
spectrum.
In Figure 19, the normalized heat release fluctuation
amplitude, phase and the product of the former times
the sign of the phase are shown for three frequencies:
St¼ 0.03, 0.074 and 0.184.
Analysing the results some similarity can be found
between the adiabatic and the diabatic cases.
Figure 17. Droplet diameter, particle mass source and PFR for the two cases with adiabatic and diabatic combustor walls.
Figure 16. Mixture fraction and temperature contours in case of adiabatic and diabatic combustor walls.
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Comparing the results where both cases present a min-
imum in the FTF gain (St¼ 0.03 for the adiabatic case
and St¼ 0.074 for the diabatic) similar shape and phase
values are predicted. The main region of activity is
coincident with the PFR peak (see Figure 17). Lower
activity can be observed also along the droplet path.
The phase is positive and close to  in every point,
meaning that the heat release fluctuates in phase with
the velocity.
Looking at those frequencies where high FTF gains
are predicted (St¼ 0.074 and 0.184 for the adiabatic
case, St¼ 0.03 and 0.184 for the diabatic), the active
region is modified and a second peak appears at the
impinging location of the droplet at the wall. A three-
branch structure begins to emerge, which is fully
defined at higher frequencies.
The flame fluctuates along the inner and outer shear
layers but the maximum of activity is still at the tip of
the flame and at the wall proximity. The bottom pic-
tures show that the central region and the one at the
combustor wall fluctuate out of phase with respect to
the shear layers.
Finally, looking at the phase contours for both
the flames the independent evolution of the two jets
from the primary and secondary swirlers is seen.
The higher the frequency, the more evident the
distinction.
5.4. Final assessment through quality checks
In order to evaluate if the identified impulse response
describes the relationship between the measured input
signals and system responses, and if the underlying
physics is correctly predicted, the Q parameter is eval-
uated according to Ljung.41 This is a measure of how
well the actual signal is reproduced by the model.
During the SI procedure to compute the FTF only
the 80–85% of the data from the exported time series
are used. The remaining data are used to judge the
model quality. The remaining part of the exported vel-
ocity time series is given as input to the computed
model (computed FTF) whose output (the estimated
q0) is compared with the remaining part of the time
series of heat release fluctuations coming from CFD.
Q is a measure of the area comprised within the two
curves and for the simulation presented in the present
work it ranged from the lowest values of around 60%
to values close to 95% in other cases.
Figure 18. Flame transfer function computed with diabatic combustor walls ( V-JkN-Tw) against the adiabatic case ( V-JkN-Ad)
and experiments (- -).
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Figure 19. Normalized heat release amplitude (top), phase (centre) and amplitude times (sign(phase)) (bottom) for adiabatic and
diabatic cases at St¼ 0.03, 0.074 and 0.184.
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In Figure 20, one example of comparison between
the estimated output and the ‘best fit’ (the output of
CFD) is shown for a Q¼ 90% estimation.
The good quality of the results is indicative that a
SISO model based on velocity at the injector outlet as
input may be adequate to reproduce the global flame
response as in the CFD simulation.
This means that the discrepancies between the com-
puted FTF and the experiments are only due to an
incomplete numerical modelling of the flame.
Once a numerical model is found able to reproduce
with higher accuracy the complex spray flame evolu-
tion, the discussed SISO model is considered able to
represent the flame dynamics and might be reasonably
used to perform stability analyses of the combustor.
6. Conclusions
The dynamics of a spray flame generated by a PERM
injector have been numerically studied. The CFD/SI
method is used to compute the FTF.
Several sensitivities have been analysed to under-
stand the impact of some modelling choices on the solu-
tion. Comparisons with measured FTF at the same
conditions allowed a direct evaluation of the results
and modelling strategies.
The treatment of liquid fuel properties as constant or
variable with temperature has been found to have a
direct impact on liquid fuel the evaporation location
and velocity. On the FTF the main effects are seen on
the values assumed by the amplitude.
A change in the chemical reaction mechanism shows
similar effects.
The combustor wall thermal boundary condition has
been found to have a more drastic impact.
Frequency analyses highlight the main regions of
activity of the flame at the different frequencies.
Higher FTF amplitude seems to occur when regions
where the heat release fluctuates with opposite phase
are observed. Smaller amplitudes are observed when
the heat release fluctuates in phase with the reference
velocity signal everywhere. It is also observed that heat
release fluctuates following the liquid particles path.
Therefore an accurate flame response cannot be
obtained if the liquid phase evolution is not modelled
accurately.
The present work constitutes a first important step in
the study of PERM flame dynamics and sets the basis
for future applications of the methodology to numeric-
ally compute its FTFs.
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