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Abstract
In this paper we determine the class of four-dimensional Lorentzian
manifolds that can be completely characterized by the scalar polynomial
curvature invariants constructed from the Riemann tensor and its covari-
ant derivatives. We introduce the notion of an I-non-degenerate space-
time metric, which implies that the spacetime metric is locally determined
by its curvature invariants. By determining an appropriate set of projec-
tion operators from the Riemann tensor and its covariant derivatives, we
are able to prove a number of results (both in the algebraically general
and in algebraically special cases) of when a spacetime metric is I-non-
degenerate. This enables us to prove our main theorem that a spacetime
metric is either I-non-degenerate or a Kundt metric. Therefore, a metric
that is not characterized by its curvature invariants must be of Kundt
form. We then discuss the inverse question of what properties of the
underlying spacetime can be determined from a given a set of scalar poly-
nomial invariants, and some partial results are presented. We also discuss
the notions of strong and weak non-degeneracy.
1 Introduction
In matters related to relativity and gravitational physics we are often inter-
ested in comparing various spacetime metrics. Often identical metrics (which,
of course, would give identical physics) are given in different coordinates and
will therefore be disguising their true equivalence. It is therefore of import to
have an invariant way to distingush spacetime metrics. The perhaps easiest
way of distinguishing metrics is to calculate (some of) their scalar polynomial
curvature invariants due to the fact that inequivalent invariants implies inequiv-
alent metrics. However, if their scalar polynomial invariants are the same, what
1
ar
X
iv
:0
90
1.
07
91
v2
  [
gr
-q
c] 
 17
 A
ug
 20
09
2 A. Coley, S. Hervik and N. Pelavas
conclusion can we draw about the (in)equivalence of the metrics? For example,
if all such invariants are zero, can we say that the metric is flat? The answer
to this question is known to be no, because all so-called VSI metrics have van-
ishing scalar invariants. Here, we will address the more general question: if two
spacetimes have identical scalar polynomical curvature invariants, what can we
say about these spacetimes? In particular, when do the invariants characterise
the spacetime metric?
For a spacetime (M, g) with a set of scalar polynomial curvature invariants,
there are two conceivable ways in which the metric g can be altered such that the
invariants remain the same. First, the metric can be continuously deformed in
such a way that the invariants remain unchanged. This is what happens for the
Kundt metrics for which we have free functions which do not affect the curvature
invariants. Alternatively, a discrete transformation of the metric can leave the
invariants the same. A simple example of when a discrete transformation can
give another metric with the same set of invariants is the pair of metrics:
ds21 =
1
z2
(
dx2 + dy2 + dz2
)− dτ2, (1)
ds22 =
1
z2
(−dx2 + dy2 + dz2)+ dτ2. (2)
One can straight-forwardly check that these metrics have identical invariants
but are not diffeomorphic (over the reals). These discrete transformations are
more difficult to deal with but the issue will be taken up in a later section.
Therefore, first we will consider the continuous metric deformations defined
as follows.
Definition 1.1. For a spacetime (M, g), a (one-parameter) metric deformation,
gˆτ , τ ∈ [0, ), is a family of smooth metrics on M such that
1. gˆτ is continuous in τ ,
2. gˆ0 = g; and
3. gˆτ for τ > 0, is not diffeomorphic to g.
For any given spacetime (M, g) we define the set of all scalar polynomial cur-
vature invariants
I ≡ {R,RµνRµν , CµναβCµναβ , Rµναβ;γRµναβ;γ , Rµναβ;γδRµναβ;γδ, . . . } .
Therefore, we can consider the set of invariants as a function of the metric and
its derivatives. However, we are interested in to what extent, or under what
circumstances, this function has an inverse.
Definition 1.2. Consider a spacetime (M, g) with a set of invariants I. Then,
if there does not exist a metric deformation of g having the same set of invariants
as g, then we will call the set of invariants non-degenerate. Furthermore, the
spacetime metric g, will be called I-non-degenerate.
This implies that for a metric which is I-non-degenerate the invariants char-
acterize the spacetime uniquely, at least locally, in the space of (Lorentzian)
metrics. This means that these metrics are characterized by their curvature
invariants and therefore we can distinguish such metrics using their invariants.
Since scalar curvature invariants are manifestly diffeomorphism-invariant we can
thereby avoid the difficult issue whether a diffeomorphism exists connecting two
spacetimes.
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2 Main Theorems
Let us first state our main theorems which will be proven in the later sections.
The theorems apply to four-dimensional (4D) Lorentzian manifolds. Such space-
times are characterized algebraically by their Petrov [1, 2] and Segre [3, 2] types
or, equivalently, in terms of their Ricci, Weyl (and Riemann) types [4, 5, 6]. The
notation, which essentially follows that of the cited references, is briefly sum-
marized in Appendix A. The proofs of these theorems, which are investigated
on a case by case basis in terms of the algebraic type of the curvature tensors,
are long and tedious and have therefore been placed in later sections. Once all
of the various cases have been explored the theorems follow.
Furthermore, let us remark on the technical assumptions made in this paper.
The following theorems hold on neighborhoods where the Riemann, Weyl and
Segre types do not change. In the algebraically special cases we also need to
assume that the algebraic type of the higher-derivative curvature tensors also
do not change, up to the appropriate order. Most crucial is the definition of
the curvature operators (see later) and in order for these to be well defined, the
algebraic properties of the curvature tensors need to remain the same over a
neighborhood.1 Henceforth, we will therefore assume that we consider an open
neighborhood where the algebraic properties of the curvature tensors do not
change, up to the appropriate order (≤ 4).
The first theorem deals with the algebraic classification of the curvature
tensors, and the relation to the I-non-degenerate metrics.
Theorem 2.1 (Algebraically general). If a spacetime metric is of Ricci type I,
Weyl type I, or Riemann type I/G, the metric is I-non-degenerate.
This theorem indicates that the general metric is I-non-degenerate and thus
the metric is determined by its curvature invariants (at least locally, in the sense
explained above). In the above, by Riemann type I/G, we are referring to the
existence of a frame in which components of boost weight +2 vanish for Riemann
type I, and in type G there does not exist a frame in which components with
boost weight +2 or -2 vanish, in this case the Weyl and Ricci canonical frames
are not aligned. For the algebraically special spacetimes, we need to consider
covariant derivatives of the Riemann tensor.
Theorem 2.2 (Algebraically special). If the spacetime metric is algebraically
special, but ∇R, ∇(2)R, ∇(3)R, or ∇(4)R is of type I or more general, the metric
is I-non-degenerate.
In terms of the boost weight decomposition, an algebraically special metric
has a Riemann tensor with zero positive boost weight components. In general,
type I refers to the vanishing of boost weight components +2 and higher (but not
boost weight +1 components). For example, we often use the notation (∇R)b =
0, b ≥ 2 to denote a∇R of type I (but (∇R)1 6= 0). The above theorem indicates
that if by taking covariant derivatives of the Riemann tensor you acquire positive
boost weight components, then the metric is I-non-degenerate. The remaining
metrics which do not acquire a positive boost weight component when taking
covariant derivatives, have a very special structure of their curvature tensors.
Indeed, such metrics must be very special metrics:
1Alternatively, we can assume that the spacetime is real analytic.
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Theorem 2.3. Consider a spacetime metric. Then either,
1. the metric is I-non-degenerate; or,
2. the metric is contained in the Kundt class.
This is a striking result because it tells us that metrics not determined by
their curvature invariants must be of Kundt form. These Kundt metrics there-
fore correspond to degenerate metrics in the sense that many such spacetimes
can have identical invariants. The Kundt class is defined by those metrics ad-
mitting a null vector ` that is geodesic, expansion-free, shear-free and twist-free
(corresponding to the vanishing of the spin-coefficients κ, σ and ρ; see also
Appendix A)
`β`α;β = 0 ` ;αα = 0 `
(α;β)`α;β = 0 `[α;β]`α;β = 0 . (3)
Any metric in the Kundt class can be written in the following canonical form
[7, 4]:
ds2 = 2du
[
dv +H(v, u, xk)du+Wi(v, u, xk)dxi
]
+ gij(u, xk)dxidxj . (4)
For spacetimes with constant curvature invariants (CSI) Theorem 2.3 has
an important consequence. For CSI metrics, I-non-degenerate implies that the
spacetime is curvature homogeneous to all orders; hence, an important corollary
is a proof of the CSI-Kundt conjecture [7]:
Corollary 2.4 (CSI spacetimes). Consider a 4-dimensional spacetime having
all constant curvature invariants (CSI). Then either,
1. the spacetime is locally homogeneous; or,
2. a subclass of the Kundt spacetimes.
These theorems imply that the Kundt spacetimes play a pivotal role in the
question of which metrics are I-non-degenerate. Indeed, the Kundt metrics
are the only metrics not determined by their curvature invariants (in the sense
explained above).
In fact, we can be somewhat more precise since only a subclass of the Kundt
spacetimes have these exceptional properties. In the analysis (described be-
low) it is found that a Kundt metric is I-non-degenerate if the metric functions
Wi(v, u, xk) in the canonical (kinematic) Kundt null frame are non-linear in v
(i.e., Wi,vv 6= 0). Hence the exceptional spacetimes are the aligned algebraically
special type-II-Kundt spacetimes or, in short (and consistent with the terminol-
ogy of the above theorem) degenerate Kundt spacetimes, in which there exists a
common null frame in which the geodesic, expansion-free, shear-free and twist-
free null vector ` is also the null vector in which all positive boost weight terms of
the Riemann tensor are zero (i.e., the kinematic Kundt frame and the Riemann
type II aligned null frame are aligned). We note that the important Kundt-CSI
and vanishing scalar invariant (VSI) spacetimes are degenerate Kundt space-
times [8, 9, 10, 7].
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3 Curvature operators and curvature projectors
In order to prove the main theorems we need to introduce some mathematical
tools. These tools, although they are very simple, are extremely useful and
powerful in proving these theorems.
A curvature operator, T, is a tensor considered as a (pointwise) linear oper-
ator
T : V 7→ V,
for some vector space V , constructed from the Riemann tensor, its covariant
derivatives, and the curvature invariants.
The archetypical example of a curvature operator is obtained by raising one
index of the Ricci tensor. The Ricci operator is consequently a mapping of the
tangent space TpM into itself:
R ≡ (Rµν) : TpM 7→ TpM.
Another example of a curvature operator is the Weyl tensor, considered as an
operator, C ≡ (Cαβµν), mapping bivectors onto bivectors.
For a curvature operator, T, consider an eigenvector v with eigenvalue λ;
i.e., Tv = λv. If d = dim(V ) and n is the dimension of the spacetime, then
the eigenvalues of T are GL(d) invariant. Since the Lorentz transformations,
O(1, n − 1), will act via a representation Γ ⊂ GL(d) on T, the eigenvalues of
a curvature operator is an O(1, n − 1)-invariant curvature scalar. Therefore,
curvature operators naturally provide us with a set of curvature invariants (not
necessarily polynomial invariants) corresponding to the set of distinct eigen-
values: {λA}. Furthermore, the set of eigenvalues are uniquely determined by
the polynomial invariants of T via its characteristic equation. The characteris-
tic equation, when solved, gives us the set of eigenvalues, and hence these are
consequently determined by the invariants. 2
We can now define a number of associated curvature operators. For example,
for an eigenvector vA so that TvA = λAvA, we can construct the annihilator
operator:
PA ≡ (T− λA1).
Considering the Jordan block form of T, the eigenvalue λA corresponds to a set
of Jordan blocks. These blocks are of the form:
BA =

λA 0 0 · · · 0
1 λA 0
. . .
...
0 1 λA
. . . 0
...
. . . . . . . . . 0
0 . . . 0 1 λA

.
There might be several such blocks corresponding to an eigenvalue λA; however,
they are all such that (BA−λA1) is nilpotent and hence there exists an nA ∈ N
such that PnAA annihilates the whole vector space associated to the eigenvalue
λA.
2 Note that the ’corresponding eigenvalues’ of the operators constructed from the covariant
derivatives of the Riemann tensor are also related to scalar curvature invariants built from
covariant derivatives.
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This implies that we can define a set of operators ⊥˜A with eigenvalues 0 or
1 by considering the products ∏
B 6=A
PnBB = ΛA⊥˜A,
where ΛA =
∏
B 6=A(λA − λB)nB 6= 0 (as long as λB 6= λA for all B). Further-
more, we can now define
⊥A ≡ 1−
(
1− ⊥˜A
)nA
where ⊥A is a curvature projector. The set of all such curvature projectors
obeys:
1 = ⊥1 +⊥2 + · · ·+⊥A + · · · , ⊥A⊥B = δAB⊥A. (5)
We can use these curvature projectors to decompose the operator T:
T = N +
∑
A
λA⊥A. (6)
The operator N therefore contains all the information not encapsulated in the
eigenvalues λA. From the Jordan form we can see that N is nilpotent; i.e.,
there exists an n ∈ N such that Nn = 0. In particular, if N 6= 0, then N is a
negative/positive boost weight operator which can be used to lower/raise the
boost weight of a tensor.
Considering the Ricci operator, or the Weyl operator, we can show that
(where the type refers to either Ricci type or Weyl type):
• Type I: N = 0, λA 6= 0.
• Type D: N = 0, λA 6= 0.
• Type II: N3 = 0, λA 6= 0.
• Type III: N3 = 0, λA = 0.
• Type N: N2 = 0, λA = 0.
• Type O: N = 0, λA = 0.
Consider a curvature projector ⊥ : TpM 7→ TpM. Then, for a Lorentzian
spacetime there are 4 categories:
1. Timelike: For all vµ ∈ TpM, vν(⊥)νµvµ ≤ 0.
2. Null: For all vµ ∈ TpM, vν(⊥)νµvµ = 0.
3. Spacelike: For all vµ ∈ TpM, vν(⊥)νµvµ ≥ 0.
4. None of the above.
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In the following, we shall consider a complete set of curvature projectors:
⊥A : TpM 7→ TpM. These projectors can be of any of the aforementioned
categories and we are going to use the Segre-like notation to characterize the
set with a comma separating time and space. For example, {1, 111} means we
have 4 projectors: one timelike, and three spacelike. A bracket indicates that
the image of the projectors are of dimension 2 or higher; e.g., {(1, 1)11} means
that we have two spacelike operators, and one with a 2 dimensional image. If
there is a null projector, we automatically have a second null projector. Given
an NP frame {`µ, nµ,mµ, m¯µ}, then a null-projector can typically be:
(⊥1)µν = −`µnν .
Note that ⊥21 = ⊥1, but it is not symmetric. Therefore, acting from the left
and right gives two different operators. Indeed, defining
(⊥2)µν ≡ gναgµβ(⊥1)αβ ,
we get a second null-projector being orthogonal to ⊥1. The existence of null-
projectors enables us to pick out certain null directions; however, note that
the null-operators, with respect to the aforementioned Newman-Penrose (NP)
frame, are of boost weight 0 and so cannot be used to lower/raise the boost
weights. In particular, considering the combination ⊥1 +⊥2 we see that the ex-
istence of null-projectors implies the existence of projectors of type {(1, 1)(11)}.
The existence of curvature projectors is important due to the following result:
Theorem 3.1. Consider a spacetime metric and assume that there exist cur-
vature projectors of type {1, 111}, {1, 1(11)} or {1, (111)}. Then the spacetime
is I-non-degenerate.
Proof. Consider first the case {1, 111}. For any given curvature tensor, Rαβ...δ,
we can construct the curvature tensor
R[ij...k]αβ...δ ≡ Rµν...λ(⊥i)µα(⊥j)νβ ...(⊥k)λδ .
This enables us to consider the curvature invariant R[ij...k]αβ...δR[ij...k]αβ...δ
which is, up to a constant factor, the square of the component Rij...k. This
implies that it is determined by the invariant (up to a sign) and we get that the
spacetime is I-non-degenerate.
Consider now the case {1, 1(11)}. We note that in this case we cannot
isolate all components of the curvature tensors. However, we can uniquely define
tensors r(A)IJ...K , I, J, ... = 3, 4 by contractions with ⊥i. The curvature invariants
will now be SO(2)-invariant polynomials in the components of r(A)IJ...K . Hence,
since SO(2) is compact, the polynomials will separate the SO(2) orbits. Hence,
by a similar proof as in [11] we get that the spacetime is I-non-degenerate.
Lastly, consider the case {1, (111)}. In this case we can define tensors r(A)IJ...K ,
I, J, ... = 2, 3, 4 by contractions with⊥i. The curvature invariants will be SO(3)-
invariant which is again compact. Hence, using a similar argument as in [11] we
get that the spacetime is I-non-degenerate.
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4 Riemann type I/G
Let us consider first the case where the Riemann tensor is of type I or G. This
corresponds to the three cases: Ricci type I, Weyl (Petrov) type I, and Ricci
and Weyl canonical frames not aligned. We shall consider these in turn.
4.1 Ricci type I
This case consists of the following Segre types: {1, 111}, {1, 1(11)} {1, (111)},
{zz¯11}, {zz¯(11)}.
4.1.1 Segre type {1, 111}:
Here the eigenvalues of the Ricci operator are all distinct and we can diagonalize
the Ricci operator:
R = diag(λ1, λ2, λ3, λ4).
It now follows from Theorem 3.1 that the spacetime is I-non-degenerate.
Indeed, to determine the spacetime it is sufficient to consider Rµν;α. Choos-
ing an orthonormal frame, ei, aligned with the eigendirections of R:
Rij;k = λi,kgij + (λi − λj)Γijk,
where Γijk are the connection coefficients, we find that all connection coefficients
must be determined by the curvature invariants.
4.1.2 Segre type {1, 1(11)}:
This is the special case of above where we have λ3 = λ4. Using Theorem 3.1
the spacetime is I-non-degenerate.
4.1.3 Segre type {1, (111)}:
Here we have λ2 = λ3 = λ4 and from Theorem 3.1 we have that the spacetime
is I-non-degenerate.
4.1.4 Segre type {zz¯11} and {zz¯(11)}:
In this case, the Ricci operator has two complex conjugate eigenvalues. We can
always find an orthonormal frame {ei}, so that the Ricci operator takes the
form
R =

a b 0 0
−b a 0 0
0 0 λ3 0
0 0 0 λ4
 .
We can now consider the complex transformation mapping the basis vectors e0
and e1 onto the eigenvectors v0 and v1:
v0 = 1√2 (e0 + ie1) , v1 =
1√
2
(ie0 + e1) , (7)
with inverse
e0 = 1√2 (v0 − iv1) , e1 = 1√2 (−iv0 + v1) . (8)
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We note that v0 ·v0 = −1, v1 ·v1 = 1, v0 ·v1 = 0 and so the set {v0,v1, e2, e3}
can be considered as an orthonormal frame. In this frame the Ricci operator
becomes diagonal:
R = diag(λ1, λ¯1, λ2, λ3).
Therefore, we have a set of curvature projectors of the form {1, 111} or {1, 1(11)}
and we can use Theorem 3.1. The only difference is that the invariants associated
to the complex frame can now be complex; however, the result still stands.
Using the inverse transformation, which induces a transformation between the
invariants from the complex frame to the real frame, we obtain the curvature
components of the real frame. Therefore we can conclude that the spacetime is
I-non-degenerate.
4.2 Weyl type I (Petrov type I)
For the Weyl tensor any non-trivial isotropy would make it algebraically special.
The isotropy group of the Weyl tensor is the subgroup of the Lorentz group
whose action on the Weyl tensor leaves it invariant; for example a Petrov type
D Weyl tensor has a boost-spin isotropy group. So for the Weyl tensor to be of
type I requires that the isotropy group is trivial. We therefore expect that we
will be able to determine a unique frame using the curvature invariants.
We use the bivector formalism and write the Weyl tensor, Cαβµν , as an
operator in 6-dimensional bivector space, C = (CAB). Using the following index
convention:
[23]↔ 1, [31]↔ 2, [12]↔ 3, [10]↔ 4, [20]↔ 5, [30]↔ 6,
a type I Weyl tensor can always be put into the following canonical form [3]:
C =

a1 0 0 b1 0 0
0 a2 0 0 b2 0
0 0 a3 0 0 b3
−b1 0 0 a1 0 0
0 −b2 0 0 a2 0
0 0 −b3 0 0 a3
 (9)
where
∑
i ai =
∑
i bi = 0 and not all of the ai, bi are zero.
First we note that the eigenvalues of C are ai ± ibi. As explained above,
ai and bi are uniquely determined by the zeroth order Weyl invariants. The
eigenbivectors are FA = δAi ± iδA3+i. We can therefore construct annihilator
operators, (C−λ1), and projection operators as before (the only difference is that
C is 6-dimensional). The eigenbivectors correspond to (complex) antisymmetric
tensors. For example, consider the eigenbivector with eigenvalue a1 + ib1:
F =
1
2
Fµνω
µ ∧ ων = ω2 ∧ ω3 − iω1 ∧ ω0.
Hence, from this we can construct an operator
P1 = (FµαF¯
α
ν) =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 . (10)
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For the other eigenbivectors we then get (analogously):
P2 = diag(1,−1, 1,−1), P3 = diag(1,−1,−1, 1).
Thus the linear set {1,Pi} span all diagonal matrices; in particular, we can
construct the projection operators:
⊥1 = 14 (1 + P1 + P2 + P3),
⊥2 = 14 (1 + P1 − P2 − P3),
⊥3 = 14 (1− P1 + P2 − P3),
⊥4 = 14 (1− P1 − P2 + P3) .
It is clear that we will get 3 operators, Pi, as long as the 3 sets of complex
eigenvalues, λi = ai + ibi, are all different. Since
∑
i λi = 0, this can only fail
when:
λ1 = λ2, λ3 = −2λ1,
λ1 = λ2 = λ3 = 0.
The first of these is actually Weyl type D, while the latter is Weyl type O;
hence, these are excluded by assumption.
Therefore, we can conclude that as long as the Weyl type is I (and not
simpler), we can define 4 projection operators of type {1, 111}. Therefore, from
Theorem 3.1, the spacetime is I-non-degenerate.
At this stage we wish to remark on a certain subtlety in the choice of eigen-
vectors. From the Weyl tensor we can actually only determine the product
FµνFαβ . Therefore, we can only construct the “square” P1 ⊗ P1. So in order
to get the operator P1 there is an ambiguity in the choice of sign. Regard-
ing the question of I-non-degeneracy as defined above this has no consequence;
however, it may have an effect on discrete changes to the metric. This sign am-
biguity results in a permutation of the axes; essentially, we don’t know which
axis corresponds to time. We will get back to this issue later but note that this
phenomenon will recur in several cases below.
4.3 Ricci and Weyl canonical frames not aligned
Consider now the case where both the Ricci tensor and the Weyl tensor are
algebraically special but where there does not exist a null-frame such that both
the Ricci tensor and the Weyl tensor has only non-positive boost weights.
First, assume the Weyl type is D and choose the Weyl canonical frame.
For Weyl type D the Weyl operator is of the form of eq. (9) with λ1 =
λ2, λ3 = −2λ1. This immediately implies we have projection operators of
type {(1, 1)(11)}.
In the Weyl canonical frame, the Ricci tensor must have both positive and
negative boost weight components (or else there would exist a frame where they
are aligned). Now, by symmetry, we can consider three cases for the Ricci tensor
(see Appendix A for (R)b notation):
1. (R)+2 6= 0, (R)−2 6= 0: Here, we use the (1, 1)-projection operator and we
get a reduced Ricci operator of the form (in the {`, n} frame):
R˜ =
[
a b
c a
]
, bc 6= 0. (11)
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This gives two distinct eigenvalues λ = a±√bc, and hence, two additional
projection operators. This case therefore reduces to the case {1, 1(11)} or
{zz¯(11)} presented earlier. This spacetime is therefore I-non-degenerate.
2. (R)+2 = 0, (R)+1 6= 0, (R)−2 6= 0: For this case we note that the square
RµαR
α
ν necessarily has boost weight +2 components. Therefore, using
either RµαR
α
ν or R
µ
αR
α
ν + qR
µ
ν , where q is a parameter, we can use
the results of the previous paragraph. This case is consequently I-non-
degenerate.
3. (R)±2 = 0, (R)+1 6= 0, (R)−1 6= 0: Here we consider RµαRαν which
necessarily has non-zero boost weight −2 and +2 components. This case
is therefore also I-non-degenerate.
Assume now Weyl type N and choose the Weyl canonical frame such that
C = (C)−2. In this frame, either (R)+1 or (R)+2 is non-zero. If (R)+2 is
zero, we replace the Ricci tensor Rµν with the square RµαR
α
ν in what follows.
Therefore, assume that (R)+2 6= 0. Consider now the operator
(Tµν) ≡ CµανβRαβ
Under the above assumptions, this operator can be used to get projectors of
type {(1, 1)11}. Indeed, these projectors are aligned with the Weyl canonical
frame. We can now use one of the spacelike projectors, ⊥3 (say), to construct
the symmetric operator:
(Tˆµν) ≡ Cµανβ(⊥3)βα + qRµν ,
where q is a parameter. We can use this operator to construct the remaining
projection operators so that we have a set {1, 111}. This case is therefore I-
non-degenerate.
For Weyl type II we can decompose the Weyl tensor:
C = N +
∑
A
λA⊥A,
where the operator N is a “Weyl” operator of type N while the piece
∑
A λA⊥A
is a “Weyl” operator of type D. By assumption, the Ricci tensor is not aligned
with the Weyl canonical frame; therefore, using the above results, this case is
also I-non-degenerate.
Lastly, for Weyl type III, we can consider the square C2 which is a Weyl
operator of type N . The above results imply that this case is I-non-degenerate.
4.3.1 Summary
Therefore, we have shown that: If a 4-dimensional spacetime (M, g) is either
Ricci type I, Weyl type I or Riemann type I/G, then it is I-non-degenerate.
5 Algebraically special cases
For the algebraically special cases the Riemann tensor itself does not give enough
information to provide us with all the required projection operators. Indeed,
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in the algebraically special cases it is also necessary to calculate the covariant
derivatives. The strategy is as follows: we will consider the two cases of Weyl
type D and N in detail. The second Bianchi identity will not be imposed at
this time because we aim to use these results on more general tensors with the
same symmetries, not necessarily the Weyl tensor itself. Weyl type II and III
will now follow from these computations and Weyl type O will be treated last.
We should also point out that for any symmetric tensor Sµν we can always
construct a Weyl-like tensor with the same symmetries as the Weyl tensor. If
Sµν is the trace-free Ricci tensor, the corresponding Weyl-like tensor is the so-
called Pleban´ski tensor. Explicitly, given the trace-free part of Sµν , denoted
Sˆµν , the Pleban´ski tensor is given by
Wαβµν ≡ Sˆ[α[µSˆβ]ν] + δ[α[µSˆν]γ Sˆβ]γ −
1
6
δ
[α
[µδ
β]
ν]SˆγSˆ
γ. (12)
Therefore, to any symmetric tensor there is an associated “Pleban´ski” tensor.
Henceforth we are going to use the NP-formalism where we introduce a null
frame {`, n,m, m¯}. (We will use the notation of [2]; also see Appendix A).
In order to get the desired results we introduce the canonical frames for the
various algebraic types. For the Weyl tensor, C, this means that we express
its components in terms of the Weyl scalars Ψi. Then using the NP-connection
coefficients, we can express the covariant derivative ∇C in terms of Ψi and
the connection coefficients. At this stage it is useful not to assume anything
about the connection ∇ (i.e., the tensor C need not be the Weyl tensor of the
connection). The advantage of this is that we can utilise the full formalism
of projection operators without worrying about the compatibility of the Weyl
tensor and the connection. Furthermore, the results obtained here will therefore
be more general than what is indicated. These expressions are then utilised to
obtain the required results for the curvature tensor. Another important thing
to note is that when taking covariant derivatives, some of the components have
terms which are partial derivatives of Ψi, while other terms are algebraic in
Ψi and Γijk. These algebraic terms are most useful simply because they give
algebraic relations rather than differential ones.
5.1 Weyl (Petrov) type D
We choose the canonical frame for which Ψ2 6= 0. From the Weyl operator C we
can construct projectors of type {(1, 1)(11)} where the (1, 1)-projector projects
onto the ` − n-plane, while the (11)-projector projects onto the m − m¯-plane.
In the following let us use the indices a, b, .. for projections onto the `−n plane
and the indices i, j, ... for projections onto the m− m¯ plane.
Calculating ∇C we get the boost weight decomposition
∇C = (∇C)+2 + (∇C)+1 + (∇C)0 + (∇C)−1 + (∇C)−2.
The key observation is that the positive boost weight components vanish if and
only if `µ∇µΨ2 = 0 and κ = σ = ρ = 0. Therefore, the idea is to define the
appropriate operators so that we can isolate the necessary components.
Consider the (projected) tensor:
Tiab ≡ Cjij(a;b)
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This tensor has the following structure,
Tiab = vinanb + ti(`anb + na`b) + wi`a`b,
where
vi ≡ 3(Ψ¯2κ¯mi + Ψ2κm¯i), (13)
ti ≡ − 32 (piΨ2 − τ¯Ψ¯2)mi − 32 (p¯iΨ¯2 − τΨ2)m¯i, (14)
wi ≡ −3(Ψ2νmi + Ψ¯2ν¯m¯i). (15)
(16)
Furthermore, define the trace-free tensor T̂iab ≡ Tiab+(1/2)(`anb+na`b)T ci c,
and then the tensor
Sabcd = T̂ iabT̂icd.
This tensor can be considered as an operator S = (SAB) mapping symmetric
trace-free tensors onto symmetric trace-free tensors. For simplicity, let us also
consider the trace-free part of Sabcd so that
Ŝabcd = vivinanbncnd + wiwi`a`b`c`d.
Consider the trace-free tensor Mab = xnanb + y`a`b. The operator Ŝ has eigen-
values λ = ±|v||w|, 0. Therefore, as long as both vi and wj are non-zero,
there are three distinct eigenvalues. Assuming λ 6= 0, Mab is an eigentensor
if x = |v| and y = |w|. In this case we can consider the curvature projectors
(up to scaling), MabMcd. The eigentensor Mab can again be considered as an
operator M = (Mab) mapping vectors onto vectors. The eigenvalues of M are
λ = ±i|v||w|; hence, this reduces to the case of two complex eigenvalues.
We note that vivi = 0 if and only if κ = 0. Furthermore, if either of |v| or
|w| is non-zero we can assume, by using the discrete symmetry defined later by
eq. (26), that wiwi 6= 0. Therefore, κ 6= 0 (so that |v| 6= 0 also) implies that the
spacetime is I-non-degenerate.
Therefore, assume κ = 0 and consider the symmetric tensor
Qab = C
ijka;lCijkb;l.
The trace-free part of this tensor is
Q̂ab ∝ |Ψ2|2
(|σ|2 + |ρ|2)nanb + |Ψ2|2 (|λ|2 + |µ|2) `a`b.
If
(|σ|2 + |ρ|2) (|λ|2 + |µ|2) 6= 0, then this tensor is of type I. So from the Ricci
type I analysis, this would imply that the spacetime is I-non-degenerate.
Let us next consider the non-aligned case where κ = 0, λ = µ = 0 and
|σ|2 + |ρ|2 6= 0. We can now consider the mixed tensor:
Q̂ab + ŜabcdQ̂cd.
This tensor is of type I if (wiwi)
(|σ|2 + |ρ|2) 6= 0 and consequently, the space-
time is I-non-degenerate.
Assume now that wi = 0, κ = 0, for which we still have an unused discrete
symmetry (eq.(26)). If
(|σ|2 + |ρ|2) (|λ|2 + |µ|2) = 0 we can therefore assume
that ρ = σ = 0. This spacetime is thus Kundt.
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Lastly, consider the case when wiwi 6= 0, κ = ρ = σ = 0. This automatically
implies that the spacetime is Kundt.
Let us also consider the differential `µ∇µΨ2 which in general (not assuming
the Bianchi identities are satisfied) also contributes to (∇C)+1. We note that
the Weyl invariant I, for a Weyl type D tensor, is given by I = 3Ψ22. Therefore,
we can consider the curvature tensor defined by the gradient ∇µI = 6Ψ2Ψ2,µ.
We can now use the (1, 1)-projector and project this gradient onto the ` − n-
plane: xa ≡ ∇aI.
1. If xa is either time-like or space-like (and consequently `µ∇µΨ2 6= 0), we
can construct another curvature projector (by considering the operator
xaxb) so that we have a set {1, 1(11)}. Therefore, this case is I-non-
degenerate.
2. If xa is null or zero, then either naxa = 0 or `axa = 0. If `axa = 0 then
`µ∇µΨ2 = 0 and does not contribute to positive boost weight components.
Assume therefore that `axa 6= 0, which implies that xa ∝ na. If ν = λ =
µ = 0, we can use the discrete symmetry eq.(26) so that `µ∇µΨ2 = 0.
If any of ν, λ or µ is non-zero, then (∇C)b<0 is non-zero. Hence, by con-
tracting with xa, we can straight-forwardly construct another projection
operator so that we get a set {1, 1(11)}. Therefore, this case is I-non-
degenerate.
5.1.1 Summary Weyl type D:
A Weyl type D spacetime is either I-non-degenerate or Kundt. Moreover, for
a Weyl type D spacetime, if ∇C is of type I or more general, then it is I-non-
degenerate.
5.2 Weyl (Petrov) type II
The Weyl type II tensor can be decomposed as
C = N +
∑
A
λA⊥A.
By using the annihilator operators and the projection operators we can, up
to scaling, isolate each term in this decomposition. Each term can thus be
considered a curvature operator in its own right.
In particular, by considering only the curvature tensor
∑
A λA⊥A, this tensor
is identical to a Weyl type D tensor. We can therefore use these results. In
addition to these results we do have an additional boost weight -2 operator
N. This breaks the discrete symmetry present in the Weyl type D tensor and
therefore restricts the choice even more. However, with minor modifications we
obtain: a Weyl type II spacetime is either I-non-degenerate or Kundt.
We also note that for a Weyl type II spacetime, the Weyl invariant I = 3Ψ22
as for type D. Therefore, using a similar argument, a Weyl type II spacetime,
if ∇C is of type I or more general, then it is I-non-degenerate.
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5.3 Weyl (Petrov) type III
For the Weyl type III case we get no non-trivial curvature operators from the
Weyl tensor itself. The first non-trivial projection operators appears at first
covariant derivative; however, in order to delineate this case completely we need
to consider second covariant derivatives.
We note that for the type III Weyl operator, C2 6= 0 and is of type N . The
proof for this case is therefore contained in the Weyl type N case considered
below.
5.4 Weyl (Petrov) type N
Consider first the tensor
Tµν = ∇γCαβγµ∇δCαβδν ,
whose boost weight 0 components are of the form (it has no positive boost
weight components)
(Tµν)0 ∝ κ¯2Ψ¯24m¯µm¯ν + κ2Ψ24mµmν .
Therefore, if κ 6= 0, we can construct curvature operators of type {(1, 1)11}. The
curvature operator Tµν gives rise to a “Pleban´ski” tensor of type D. Therefore,
by considering second covariant derivatives, it follows from the Weyl type D
analysis that if κ 6= 0, the spacetime is I-non-degenerate.
Henceforth, assume that κ = 0 (and therefore we have no projectors from
first derivatives). Consider Cµναβ , which has the same symmetries as the Weyl
tensor itself. This tensor has no positive boost weight components. Considering
the boost weight 0 components, we note that Cµναβ is of type II if and only
if ρσ 6= 0. Therefore, if ρσ 6= 0 we can use the Weyl type II analysis, and
calculate ∇C; hence, this spacetime is I-non-degenerate.
Therefore, consider the case where either σ or ρ are zero. Define
Wµνη ≡ Cαβγδ;(µν)Cαβγδ;(η).
To get a projection operator we note that the boost weight 0 components of
WµαβγWναβγ (it has no positive boost weight components) is of the form(
WµαβγWναβγ
)
0
∝ |Ψ4|4|ρ or σ|8(m¯µmν +mµm¯ν)
Therefore, if either ρ or σ are non-zero, we can use this operator and we get
(at least) two curvature projectors ⊥1 and ⊥2 of type {(1, 1)(11)}. This means
that we can construct a Weyl-like tensor of type D. Hence, we can use the type
D results. Therefore, by considering third derivatives of the curvature tensors,
if σ or ρ is non-zero, then the spacetime is I-non-degenerate.
The remaining case, for which κ = ρ = σ = 0, is a Kundt spacetime.
5.4.1 Summary Weyl type III or N :
Therefore, we can conclude that a Weyl type III or N spacetime is either
I-non-degenerate or Kundt.
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5.5 Algebraically special Ricci type
Using the trace-free Ricci tensor, we can construct the Pleban´ski tensor, which
is a Weyl-like tensor. The corresponding algebraic classification of the Pleban´ski
tensor is called the Pleban´ski-Petrov (PP) classification. For the various alge-
braically special PP types we have the following Segre types:
• PP type II: {211},
• PP type D: {(1, 1)(11)}, {(1, 1)11}, {2(11)}, {zz¯(11)}, {1, 1(11)}
• PP type III: {31}
• PP type N : {(31)}, {(21)1}
• PP type O: {(1, 11)1}, {1, (111)}, {(211)}, {(1, 111)}.
Now, since the Pleban´ski tensor is a tensor with the same symmetries as the
Weyl tensor, we can use the previous results for the PP types II, D, III and
N . There is consequently only the Weyl (Petrov) type O and PP type O case
left to consider.
5.6 Weyl type O, PP-type O
Let us consider the remaining Segre types assuming Weyl (Petrov) type O and
PP type O.
5.6.1 Segre type {(1, 11)1}
Using the Bianchi identities we get several differential constraints on the spin
coefficients. For this Segre type we have that Φ11 6= 0, so the Bianchi identities
immediately imply κ + κ¯ = ν + ν¯ = 0. In addition, we get the following
restrictions:
ρ+ σ¯ = s (real), µ+ λ¯ = m (real).
Furthermore, after some manipulation of the remaining Bianchi identities, we
get
− ¯ = γ − γ¯ = τ + τ¯ + pi + p¯i = 0,
and
DR = 24sΦ11, ∆R = −24mΦ11.
We now split the analysis into 3 cases, according to whether ∇µR is timelike,
spacelike or null.
If ∇µR is timelike, we immediately have that this spacetime is I-non-
degenerate since we can use (⊥1)µν = (∇µR)(∇νR) as a timelike operator,
and hence we obtain operators of type {1, 1(11)}.
If ∇µR is spacelike, we can always use the remaining freedom to choose
DR = ∆R = 0. This implies that m = s = 0. Furthermore, δR − δ¯R 6= 0
which means we have an additional spacelike projection operator. Therefore,
we have a set {(1, 1)11}, which can be used to give a “PP-type” D tensor.
Hence, using second covariant derivatives, we find that this is either Kundt or
I-non-degenerate.
Lastly, ∇µR is null. If ∇µR is zero, from the Bianchi identities we find
that this is a symmetric space, and hence, is actually locally homogeneous (and
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Kundt). If ∇µR is null, we consider δΦ11 − δ¯Φ11. If this is non-zero we get an
additional projection operator and thus a set {(1, 1)11}. This would therefore
give a “PP-type” D and hence, by considering second derivatives, this is either
Kundt or I-non-degenerate. Therefore, let us assume δΦ11 − δ¯Φ11 = 0. The
Bianchi identities now imply that α − β¯ = 0. Using the symmetric operator
Rαβ;νRαβ;µ we get that this is either of types {2(11)}, {(1, 1)(11)} or {(211)}.
The first two of these give a type D “Pleban´ski” tensor which means, by con-
sidering second derivatives, they are either I-non-degenerate or Kundt. For the
last case, {(211)}, we can combine with the Ricci operator to break the symme-
try down to type {(21)1} which gives a “Pleban´ski” of type N . Therefore, by
considering third and fourth derivatives, we get that this is I-non-degenerate
or Kundt. 3
5.6.2 Segre type {1, (111)}
This is actually Ricci type I and is therefore I-non-degenerate.
5.6.3 Segre type {(211)}
Choosing a frame where Φ22 is a constant we get, after using the Bianchi iden-
tities (and some manipulation), κ = σ = 0. We then calculate the second
derivatives and compute the operator Rαβ;(γµ)Rαβ;(γν), which gives operators
of type {(1, 1)(11)}, assuming ρ 6= 0. This again gives “PP-type” D tensor and
hence, by calculating third derivatives, this is I-non-degenerate or Kundt.
5.6.4 Segre type {(1, 111)}
This is the maximally symmetric case and is therefore Kundt.
In addition to Weyl-type I, Ricci-type I or Riemann-type I/G, we have
shown that there are I-non-degenerate metrics with algebraically special curva-
ture types and further conditions on the spin-coefficients. These are summarized
in Tables (1) and (2).
6 Curvature invariants
We have addressed the question of what is the class of Lorentzian manifolds that
can be completely characterized by the scalar polynomial invariants constructed
from the Riemann tensor and its covariant derivatives. Let us now consider the
’inverse’ question: given a set of scalar polynomial invariants, what can we say
about the underlying spacetime? In practice, it is somewhat tedious and a
lengthy ordeal to determine the spacetime from the set of invariants. However,
in most circumstances we only need some partial results or we are dealing with
special cases. Let us discuss how to determine, from the invariants, whether the
spacetime is I-non-degenerate.
We remind the reader that the zeroth order Weyl invariants are I and J ,
and if all Weyl invariants up to order k vanish, we will denote this by VSIWk .
3Note that this is the only case in which we have needed to utilize fourth derivatives; it
is possible, by explicitly calculating the components of Rµν;αβγ , that we need only consider
third derivatives, but we have not done this here.
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P-type Conditions
I —
D or II
κ 6= 0
κ = 0, (|σ|2 + |ρ|2)(|λ|2 + |µ|2) 6= 0
κ = λ = µ = 0, |σ|2 + |ρ|2 6= 0
N or III
κ 6= 0
κ = 0 ; σ = 0 or ρ = 0 (not both)
Table 1: In each Petrov-type we list conditions on the spin-coefficients yielding
distinct subcases for which the metric is I-non-degenerate.
Proposition 6.1. If 27J2 6= I3, then the spacetime is I-non-degenerate.
This follows easily from the fact that if 27J2 6= I3 then the spacetime is of
Weyl (Petrov) type I.
If 27J2 = I3 6= 0 (Weyl type II or D), we need to go to higher order invari-
ants in order to check whether it is I-non-degenerate or not. Ideally, we would
like to have a set of syzygies which gives the appropriate condition for this to be
the case. Such a complete set is not known. However, we have found two such
syzygies which gives a sufficient condition for I-non-degeneracy. A number of
invariants of ∇C were constructed with degrees ranging from 2 to 4 (see Ap-
pendix C for details). Imposing the minimal number of conditions required for
the normal form of a ∇C-type II (boost weight +3,+2,+1 vanish) or D (only
boost weight 0 is nonzero) results in a degree 8 syzygy, S1 = 0, and a degree
16 syzygy, S2 = 0, amongst our invariants. Therefore if S1 6= 0 or S2 6= 0 then
∇C is not of type II or D. Next, we showed that using the normal form of a
∇C-type G (all components nonzero) or H (boost weight +3 vanish) or I (boost
weight +3, +2 vanish) then S1 6= 0 and S2 6= 0. It is important to note that this
implication refers only to the general types of G, H and I and there is no con-
sideration of a secondary alignment type or any further algebraic specialization
within these types. Indeed, it is possible that there is an algebraically special
subcase, for example of a ∇C-type I, that results in S1 = S2 = 0. A stronger
statement relating invariants of ∇C to its algebraic type may be achieved by
considering a different basis of invariants and a finer algebraic classification of
∇C. Initially, one would attempt to construct a set of pure ∇C invariants that
was complete within each ∇C algebraic type G, H, I and II, including special
subcases. We have excluded type D since such a set of invariants is equivalent to
type II, and also types III, N or O since these invariants vanish. By complete-
ness of the set, an algebraic specialization would result in a dependence amongst
invariants and hence syzygies arise characterizing the algebraically special type.
We now have the following invariant characterizations of I-non-degeneracy.
Proposition 6.2. If 27J2 = I3, but S1 6= 0 or S2 6= 0, then the spacetime is
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Segre type of Rµν Conditions
{1, (111)} —
{(211)} Φ22 const., κ = σ = 0, ρ 6= 0 (3rd deriv.)
{(1, 11)1}
∇µR timelike
∇µR spacelike : DR = ∆R = κ+ κ¯ = ρ+ σ¯ = µ+ λ¯ = 0
(2nd deriv. ; at least one of κ, σ or ρ is nonzero)
∇µR null :
∇µR = 0 (symmetric space)
∇µR 6= 0 :
δΦ11 − δ¯Φ11 6= 0 (2nd deriv.)
δΦ11 − δ¯Φ11 = α− β¯ = 0
(2nd or 3rd and 4th deriv.)
Table 2: Within P-type O and PP-type O we list the Segre types that contain
I-non-degenerate metrics. The nth derivative conditions indicate that higher
order constraints exist on the spin-coefficients arising from nth order curvature
operators. These higher-order constraints provide sufficient conditions for the
metric to be I-non-degenerate. In all cases, at least one of κ, σ or ρ is nonzero.
I-non-degenerate.
The remaining cases are when both I and J are zero, and hence, the space-
time is VSIW0 :
Proposition 6.3. Assume a spacetime is VSIW0 . Then:
1. If it is not VSIW1 , it is I-non-degenerate.
2. If it is VSIW1 , but not VSI
W
2 , it is I-non-degenerate.
To prove the final result below, we shall assume for simplicity that the space-
time is Einstein, so that Rµν = λgµν . We therefore only have to consider the
Ricci scalar (= 4λ) and the Weyl invariants. If this is not the case, then we
would need to include the Ricci and mixed invariants. This can be done in a
straight-forward manner. A summary of these results is given in Figure 1.
Proposition 6.4. Assume a spacetime is Einstein. Then:
3. If it is VSIW2 , then it is Kundt.
From the above results we have conditions on the scalar invariants (in terms
of the Weyl tensor and its covariant derivatives) to determine whether the space-
time is I-non-degenerate. Consequently, we have a number of conditions in
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Figure 1: Using invariants in terms of the Weyl tensor and its covariant deriva-
tives to determine whether the spacetime is I-non-degenerate.
terms of scalar invariants that can be used to determine when a spacetime is
not I-non-degenerate and hence an aligned algebraically special type-II (or
degenerate) Kundt spacetime.
Let us further consider to what extent the class of degenerate Kundt space-
times can be characterized by their scalar curvature invariants. Clearly such
spacetimes are algebraically special and of type II (or more special) and hence
27J2 = I3. If I = J = 0, then if the spacetime is of Weyl type N , then
I1 = I2 = 0 if and only if κ = ρ = σ = 0 from the results in [8] (the def-
initions of the invariants I1 and I2 are given therein). Similar results follow
for Weyl type III spacetimes (in terms of the invariants I˜1 and I˜2) and in the
conformally flat (but non-vacuum) case (in terms of similar invariants I1 and
I2 constructed from the Ricci tensor) [8]. If 27J2 = I3 6= 0 (Weyl types II and
D): essentially if κ = ρ = σ 6= 0, we can construct positive boost weight terms
in the derivatives of the curvature and determine an appropriate set of scalar
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curvature invariants. For example, consider the positive boost weight terms of
the first covariant derivative of the Riemann tensor, ∇(Riem). If the spacetime
is I-non-degenerate, then each component of ∇(Riem) is related to a scalar cur-
vature invariant. In this case, in principle we can solve (for the positive boost
weight components of ∇(Riem)) to uniquely determine κ, ρ, σ in terms of scalar
invariants, and we can therefore find necessary conditions for the spacetime to
be degenerate Kundt (there are two cases to consider, corresponding to whether
Ψ2 + 23Φ11 is zero or non-zero). We note that even if the invariants exist in
principle, it may not be possible to construct them in practice.
7 Weakly and Strongly I-non-degenerate
Until now we have only considered I-non-degeneracy in terms of a local defor-
mation of the metric. It is also of interest to know whether a I-non-degenerate
metric is unique under a discrete transformation. We shall call a spacetime such
that the set of invariants uniquely specifies the metric strongly I-non-degenerate.
Similarly, we shall call a spacetime such that the set of invariants only defines
a unique metric up to discrete transformations weakly I-non-degenerate.
Let us revisit the examples given by eqs. (1) and (2) in the Introduction.
These two examples are both of Weyl type O, but they are of Segre type
{1, (111)} and {(1, 11)1}. Hence, the eigenvalues of the Ricci operator is the
same but we cannot, from the invariants alone, determine which eigenvalue is
associated with the timelike direction and which is associated with the spacelike
direction. This is linked to the fact that the map where we swap time with a
space direction is not a Lorentz transformation. Note that permuting any two
axes in the Riemannian-signature case is an O(n) transformation, while permut-
ing time and space in the Lorentzian case is not an O(1, n− 1) transformation.
Therefore, there is no distinction between weakly and strongly I-non-degenerate
in the Riemannian case.
In most cases we do actually have a frame in which we know which direction
is time. However, if we are only handed a set of invariants we would not have
such a frame and, a priori, we would not know which eigenvalue is associated
with time. We also note that the ambiguity in choosing a projection operator in
certain cases is linked to the same problem; we do not necessarily know which
eigenvalue is associated with time.
Therefore, the question of which I-non-degenerate metrics are strongly I-
non-degenerate is linked to the question of when the time direction can be
uniquely specified from the set of invariants.
Consider an invariant I. Then we can consider the gradient, vµ ≡ ∇µI,
which is a curvature “vector”. Assume that the metric is I-non-degenerate,
in which case we always have a timelike projection operator, ⊥1. Therefore,
we can consider ⊥1v. Now, if ⊥1v 6= 0 then clearly it is timelike and the
invariant (⊥1v)µ(⊥1v)µ < 0. Therefore, we could uniquely specify time, be-
cause ⊥1v would give us the time direction. So if there exists an invariant
I for which (⊥1)µν∇νI is timelike (and non-zero), this spacetime is strongly
I-non-degenerate.
A similar conclusion is reached if we have three spacelike projection operators
and all of these have similar non-zero gradients. To be more precise:
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Proposition 7.1. Consider a (weakly) I-non-degenerate spacetime. Then, if
either:
1. there exists an invariant I = vµvµ, where vµ is a curvature 1-tensor, such
that I < 0; or,
2. there exist curvature 1-tensors vµ, uµ and wµ such that the invariants
I1 = vµvµ > 0, I2 = uµuµ > 0, I3 = wµwµ > 0, and
I4 = vαuβwγg[αµg
β
νg
γ]
λv
µuνwλ 6= 0;
then the spacetime is strongly I-non-degenerate.
Proof. In case (1) we can construct a timelike projection operator, and the
result follows. In case (2) there exist three spacelike projection operators, and
the condition that I4 6= 0 ensures that these are linearly independent. Hence,
the timelike vector is orthogonal to these three and the result follows.
Therefore, the only spacetimes that are weakly I-non-degenerate but not
strongly I-non-degenerate must have a timelike and a spacelike derivative which
annihilate all invariants. If the spacetime is weakly I-non-degenerate, but not
strongly I-non-degenerate, there must consequently exist a timelike vector, ξ1,
and a spacelike vector, ξ2, for which
ξ1(I) = ξ2(I) = 0,
for all scalar invariants I. If [ξ1, ξ2] = ξ3, it also follows that ξ3(I) = 0.
Therefore, there will be a set of vectors, {ξi}, closed under commutation (conse-
quently, the Jacobi identity will also be satisfied), which annihilates all curvature
invariants. This has several consequences. First, this set will span a timelike
(sub)manifold of dimension 2, 3 or 4. We can therefore locally introduce normal
coordinates, so that the invariants only depend on the normal coordinates; i.e.,
I = I(x, y) (dim 2), I = I(x) (dim 3) or I = constant (dim 4, and the spacetime
is a CSI spacetime). Second, by the assumption that this spacetime is weakly
I-non-degenerate, and the fact that these invariants only depend on the coordi-
nates (x, y), there exists an orthonormal frame such that all components of the
curvature tensors only depend on the normal coordinates (x, y) [12, 2].
This indicates that these vectors that annihilate all invariants have a special
geometric meaning. First, let us consider an arbitrary curvature tensor of rank
(n, n), Rα1...αnβ1...βn , being a sum, tensor products and contractions of the
Riemann tensor and its covariant derivatives. Since this tensor has as many
covariant as contravariant indices, we can interpret this as a curvature operator,
R ≡ Rα1...αnβ1...βneα1⊗· · ·⊗eαn⊗ωβ1⊗· · ·⊗ωβn , mapping rank n contravariant
tensors into rank n contravariant tensors. Let us denote TEnd as the tensor
algebra of all such curvature operators. It is clear that all polynomial curvature
invariants can be considered as complete contractions of operators in TEnd.
Theorem 7.2. Consider a spacetime which is (weakly) I-non-degenerate, and
a vector field ξ. Then the following conditions are locally equivalent:
1. ξ(I) = 0 for all curvature invariants I.
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2. The Lie derivative of any curvature operator R ∈ TEnd with respect to ξ,
vanishes; i.e.,
£ξR = 0.
Proof. (1)⇒ (2): Assume that ξ(I) = 0 for all curvature invariants I. Consider
the 1-parameter group of diffeomorphisms, φt, associated with the vector field
ξ. Then
ξ(I) = £ξ(I) = limt→0
1
t
[I − φ∗t (I)] = 0.
Assuming the conditions hold over a neighborhood U , this can be integrated and
we get, at a point p ∈ U , I(p) = I(φ−t(p)). Hence, along the integral curves
the value of the invariants do not change. Consider now the Lie derivative of an
arbitrary curvature operator R = Rα1...αnβ1...βneα1⊗· · ·⊗eαn⊗ωβ1⊗· · ·⊗ωβn
(e.g., see [12]):
£ξR = limt→0
1
t
[
R− Rˆt
]
,
where Rˆt is the φt-transformed tensor defined by:
Rˆt = φt(R) = φ∗t (Rα1...αnβ1...βn)(φt∗eα1)⊗· · ·⊗(φt∗eαn)⊗(φ∗tωβ1)⊗· · ·⊗(φ∗tωβn).
The action of φt preserves the form and symmetries of a tensor. Thus the
transformed tensor Rˆt will be a curvature tensor of the same kind as R. The
curvature invariants at p will be I(p) for R and I(φ−t(p)) for Rˆt. From the above,
these invariants are the same and, from the assumption of I-non-degeneracy, the
invariants characterise the spacetime, which means that there exists a frame such
that the components of the curvature tensors do not change along φ−t(p). This
frame essentially is the eigenvalue frame of the curvature tensors. In particular,
the projection operators define this frame.
If v is an eigenvector of R, then
Rv − λv = 0, ⇒ Rˆtvˆt − λvˆt = 0,
where hatted quantities are transformed under φt. Eigenvectors are therefore
transformed onto eigenvectors of Rˆt. Using the fact that there exists a frame
so that φ∗t (Rα1...αnβ1...βn) = Rα1...αnβ1...βn , means that the components remain
the same in this frame. For a symmetric operator the eigenvectors are orthogonal
and we can introduce a basis of orthonormal eigenvectors {eI} with duals {ωI}.
Consider now a symmetric projection operator, ⊥, written in the eigenvector
basis:
⊥ = δABeA ⊗ ωB , ⊥ˆt = δAB eˆA ⊗ ωˆB ,
where the indices run over a subset of eigenvectors with the same eigenvalue,
and the hatted basis is the transformed basis. From the above discussion we
see that the eigenspaces are φt-invariant, and hence there is a transformation
matrix MAB such that eˆA = M
A˜
AeA˜, and ωˆ
B = (M−1)B
B˜
ωB˜ . Consequently,
⊥ = ⊥ˆt,
and the curvature projection operators are φt-invariant. Therefore, since all
R ∈ TEnd can be expanded in terms of these projection operators and the
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curvature invariants (since it is I-non-degenerate), we have that R = Rˆt and (2)
follows.
(2) ⇒ (1): This follows trivially from the observation that ξ(I) = £ξ(I)
and the properties of the Lie derivative.
Corollary 7.3. If there exists a non-zero vector field, ξ, fulfilling
£ξR = 0,
for all curvature operators R ∈ TEnd, then the spacetime possesses a Killing
vector field, ξˆ.
Proof. This follows from the equivalence principle [2]. The Cartan scalars are
related to the components of the Riemann tensor and its derivatives, and along
the integral curves of ξ we can use φt at any given point p. We want to compare
the tensors at p and q ≡ φt(p). Consider an arbitrary even-ranked curvature
tensor R. By raising or lowering indices appropriately, we get an operator R.
Since the Lie derivative of R along ξ vanishes, there is a frame such that Rq and
Rp has identical components. Therefore, by raising and lowering the indices
appropriately, the components of Rq and Rp are also the same. The Cartan
invariants of Rq and Rp are therefore the same. For a curvature tensor, R, of
odd rank we consider R⊗R, which is of even rank, and use the fact that φt is
continuous in t. Therefore, there exists a frame such that all the components
of any curvature tensor are identical at p and q. The equivalence principle now
implies that φt, for any given t, is an isometry; hence, there must exist a Killing
vector field ξˆ which generates an isometry φˆtˆ such that φˆtˆ(p) = φt(p).
Note that in most cases ξˆ and ξ are the same. However, in some very special
cases with additional symmetries they need not be (although locally they are of
the same causality; e.g., they are both timelike or both spacelike). For example,
for flat space the curvature vanishes identically; hence, £ξR = 0 for all ξ and
any curvature tensor R, although not all ξ are Killing vectors. However, in
these special cases there will always exist at least two Killing vectors.
Therefore, to conclude:
Corollary 7.4. If a spacetime is weakly I-non-degenerate but not strongly I-
non-degenerate, then it possesses locally (at least) one timelike Killing vector
and one spacelike Killing vector.
8 Conclusions
In this paper we have addressed the question of what is the class of Lorentzian
manifolds that can be completely characterized by the scalar polynomial in-
variants constructed from the Riemann tensor and its covariant derivatives. In
the Riemannian case the manifold is always locally characterized by the scalar
polynomial invariants and, therefore, all of the Cartan invariants are related
to the scalar curvature invariants [2]. We have generalized these results to the
Lorentzian case.
We have introduced the important notion of I-non-degenerate spacetime
metrics. In order to prove the main theorems, which is done on a case-by-case
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(depending on the algebraic type) using a boost weight decomposition, we have
introduced an appropriate set of curvature operators and curvature projectors.
In the (algebraically) general case we have shown that if a 4D spacetime is either
Ricci type I, Weyl type I or Riemann type I/G, then it is I-non-degenerate,
which implies that the spacetime metric is determined by its curvature invariants
(at least locally, in the sense explained above).
For the algebraically special cases the Riemann tensor itself does not give
enough information to provide us with all the required projection operators, and
it is also necessary to consider the covariant derivatives. In terms of the boost
weight decomposition, for an algebraically special metric (which has a Riemann
tensor with zero positive boost weight components) which is not Kundt, by
taking covariant derivatives of the Riemann tensor positive boost weight com-
ponents are acquired and a set of higher derivative projection operators are
obtained. Consequently, we found that if the spacetime metric is algebraically
special, but ∇R, ∇(2)R, ∇(3)R or ∇(4)R is of type I or more general, the metric
is I-non-degenerate.
The remaining metrics which do not acquire a positive boost weight compo-
nent when taking covariant derivatives have a very special curvature structure.
Indeed, in our main theorem we proved that a spacetime metric is either I-non-
degenerate or the metric is a Kundt metric. This is very striking result because
it implies that a metric that is not determined by its scalar curvature invariants
must be of Kundt form. The Kundt metrics which are not I-non-degenerate
therefore correspond to degenerate metrics in the sense that many such metrics
can have identical scalar invariants. This exceptional property of the the degen-
erate Kundt metrics essentially follows from the fact that they do not define a
unique timelike curvature operator.
The results in the case of Petrov type I spacetimes in 4D follow from the
above theorems. Although these results were not previously known, some partial
results for 4D Weyl (Petrov) type I spacetimes, which are consistent with the
above analysis, can be deduced from previous work. This is discussed in the
next section (also see Appendix D).
Therefore, if a spacetime is I-non-degenerate and the algebraic type is ex-
plicitly known (using, for example, the Pleban´ski notion for the Segre type in
which commas are used to distinguish between timelike and spacelike eigenvec-
tors and their associated eigenvalues, as is common in general relativity), the
spacetime can be completely classified in terms of its scalar curvature invariants.
There are a number of important consequences of the results obtained. A
corollary of the main theorem applied to spacetimes with constant curvature
invariants (CSI) is a proof of the CSI-Kundt conjecture in 4D [13]. In future
work we will study CSI spacetimes in more detail [14].
We then considered the inverse question: given a set of scalar polynomial
invariants, what can we say about the underlying spacetime? In 4D we can
partially characterize the Petrov type in terms of scalar curvature invariants. In
most circumstances we only need some partial results or necessary conditions.
For example, we found that if 27J2 6= I3, or if 27J2 = I3 but the invariants
S1 6= 0 or S2 6= 0, then the spacetime is I-non-degenerate. Some results were
then presented in the remaining cases when both I and J are zero, and hence
the spacetime is VSIW0 .
We also discussed whether a I-non-degenerate metric is unique under a dis-
crete transformation. We introduced the notion strong and weak non-degeneracy.
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We provided a necessary criterion to determine spacetimes that are weakly I-
non-degenerate but not strongly I-non-degenerate .
Having determined when a spacetime is completely characterized by its
scalar curvature invariants, it is also of interest to determine the minimal set
of such invariants needed for this classification. For example, in 4D there are
results on determining the Riemann tensor in terms of zeroth order scalar cur-
vature invariants (and determining a minimal set of such invariants) [15]. It is
also of interest to study when a spacetime can be explicitly constructed from
scalar curvature invariants.
This work is also of importance to the equivalence problem of characterizing
Lorentzian spacetimes (in terms of their Cartan scalars) [2]. Clearly, by knowing
which spacetimes can be characterized by their scalar curvature invariants alone,
the computations of the invariants (i.e., simple polynomial scalar invariants)
is much more straightforward and can be done algorithmically (i.e., the full
complexity of the equivalence method is not necessary). On the other hand, the
Cartan equivalence method also contains, at least in principle, the conditions
under which the classification is complete (although in practice carrying out
the classification for the more general spacetimes is difficult, if not impossible).
Therefore, in a sense, the full machinery of the Cartan equivalence method is
only necessary for the classification of the degenerate Kundt spacetimes (which
we shall address in future work).
Let us briefly discuss this further in the context of two simple examples,
which also serve to illustrate the results of the main theorem:
1. The Schwarzschild vacuum type D spacetime is an example of an I-non-
degenerate spacetime. In the canonical coordinate form of the metric as
given in [16], the two scalar polynomial invariants C2 ≡ CabcdCabcd =
48m2r−6 and (∇C)2 ≡ Cabcd;eCabcd;e = 720(r − 2m)m2r−9 are function-
ally independent and can be used to solve for r and m, and all of the al-
gebraically independent Cartan scalars Ψ2, ∇2Ψ20′ , ∇2Ψ31′ , and ∇2Ψ42′
are consequently related to the polynomial curvature invariants C2 and
(∇C)2 [16]. In particular, Ψ2 = −mr−3, ∇2Ψ20′ = 12m2r−6 − 6mr−5, so
that 48(Ψ2)2 = C2 and 120(Ψ2)(∇2Ψ20′) = −(∇C)2. We note that the
second derivative Cartan scalars have the following boost weights: ∇2Ψ20′
is +2, ∇2Ψ42′ is -2 and ∇2Ψ31′ is 0.
2. A spatially homogeneous vacuum plane wave, which is a special subcase of
a Petrov type N vacuum spacetime admitting a covariantly constant null
vector, belongs to the class of vanishing scalar invariant (VSI) spacetimes
[8] and is consequently an example of a degenerate Kundt spacetime. Since
it is a VSI spacetime, all scalar polynomial invariants are zero. However,
distinct VSI spacetimes give rise to a distinct set of Cartan scalars [2] (e.g.,
in flat space all of the Cartan scalars are zero). A spatially homogeneous
vacuum plane wave has two non-trivial Cartan scalars, ∇Ψ00′ and ∇2Ψ00′ .
9 Discussion
We have addressed the question of what is the class of Lorentzian manifolds that
can be completely characterized by the scalar polynomial invariants constructed
from the Riemann tensor and its covariant derivatives. In particular, we proved
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the result that this is true in the case of Petrov type I spacetimes in 4D. This
result was not previously known. However, some partial results for 4D Weyl
(Petrov) type I spacetimes are known, which are consistent with the above
analysis. Let us review these results.
Essentially, in the case of Petrov (Weyl) type I, there exists a unique frame so
that all components of the Riemann tensor are related to curvature invariants.
Indeed, in general there are four different curvature invariants (e.g., correspond-
ing to the complex invariants I and J), so that all invariants (which depend on
4 coordinates) are functionally dependent on these four invariants. Problems
arise in degenerate cases and cases with symmetries. It is also known that all
Petrov type I spacetimes are completely backsolvable [15].
Let us consider the Petrov type I case in more detail. From [17, 3] (also
see Appendix D) it follows that if a 4D spacetime is of Petrov type I it can be
classified according to its rank and it is either:
1. curvature class A (and the holonomy group is general and of type R15),
2. curvature class C (and of holonomy type R10 or R13, with restricted Segre
type).
Now, suppose the components of the Riemann tensor Ra bcd are given in a
coordinate domain U with metric g. In case (1), where the curvature class is
of type A, for any other metric g′ with the same components Ra bcd it follows
that g′ab = αgab (where α is a constant); i.e., the metric is determined up to
a constant conformal factor and the connection is uniquely determined. This
implies that all higher order covariant derivatives of the Riemann tensor are
completely determined; i.e., given Ra bcd, all of the components of the covariant
derivatives are determined and we only need classify the Riemann tensor itself.
(Note that all of the scalar polynomial curvature invariants are then determined,
at least up to an overall constant factor).
We can then pass to the frame formalism and determine the frame compo-
nents of the Riemann tensor (to do this we need the metric to determine the
orthogonality of the frame vectors and hence construct the frame; since g is
specified up to an overall constant conformal factor, orthogonality is unique).
The Petrov type I case is completely backsolvable [15] and hence the frame
components are completely determined by the zeroth order scalar invariants.
Therefore, it follows that the spacetime is completely characterized by its scalar
curvature invariants in this case.
Let us now consider case (2), where the curvature class is C. Again, let us
suppose that the Ra bcd are given in U with metric g. If g′ is any other metric
with the same Ra bcd, it follows that
g′ab = αgab + βkakb
(where α and β are constants). The equation
Ra bcdk
d = 0, (17)
has a unique non-trivial solution for k ∈ TmM . Note that Ra bcdka = 0 implies
that I1ke = 0 and hence I1 = 0, where I1 is the Euler density:
I1 ≡ [RabcdRabcd − 4RabRab +R2].
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If Ra bcd;eka 6= 0, then β = 0 and the metric is determined up to a constant
conformal factor (and the holonomy type is R15). This is similar to the first
case discussed above, but now some information on the covariant derivative of
the Riemann tensor is necessary (to ensure Ra bcd;eka 6= 0). Hence, first order
curvature invariants are needed for the classification of the spacetime. Since
Ra bcd;eka = 0 implies that I2ke = 0, where
I2 ≡ [Rabcd;eRabcd;e − 4Rab;cRab;c +R,aR,a],
it follows that the invariant I2 6= 0 implies that Ra bcd;eka 6= 0 in this case.
If Ra bcd;eka = 0, then Ra bcdka;e = 0, and since eqn. (17) has a unique
solution, ka is recurrent. If ka is null, the spacetime is algebraically special, and
since we assume that the Petrov type is I, this is not possible. Hence, ka is (a)
timelike (TL) or (b) spacelike (SL) and is, in fact, covariant constant (CC).
In case (2a), the spacetime admits a TL CC vector field ka. The holonomy
is R13, with a TL holonomy invariant subspace which is non-degenerately re-
ducible, and M is consequently locally (1+3) decomposable (and static). There
exist local coordinates (with k = ∂∂t ) such that the metric is given by
− dt2 + gαβ(xγ)dxαdxβ (α = 1, 2, 3) (18)
where gαβ is independent of t. The metric is unique up to an overall constant
scaling and a time translation t → λt, where λ2 = 1 + β/α (reflecting the
non-uniqueness of the TL CC vector up to a constant scaling λ). All of the
non-trivial components of the Riemann tensor and its covariant derivatives are
constructed from the 3D positive definite metric gαβ , and can be classified by
the corresponding 3D Riemann curvature invariants. In this case (and case (2b))
there is an ignorable coordinate and all invariants are functions of 3 independent
functions; Ra bcd;e must be used to uniquely fix the frame, and hence we need
information from the first order scalar invariants.
In case (2b), the spacetime admits a SL CC vector field ka. The holonomy is
R10, there exists a holonomy invariant SL vector ka which is non-degenerately
reducible, andM is this locally (3+1) decomposable. Choosing local coordinates
in which the SL CC vector k = ∂∂x , the metric is given by
dx2 + gαβdx
αdxβ (α = 0, 2, 3) (19)
and gαβ is independent of x. The metric is unique up to an overall constant
conformal factor and a space translation x→ λx (λ2 = 1 + β/α). Classification
now reduces to the classification of the class of 3D Lorentzian spacetimes with
Lorentzian metric gαβ (the subclass such that (2) is of Petrov type I). We
can now iterate the procedure for 3D Lorentzian spacetimes (such that (2) is
Petrov type I). In the degenerate cases in which additional KV are admitted,
we will be led to the locally homogeneous case, and hence the 4D Petrov type
I locally homogeneous spacetimes (which are characterized by their constant
scalar invariants). Indeed, in 3D the Riemann tensor is completely determined
by the Ricci tensor. There always exists a frame in which the components of
the Ricci tensor are constants [7] and so in this case the 4D spacetime is Petrov
type I and CH0 (curvature homogeneous [18]), and hence generically locally
homogeneous.
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A Notation
Throughout we have used a Newman-Penrose (NP) tetrad given by ea = {`, n,m,m}
with inner product
ηab =

0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0
 (20)
and directional derivatives defined by
D = `µ∇µ, ∆ = nµ∇µ, δ = mµ∇µ . (21)
Associated with an NP tetrad are the following definitions for the connection
coefficients that appear frequently above
κ = mµD`µ, σ = mµδ`µ, ρ = mµδ`µ (22)
with the remaining ones being similarly defined. Given the frame components
Rabcd = Rαβγδe αa e
β
b e
γ
c e
δ
d , we have the definitions for the Weyl scalars
Ψ0 = −C1313, Ψ1 = −C1213, Ψ2 = −C1342, Ψ3 = −C1242, Ψ4 = −C2424
and the Ricci scalars
Φ00 = 12R11, Φ01 =
1
2R13, Φ02 =
1
2R33
Φ11 = 14 (R12 +R34), Φ12 =
1
2R23, Φ22 =
1
2R22 .
(23)
Given a covariant tensor T with respect to an NP tetrad (or null frame), the
effect of a boost ` 7→ eλ`, n 7→ e−λn allows T to be decomposed according to
its boost weight
T =
∑
b
(T )b (24)
where (T )b denotes the boost weight b components of T . An algebraic classifi-
cation of tensors T has been developed [6, 5] which is based on the existence of
certain normal forms of (24) through successive application of null rotations and
spin-boost. In the special case where T is the Weyl tensor in four dimensions,
this classification reduces to the well-known Petrov classification. However, the
boost weight decomposition can be used in the classification of any tensor T in
arbitrary dimensions. As an application, a Riemann tensor of type G has the
following decomposition
R = (R)+2 + (R)+1 + (R)0 + (R)−1 + (R)−2 (25)
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in every null frame. A Riemann tensor is algebraically special if there exists a
frame in which certain boost weight components can be transformed to zero,
these are summarized in Table 3.
A useful discrete symmetry is the following (orientation-preserving) Lorentz
transformation:
`↔ n, m↔ m¯, (26)
which interchanges the boost weights, (T )b ↔ (T )−b, and makes the replace-
ments
(κ, σ, ρ, τ, , β)↔ −(ν, λ, µ, pi, γ, α). (27)
Riemann type Conditions
G —
I (R)+2 = 0
II (R)+2 = (R)+1 = 0
III (R)+2 = (R)+1 = (R)0 = 0
N (R)+2 = (R)+1 = (R)0 = (R)−1 = 0
D (R)+2 = (R)+1 = (R)−1 = (R)−2 = 0
O all vanish (Minkowski space)
Table 3: The relation between Riemann types and the vanishing of boost
weight components. For example, (R)+2 corresponds to the frame components
R1313, R1414, R1314.
B Some special operators
Consider the case where we have a tensor Sµναβ , where
Sµναβ = S(µν)(αβ) = Sαβµν ,
This tensor can be considered as an operator:
S = (Sµναβ) : V 7→ V,
where V is the vector space of symmetric 2-tensors Mµν .
Therefore, we can consider the eigentensors of this map in the standard
manner. We can construct a set of projectors ⊥A projecting onto each corre-
sponding eigenspace. Assume that ⊥1 is of rank 1 (as an operator). If Mµν is
the corresponding (normalized) eigenvector, this means that
(⊥1)µναβ = MµνMαβ .
We can now consider the eigenvectors of M ≡Mµν . We are actually not consid-
ering the operator M itself, but rather ⊥1. However, ⊥1 can also be considered
as an operator:
P : Nµν 7→MµαMνβNαβ
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Assume that vµ and wν are eigenvectors of M with eigenvalues λv and λw,
respectively. Then, if Nµν = vµwν ,
MµαM
ν
βN
αβ = λvλwNµν ,
and is therefore an eigenvector of P with eigenvalue λ = λvλw. Clearly, vµwν
has the same eigenvalue as wµvν , so we will not be able to distinguish these
using projection operators. Furthermore, if λv = ±λw, then vµvν has the same
eigenvalue as wµwν .
The above construction is useful in several cases. An example that recurs is
the case where M has two one-dimensional eigenspaces spanned by vµ and wµ,
say. Assume also that λv = −λw. Then, P has two projection operators:
(P1)µναβ ∝ vµwνvαwβ + wµvνwαvβ , (28)
(P2)µναβ ∝ vµvνvαvβ + wµwνwαwβ , (29)
We see that this is somewhat unfortunate because in spite of the fact that
M sees the difference between the vectors vµ and wν , P does not. This is
related to the fact that for some spacetimes there exists a discrete symmetry
which interchanges two spacetimes with identical curvature invariants. Here
this manifests itself in that we cannot actually determine which eigenvector
correspond to which eigenvalue.
C Algebraically special ∇C
The relationship between the invariants of the Weyl tensor and the Petrov type
is well known; however, this is not the case for the covariant derivative of the
Weyl tensor. A similar analysis for ∇C would require an algebraic classification
based on its boost weight decomposition, and a complete set of its first order
invariants. We do not attempt to solve this general problem but rather provide
some relations relevant to our paper. Restricting attention to four dimensions
we define the following tensors
2
T
fgh
abe = Cabcd;eC
cdfg;h (30)
3
T
h
abe ijk =
2
T
fgh
abe Cfgij;k (31)
3,0
T
h
abe ij =
2
T
fgh
abe Cfgij (32)
4
T
h lmn
abe k =
3
T
h
abe ijk C
ijlm;n (33)
where the number above the tensor refers to the degree in ∇C or C. All of
these tensors are constructed purely from ∇C with the exception of 3,0T (which
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involves C). Next, we consider the following first order invariants
w2,1 =
2
T
abe
abe w2,2 =
2
T
eab
abe w2,3 =
2
T
e a h
a e h (34)
w3,1 =
3,0
T
eab
abe w3,2 =
3,0
T
bea
abe w3,3 =
3,0
T
e b a
a e b (35)
w4,1 =
4
T
e abk
abe k w4,2 =
4
T
heab
abe h w4,3 =
4
T
h abe
abe h (36)
w4,4 =
4
T
h eba
abe h w4,5 =
4
T
abem
abe m w4,6 =
4
T
a ebm
abe m (37)
w4,7 =
4
T
maeb
abe m (38)
in which wn,i denotes the ith invariant of degree n in ∇C or C. Since the aligned
frames of ∇C and C need not be the same, the w3,i are mixed invariants and
the remaining invariants are pure ∇C invariants. For ∇C and C algebraically
general (type G) we obtain the following syzygies
w2,1 + 2w2,2 − 2w2,3 = 0, w3,1 + 2w3,2 + 2w3,3 = 0, w4,1 − w4,3 = 0
which are the result of identities, symmetries and dimensionally dependent rela-
tions4 [19]. In subsequent calculations we always impose these syzygies so that
our set reduces to ten invariants. Now consider ∇C of algebraically special type,
which is obtained by setting the minimal number of appropriate boost weight
components to vanish. We obtain the following results:
1. If ∇C is type II or D (i.e., boost weight +3,+2,+1
components vanish) then the syzygies S1 = 0 and S2 = 0 hold.
2. If ∇C is type G or type H (i.e., boost weight +3 vanish), or type I (i.e.,
boost weight +3,+2 vanish) then, in general, S1 6= 0 and S2 6= 0.
The second statement refers to the most general types of G, H or I where no
further algebraically special subcases are taken into account. Below are the
expressions for S1 and S2. Note that S1 is linear in w4,5, and when S1 = 0, we
use this syzygy in the derivation5 of S2; hence these two invariant expressions
are generally independent. In type II or D we can regard S1 = 0 as expressing
the dependency of w4,5 in terms of the other invariants of S1. In S2 each of
the w2,i appear quadratically whereas each of w4,i appear quartically therefore
one of these invariants is dependent with respect to the other invariants in S2.
Since these syzygies are of degree 8 and 16, and the invariants considered here
are of maximum degree 4, one would expect S1 and S2 to attain a simpler
form if expressed in terms of higher degree invariants. These calculations were
4Thanks to Jose M. Martin-Garcia for pointing this out to us.
5w4,5 does not appear in S2.
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performed with the aid of GRTensorII [20].
S1 = −14464w2,3w2,2w4,4 − 992w2,3w2,2w4,1 + 15872w2,3w2,2w4,6
+7424w2,3w2,2w4,7 − 1600w2,3w2,2w4,2 + 1216w22,2w4,2
+640w22,3w4,2 + (21504w4,4 + 2304w
2
2,2 − 24576w4,6 − 4608w2,3w2,2
−6144w4,7 + 2304w22,3 − 768w4,1 + 768w4,2)w4,5 − 6656w22,2w4,7
−154112w4,6w4,4 − 8960w22,3w4,6 − 464w4,7w4,1 − 2272w4,7w4,2
−15104w22,2w4,6 + 224w22,2w4,1 + 7760w4,4w4,2 − 2432w4,6w4,1
−10240w4,6w4,2 + 15232w22,2w4,4 + 2680w4,4w4,1 + 56320w4,7w4,6
+512w22,3w4,1 + 6400w
2
2,3w4,4 − 41408w4,7w4,4 − 36w4,2w4,1
−2816w22,3w4,7 + 180w24,2 + 6464w24,7 + 58832w24,4 + 94208w24,6 − 171w24,1
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S2 = −5364449280w24,6w2,3w2,2w4,2 + 2223360w22,3w34,2
−3893760w34,2w22,2 − 603625881600w34,6w4,4 − 20101201920w34,6w22,3 + 55490641920w34,6w22,2
−22171852800w34,7w4,4 − 4885920w34,2w4,1 + 148414464000w24,6w24,7 + 568104468480w24,6w24,4
−44177817600w34,6w4,2 − 28282060800w34,6w4,1 + 3288600w4,2w34,1 − 81312860160w4,7w34,4
+68296366080w24,7w
2
4,4 + 2340126720w
2
2,2w
3
4,7 + 3975480w
2
4,2w
2
4,1 + 305528832000w
3
4,6w4,7
+187499520w24,6w
2
4,1 + 3116666880w
2
4,6w
2
4,2 − 227302871040w4,6w34,4 + 12399045120w34,4w4,2
−80592261120w34,4w22,2 − 194522400w24,4w24,1 + 2817964800w34,4w4,1 + 2603059200w34,4w22,3
−16178400w34,1w4,7 + 22063680w34,1w22,2 + 62340480w24,1w24,7 + 41428800w34,1w4,6
−10962000w34,1w4,4 − 1406880w34,1w22,3 + 1134028800w34,7w4,1 − 1420185600w34,7w4,2
+31371264000w34,7w4,6 − 612679680w34,7w22,3 − 30101760w34,2w4,7 + 71660160w34,2w4,4
+310187520w24,2w
2
4,7 + 1551254400w
2
4,2w
2
4,4 − 96145920w34,2w4,6 + 1095120w44,2
+231211008000w44,6 + 32785562880w
4
4,4 + 496125w
4
4,1 + 2437632000w
4
4,7
−101231493120w24,6w2,3w2,2w4,4 + 41724149760w24,6w2,3w2,2w4,7 − 10441359360w24,6w2,3w2,2w4,1
+8616960w2,3w2,2w24,2w4,7 + 109117440w2,3w2,2w
2
4,2w4,6 + 61908480w2,3w2,2w
2
4,2w4,4
−266860800w2,3w2,2w24,1w4,7 + 1940244480w2,3w2,2w4,1w24,7 + 2091409920w2,3w2,2w4,1w24,4
+414351360w2,3w2,2w24,1w4,6 + 52652160w2,3w2,2w4,1w
2
4,2 + 106024320w2,3w2,2w
2
4,1w4,4
+50016960w2,3w2,2w24,1w4,2 + 643184640w4,2w4,1w
2
2,2w4,7 + 201784320w4,2w4,1w4,6w4,4
−150036480w4,2w4,1w22,3w4,6 + 1132830720w4,2w4,1w22,2w4,6 − 1692518400w4,2w4,1w4,7w4,6
−1386869760w4,2w4,1w22,2w4,4 − 74626560w4,2w4,1w22,3w4,4 + 1610933760w4,2w4,1w4,7w4,4
+195978240w4,2w4,1w22,3w4,7 − 4386816000w22,3w4,2w4,6w4,4 + 2208890880w22,3w4,2w4,7w4,6
−1048596480w22,3w4,2w4,7w4,4 + 26542080000w4,6w24,4w2,3w2,2 − 141363118080w4,6w4,4w22,2w4,7
+3734138880w4,6w4,4w4,7w4,1 + 60439633920w4,6w4,4w4,7w4,2 + 19318947840w4,6w4,4w22,2w4,1
+18244730880w4,6w4,4w22,2w4,2 − 2918891520w4,6w4,4w22,3w4,1 + 28718530560w4,6w4,4w22,3w4,7
−14858588160w4,7w24,4w2,3w2,2 + 3924910080w24,7w4,4w2,3w2,2 + 9899274240w4,7w4,4w22,2w4,1
+6060810240w4,7w4,4w22,2w4,2 + 304588800w4,7w4,4w
2
2,3w4,1 + 1175224320w
2
2,3w4,6w4,7w4,1
−7813693440w22,2w4,7w4,6w4,1 − 5205196800w22,2w4,7w4,6w4,2 + 2413071360w24,4w2,3w2,2w4,2
+13086720w2,3w2,2w24,7w4,2 + 5733089280w2,3w2,2w
2
4,7w4,6 − 1048320w2,3w2,2w34,2
−312531840w4,2w4,1w24,4 − 25586565120w24,6w22,3w4,7 − 21538897920w4,6w24,4w22,3
−204650496000w4,6w4,4w24,7 − 17712000w24,2w4,1w22,3 + 78222827520w4,7w24,4w22,2
−84564000w4,2w24,1w4,4 + 824785920w22,3w4,2w24,4 + 426528000w4,6w4,4w24,1
−7596933120w24,6w22,2w4,2 − 202144481280w24,6w22,2w4,4 + 152928000w24,2w4,1w4,6
+90594754560w24,6w4,4w4,2 − 158883840w22,3w24,2w4,6 − 4459392000w4,6w4,4w24,2
+2974187520w24,6w
2
2,3w4,1 − 33359040w4,2w24,1w4,7 − 46275840w24,2w4,1w22,2
+91186560w24,2w4,1w4,7 + 277770240w
2
2,3w4,2w
2
4,7 + 59454259200w
2
4,6w
2
2,2w4,7
+202020480w4,2w24,1w4,6 + 38804520960w
2
4,6w
2
2,3w4,4 − 560862720w4,2w4,1w24,7
+78681600w22,3w
2
4,2w4,4 − 4388981760w24,7w4,4w4,1 − 20584074240w4,7w24,4w4,2
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−23960862720w24,7w4,4w22,2 + 396922429440w4,6w24,4w4,7 − 43977600w4,2w24,1w22,2
+456929280w24,6w4,2w4,1 + 664450560w4,7w
2
4,4w4,1 + 3913482240w
2
4,6w
2
2,3w4,2
+495043200w4,7w4,4w24,1 − 20418462720w4,6w24,4w4,1 − 614758809600w24,6w4,7w4,4
−143570880w24,2w4,1w4,4 − 1454814720w4,7w4,4w24,2 − 5780275200w24,6w22,2w4,1
−12847680w4,2w24,1w22,3 + 44401582080w24,6w4,4w4,1 + 9839646720w24,7w4,4w4,2
−59617105920w4,6w24,4w4,2 − 7641907200w24,6w4,7w4,1 + 205920w2,3w2,2w34,1
−42624000w22,3w24,2w4,7 − 43020288000w24,6w4,7w4,2 + 226496839680w4,6w24,4w22,2
−5489233920w4,7w24,4w22,3 + 3500236800w24,7w4,4w22,3 − 7591034880w22,3w4,6w24,7
−91699200w22,3w4,6w24,1 + 1986324480w24,2w4,7w4,6 − 377994240w24,2w22,2w4,4
+10468362240w34,4w2,3w2,2 − 10165155840w24,4w22,2w4,2 − 856350720w22,2w24,7w4,2
+20755906560w22,2w
2
4,7w4,6 + 101836800w
2
2,2w4,7w
2
4,2 + 237242880w
2
2,2w4,7w
2
4,1
+321085440w22,2w4,6w
2
4,2 − 167454720w22,2w4,6w24,1 − 2234142720w22,2w24,7w4,1
−152616960w2,3w2,2w34,7 − 228591360w22,2w4,4w24,1 − 12494730240w22,2w24,4w4,1
−13230720w22,3w4,4w24,1 + 260743680w22,3w24,4w4,1 + 68417280w22,3w4,7w24,1
+65399685120w34,6w2,3w2,2 + 6782976000w2,3w2,2w4,1w4,6w4,4 − 534067200w22,3w24,7w4,1
−1123038720w24,1w4,7w4,6 + 4393267200w24,7w4,6w4,1 − 13674700800w24,7w4,6w4,2
−644705280w2,3w2,2w4,1w4,7w4,2 + 780894720w2,3w2,2w4,1w4,4w4,2
−204963840w2,3w2,2w4,1w4,6w4,2 + 14745600w2,3w2,2w4,1w4,7w4,6
−4408104960w2,3w2,2w4,1w4,7w4,4 + 1975910400w4,6w4,4w2,3w2,2w4,2
−19641139200w4,6w4,4w2,3w2,2w4,7 − 1053757440w4,7w4,4w2,3w2,2w4,2
−1527644160w2,3w2,2w4,2w4,7w4,6
D Curvature
Let M be a 4-dimensional smooth connected Hausdorff manifold admitting a
global smooth Lorentz metric h with associated curvature tensor R. It will be
convenient to describe a simple algebraic classification of R according to its
rank (relative to h). This classification is easily described geometrically and is
a pointwise classification [3].
A skew-symmetric tensor F of type (0, 2) or (2, 0) at m ∈ TmM is called
a bivector. If F ( 6= 0) is such a bivector, the rank of any of its (component)
matrices is either two or four. In the former case, one may write (e.g. in the
(2, 0) case) F ab = 2r[asb] for r, s ∈ TmM (or alternatively, F = r ∧ s) and F is
called simple, with the 2-dimensional subspace (2-space) of TmM spanned by
r, s referred to as the blade of F . In the latter case, F is called non-simple.
The metric h(m) converts TmM into a Lorentz inner product space and thus
it makes sense to refer to vectors in TmM and covectors in the cotangent space
T ∗mM to M at m (using h(m) to give a unique isomorphism TmM ↔ T ∗mM ,
that is, to raise and lower tensor indices) as being timelike, spacelike, null or
orthogonal, using the signature (−,+,+,+). The same applies to 1-dimensional
subspaces (directions) and 2- and 3-dimensional subspaces of TmM or T ∗mM . A
simple bivector at m is then called timelike (respectively, spacelike or null) if
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its blade at m is a timelike (respectively a spacelike or null) 2-space at m. A
non-simple bivector F at m may be shown to uniquely determine an orthogonal
pair of 2-spaces at m, one spacelike and one timelike, and which are referred to
as the canonical pair of blades of F . A tetrad (l, n, x, y) of members of TmM is
called a null tetrad at m if the only non-vanishing inner products between its
members at m are h(l, n) = h(x, x) = h(y, y) = 1. Thus l and n are null.
D.1 Classification
Define a linear map f from the 6-dimensional vector space of type (2, 0) bivectors
at m into the vector space of type (1, 1) tensors at m by f : F ab → RabcdF cd.
The condition (2) shows that if a tensor T is in the range of f then
haeT
e
b + hbeT
e
a = 0 (⇒ Tab = −Tba, Tab = haeT eb) (39)
and so T can be regarded as a member of the matrix representation of the Lie
algebra of the pseudo-orthogonal (Lorentz) group of h(m). Using f one can
divide the curvature tensor R(m) into five classes.
Class A This is the most general curvature class and the curvature will be said
to be of (curvature) class A at m ∈M if it is not in any of the classes B,
C, D or O below.
Class B The curvature tensor is said to be of (curvature) class B at m ∈M if
the range of f is 2-dimensional and consists of all linear combinations of
type (1, 1) tensors F and G where F ab = x
ayb−yaxb and Gab = lanb−nalb
with l, n, x, y a null tetrad at m. The curvature tensor at m can then be
written as
Rabcd ≡ haeRebcd =
α
2
FabFcd − β2GabGcd (40)
where α, β ∈ R, α 6= 0 6= β.
Class C The curvature tensor is said to be of (curvature) class C at m ∈ M
if the range of f is 2- or 3-dimensional and if there exists 0 6= k ∈ TmM
such that each of the type (1, 1) tensors in the range of f contains k in its
kernel (i.e. each of their matrix representations F satisfies F abk
b = 0).
Class D The curvature tensor is said to be of (curvature) class D at m ∈M if
the range of f is 1-dimensional. It follows that the curvature components
satisfy Rabcd = λFabFcd at m (0 6= λ ∈ R) for some bivector F at m which
then satisfies Fa[bFcd] = 0 and is thus simple.
Class O The curvature tensor is said to be of (curvature) class O at m ∈M if
it vanishes at m.
The following results are useful [3]:
1. For the classes A and B there does not exist 0 6= k ∈ TmM such that
F abk
b = 0 for every F in the range of f .
2. For class A, the range of f has dimension at least two and if this dimension
is four or more the class is necessarily A.
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3. The vector k in the definition of class C is unique up to a scaling.
4. For the classes A and B there does not exist 0 6= k ∈ TmM such that
Rabcdk
d = 0, whereas this equation has exactly one independent solution
for class C and two for class D.
5. The five classes A, B, C, D and O are mutually exclusive and exhaustive
for the curvature tensor at m. If the curvature class is the same at each
m ∈M then M will be said to be of that class.
D.2 Properties
Suppose that the components of the Riemann tensor Rabcd are given in a coordi-
nate domain U with metric h. Suppose that h′ is another metric with the same
components Rabcd. It follows from [17] that:
Class A h′ab = αhab (42a)
Class B h′ab = αhab + 2βl(anb) = (α+ β)hab − β(xaxb + yayb) (42b)
Class C h′ab = αhab + βkakb (42c)
Class D h′ab = αhab + βrarb + γsasb + 2δr(asb) (42d)
where α, β, γ, δ ∈ R.
Note that hab;c = habwc for some smooth 1-form w on the open subset A.
Using condition (2) above and the Ricci identity we get hab;[cd] = 0, which
implies habw[c;d] = 0; thus w[c;d] = 0 and so wa is locally a gradient. Hence, for
each m ∈ A, there is an open neighborhood W of m on which wa = w,c for some
smooth function w. Then on W , gab = e−whab satisfies gab;c = 0. Further, if g′
is any other local metric defined on some neighborhood W ′ of m and compatible
with Γ then g′ satisfies condition (2) on W ′ and hence, on W ∩W ′, g′ = φg for
some positive smooth function φ. From this and the result g′ab;c = 0 it follows
that g′ is a constant multiple of g on W ∩W ′.
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