The number of Internet users has increased tenfold since the beginning of the century up to present, especially thanks to the improvements experienced in web accessibility and the growing number of languages which online content is available in. While translation professionals are making a considerable contribution to that digital information richness, little evidence exists regarding their involvement in the achievement of a more accessible web for all. In this paper, we present the main results of the first empirical study on web accessibility conceived around a translation task. The experiment sought to particularly investigate the quality of image text alternatives produced by French translators with the help of two evaluation tools: aDesigner and Acrolinx. The assessment of their alt text proposals, carried out by seven screen reader users, suggests that using both tools helps translators to create more appropriate text alternatives than when trying to do so with only one tool or without any automated support. A more in-depth analysis of the data gathered shows that Acrolinx offers better guidance than aDesigner for translators to render images accessible.
INTRODUCTION
In an increasingly globalized digital society, the multilingualism of the World Wide Web is far from going unnoticed. Behind are the early days of the Internet era, when users had to read English online content because there were few other alternatives. Today, websites adapt to the languages spoken by digital information and services consumers worldwide. According to Wikimedia Statistics, Wikipedia's articles are available in more than 230 languages. Almost half of Facebook users write in languages other than English. Twitter had its interface translated into more than 30 languages. The list of enterprises that decided to embrace web globalization could be endless. As Folaron proposes, the Web is now a 'space of translation' par excellence, where translation practices play a key role in keeping global and local networks alive, by maintaining a fluid communication among their users [13] .
While the automated generation of translated content −through machine translation (MT) engines like the popular Google Translate− and crowdsourcing or volunteer-driven translation initiatives −such as GlobalVoices 1 or The Rosetta Foundation 2 − are contributing substantially to that flow of information across countries, languages and cultures, society still expects and trusts professional human translation services to be of higher quality, confidentiality and reliability. This is particularly applicable in the case of translation-related activities that go further than just manipulating and adapting textual content, such as website localization. Understood as the process of modifying an existing website to make it accessible, usable and culturally suitable to a specific target audience [37] , localization's ultimate goal is the proper functioning of the translated site (ibid).
This process may involve making not only textual changes, but also technical and visual modifications to the original site. The latter means that translators' actions could both imply a threat to web accessibility or be considered of added-value. The images case can serve as an example to illustrate this assertion. If a given image of the source web page being localized is accessible −that is, a text alternative is available to provide the information or functionality conveyed through the image to a screen reader user−, one would predict that the translator will maintain that same mechanism in the target web page and correctly translate its content. However, the translator might also neglect the alt text existence, damage the page coding or be careless when suggesting a translation proposal. Similarly, the opposite can occur. If the image was not accessible, a translator with accessibility background or the adequate tools would be able to spot that accessibility barrier, amend it accordingly in the new translated page and inform the client or person responsible for the site.
Between December 2014 and January 2015, we conducted what was, to the best of our knowledge, the first web accessibility study with web translation professionals [29] . The objective was twofold: (i) understanding the extent to which translators take into account web accessibility considerations during the web localization process, with a particular focus on image accessibility; and (ii) assessing the impact of using two different evaluation tools on the achievement of appropriate image text alternatives in the localized web product. In the preliminary findings presented in [29] , we claimed that the use of such tools contributed to increase the visibility of alt texts as translatable elements. However, no indications were given as regards their appropriateness and how decisive the use of checking software had been in supporting translators to generate their final text alternatives proposals. This paper reports the main results obtained from an evaluation carried out with screen reader users to precisely cover that unexplored aspect. Its main contributions are the following:
−
By extending prior work, this paper provides empirical evidence of the relevance of including accessibility testing in the web translation chain.
Besides, a combination of a controlled language checker and a web accessibility conformance evaluation tool is put forward as an optimal solution to improve text alternatives' appropriateness and thus enhance image accessibility.
TRANSLATING THE WEB
In this section, we discuss current technology-mediated web translation workflows and we offer a glimpse of why accessibility evaluation should be integrated therein.
Computer-Assisted Translation
Since the late 1990s, translation practices have moved hand in hand with technological advancements. The advent and establishment of Computer-Assisted Translation (CAT) tools have enabled translation professionals to directly receive source HTML files −instead of decontextualized translatable strings in plain text format−, process them with this software, perform the translation task, and return the automatically-generated target language HTML files, sometimes without even touching the code. CAT tools isolate translatable content from the document markup, rendering it non editable [37] . In addition, they include built-in multilingual databases −known as translation memories (TMs)− which allow translators to reuse previously translated content when matches are found in the text being processed.
In the recent years, there has been an emerging demand of translators trained on web technologies, multimedia processing and desktop publishing techniques, driven by a continuously evolving Web, characterized by a complex interplay of (hyper)text, multimedia content and interactive elements that also need to be localized. When, along with the translation job, a localization engineering task is also requested, translators need to rely on other tools which are not necessarily integrated within their translation environment, such as web and other advanced text editors. Once the website (or pages) has been adapted, all files should be verified and tested [37] .
Web Translation Quality Assurance
During the localization process, changes made might alter the website's layout or functionality, sometimes leading to encoding problems, broken links or truncated strings due to the new text length, which must be corrected [37] . In addition, translators need to make sure that all the source text content has been adapted to the target language. The latter can be done manually by loading the website in different browsers and visually inspecting each page translated, or automatically, through the use of quality assurance (QA) tools.
Current CAT tools feature language-related QA functionalities, such as looking for untranslated segments, as well as punctuation, formatting and terminology and inconsistencies. Stand-alone QA tools also offer the possibility, among others, of defining regular expressions to search for pattern matches or common typing mistakes, such as duplicated words or spacing errors [10] . Potential mistranslations can also be automatically flagged by comparing source and target sentences' length (ibid).
Complementing CAT tools with linguistic intelligent authoring programs, through which controlled languages (CL) can be implemented, has been proposed as an alternative way to reinforce translation quality [35] . A CL is an explicitly defined restriction of a natural language that specifies constraints on lexicon, grammar and style [21] . Applying purpose-driven CL rules can partially relieve content authors and translators of going through time-consuming and hard-to-understand style guides and easily ensure, for example, that client-specific writing conventions are met.
However, all the above does not fully guarantee a quality web translation job. Previous work has suggested that two of the main obstacles experienced by screen reader users when particularly browsing the multilingual web are the presence of inaccessible language selectors and untranslated content [30] . We argue that this last flaw might be derived from the inability of CAT tools to extract all translatable text, or simply to the fact that not all textual content is visible on the screen and translators neglect its existence. Adding an accessibility testing phase to the translation workflow could help to solve such problems, as well as to increase awareness about screen reader users' needs and browsing behavior within the localization community. Since expertise in web accessibility matters has not been traditionally observed as a requirement for localization professionals, automated solutions could serve to bridge this gap.
WEB ACCESSIBILITY TESTING
The subsections below briefly review existing guidance and automated aids to perform web accessibility assessments, as well as to concretely tackle image accessibility-related barriers.
Automated Web Accessibility Evaluation
Automated web accessibility evaluation (WAE) solutions are quality assurance tools specifically designed to evaluate web content according to accessibility requirements, such as the Web Content Accessibility Guidelines (WCAG) 2.0 [40] . They facilitate the accessibility assessment of a high volume of websites in real-time and help to reduce the costs and human resources needed for other non-automated methods [17] . Nevertheless, the literature provides insight into some of their main disadvantages.
Findings from a comparative analysis of six evaluation tools carried out by Vigo et al. [42] indicated that, while showing a high level of correctness, all tools covered less than 50% of the WCAG success criteria (SC) and caught less than 40% of violations. If not complemented with user testing, as suggested in [45] , the former may lead to wrong web accessibility assumptions. Another major drawback is the lack of comprehensive information about the reasoning behind the problems flagged throughout the automatic checking process [26] . A recurrent example found in the literature are the warnings concerning image accessibility, where the need of a text alternative is highlighted, but not enough support is usually offered to correct the problem detected.
Solutions for Rendering Images Accessible
Image accessibility strongly depends on (i) the presence of a text alternative to represent the meaning or purpose conveyed through the image, and (ii) the pertinence of that description itself. The most widely-used mechanism to introduce a text alternative in a web page is the use of an alt attribute within the <img> HTML element. 3 
Authoring Guidance
Scholars and official bodies have both proposed best practices for image description to support human verification of text alternatives. They often present general recommendations on how to insert the alt attribute in the HTML code and what value to provide it with depending on the nature of the image (informative vs. decorative), its context within the web page, and its ultimate purpose [11, 20] . Petrie et al. [25] supported this work by adding up user input and suggested that more exhaustive guidelines needed to be developed. However, detailed guidance on linguistic appropriateness has been generally limited to subjective techniques; for instance, caring about spelling and grammar; using normal prose; and making text simple, succinct and accurate [9, 44] . The Technical Specification ISO/IEC TS 20071-11:2012 [16] , based on Tang's work and guidance tool TATI 4 [39] , offers a more detailed question-guided procedure for providing informative text alternatives, but language-oriented hints are barely referred to. Moreover, dealing with such specialized documentation can be tiresome and sometimes even overlooked by web professionals due to lack of time or knowledge, as it has been claimed in previous studies [14, 20] .
Evaluation and Repair
Prior work on machine checking of image text equivalents have focused on image OCR or text pattern recognition techniques (e.g., dictionary-based word search, file type abbreviations, HTML code, number of characters) to automatically identify what should not be present in appropriate text alternatives [4, 15, 24] . The size of the image has also been used as a reference to detect non-accessible images [5] , classifying as informative (and thus in need of alt) those bigger than 10 x 10 pixels, and then automatically giving them text alternatives based on web content analysis, OCR and human labelling (ibid). Other novel solutions include a game-based crowdsourcing method for image description [1, 2] . However, this model relies on users labeling images with just isolated words, like the system proposed by Keysers et al. [18] , which might not be regarded as sufficient by end users who expect more elaborated text alternatives. Vinyals et al. [43] solve this potential inconvenient with the automatic generation of natural sentences based on a neural and probabilistic network system. While extremely promising, to the best of our knowledge, it only produces text in plain English, thus leaving the multilingual web unattended.
The use of CL rules could prove advantageous in that regard. Rodríguez Vázquez and Lehmann [34] presented Acrolinx, a controlled-language based authoring tool, as an automated solution for text alternatives' quality checking. Following an error description formalism, a set of 40 style rules was developed. These were founded on a research-based analysis of French linguistic patterns frequently used in appropriate and non-appropriate text alternatives for images, representing descriptive, functional and uninformative content [34] . After each Acrolinx check, the user receives error repair guidance in the form of detailed information about the style rules that have been contravened, together with improvement suggestions, when available (ibid), as recommended by the W3C [40] . The advantage of such a customizable system is that more languages could be covered and other rule packages could be added to test different language-based web content.
WEB TRANSLATION EXPERIMENT
The aforementioned Acrolinx technology, customized for image accessibility evaluation purposes, was one of the tools proposed for the web accessibility study with 28 professional translators introduced in the first section of this paper. Participants were asked to (i) translate a website about a fake development campaign named 'Together Against Poverty' from English into French, including three web pages, and (ii) check them for image accessibility (the website contained 130 images). Detailed information about the participants' profile, the recruitment procedure and the experiment material can be found in [29] . For this factorial study, we chose a split-plot design to measure two independent variables: (i) web accessibility (WA) knowledge, and (ii) use of tools. Participants were divided in two different groups in order to manipulate the first independent variable. Investigating this factor goes beyond the scope of this paper, so it will not be considered during the interpretation of the data analyzed (sections 6 and 7).
The second independent variable had three levels, where the control condition was the translation of the website without the help of any evaluation tool. Participants were requested to submit their translation work (hereinafter referred to as translation version T1) to the researcher upon completion of the task. In the experimental condition, participants had to use two different checking software: aDesigner, 5 a general web accessibility evaluation tool, and Acrolinx.
The reasons that motivated the selection of aDesigner are the following: on one hand, it is a desktop application, like Acrolinx's client for web pages verification, whose user interface is a priori intuitive and relatively simple to use; in addition, the results reporting format is very similar to Acrolinx's, since errors detected are organized per rule violated and a description of the problem is also provided; on the other hand, as far image accessibility checking is concerned, aDesigner provides some clues about the alt text appropriateness of the images found [3] , instead of just detecting if an alt attribute is present or not, which is a popular feature among other more up-to-date tools such as WAVE 6 or FAE. 7 These tools use pattern recognition techniques to detect file names or alt texts longer than 100 characters, but do not flag uninformative text alterantives. aDesigner, in turn, would identify, for instance, 'banner', 'line', 'spacer' or 'image' as words within the text alternative and indicate that they probably lead to inaccessible images. Acrolinx CL rules also cover this assumption.
The order in which both tools were used during the experiment was counterbalanced, with a view to reduce bias due to random or confounding variables. As a result, 14 out of 28 participants (7 per group) handed in the second translation version (T2) once they had performed a check with aDesigner, and the other 14 followed the same procedure after using Acrolinx. This logic was also applied to collect translation version T3 (see Table 1 ). 
aDesigner Acrolinx
Acrolinx aDesigner
It should be noted that translation proposals were cumulative, that is, version T1 served as a starting point to produce T2. Similarly, the website translation proposal T2, checked with the first tool used and presumably amended according to the testing results it yielded, was the basis to generate the final version (T3). The rationale behind this decision was based on the belief that the use of several evaluation tools is not mutually exclusive but rather the opposite: combining different software's capabilities has been already put forward as a possible solution for tools' low effectiveness [42] and could thus lead to better accessibility results.
IMAGE ACCESSIBILITY EVALUATION
Once the translation experiment concluded, an evaluation study was conducted with the broader goal of gathering knowledge concerning the image accessibility level achieved by all participants in each translation version. To this end, a selection of image text alternatives were subjected to an assessment by an external panel of judges.
Through the analysis of the evidence obtained, we aim at testing the following hypotheses: The research hypotheses set forth are grounded on the preliminary conclusions withdrawn from an earlier exploratory study, whose results suggested that the application of CL rules specifically formalized for text alternatives verification could contribute to improve their adequateness [33] . Nevertheless, at that stage, Acrolinx rules had been applied by the author and no rule documentation was available. The present evaluation study seeks to support that claim with more solid empirical evidence. The subsections below summarize the methodology adopted to explore the quality of the text alternatives produced by the translators in each translation version submitted.
Materials and Task Design
The primary data retrieved from the experiment described in section 3 consisted of 84 versions of the same website (3 per translator), accounting for 252 web pages, with a total of 10,920 images. This numbers had to be reduced for a manual evaluation to be feasible. Randomly selecting a subset of web pages was not an option, since we wanted to examine the improvements, if any, made by individual translators throughout the different translation versions. Basing the sampling process on a selection of participants had to be dismissed if significant results were to be obtained. Another possibility was to carry out a manual evaluation according to image types; for instance, the impact of using several tools on the alt text quality could have been measured taking only into account functional images. However, Acrolinx CL rules had been developed per image purpose (decorative, informative or functional), and focusing just on one image type would have not allowed us to study, in future research work, the effectiveness of each rule developed, as well as the preferred linguistic patterns for describing each of these types of images. Therefore, we finally collected all alt values produced during the controlled experiment (28 translators × 130 images × 3 translation versions, N=10,920). A reduced sample was obtained after filtering all duplicates, reaching a total of 2,189 unique text alternatives.
The data generation method chose for the evaluation was a questionnaire, which was implemented using SurveyMonkey. In an attempt to increase the ecological validity of the study, evaluators received detailed information about the website from which all images had been extracted: what was the campaign about and who were its initiators. We deliberately decided not to send them the source English website for reference to avoid any potential bias. It is worth mentioning that most of the images were not originally accessible, that is, they either did not have an associated alt attribute or contained an inappropriate alt value. We believe that, if given access to this website, evaluators would have been tempted to assess the text alternatives based on their translation accuracy with respect to the source, and not on their adequateness in terms of accessibility. The structure of the website was also described, indicating that each page corresponded to one of the campaign partners. Similarly, evaluators were provided with exhaustive information about the macrostructure (header, body, footer) of each web page. These comprehensive explanations aimed at helping users to better picture the website from where the images had been retrieved.
Each image was presented to the evaluators in a separate page of SurveyMonkey for ease navigation purposes. At the top of each page, the evaluator would find the following data: (i) the website's page where a given image appeared, (ii) its relative location within that page (as per the macrostructure indicated above) and (iii) a neutral description of the image's context. Immediately after, blind users could read how many text alternatives they would need to assess, as well as the alt text list (see Figure 1) .
Evaluation Metric
As stated at the beginning of section 5.1, the study reported in this paper was designed to serve as a double evaluation exercise: on one hand, we expected data gathered to allow us to estimate if the use of tools helps translators to achieve quality text alternatives and thus a high level of image accessibility. On the other hand, we aimed at measuring the impact of the CL rules developed for Acrolinx [31] . Although this paper specifically addresses the former, an evaluation metric convenient for both purposes had to be chosen.
Accessibility evaluation.
The literature is populated with multiple studies devoted to develop, test and review automatic and human web accessibility metrics, recently classified in two main groups: conformance-based metrics and accessibility-in-use metrics [41] . While the former are based on whether success criteria (SC) of given guidelines are met, the latter are founded on the premise that accessibility is a quality that differs from conformance (ibid).
If we look at the WCAG 2.0 [8] , image accessibility concerns guideline 1.1 and its first associated SC (1.1.1). Since we wanted to assess only one common web accessibility failure, selecting a conformance-based metric was not deemed appropriate.
Furthermore, text alternatives quality goes beyond merely inspecting the code for accessibility conformance, rendering unsuitable binary scoring scales, such as the one used in the failure-rate metric [38] . Alt texts' length or complexity has always been a source of discrepancies. Previous work has highlighted that these are subjective parameters and that it is difficult to establish a clear baseline [25] , so they were not consider relevant to determine text alternatives' appropriateness either.
Controlled language evaluation.
The main advantage of CLs is that they make many aspects of text manipulation easier for both humans and computer programs [21] . Therefore, the metrics found in the literature to evaluate them strongly depend on the purpose for which the CL had been created. Traditionally, the most common applications of CLs have been the improvement of text readability, comprehensibility and machine translatability. A review of the related work reveals that the effect of CL rules on the latter has been measured through both automatic and human metrics [36] . Since the former mostly rely on reference translations to compute machine translation quality, we decided to consider the latter. Although human judgements are often regarded as subjective, the reliability of the results can be maximized by objectively defining the criteria that will be used by the selected group of evaluators (ibid).
For the purposes of the current work, a tailor-made metric based on the appropriateness level achieved in the text alternative was designed to measure its quality (see Table 2 ). Notice that only one negative value is provided (1), thus just leaving room for a grading scale in the case of positive annotations. The final Likert-type scale includes four rating levels. It differs from other translation quality annotation metrics, such as the one presented in [23] , in that it does not focus on the comprehensibility of the text or its linguistic richness. Instead, quality is based on the level of appropriateness reached with respect to the image context described. This approach is similar to Fischer's rating system [12] , but applied to only one WCAG SC. The text alternative is not appropriate for the image, according to the location and context described.
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Acceptable (Acceptable)
The text alternative is acceptable for the image, according to the location and context described, but not all the information provided is necessarily pertinent.
3
Pertinent (Pertinent)
The text alternative provides minimal but sufficient and correct information about the image, according to the location described.
4
Very pertinent (Très pertinent)
The text alternative provides complete and precise information about the image, according to the location and context described.
Participants
A snowball sampling method was chosen to recruit screen-reader users willing to take part in the alt text assessment. Requirements were (i) having a full proficiency in French and good knowledge of English, and (ii) being experienced users of assistive technology and the Web. The first requirement made the recruitment process particularly challenging. Applying crowdsourcing techniques would have boosted the participation rate, but the effort made by users would have been similar. The reason is that, in order to get comparable results, each participant would have needed to annotate, at least, all alt texts corresponding to one of the image types. Still, following this procedure, alt texts produced by the same translator would have been annotated by different evaluators, thus not allowing us to correctly assess their overall performance.
From the 9 people who initially signed up, only 7 completed the task. One blind user indicated that VoiceOver for Mac OS was his preferred screen-reader. The rest were regular JAWS users, occasionally choosing NVDA when the former was not available. There were participants from three different French speaking countries: Switzerland, Canada and France. English was the most common second language spoken by all evaluators.
Figure 1. Text alternatives evaluation environment.
Within this group, we observed two main profiles: 
Procedure
Upon acceptance of the task, evaluators were sent by e-mail a MS Word file with all the instructions needed to perform the evaluation in French. The document included the following contents: an introduction to the study; a detailed description of the website's purpose and each page's macrostructure (see section 5.1), information about how the questionnaire was organized and an explanation of the score values in our rating scale. We also informed them that the image text alternatives they were about to assess were extracted from a website translated by multiple translators, hence the presence of alt text not only in French, but also in English. Still, they were requested to assign scores on the premise that, in a real life situation, they would be browsing a French website.
We had estimated that the assessment exercise could take between 5 and 12 hours, so we also provided evaluators with tips about how to enable the cookies before starting the SurveyMonkey questionnaire. This would allow them to take breaks during the task or work on it throughout several days without losing their responses to the questions already completed. The link to the questionnaire was both included in the e-mail and at the end of the instructions file. Each screen-reader user received a monetary compensation of CHF 100 as an acknowledgement for the work done.
RESULTS
Time spent by evaluators (hereinafter also referred as "judges") on the task was consistent with our initial estimation (x ̅ = 9.28, sd = 4.75). Upon data collection, a within-subjects analysis was performed in order to study if there was a significant effect of the use of tools (independent variable) on the quality level of the text alternatives produced by the translators in each translation version. Discussing which linguistic patterns are recommended to write appropriate text alternatives depending on the image meaning and purpose, as inferred from the scores assigned by the judges to each alt text, goes beyond the scope of the present paper and will not thus be addressed.
Before the statistical analysis, it was crucial to take into account two important characteristics of the data gathered:
− The score per alt text (dependent variable) was based on a Likert-like scale (ordinal data) so, in principle, its distribution cannot be assumed normal.
−
There is a correlation between the observations made (repeated measures per judge, image type and translator).
After considering the above, we decided to use a repeated measure one-way analysis of variance (ANOVA) on the 4-level score scale, presented in sub-section 5.1.1, with 3 random factors (judge, image type and translator), in order to test the hypotheses stated in section 5. The approach adopted assumes that the tests will be robust, despite the non-normal distribution of the data, due to the vast amount of observations (130 images × 28 translators × 3 translation versions × 7 judges, N=76,440). This model was complemented with a post-hoc analysis, for which we applied a Tukey's HSD (honest significant difference) correction. The overall analysis was performed using the R statistical software (library lme4 and multcomp) [27] .
The analysis provides strong evidence that there is an effect of using tools on the scores collected (χ 2 = 1764, df=3, p < 0.001) 8 , irrespective of the number or type of tools chosen. The multiple comparisons of means (see Table 3 ) of the scores gathered per each condition of the independent variable "use of tools" (none, aDesigner, Acrolinx, both) show that the difference between the scores obtained for text alternatives produced in translation version T1 (without any tool) and those of translation version T3 (both tools) is highly significant (p < 0.001). Additionally, we found a significant difference in the scores of alt texts amended after using one tool (aDesigner or Acrolinx, translation version T2) compared to those obtained for alt texts in T1 (p < 0.001). Finally, there is a significant difference between scores assigned to text alternatives checked with aDesigner and those collected for Acrolinx (p < 0.001), when only one tool was used (T2). In order to check the robustness of our results to the non-normality of the scores, a non-parametric Kruskal-Wallis test (K-W) was also performed. The inconvenience of this second approach is that it does not take the correlation structure of the data into account. The test confirms the global significant effect of the use of tools on the judge's scores (p < 0.001). The non-parametric post-hoc analysis (Nemenyi test) results also support the strongly significant differences found in scores between the following pairs: Both tools (T3) > no tool (T1), Acrolinx (T2) > no tool (T1), and Acrolinx (T2) > aDesigner (T2); p < 0.001. However, a weaker significance was observed in the pairwise comparison of the scores for alt texts produced without any automated solution (T1) with the scores obtained for alt texts verified with aDesigner (T2) (p = 0.041). Overall, the results from the repeated measure one-way ANOVA are confirmed.
As previously mentioned in the paper, translation versions were cumulative. Therefore, to test hypotheses H.3 and H.4, the order 8 For the purposes of this paper, we have used an alpha level of .05 for all statistical tests. in which both tools were used during the translation experiment was also considered in a second analysis. The translation versions T3 (for which input from both tools was presumably taken into account by translators) were thus coded according to the last tool used, namely: (i) "both-last-aDesigner" when T2 was checked with Acrolinx, and (ii) "both-last-Acrolinx" when T2 was checked with aDesigner. The difference between scores for alt texts verified with the help of two tools (T3) and those run through only one tool (T2) is very significant (see Table 4 ), regardless of the tool order. Furthermore, a significant difference was observed when comparing scores within the last experimental condition (T3), with regard to the tool used for the last automatic check. 
Comparison of Independent
DISCUSSION
The results presented in the previous section provide enough evidence to accept H.1 Using automated accessibility evaluation tools during the web translation process has a positive impact on the appropriateness of translated text alternatives for images. The judges' scores show that alt texts' quality significantly improves when both tools, Acrolinx and aDesigner, are introduced in the translation workflow to support translators in their effort to render images accessible. We argue that this gain in text alternatives' quality is due to the proper changes made to inappropriate alt texts produced during the first translation version which, in turn, were probably the result of a word-by-word translation of the original English text. This is reflected on the data through (i) the higher proportion of positive scores (2-3-4) obtained in T3 (see Figure 2a , bars Both vs. none), and (ii) the increased number of pertinent and very pertinent text alternatives achieved (see Table  5 , score values 3 and 4).
Although the tests performed to study the analysis of variance point to a significant improvement in the alt texts quality when translators use just aDesigner, it can be readily seen from the stacked charts that the use of Acrolinx leads to a considerable higher decrease in the number of non-appropriate alt texts, thus supporting H. Table 5 ). We believe the latter might be motivated by the detailed explanations of the errors flagged by the tool and the improvement suggestions offered [34] . Nevertheless, a closer examination of the screen recorded translation sessions would be needed to validate this statement. Data gathered during the evaluation also suggests that using both tools could yield similar good quality results in terms of image accessibility to those obtained when just using Acrolinx (see Figure 2a) . We hypothesize that this is due to the specificity of the tool as regards image accessibility checking, since it provides detailed support for the text alternative repair task, featuring language-based recommendations. For instance, Acrolinx would (i) flag "Facebook" as an inappropriate alt text for a Facebook icon with an embedded link that allows the user to share a given web page on his Facebook wall, and (ii) suggest to replace it with "Share this page on Facebook". We argue that alt appropriateness issues are currently more popular in the Web than just the existence of <img> elements with no alt attribute which, according to the literature, is a problem increasingly solved through the introduction of support for accessibility in web authoring tools [28] . This was also the case in our test website. While Acrolinx has proved to be more useful than aDesigner when presented to the translators in the first place, results seem to indicate that, when used as a second evaluation tool, Acrolinx is not as efficient (see Figure 2b and Table 5 ). If the order followed is Acrolinx-aDesigner, improvements achieved regarding alt text quality are greater than if the reverse order is applied. Hence, we reject H.3. We hypothesize that the second tool used has less influence on the translators' work, even if the difference in the improvements made is significant (see Table 4 ). One of the reasons might be the lack of time: translators had 90 minutes to use both tools and they probably devoted more than half of the time to solve the barriers identified through the first tool. By tackling language-related quality issues ahead with the help of Acrolinx, they obtained a higher number of improvements, which were quickly complemented at the end of the session with aDesigner suggestions. Since they mostly concerned the inexistence of alt attributes, they were easy to implement. This might explain why the final image accessibility level achieved in the last translation version was higher. Conversely, after having already used a tool like aDesigner, translators might have found Acrolinx's recommendations too time-consuming and more difficult to apply, thus ignoring some of them. Still, as shown in Table 4 , using two different tools triggers more improvements in terms text alternatives' appropriateness than using only one, irrespective of the order in which tool checks were run. This goes in line with the conclusions withdrawn by Vigo et al. in previous work [42] . Consequently, we can accept our last hypothesis (H.4).
Our methodology had two major shortcomings. On one hand, image contextual descriptions were given to evaluators instead of providing them with fully functional independent websites to replicate a real case browsing scenario. This might have influenced, for instance, how English untranslated content was annotated by the judges, since they were often presented as well with French alternative solutions proposed by other translators. Still, as explained in section 5.1, this approach would have required a higher investment in time and resources and would not have enabled us to collect enough data to perform further analysis on individual translators' performance. In spite of the limited number of judges, we consider that the reliability of the results was not compromised. The intra-class correlation (ICC) coefficient is estimated at 0.33 − 0.39 if participant B7 is not taking into account (see Figure 3) . These results reflect a fair agreement between judges. We believe that a higher inter-rater agreement could have been reached if the task would have been shorter or the judges' profile was closer. Still, according to the data analyzed, the outliers seem not induce errors or have too much influence on the conclusions of the tests, which happen to be uniform along the various statistical methods we have applied.
On the other hand, time constraints might have also had an effect on translators' performance. By looking at the results, we estimate that, should translators' have received a similar job in a professional context, they would have invested more efforts on complying with the image accessibility requirements pointed at by the tools. This assumption is supported by the comments left by some translators in the post-task questionnaire, where they acknowledged to have only focused on one of the three web pages of the website or just one type of images. In this sense, it is worth mentioning that the analysis presented in this paper is based on the data collected from all 28 translators. However, five of them did not make any modifications to their first translation proposal after using the two evaluation tools. Moreover, another three translators only applied changes according to one of the tools used. A more in-depth investigation of these cases might help to provide further insight into our research findings.
CONCLUSIONS AND FUTURE WORK
The evaluation study described above has shown that, if equipped with the appropriate tools, web translation professionals can significantly contribute to image accessibility in localized websites, irrespective of their previous knowledge on the subject.
In the near future, we plan to examine if the latter had an effect in the overall quality of the text alternatives produced by translators from the experimental group, who had followed a webinar on web accessibility prior to the controlled experiment. If confirmed, empirical evidence would be available to support the belief that translators and web localization engineers should be educated in web accessibility if the broader goal of a universal web is to be met. The global outcome of this research raises again the question of accountability with regard to accessibility in the multilingual web, already explored in prior work [32] . As highlighted in section 5.1, the source English website had a poor image accessibility level. Introducing accessibility testing in the web localization workflow could not only benefit users with special needs in the target audience for whom we are translating the website, but also those from the source culture, language or country, simply by instructing web translators to report accessibility barriers found during the localization process.
Results obtained illustrate that the Acrolinx technology, based on accessibility-oriented CL rules, offers more relevant guidance to translators on how to improve the appropriateness of the text alternatives for images they have translated than aDesigner. The more comprehensive analysis of the impact of each CL rule developed presented in [31] confirms this conclusion. We thus believe that, if directly integrated in popular CAT tools −such as Alchemy Catalyst or SDL translation products, which already support Acrolinx plug-ins−, the alt text checking rule set could facilitate a smooth image accessibility testing within one single working environment. This approach would allow to bring accessibility concerns closer to professional translators who have not been trained on the matter. What is more, as discussed in previous sections, this image accessibility evaluation methodology could prove efficient for translators if complemented with a general web accessibility evaluation tool like aDesigner to achieve optimal results. It would be interesting to conduct a similar experiment with other web professionals (developers, designers, webmasters), in order to see if Acrolinx yield comparable results.
We foresee to further investigate if the variability of the scores correlates with the background and accessibility expertise of the judges recruited for the study. Finally, we expect to compare this first evaluation outcome with (i) results from a second human evaluation carried out with sighted experts, and (ii) results collected from the automated test reports saved by each translator for each tool. This would provide added-value to our research in two fronts: first, we would be able to understand if all improvements were directly motivated by the tools' feedback or whether some of them were founded on the own translators' initiative; second, it would allow us to better study the effectiveness of each tool [6] with regard to image accessibility checking by analyzing their correctness (how well they reduce false positives) and their completeness (how well they reduce false negatives).
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