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Na última década, diversas aplicações multimídia tem gerado e distribuído conteúdos de
imagens e vídeos digitais. Serviços de multimídia que tem ganhado um vasto interesse
incluem televisão digital, jogos de vídeo e aplicações em tempo real operando sobre a
Internet. De acordo com predições da CiscoTM , a percentagem do tráfego de dados de
vídeo sobre a Internet era de 53% em 2014 e superará os 67% em 2018. Devido à esse
aumento na demanda de conteúdo de dados visuais, a necessidade de métodos e ferra-
mentas que estimem a qualidade da experiência (QoE) do consumidor é enorme. Entre os
aspectos que contribuem para a QoE, a qualidade dos estímulos visuais é uma das maiores
propriedades, pois pode ser alterada em diversos estágios da cadeia de comunicação, tal
como na captura, na transmissão, ou na reprodução do conteúdo.
Considerando que os avaliadores naturais da qualidade visual são seres humanos, a
estratégia básica para medir a qualidade visual consiste na realização de experimentos
subjetivos. Esses experimentos são geralmente realizados com participantes humanos em
laboratórios preparados com um ambiente controlado. Esses participantes avaliam a qual-
idade de um dado estimulo visual (imagem ou vídeo) e atribuem a eles um valor numérico
associado à qualidade. Para avaliar a qualidade, os participantes seguem um conjunto
de passos experimentais. Geralmente, esses passos são padronizados para favorecer a
reprodutibilidade experimental. Os padrões de experimentos incluem metodologias de
avaliação, tais como condições de visualização, escala de avaliação, materiais, etc. Após
um conjunto de participantes avaliarem individualmente a qualidade de um dado estí-
mulo, a média dos valores é calculada para gerar o valor médio das opiniões subjetivas
(MOS). O MOS é frequentemente utilizado para representar a qualidade geral de um dado
estímulo visual.
Como a coleta dos MOS é realizada a partir de experimentos com seres humanos,
esse processo é demorado, cansativo, caro, e laborioso. Devido ao custo dos experimentos
subjetivos, um grande esforço tem sido dedicado ao desenvolvimento de técnicas objetivas
para a avaliação de estímulos visuais. Essas técnicas objetivas consistem em predizer o
MOS automaticamente por meio de algoritmos computacionais. Tal automação torna pos-
sível a implementação de procedimentos computacionais rápidos e baratos para monitorar
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e controlar a qualidade de estímulos visuais.
As técnicas objetivas para a avaliação de estímulos visuais podem ser classificadas em
três tipos, dependendo da quantidade de informação necessária pelo método. Se todo o
estímulo de referência (original) é requerido para a estimação da qualidade do estímulo
testado, então essa técnica é classificada como sendo de referência completa. Quando
somente alguma informação parcial da referência é necessária, a técnica é classificada
como sendo de referência reduzida. Por outro lado, quando nenhuma informação sobre o
estímulo de referência é necessária, a técnica é dita como sendo sem referência. Uma vez
que a exigência de uma referência completa ou parcial é um obstáculo no desenvolvimento
de diversas aplicações multimídia, as técnicas de sem referência são as mais convenientes
na maioria dos casos.
Diversas técnicas objetivas para avaliação de qualidade visual têm sido propostas, em-
bora ainda existam algumas questões em aberto no seu desenvolvimento. No caso de técni-
cas de avaliação de imagens, diversas técnicas de referência completa têm sido produzidas
com uma excelente performance. Por outro lado, técnicas que não utilizam referências
ainda apresentam limitações quando múltiplas distorções estão presentes. Além disso,
as técnicas sem referência para imagens mais eficientes ainda apresentam modelos com-
putacionalmente custosos, o que limita a utilização desses métodos em várias aplicações
multimídia.
No caso de vídeos, o atual estado da arte ainda possui performance na predição dos
MOS pior do que os métodos de imagens. Quando consideramos a acurácia da predição,
os métodos objetivos para vídeos possuem uma correlação entre valores preditos e MOS
ainda pequena se comparada com a correlação observada em métodos para imagens. Além
disso, a complexidade computacional é ainda mais crítica no caso de vídeos, uma vez que
a quantidade de informação processada é muito maior do que aquela presente em imagens.
O desenvolvimento de uma técnica objetiva de avaliação de qualidade visual requer
resolver três grandes problemas. O primeiro problema é determinar um conjunto de car-
acterísticas que sejam relevantes na descrição da qualidade visual. Essas características,
geralmente, referem-se às medidas de estímulos físicos, tais como quantificação da nitidez
de borda, estatísticas de cenas naturais, estatísticas no domínio de curvlets, filtros de
Prewitt, etc. Além disso, múltiplos tipos de características podem ser combinados para
gerar um vetor de características que descrevem melhor a qualidade de um dado estímulo.
O segundo problema é estabelecer uma estratégia de agrupamento das características de
forma que os valores numéricos sejam descritivos dentro de um modelo. Esse agrupa-
mento se refere a uma combinação de medidas através de um subespaço de medidas para
representar o estímulo analisado. Finalmente, o terceiro problema é a criação de um mod-
elo que mapeie as características agrupadas de forma que se correlacione com os dados
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preditos com os subjetivos.
Neste trabalho, nós apresentamos uma investigação de métodos de avaliação de qual-
idade visual baseada na medição de texturas. A pressuposição é que degradações visuais
alteram as texturas e as estatísticas dessas texturas em imagens e vídeos. Essas medidas
são executadas em termos das estatísticas extraídas do operador de padrões binários locais
(LBP) e suas extensões. Este operador foi escolhido porque ele unifica outros modelos de
análise de texturas mais tradicionais, tais como o espectro de textura, o nível de cinza
de comprimento (GLRLM) e as matrizes de co-ocorrência de níveis de cinza (GLCM). O
operador LBP, sendo um algoritmo simples e que favorece implementações rápidas, pos-
sui propriedades muito úteis para sistemas de processamento em tempo real de imagens
e vídeos.
Devido às vantagens supracitadas, nós analisamos o operador LBP e algumas das suas
extensões no estado da arte com o objetivo de investigar sua adequabilidade para o prob-
lema de avaliação de qualidade de imagens. Para isso, neste trabalho nós apresentamos
uma extensa revisão do estado da arte dos operadores. Entre os operadores no estado da
arte, podemos mencionar os padrões ternários locais (LTP), a quantização de fase local
(LPQ), as estatísticas binarizadas de características de imagem (BSIF), os padrões locais
binários rotacionados (RLBP), os padrões binários locais completos (CLBP), os padrões
de configuração locais (LCP), entre outros. Ademais, nós também propomos novas ex-
tensões que melhoram a predição de qualidade. Entre as extensões propostas para a
medida de características de qualidade, estão os padrões binários locais de múltipla escala
(MLBP), os padrões ternários locais de múltipla escala (MLTP), os padrões de variância
local (LVP), os padrões de planos ortogonais de cores (OCPP), os padrões binários locais
salientes (SLBP) e os padrões binários locais salientes de múltipla escala (MSLBP).
Para testar a adequabilidade dos operadores de texturas supracitados, propomos um
arcabouço para utilizar esses operadores na produção de novas métricas de qualidade de
imagens. Dessa forma, muitas métricas sem referência podem ser geradas a partir da
estratégia proposta. Utilizando as métricas geradas a partir do arcabouço proposto, uma
extensa análise comparativa é apresentada neste trabalho. Essa análise foi feita com três
das mais populares bases de dados de qualidade imagens disponíveis, sendo elas a LIVE,
CSIQ e TID 2013. Os resultados gerados a partir dos testes nessas bases demonstram que
os operadores no estado da arte mais adequados para mensurar a qualidade de imagens
são o BSIF, o LPQ e o CLBP. Todavia, os resultados também indicaram que os operadores
propostos atingiram resultados ainda mais promissores, com as abordagens baseadas em
múltiplas escalas apresentando os melhores desempenhos entre todas variações testadas.
Inspirado nos resultados experimentais das métricas de imagens geradas, nós escol-
hemos um operador de textura conveniente para implementar uma métrica de avaliação
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de qualidade de vídeos. Além de incorporar informações de textura, nós também incor-
poramos informações de atividade espacial e informação temporal. Os resultados experi-
mentais obtidos indicam que a métrica proposta tem uma performance consideravelmente
superior quando testada em diversas bases de dados de vídeo de referência e supera os
atuais modelos de qualidade vídeo.
Palavras-chave: Qualidade visual, métricas objetivas, avaliação da qualidade de imagens
sem referência, avaliação da qualidade de vídeos
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Abstract
In the last decade, many visual quality models have been proposed. However, there are
some open questions involving the assessment of image and video quality. In the case of
images, most of the proposed methods are very complex and require a reference content to
estimate the quality, limiting their use in several multimedia application. For videos, the
current state-of-the-art methods still perform worse than images in terms of prediction
accuracy.
In this work, we present an investigation of visual quality assessment methods based
on texture measurements. The premise is that visual impairments alter image and video
textures and their statistics. These measurements are performed regarding the statistics
of the local binary pattern (LBP) operator and its extensions. We chosen LBP because
it unifies traditional texture analysis models. In addition, LBP is a simple but effec-
tive algorithm that performs only fundamental operations, which favors fast and simple
implementations, which is very useful for real-time image and video processing systems.
Because of the abovementioned advantages, we analyzed the LBP operator and some
of its state-of-the-art extensions addressing the problem of assessing image quality. Fur-
thermore, we also propose new quality-aware LBP extensions to improve the prediction
of quality. Then, we propose a framework for using these operators in order to produce
new image quality metrics. Therefore, many no-reference image quality metrics can be
generated from the proposed strategy.
Inspired by experimental results of generated no-reference image quality metrics, we
chosen a convenient texture operator to implement a full-reference video quality metric.
In addition to the texture information, we also incorporate features including spatial ac-
tivity, and temporal information. Experimental results indicated that our metric presents
a superior performance when tested on several benchmark video quality databases, out-
performing current state-of-the-art full-reference video quality metrics.
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In the last years, there has been a huge progress in the usage of images and videos for
an increasing number of applications. Multimedia services that have gained wide interest
include digital television broadcasts, video games, and real-time video services over the
Internet. According to predictions made by CiscoTM, the video portion on mobile data
traffic was 53% in early 2014 and is expected to surpass 67% in 2018 [1]. With this increase
in the demand of video contents, the need for tools for predicting quality of experience
(QoE) is typically expected. Among the aspects that contribute to QoE, the quality of
visual stimuli is one of the most important properties and can be altered in any stage
of the multimedia communication chain, such as capturing, compression, transmission,
reproduction, and displaying.
Since the genuine judges of visual quality are humans as end users, the essential strat-
egy to measure visual quality consists of subjective experiments. Subjective experiments
are typically performed in controlled laboratory environments and comprise a panel of
human subjects which are usually non-experts. Subjects assess the quality of a given test
stimuli, such as a sequence of images (or videos), as depicted in Fig. 1.1-(a). To perform
the quality assessment, the subjects follow a set of planned steps. These steps are gener-
ally standardized to enable experimental reproducibility. For example, Recommendation
ITU-R BT.500 [2] presents detailed information about several experimental parameters
such as assessment methodologies, viewing conditions, grading scale, and timing. Ex-
perimental methodologies described in this recommendation include single and double
stimulus methods. In single stimulus (SS), variants of the test videos are shown to sub-
jects and no reference for comparison is provided. On the other hand, in double stimulus











(a) Subjective quality assessment (b) Objective quality assessment
Figure 1.1: Visual quality assessment approaches: (a) using human beings or (b) using machines.
In subjective quality assessment, individual scores are given by the human subjects.
After each subject assigns a score for the assessed stimulus, the scores are averaged to
generate a mean opinion score (MOS), as illustrated in Fig. 1.2. The MOS is often a
measure used to represent the overall quality of a visual stimuli. The Telecommunication
Standardization Sector of International Telecommunication Union (ITU-T) defines several




















Figure 1.2: A common approach for subjective quality assessment.
Collecting MOS ratings is time-consuming, laborious, and expensive, since it requires
the recruitment of human subjects. Due to the cost of subjective experiments, large
efforts have been made to develop objective quality metrics [4, 5]. Objective quality
metrics predict MOS automatically using a computational algorithm. Such automation
makes it possible to implement fast and cheap procedures for monitoring and controlling
the quality of visual stimuli, as illustrated in Fig. 1.1-(b).
Quality metrics are generally categorized into three types, depending on the amount
of reference information required by the method [6, 7]. If the whole reference (original
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stimulus) is required to estimate the quality, the metric is classified as a full-reference
(FR) method. When only partial information about the reference is used, the metric
is classified as reduced-reference (RR) method. Since requiring even partial reference
information can be a hindrance for several multimedia applications, in some cases the
most convenient solution is to use no-reference (NR) methods, which blindly assess the
quality of visual stimuli without needing any information about its reference [8].
Fig. 1.3 shows a block diagram depicting the steps of the FR, RR, and NR quality
assessment methods. In the FR approach, the algorithm compares the assessed stimuli,
probably distorted, with the original to produce a score that predicts the MOS of the
assessed video. In the RR case, it is not necessary to access all the content of the original
video. Instead, an intermediate step extracts significant visual features (e.g. texture
statistics or other suitable characteristics of the reference). The quality assessment is
performed by comparing the reduced reference information with the information of the
assessed video. Finally, no-reference methods do not require access the original video, as

















Figure 1.3: Types of objective quality assessment metrics: full-reference, reduced-reference, and
no-reference (blind).
FR methods are among the most traditional quality metrics, including measures such
as signal-to-noise ratio (SNR), peak-signal-to-noise ratio (PSNR), and mean squared error
(MSE) [6]. These methods, although computationally simple, do not take into account
the characteristics of human visual system (HVS) [9]. To overcome this limitation, more
sophisticated FR methods incorporate HVS models [10, 11, 12, 13]. Several of these
metrics are based on error sensitivity, attempting to analyze and quantify the error signal
in a way that simulates the human quality judgment [14, 15, 13, 16, 17, 18]. Other FR
methods incorporate HVS characteristics using feature extraction approaches [19, 20, 21,
22]. On the other hand, Lu et al. [24] showed that structural distortion-based FR methods
for video quality assessment provide very promising results.
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Webster et al. [25] proposed one of the first RR metrics. Their metric makes use of
spatial and temporal activity features to assess the quality of videos. RR methods that
use other types of features were proposed by Wang and Bovik [26], Bhateja et al. [27], Ma
et al. [28], Wolf and Pinson [29], Farias [8], among others [30, 31, 32, 33]. These methods
are generally less accurate than FR methods, but they are less complex, what makes them
more suitable for real applications.
For applications which the reference video or even a small portion of it becomes a
bottleneck, it becomes crucial to establish ways of estimating the quality of a visual stimuli
using a NR method. Although NR metrics have been attracting a great attention in last
decade [34, 35, 36, 37, 38, 39, 40, 41, 42, 43], their design is a challenge [44, 45]. Most
proposed NR methods are based on artifact measurements, an approach that consists
of analyzing the assessed video and estimating the amount visual degradations. This
approach is often limited to specific artifacts and rarely can be used for general quality
assessment.
1.2 Problem Statement
Designing a visual quality metric requires solving three major problems. The first problem
is to determine a set of features that are relevant to visual quality. The second is to
establish a pooling strategy for assessing visual quality over space and time. The third
problem is how to create a model for mapping the pooled data into estimates of the
subjective quality scores. Hemani and Reibman [46] have named these three problems as
measuring, pooling, and mapping, respectively.
Measuring refers to the computation of the stimuli physical quantities. Examples
of measured physical quantities include identification of artifacts to estimate the visual
thresholds of those artifacts [35, 38, 42], quantification of edge sharpness [47], Prewitt fil-
ters [48], natural scene statistics [49, 50, 51, 52, 53, 54], statistics on curvlet domain [55],
spatial and spectral entropies [56], subband statistics in the wavelet-packet domain [57],
among other features [58, 59, 60, 61, 62, 63]. It is worth mentioning that multiple mea-
surements can be used to generate a feature vector.
Pooling refers to the combination of the measurements, over a suitable subspace, to
represent the quality of the stimuli. For example, for images, the spatial pooling over
frequency and orientation produce a spatial map of responses. In videos, the pooling
can be implemented over pixel space, frequency space, orientation, and time. Temporal
pooling combines multiple frames into a single temporal score. For both image and video
stimuli, a Minkowski summation is often used as a pooling strategy [42, 64, 65, 66, 67],
given the low-level vision additivity property. Therefore, pooling strategies are often used
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to reduce the number of dimensions of measurements [68, 69, 70, 71, 72, 73]. Naturally,
the chosen pooling strategy should consider how the HVS properties affect the physical
measurements and their relationships among themselves.
The last problem to solve, when designing a quality metric, is the process of mapping
the measurements to a quality score. This process generally uses a model to map the result
of the pooling into an estimate of MOS. If the result of the pooling strategy is already
linearly correlated with the subjective scores, the mapping is not necessary. The mapping
model can be a pre-defined function, as adopted in Structural Similarity (SSIM) [74] and
Gradient Magnitude Similarity Deviation (GMSD) [75], or automatically learned from the
polled features, as adopted in most machine-learning (ML) based methods [60, 61, 62, 73].
Wang and Bovik [26] presented a concise review of methods of the image quality as-
sessment (IQA) methods that are based on the quantification of distortions on natural
scene statistics (NSS). Lin and Kuo performed a brief survey of IQA methods that use
a categorization of features and of artifacts detection [76]. Similarly, reviews of objec-
tive methods of video quality assessment (VQA), which include a classification of these
methods, were performed by Farias et al. [8, 77]. Vranjes et al. [78] classified the ob-
jective methods as data metrics, picture metrics, and bitstream metrics. Soundararajan
and Bovik [79] performed a review of quality metrics based on information theory and
concluded that this approach is rather limited for developing objective metrics.
Based on the work of Reibman et al. [80], the aforementioned methods were compiled
into a categorization of visual quality assessment by Shahid et al. [4]. Fig. 1.4 outlines
these three categories. Metrics are classified as either derived from pixel-based methods
(PBM) or computed directly from the coded bit-stream (BBM). These two classes are not
fully independent and some methods include aspects of both classes (hybrid methods).
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Figure 1.4: Overview of visual quality assessment methods. The bottom row of boxes gives examples of
data used as input for the approaches described in third row. The second row divides into three major
categories proposed by Shahid el al. [4]
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In the case of BBM, the quality can be computed in the absence of a decoder. In other
words, the quality is computed without the need of decoding the compressed video. The
BBM presents the advantage of simplicity, although they have a limited scope of applica-
tion. They are usually designed for a specific coding standard or bitstream format, such
as H.264/AVC or HEVC [4]. Such methods are based on either the information acquired
from the bitstream or the packet header information (or both). They are adequate for
network video applications, such as IPTV or video conferencing.
PBM methods are more complex than BBM methods because they take into con-
sideration the visual content, by extracting features directly from pixels. As depicted in
Fig. 1.4, PBM methods can use these features to predict the presence and strength of com-
mon artifacts or to analyze the impact that distortions have on NSS [4]. Quantification of
artifacts has been used as a measure for several quality assessment methods [81, 8, 64, 82].
In this case, the quality values depend on a single artifact or a combination of artifacts.
Artifact-based methods often use a degradation model obtained via simulations, which are
not always comparable to degradations present in real scenarios [4]. Furthermore, artifact-
based methods may be unable to assess the overall quality in the presence of other arti-
facts. Given these limitations of artifact-based methods, researchers have been working
on PBM methods that do not make assumptions about specific artifacts [60, 61, 83, 84].
These methods generally perform an analysis of the statistical characteristics commonly
found in natural (undistorted) stimuli.
It is worth pointing out that BBM methods can be used, instead of PBM methods, to
reduce the overall computational complexity. The performance of BBM methods can be
improved by adding measures obtained from PBM method. This hybrid approach inherits
the computational simplicity of BBM and the flexibility and robustness of PBM.
1.3 Proposed Approach
In this work, we investigate the use of texture measurements for assessing the quality
of images and videos. Considering the preceding discussion, the scope of the proposed
metrics is highlighted in Fig. 1.4. We chose to adopt a feature-based approach because this
type of approach does not require assumptions about the type of artifacts or content [4].
While artifact-based approaches use a prior knowledge to estimate quality, the chosen
approach is more general and more practical in real-world applications. Feature-based
approaches can be divided into (1) Natural scene statistics (NSS) [85, 51, 86, 87] and
(2) Machine Learning-based (ML) approaches [61, 60, 88, 89]. NSS-based approaches are
based on the hypothesis that the statistical properties of natural scenes are affected by
distortions or artifacts [87]. Machine learning approaches, on the other hand, relies on
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a large number of features that are designed to capture relevant factors affecting visual
quality. These features are not easily interpreted and choosing them is one of the main
challenges of this approach.
Our approach follows the ML trend. We adopt a ML-based approach for VQA because
(1) ML performance compares favorably with state-of-the-art quality metrics and (2)
machine learning provides flexible and effective tools to support our final application [90].
Moreover, we based our methods on state-of-the-art IQA methods and generalize them to
work for video quality. Our hypothesis is that if ML methods based on spatial textures
provide a good performance for IQA, then using spatiotemporal texture-based learning
methods should provide a good performance for VQA.
1.4 Summary of the Contributions
In summary, the main contributions of this work are:
◦ Development of new quality-aware texture operators;
◦ Development of a model for estimating the overall image quality without reference
using the variants of LBP. Several image quality metrics can be generated from this
model;
◦ Development of a full-reference metric for assessing video quality using variants of
LBP in combination with other spatial and spatio-temporal features.
1.5 Organization of this Dissertation
This document is divided into five chapters. Chapter 2 describes the measurement of
textures in order to generate image quality features. Chapter 3 presents IQA methods
that use texture measurements to blindly estimate image quality. Chapter 4 presents
a proved video quality assessment method that is also based on texture measurements.
Finally, Chapter 5 summarizes the contributions of this work and discusses future works.
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Chapter 2
Texture Measurements Based on
Variants of Local Binary Patterns
2.1 Overview
Texture is a fundamental attribute of images. Although it is a ubiquitous concept, there
is no a general consensus concerning an specific definition of texture. The etymological
origin of the word ‘texture’, texere, means ‘to weave’ and indicates that it is associated
with the combination of essential features to form a complex whole. Petrou and Garcia-
Sevilla, for instance, define texture as a variation of the visual stimuli at scales smaller
than the scale of interest [91]. Davies calls texture a pattern with both randomness and
regularity [92]. In the context of this work, texture is the characteristic of an area, which
is perceived as the combination of some basic patterns. These basic patterns present a
certain regularity that appears in the statistical measures of the visual stimuli.
Texture analysis consists mainly of the process of feature extraction that uses texture
information. To characterize a texture, the method identifies and selects a set of distin-
guishing and relevant features. Several texture analysis methods have been proposed in
the past several decades, using a variety of texture feature extraction approaches [91, 92].
These approaches include gray level run-length (GLRLM) [93], gray level co-occurrence
matrices (GLCM) [94], texture spectrum [95], textons [96], etc.
Among the popular texture descriptors used for feature extraction is the local binary
patterns (LBP) [97]. This descriptor describes the local textures of an image by performing
operations in each image pixel. The textures are labeled according to the relationships
between each pixel and its neighbors. Because of its simplicity, this method had a big
impact in the several applications of texture analysis, such as face recognition [98, 99],
gender classification [100], among others.
8
One of the advantages of LBP descriptor is that it unifies traditional texture analysis
models. Fig. 2.1 shows how the LBP is related with other common texture descriptors.
In this figure, the arrows represent the connection between descriptors, while the texts
over the arrows sums up the essential differences between these descriptors. As stated
by Ahonen and Pietikäinen [101], LBP can be viewed as combination of local derivative















































Figure 2.1: Relation of LBP to other texture methods [102].
Nowadays, we can found in the literature several modifications of the LBP descrip-
tor [100, 103]. Most of them try to improve LBP performance in specific applications
of texture analysis (e.g., texture classification, face recognition, object detection, etc).
However, few works have investigated the applicability of each LBP variant at a spe-
cific application. This chapter is inspired by the work of Hadid et al. [100], who per-
formed a comparison of the performance of 13 different LBP methods, focusing on gender
recognition applications. This chapter describes the basic LBP operator in Section 2.2,
reviews some of the state-of-the-art LBP variants in Section 2.3, and presents the pro-
posed quality-aware LBP variants in Section 2.4. These variants are used as features for
developing quality metrics in the next chapters.
2.2 Basic Local Binary Patterns (LBP)
The Local Binary Pattern (LBP) is arguably one of the most powerful texture descriptors.
It was first proposed by Ojala et al. [97] and it has since been proven to be an effective
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(a) R = 1, P = 8
R=2
(b) R = 2, P = 8
R=2
(c) R = 2, P = 16
Figure 2.2: Circularly symmetric P neighbors extracted from a distance R.





S(Ip − Ic)2p, (2.1)
where
S(t) =
1, if t ≥ 00, otherwise. (2.2)
In eq. 2.1, Ic = I(x, y) is an arbitrary central pixel at the position (x, y) and Ip = I(xp, yp)
is a neighboring pixel surrounding Ic, where













P is the total number of neighboring pixels Ip, sampled with a distance R from Ic. Fig. 2.2
illustrates examples of symmetric samplings with different numbers of neighboring points
(P) and radius (R) values.
Fig. 2.3 illustrates the steps for applying the LBP operator on a single pixel (Ic = 8)
located in the center of a 3×3 image block, as shown in the bottom-left of this figure. The
numbers in the yellow squares of the block represent the order in which the operator is
computed (counter-clockwise direction starting from 0). In this figure, we use an unitary
neighborhood radius (R = 1) and eight neighboring pixels (P = 8). After calculating S(t)
(Eq. 2.2) for each neighboring pixel Ip, we obtain a binary output for each Ip (0 ≤ p ≤ 7),
as illustrated in the block in the upper-left position of Fig. 2.3. In this block, black circles
correspond to ‘0’ and white circles to ‘1’. These binary outputs are stored in a binary














































128 0 32 16 0 4 2 0
128 + 0 + 32 + 16 + 0 + 4 + 2 + 0 = 182
182
Figure 2.3: Calculation of LBP labels.
REF
R = 1 R = 2 R = 3
P=4 P=8 P=4 P=8 P=16 P=4 P=8 P=16 P=24
Figure 2.4: Reference image and its correspondent Local Binary Pattern (LBP) channels computed using
three different radius (R) values.
is converted to the decimal format. This decimal number is the output generated by the
LBP operator for Ic. After applying the operator for all pixels in an image, we obtain
a set of labels, which is known as the LBP channel. Fig. 2.4 shows examples of LBP
channels for the image ‘Baboon’, obtained using different radius values and number of
neighboring points.
When an image is rotated, the Ip sampled values move along the perimeter of the
circumference around Ic, generating a circular shift in the binary number generated. As
a consequence, a different decimal LBPR,P (Ic) value is obtained. To remove this effect,
we can use the following rotation invariant (ri) operator:
LBP riR,P (Ic) = min{ROTR(LBPR,P (Ic), k)}, (2.5)
where k = {0, 1, 2, · · · , P −1} and ROTR(x, k) is the circular bit-wise right shift operator
that shifts the tuple x by k positions.
Due to the crude quantization of the angular space and to the occurrence of specific
frequencies in individual patterns, LBPR,P and LBP riR,P operators do not always provide
a good discrimination [104]. To improve the discriminability, Ojala et al. [97] proposed
an improved operator that captures fundamental pattern properties. These fundamental
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patterns are called ‘uniform’ and computed as follows:




S(Ip − Ic), if U(LBP riR,P ) ≤ 2,
P + 1, otherwise,
(2.6)
where





∆(Ix, Iy) = |S(Ix − Ic)− S(Iy − Ic)|. (2.8)
In addition to a better discriminability, the uniform LBP operator described in Eq. 2.6
has the advantage of generating fewer distinct LBP labels.The ‘nonuniform’ operator
(Eq. 2.1) produces 2P different output values, while the ‘uniform’ operator produces only
P + 2 distinct output values.
Finally, once calculated the LBP mask using any LBP approach above, we compute
its histogram, as depicted in Fig. 2.5. Typically, the normalized LBP histogram is used
as input feature vector to a machine learning algorithms[103].









(a) Lena image. (b) LBP map. (c) LBP histogram
Figure 2.5: Example of an input image, the corresponding LBP image and LBP histogram (extracted
feature).
2.3 Variants of the LBP Available in the Literature
Because of its flexibility and performance, the LBP operators have become very popular.
Nevertheless, the original version (presented in the previous section) has several limita-
tions, what has inspired the development of several LBP modifications to better adapt it
for different applications. In this section, we present some variants of the LBP operator
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that have been proposed with the goal of improving the robustness and discriminability
of the original operator.
2.3.1 Local Ternary Patterns (LTP)
The LTP operator is an extension of the LBP operator that assumes up to 3 coded values
({−1, 0, 1}). This is achieved by changing the step function S in the following manner:
Sˆ(t) =

1, t ≥ τ,
0, −τ < t < τ
−1, t < −τ,
(2.9)
where τ is a threshold which determines how sharp an intensity change should be in
order to be considered as an edge. After computing the ternary codes using the above
equation, each ternary pattern is split into two codes: a positive (upper pattern) and a






































































































Figure 2.6: Illustration of the basic Local Ternary Pattern operator.
Fig. 2.6 illustrates the basic feature extraction procedure for a single pixel using LTP
operator. The numbers in yellow squares represent the order in which the step function
is computed (Eqs. 2.2 and 2.9). In this example, we consider an unitary neighborhood
radius (R = 1), eight neighboring pixels (P = 8), and a threshold τ equal to five. While
in the LBP the binary code takes only two values ( 0 or 1, represented by the colors
black and white), the LTP operator generates three possible values (see Eq. 2.9) that are
represented by the colors black (Sˆ(t) = 1), white (Sˆ(t) = 0), and red (Sˆ(t) = −1).
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Following the same counterclockwise order used for computing the LTP, we split the
ternary code into two LBP codes with only positive values. First, we create the upper
pattern by converting the negative codes to zero. Next, we create the lower pattern
by setting the positives values to zero, converting the negative values to positive. By
comparing Fig 2.6 and Fig 2.3, we notice that the LTP operator extends the LBP operator,
generating two texture information maps. We treat these two maps as two separate LBP
channels. Therefore, we compute independent histograms and similarity measures for each
of these maps. Results are combined at the end of the process to generate the feature
vector.
2.3.2 Local Phase Quantization (LPQ)
A limit of LBP descriptor is its relative sensitivity to blur. To tackle this problem, the local
phase quantization (LPQ) descriptor is suggested for applications where blur insensitivity
is demanded [105]. The LPQ descriptor performs a quantization of the Fourier transform
phase in local neighborhoods. Assuming that G(u) and F (u) are the discrete Fourier
transforms (DFT) of the blurred g(z) and original f(z) images, which are related by the
following equation:
G(u) = F (u) ·H(u), (2.10)
where H(u) is the Fourier transform of the filter h(z). The magnitude of G(u) is given
by:
|G(u)| = |F (u)| · |H(u)|, (2.11)
while its phase is given by:
∠G(u) = ∠F (u) + ∠H(u). (2.12)
Assuming that h(x) = h(−x), its DFT is always real and the phase assumes only two
values, namely:
∠H(u) =
0, H(u) ≥ 0pi, otherwise. (2.13)
In LPQ, the phase is computed at the local neighborhood Nz, for each pixel position
of f(z). The local spectrum is computed with the following equation:
F (u, x) =
∑
y∈Nz
f(y)wR(y − x)e−j2piuy, (2.14)
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The local Fourier coefficients are computed at four frequencies for each pixel position, i.e.,
F (x) = [F (u1, x), F (u2, x), F (u3, x), F (u4, x)] , (2.16)
where u1 = [a, 0]T , u2 = [0, a]T , u3 = [a, a]T , and u4 = [a, a]T . In these cases, a is
sufficiently small to satisfy H(ui) > 0.
The phase information in Fourier coefficients is given by the signs of the real and
imaginary parts of each component F (x). This is done via scalar quantization:
qj =
1, gj ≥ 00, otherwise, (2.17)
where gj is the j-th component of G(x) = [Re{F (x)}, Im{F (x)}]. After generating the
binary coefficients qj, we follow the same steps of the LBP descriptor.
2.3.3 Binarized Statistical Image Features (BSIF)
The binarized statistical image features (BSIF) is a descriptor proposed by Kannala and
Rahtu [106] inspired by LBP and LPQ. However, in contrast to LBP and LPQ approaches,
BSIF do not use a manually predefined set of filters but learn the filters by employing
statistics of natural images. BSIF are among the best texture analysis techniques applied
for face recognition and texture classification [100, 106].
Differently from the previous descriptors, which operate on pixels, BSIF works on
patches of pixels. Given an image patch X of size l× l pixels and a linear symmetric filter




Wi(u, v)X(u, v) = wTi x, (2.18)
where vectors w and x contain the pixels ofWi and X, respectively. The binarized feature
is acquired using the following function:
bi =
1, sj > 00, otherwise. (2.19)
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The filters Wi are learned via independent component analysis (ICA). The binarized fea-
tures bi are aggregated following the same procedure described for generating the LBP
labels. The descriptive features are obtained by computing the histogram of the aggre-
gated data.
HHHHHHbits









Figure 2.7: BSIF code images at different scales.
Similarly to the LBP descriptor, which generates the LBP channels, the BSIF de-
scriptor generates coded images. These coded images are the set of labels generated after
the binarized features are computed using Eq. 2.19 and aggregated using Eq. 2.1. Notice
that the aggregation of BSIF results are based on a selected number of bits, instead of
the number of neighbors of the labeled pixel. As mentioned previously in this section,
labeling does not depends on the neighborhood. It depends on the relationship between
the patch size l and the amount of binarized features bi.
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Fig. 2.7 shows the BSIF coded images, corresponding to the reference image depicted
in Fig. 2.18. As can be seen in this figure, the textured information depends of the patch
size l and on the number of bits. The number of bits is less or equal l2 − 1. This is
the reason why the second column does not contain BSIF coded images for 9, 10, 11, or
12 bits. Fig. 2.7 also shows that the choice of the number of bits and the patch sizes
is an important step for texture analysis algorithms. Therefore, multiscale approaches
that incorporate combinations of these parameters are recommended for machine learning
approaches [107, 108, 109, 110].
2.3.4 Rotated Local Binary Patterns (RLBP)
For some applications, such as iris and fingerprint recognition, rotation variations in LBP
results occur because of the fixed order of the weights. Since weights are distributed in a
circular fashion, the effect of rotation can counterfeit by rotating the weights by the same
angle. In cases where the angle of the rotation is not known, an adaptive arrangement of
weights, based on the locally computed reference direction, must be determined. With this
goal, Mehta and Egiazarian [111] proposed the rotated local binary (RLBP) descriptor,
considering that, if an image is subjected to a rotation, it should also undergo a rotation
by the same angle.
The idea of RLBP is to make the LBP invariant to rotation by circularly shifting the
weights according to the dominant direction (D). In a neighborhood of a pixel Ic, D is the
index of the neighbor whose difference to Ic is maximum, i.e.:
D = argmax
p∈{0,1,··· ,P−1}
|Ip − Ic|. (2.20)
Since D is taken as reference, the weights are assigned with respect to it. In this




S(Ip − Ic)2(p−D mod P ), (2.21)
where i (mod j) is the modulus operation that finds the remainder after the division of i
by j.
Fig. 2.8 depicts the effect of the rotation on the LBP and RLBP operators. Notice
that the LBP operator provides different values for a simple rotation. The red color
indicates the pixels that have values above the threshold, while the yellow color indicates
the pixels corresponding to D (maximum difference to Ic). The bit corresponding to D
takes the smallest weight. The other weights are circularly shifted in relation to it. From
Fig. 2.8-(g), we can notice that the weight corresponding to D is the same both for the
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original and rotated images, even when these pixels are at different angles. Therefore, the
RLBP values acquired for two distinct rotated neighborhoods are the same.
Figure 2.8: Rotation effect on LBP and RLBP descriptors: (a) original image and its rotated version,
(b) Illustration of the neighbors rotation for the same pixel ‘63’, (c) Thresholded neighbors, values above
threshold are shown in red color, (d) The weights corresponding to the thresholded neighbors, (e) LBP
values, (f) Thresholded neighbors for RLBP with reference denoted in yellow color, (g) The weights of
the thresholded neighbors, (h) The RLBP values for the original and rotated image is same [112].
Input LBP RLBP
Map Histogram Map Histogram
Figure 2.9: Effect of rotation on LBP and RLBP information.
Fig. 2.9 shows the effect of rotation after generating the LBP and RLBP channels.
The first row of this figure shows the reference image used as input, the LBP map, the
histogram of the LBP labels, the RLBP map, and the histogram of the RLBP values. The
second row shows the same information computed after rotating the original image by 90
degrees. By comparing the LBP histogram before and after the rotation, we can observe
a visual difference between them. Nevertheless, the corresponding RLBP histograms do
not reflect these differences.
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To illustrate the differences between the LBP and RLBP histograms shown in Fig. 2.9,
we compute three statistical divergences measures: Kullback-Leibler divergence (KLD) [113],
Jensen-Shannon divergence (JSD) [114], and chi-square distance (CSD) [115]. The KLD,
JSD, and CSD of the LBP histograms are 2.92×10−2, 6.96×10−3, and 2.11×102, respec-
tively. These divergences for RLBP are 2.06 × 10−4, 5.12 × 10−5, and 1.57, respectively.
From these values, we notice that the order of magnitude of the LBP statistical diver-
gences is two times higher than for the RLBP statistical divergences. These differences
between demonstrate the rotation invariance of the RLBP operator.
2.3.5 Complete Local Binary Patterns (CLBP)
As described in Section 2.2, the LBP operator considers only the local differences of each
pixel and its neighbors. The complete local binary patterns considers both signs (S)
and magnitude (M) of the local differences, as well as the original intensity value of the
center pixel [116]. Therefore, the CLBP feature is a combination of three descriptors,
namely CLBPS, CLBPM , and CLBPC . The overall view of CLBP feature computation
















Figure 2.10: Framework of CLBP operator [116].
The CLBPS and CLBPM components are computed using the local difference sign-
magnitude transform (LDSMT), which is defined as:
LDSMTp = sp ·mp, (2.22)
where sp = S(Ip − Ic) and mp = |Ip − Ic|. The sp is the sign operator used to compute
CLBPS, i.e. CLBPS is the same as the original LBP and it is used to code the sign









1 x ≥ c,0 otherwise. (2.24)
In the above equation, c is a threshold set as the mean value of the input image I. Finally,
the CLBPC is used to code the information of original center gray level value:
CLBPC = thresh(Ic, c). (2.25)
The three operators, CLBPS, CLBPM and CLBPC , are combined. Individual histograms
are computed and concatenated. This joint histogram is used as a CLBP feature.
2.3.6 Local Configuration Patterns (LCP)
Local configuration patterns (LCP) is a rotation invariant image descriptor proposed by
Guo et al. is a LBP extension, which is more discriminative [117]. LCP decomposes
the information architecture of the images into two levels: local structural information
and microscopic configuration information. The local structural information are basically
the LBP features, as described in Section 2.2. The microscopic configuration (MiC)
information involves image configuration and pixel-wise interaction relationships.
To model the image configuration with respect to each pattern, we estimate optimal
weights, associated with intensities of neighboring pixels, to linearly reconstruct central
pixel intensity for each pattern type. This can be expressed by the following equation:




where Ic and Ip denote the intensity values of the center pixel and neighboring pixels, ap are
weighting parameters associated with Ip, and E(a0, a1, . . . , aP−1) are the reconstruction
errors with respect to the model parameters. To minimize the reconstruction errors, the
optimal parameters for each pattern are determined by a least squares estimation .
Suppose the occurrence of a particular pattern type j is fj. There are fj pixels in
the image with the pattern j. We denote intensities of those fj pixels as cj,i, where









We denote the intensities of neighboring pixels with respect to each cj,i as vi,0, . . . , vi,P−1,
which are organized into a matrix with the following form:
Vj =

v0,0 v0,1 · · · v0,P−1
v1,0 v1,1 · · · v1,P−1
... ... . . . ...
vfj−1,0 vfj−1,1 · · · vfj−1,P−1
 (2.28)















After determining Aj, we apply the Fourier transform to the estimated parameter,







where Hj(k is the k-th element of Hj and Aj(p) is the p-th element if Aj. The magnitude
part of each element of vector Hj is taken as the resulting MiC, which is defined by:
|Hj| = [|Hj(0)|, |Hj(1)|, . . . , |Hj(P − 1)|] . (2.32)
The LCP feature is formed by both pixelwise interaction relationships and local shape
information, which is expressed as:
LCP = [[|H0|;O0], [|H1|;O1], . . . , [|HP−1|;OP−1]] , (2.33)
where |Hj| is computed using Eq. 2.32 with respect to the j-th pattern and Oj is the
number of occurrences of the j-th LBP label.
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2.3.7 Opposite Color Local Binary Patterns (OCLBP)
Although the LBP descriptor is efficient for describing grayscale textures, it is not sensitive
to some types of impairments, such as contrast distortions or chromatic aberrations. As
discussed by Maenpaa et al. [118], color and texture have complementary roles. When
texture descriptors on luminance domain (e.g. LBP) obtain good results, color descriptors
can also obtain good results. However, when color descriptors fail, luminance texture
descriptors still can produce a good performance. Therefore, operators that combine
both texture and color information are more effective in predicting a wider range of
impairments.
Figure 2.11: Sampling scheme for the OCLBPRG and OCLBPRB descriptors.
To combine both texture and color information into a joint descriptor, Maenpaa [119]
proposed to use the Opponent Color Local Binary Pattern (OCLBP) operator. This
operator improves the operator proposed by Jain & Healey [120] by substituting the
Gabor filter with a variant of the LBP operator, which decreases the computational cost
of the method.
The OCLBP operator has two approaches. In the first, the LBP operator is applied,
individually, on each color channel, instead of being applyied only on a single luminance
channel. This approach is called ‘intra-channel’ because the central pixel and the corre-
sponding sampled neighboring points belong to the same color channels.
In the second approach, called ‘inter-channel’, the central pixel belongs to a color
channel and its corresponding sampled neighboring points belong to another color channel.
More specifically, for an OCLBPMN operator, the central pixel is positioned in the channel
M , while the neighborhood is sampled in the channel N . For a three-channel color space,
such as RGB, there are six possible combinations of channels: OCLBPRG, OCLBPRG,
OCLBPRB, OCLBPRB, OCLBPGB, and OCLBPGB.
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(a) Original (b) LBPR (c) LBPG (d) LBPB (e) OCLBPRG (f) OCLBPRB (g) OCLBPGB
Figure 2.12: Original images and their output channels, computed using the OCLBP operator.
Fig. 2.11 depicts the sampling approach of OCLBP when the central pixel is sampled in
R channel. From this figure, we can notice that two combinations are possible: OCLBPRG
(left) and OCLBPRB (right). In this OCLBPRG, the gray circle in the red channel is the
central point, while the green circles in the green channel correspond to ‘0’ sampling
points and the white circles correspond to ‘1’ sampling points, respectively. Similarly, in
the OCLBPRB the blue circles correspond to ‘0’ sampling points and the white circles
correspond to ‘1’ sampling points, respectively.
After computing the OCLBP operator for all pixels, a total of six texture channels are
generated. As depicted in Fig. 2.12, three LBP intra-channels (LBPR, LBPG, and LBPB)
and three LBP inter-channels (OCLBPRG, OCLBPRB, and OCLBPGB) are generated.
Although all possible combinations of the opposite color channels allows six distinct chan-
nels, we observed that the symmetric opposing pairs are very redundant (e.g. OCLBPRG
is equivalent to OCLBPGR). Due to this redundancy, only the three more descriptive
inter-channels are used.
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2.3.8 Three-Patch Local Binary Patterns (TPLBP)
Wolf et al. [121] proposed a family of LBP-related descriptors each designed to encode
additional types of local texture information. While variants of LBP descriptor use short
binary strings to encode information about local micro-texture pixel-by-pixel, the authors
considered different ways of using bitstrings to encode the similarities between patches of
pixels, possibly capturing information which is complementary to that computed pixel-
by-pixel. These patch-based descriptors are named Three-Patch LBP (TPLBP) and Four-
Patch-LBP (FPLBP).
Figure 2.13: The Three-Patch LBP code with α = 2, w = 3 and S = 8 [121].
TPLBP considers a w × w patch centered on a pixel and and S additional patches
distributed uniformly in a ring of radius r around it, as illustrated in Fig. 2.13. For a
angle α, we get a set of neighboring patches along a circle and compare their values with




f(d(Ci, Cp)− d(Ci+α mod S, Cp)) · 2i, (2.34)
where
f(t) =
1, if t ≥ τ,0, otherwise. (2.35)
The function d(x, y) is any distance function between two patches under a vector repre-
sentation. Examples of d(x, y) are Manhattan [122], Mahalanobis [123], Minkowski [124],
etc. The parameter τ is slightly larger than zero to provide some stability in uniform
regions.
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2.3.9 Four-Patch Local Binary Patterns (FPLBP)
Figure 2.14: The Four-Patch LBP code with α = 1, w = 3 and S = 8 [121].
In FPLBP, two rings centered on the pixel are used, instead of only one ring as used in
TPLBP. As depicted in Fig. 2.14, two rings of radii r1 and r2 (centered in the central pixel)
are considered, with S patches of size w×w equally distributed on each ring, positioned
α patches away along the circle. We compare the two center symmetric patches in the
inner ring with the two center symmetric patches in the outer ring. The bit in each coded
pixel is set according to which of the two pairs is being compared. Therefore, the FPLBP





f(d(C1,i, C2,i+α mod S)− d(C1,i+S/2, C2,i+S/2+α mod S)) · 2i. (2.36)
2.4 Variants of the LBP Proposed in this Work
2.4.1 Multiscale Local Binary Patterns (MLBP)
The Multiscale local binary pattern (MLBP) is an extension of LBP operator proposed in
this work [125], with the goal of extracting image quality information. A block diagram of
the MLBP operator is depicted in Fig. 2.15. It is computed as follows: first, we generate
several LBP channels, by varying the parameters R and P and performing a symmetrical
sampling. For the smallest possible radius, R = 1, there are two possible P values that
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produce rotational symmetrical sampling (P = 4 and P = 8). When R = 2, there are
three possible P values (P = 4, P = 8, and P = 16). In general, for a given radius R,




































(a) Multipoint LBP sampling. (b) Multiple histogram generation from LBP.
Figure 2.15: Feature extraction steps.
Fig. 2.15(a) depicts the feature extraction for R = 1. The unitary radius generates
only two distinct symmetrical patterns (P = 4 and P = 8). Each pattern generates
a distinct LBP channel (see Fig. 2.4). For a radius R, LBP maps are generated and
combined:
LR = {LBP uR,4, LBP uR,8, LBP uR,16, · · · , LBP uR,8R}, (2.37)
where LBP uR,P is computed according to Eq. 2.6 and LR contains R + 1 elements. From
these LBP channels, the texture features are obtained by computing the histogram of
each member of LR:





δ(LBP uR,P (x, y), i), (2.39)
and
δ(s, t) =
1 s = t,0 otherwise. (2.40)
26
In the above equations, (x, y) indicates the position of a given point of LBP uR,P and li
is the i-th LBP label. Notice that we are using ‘uniform’ LBP operators (Eq. 2.6) since


















































Figure 2.16: Feature extraction using MLBP histograms.
To obtain the feature vector, we vary the radius, compute all possible symmetric LBP
patterns and their histograms, as illustrated in Fig. 2.15(b). For a radius R, we generate
a vector of histograms by concatenating all individual LBP histograms:
HR = HR,4 ⊕HR,8 ⊕HR,16 ⊕ · · · ⊕HR,8R, (2.41)
where ⊕ denotes the concatenation operator.
The steps for computing the multiscale LBP histogram are summarized in Fig. 2.16.
For R = N , the final feature vector is generated by concatenating the histograms of the
LBP channels with radius values smaller than N :
x = xN = H1 ⊕H2 ⊕H3 ⊕ · · · ⊕HN , (2.42)
where R = N is the maximum radius value and xN is the feature vector used to compute
the histogram.
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2.4.2 Multiscale Local Ternary Patterns (MLTP)
In general, LTP parameters must be adjusted for the target application. One important
parameter that needs to be adequately chosen is the threshold τ in Eq. 2.9. This threshold
was proposed by Opitz et al. [126], who estimated local thresholds from the directional
gradient magnitude image. Anthimopoulos et al. [127] demonstrated that the τ values cor-
respond to the gradient of the image. According to Anthimopoulos et al. [127], the choice
of the threshold τ affects the discrimination between edge and non-edge pixels, which is
an important step in the analysis of the edge patterns. Based on that, we propose [128] to
choose an optimal set of thresholds for the multilevel edge description operation, making
it possible to group gradient PDFs in clusters. The procedure is described as follows.
First, the image gradients are fit using an exponential distribution:
PDFe(z) = λe−λz, (2.43)
where λ is the rate parameter of the distribution. Then, the average value of the image
gradient λ−1 is computed. The inverse cumulative distribution function of PDFe is, then,
obtained using the following equation:
Fe(∆i) = λ−1 ln(1−∆i), (2.44)
where ∆i ∈ [0, 1) according to
∆i =
i
L+ 1 , (2.45)
where i ∈ {1, 2, · · · , L} and L is the number of levels. To select a threshold, we take
τi = Fe(∆i) (2.46)











































Figure 2.17: Illustration of process of extracting the feature vector x with L = 2.
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The feature extraction process is illustrated in Fig. 2.17. We decompose the image
into LTP channels. These channels are generated by varying the τ values according to
Eq. 2.44, 2.45, and 2.46. As described in previous section and depicted in Fig. 2.6, for a
single image the LTP operator produces two channels: one related to the upper patterns
and one to the lower patterns. Therefore, for L numbers of τi, we have 2L LTP channels.
These channels are illustrated in Figure 2.18. In this figure, we use L = 4, which generates
eight distinct LTP channels. In the proposed LTP approach, instead of computing the
differences between tc and its neighbors on the grayscale image, we take the maximum
difference on the R, G, or B channels.
REF τ1 τ2 τ3 τ4
Up Bottom Up Bottom Up Bottom Up Bottom
Figure 2.18: Reference image and its upper and lower patterns generated using the Local Ternary Pattern
(LTP) operator with four different threshold values.
After the aforementioned steps are completed, we obtain a set of LTP channels with
2×L elements: {Cup1 , C lo1 , Cup2 , C lo2 , · · · , CupL , C loL } . In this set, the subscript index corre-
sponds to the i-th τ value, while the superscript index indicates whether the element is
an upper (up) or lower (lo) pattern. For each LTP channel Cji , where j ∈ {up, lo}, we
compute the corresponding LTP histogram Hji . These histograms are used to build the
feature vector. If we simply concatenate these histograms, we generate a feature vector
with a 2P × 2 × L dimension. Depending on the L and P parameters, the number of
features can be very high, what has a direct impact on the performance of the proposed
algorithm.
In order to limit the number of dimensions, the number of bins of the LTP histograms







where b·e is the operation of rounding to nearest integer, n defines the number of equal-
width bins in the given range, and kji is the reduced number of bins of histogram H
j
i . After
this quantization, we acquire a set of quantized histograms {hup1 , hlo1 , hup2 , hlo2 , · · · , hupL , hloL}.
This new set is used to generate the feature vector associated to the image I. More
specifically, the feature vector x is generated by concatenating the quantized histograms
hji , i.e.:
x˘ = hup1 ⊕ hlo1 ⊕ hup2 ⊕ hlo2 ⊕ · · · ⊕ hupL ⊕ hloL , (2.48)
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where ⊕ is the concatenation operator and x is the feature vector.
2.4.3 Local Variance Patterns (LVP)
The Local Variance Pattern (LVP) is an extension of the LBP operator proposed in this
work. This operator was developed specifically for quality assessment tasks. The LVP
operator computes the texture local energy using the following formula:
LV P uR,P (Ic) =
⌊








[S(Ip − Ic) · 2p]2 . (2.50)
LVP operator estimates the spread of the texture local energy. By measuring the
texture energy, the LVP operator is able to estimate the effect that specific impairments
have on the texture. For example, a Gaussian blurring impairment decreases the local
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Figure 2.19: Pattern extraction process for a given pixel using LBP and LVP operators with R = 1,
P = 8, tc = 35, and tp = {71, 32, 91, 103, 21, 10, 34, 13}.
Fig. 2.19 shows a comparison of the steps used to extract texture information using
the LBP and LVP operators, assuming that R = 1 and P = 8. The numbers in the yellow
squares represent the order in which the steps are computed. The LBP operator generates
two possible values (see Eq. 2.2), which are represented by the colors white (S(t) = 1)
and black (S(t) = 0). Next, we use Eq. 2.6 to compute the LBP label and Eq. 2.49 to
compute the LVP label.
After computing the LBP and LVP labels for all pixels of a given image, we obtain
two channels for each image. These channels, CLBP and CLV P , correspond to the LBP
and LVP patterns, respectively. Examples of these channels are shown in Fig. 2.20. The
first row of this figure shows the unimpaired reference image and three impaired images,
30
degraded with different types of distortions. The second and third rows show the CLBP
and CLV P channels for each image, respectively.













Figure 2.20: Reference image, its impaired versions, and their respective LBP and LVP maps (CLBP and
CLV P ).
Observing the CLBP and CLV P patterns in Fig. 2.20, we notice that textures are
affected differently by the different impairments. Comparing the CLBP channels corre-
sponding to the noisy, blurry, and jpeg2k compressed images (2nd line of Fig. 2.20), we
can notice that they are very different among themselves. The CLBP channels corre-
sponding to the blurry and jpeg2k images are also very different from the CLBP channel
corresponding to the reference (unimpaired) image. Nevertheless, the CLBP channel cor-
responding to the noisy and reference images are visually similar. This similarity makes
it difficult to discriminate between unimpaired and impaired images, what affects the
quality prediction. Nevertheless, the CLV P channels clearly show the differences between
impaired and reference images, as can be seen in the 3rd line of Fig. 2.20.
2.4.4 Orthogonal Color Planes Patterns (OCPP)
The Orthogonal Color Planes Pattern (OCPP) descriptor is an extension of the LBP. This
operator extends the LBP to make it more sensitive to color and contrast distortions.
Consider a pixel τc = I(x, y, z) of a tri-dimensional (XYZ) color image I. This image
can be decomposed into a set of individual XY planes stacked along the Z axis, a set of
YZ planes stacked along the X axis, or a set of XZ planes stacked along the Y axis. In
this work, we concatenate the LBP descriptors corresponding to the XY, XZ, and YZ
planes to build an orthogonal color planes pattern (OCPP) texture descriptor.
As can be noticed from the aforementioned formulation, the LBP operator correspond-
ing to the XY, XZ, and YZ planes can be computed independently to generate the thee
LBP maps: LBPXY , LBPXZ , and LBPY Z . But, since the spatial dimensions of the XY,
XZ, and YZ planes are generally different, the radius (RX , RY , and RZ) and the number
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(a) Orthogonal Color Planes (b) XY Plane
(c) XZ Plane (d) YZ Plane
Figure 2.21: (a) General view of OCCP, (b) XY (PXY = 16) plane, (c) XZ (PXZ = 8) plane, and (d) YZ
(PY Z = 10) plane.
of sampled points (PXY , PXZ , and PY Z) corresponding to each of the LBP maps can
vary. Fig. 2.21-(a) illustrates how the points along the tri-dimensional HSV color space
are sampled, while Figs. 2.21-(b), (c) and (d) illustrate how each of the XY, XZ, and YZ
planes are sampled.
Considering RZ = 1 and RX = RY = R, the coordinates of the neighboring points in
the XY, XZ, and YZ orthogonal planes are given by:



































We compute the LBP for each plane using the following equations:
LXY = LBPPXYR (τc) =
PXY −1∑
pXY =0
S(τc − τXY )2pXY ,
LXZ = LBPPXZR (τc) =
PXZ−1∑
pXZ=0
S(τc − τXZ)2pXZ ,
and
LY Z = LBPPY ZR (τc) =
PY Z−1∑
pY Z=0
S(τc − τY Z)2pY Z .
The OCPP descriptor is built by concatenating these individual LBP descriptors:
OCPP PR (τc) = [LXY ,LXZ ,LY Z ]
T . (2.51)
2.4.5 Salient Local Binary Patterns (SLBP)
The salient local binary pattern (SLBP) is an extension of the LBP which is designed to
be used in image quality assessment methods. The operator incorporates visual salient
information, given that recent results show that visual attention models improve the
performance of visual quality assessment methods [129, 130].
To estimate the saliency of the different areas of an image I, we use a computational
visual attention model. More especifically, to keep the computational complexity low, we
chose the Boolean map-based saliency (BMS) model [131]. When compared with other
state-of-the-art visual attention models, BMS is noticeable faster, while still providing a
good performance.
After computing the LBP operator of all pixels of image I, we obtain a LBP map
L, where each L[x, y] gives the local texture associated to the pixel I[x, y]. Similarly,
the output of BMS is a saliency map W , where each element W [x, y] corresponds to the
probability that the pixel I[x, y] attracts the attention of a human observer. The first,
second, and third columns of Fig. 2.22 depict a set of original images I, their corresponding
LBP maps L, and their corresponding saliency maps W , respectively.
We generate the feature vector by computing the histogram of L weighted byW . The






W [i, j]∆(L[i, j], φ), (2.52)
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(a) Original (I) (b) LBP (L) (c) BMS (W) (d) SLBP (S)
Figure 2.22: Example of original images (a), their LBP (b), BMS (c), and SLBP (d) maps.
where
∆(v, u) =
1 v = u,0 otherwise. (2.53)
The number of bins of this histogram is similar to the number of distinct LBP patterns
of L. So, we can remap each L[i, j] to its weighted form, generating the map S displayed
in Fig. 2.22-(d). This figure depicts a heatmap representing the importance of each local
texture. We name this weighted LBP map as the salient local binary patterns (SLBP).
2.4.6 Multiscale Salient Local Binary Patterns (MSLBP)
The multiscale salient local binary patterns (MSLBP) is an extension of SLBP in combi-
nation with MLBP. The idea behind MSLBP is to achieve fine information about frame
texture by varying the parameters of LBP and combining the multiple generated LBP
maps with saliency maps. In other words, we variate the SLBP to obtain multiple maps,
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as illustrated in Fig. 2.23. For each combination of radius (R) and sampled points (P),






















Figure 2.23: Multiple histogram generation from SLBP.
2.5 Summary and Conclusions
The recent advances in texture descriptors, especially the variants of LBP, have driven
a great progress in texture analysis for a large variety of computer vision problems. In
this chapter, we presented several of the most powerful state-of-the-art LBP variants.
Moreover, we also proposed new LBP-based operators in order to measure visual quality




Image Quality Assessment Using
Texture Measures
3.1 Overview
In last chapter, we presented a series of texture descriptors. Most of these descriptors
were proposed for pattern recognition and computer vision applications. Nevertheless,
we also presented a set of proposed descriptors (MLBP, MLTP, LVP, OCPP, and SLBP),
which were specially designed for the application of visual quality measurement. In this
chapter, our goal is to investigate which operators are more suitable for no-reference
(blind) image quality assessment (NR-IQA) method. Moreover, we are concerned on the
relation between operator and the performance accuracy of the IQA method.
3.2 Image Quality Assessment Method
The NR-IQA methods presented in this work use a supervised machine learning approach.
The supervised machine learning algorithm learns a model from a set of labeled data,
which allows predicting results on a different dataset. In regression, a number of predictor
variables (features) and a continuous response variable (outcome) are provided to the
algorithm, which, then, finds a relationship between these variables, which allows it to
predict the outcome. In order to predict a quality score (continuous scale), with small
values for poor quality and high scores for good quality, an IQA method uses a regression
algorithm. Therefore, the key components of a machine learning IQA method include (1)
feature extraction, (2) feature mapping, (3) model learning via regression, and (4) quality
prediction using the learned model.
Fig. 3.1 depicts the first part of the set of IQA methods proposed in this work. First,
we collect subjective scores corresponding to each image of a training set. This procedure
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generates a set of labeled images, where each training set entry is composed by a pair of
an image marker and its associated MOS (subjective score). In other words, for the k-th














Create Labeled Images (Benchmark Quality Database)
Labeled Images
(Pair: Image, MOS)
Figure 3.1: Training the quality metric.
After generating the labeled database formed by the set of pairs (Ik, vk), the features
are extracted in order to generate the IQA model. In this work, the features are produced
using one of the LBP variants described in Section 2. For each image Ik, we compute the
histogram of the given LBP variant Hk and concatenate all histograms to produce the
feature vector. Therefore, the training data is composed by the set (Hk, vk). The model
is created using (Hk, vk), which is formed by a matrix H ∈ RK×Q and a vector v ∈ R1×K .
In this case, K is the number of training entries (rows of H) and Q is the number of
features (columns and the numbers of bins of Hk).
The prediction model is built using a regression model. This model maps each Hk
into a real value vk that predicts a corresponding quality score. Based on the documen-
tation of Sklearn framework [132], we follow the flowchart depicted in Fig. 3.2 to choose
the best estimator to create the regression model. The chosen regression model is the
random forest (RF) regressor [133], highlighted in red. RF was chosen because it is an
ensemble regressor that combines the predictions of several base estimators that are built
with a given learning algorithm, which improves robustness. Moreover, although linear
and support vector machine methods are commonly employed in the design of NR-IQA
methods [134, 60, 55, 56], our tests showed that RF methods provide improved accuracy
performance levels [135].
The quality assessment task is depicted in Fig. 3.3. After generating the prediction
model, image quality can be assessed using the trained model. The procedure is the same











































































































Figure 3.3: Predicting quality scores.
using the test image as input. Then, using this feature, the trained model predicts the
quality score.
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3.3 Experimental Setup and Protocol
Results were generated using an Intel i7-4790 processor at 3.60GHz. To assess the per-
formance of the proposed NR-IQA method, we compute the Spearman’s Rank Ordered
Correlation (SROCC) between the mean opinion scores (MOS) and the predicted scores.
The proposed method is compared with the fastest state-of-the-art NR-IQA methods,
including BRISQUE [134], CORNIA [60], CQA [55], SSEQ [56], and LTP [128]. These
methods were chosen because they are all based on machine learning techniques, making
the comparison with the proposed method straightforward. Moreover, these methods are
publicly available for download.
For all machine learning NR-IQA methods, we use the same procedure for training and
testing. In order to avoid overlapping between content detection and quality prediction,
we divide the benchmark databases into content-independent training and testing subsets.
Specifically, image content in the training subset was not used in the testing subset, and
vice-versa. This division is made in a way that 80% of images are used for training and
20% are used for testing. This procedure is repeated 100 times, with randomly selected
training and testing subsets. This split is adopted because it is a common approach
for several ML-based NR-IQA methods [134, 60, 55]. For the machine learning NR-IQA
methods that are based on SVR, we use a LibSVR implementation accessed via Python
interface provided by the Sklearn library [132]. The optimal SVR metaparameters (C, γ,
ν, etc) are automatically found using exhaustive gridsearch methods provided by Sklearn’s
API. No optimized search methods are used for the RF version of proposed method.
The tests were performed using three image quality databases, which include subjective
scores collected from psychophysical experiments. These databases are:
◦ LIVE2 [136] database has 982 test images, including 29 originals. This database in-
cludes 5 categories of distortions: JPEG, JPEG 2000 (JPEG2k), white noise (WN),
Gaussian blur (GB), fast fading (FF).
◦ CSIQ [137] database has a total fo 866 test images, consisting of 30 originals and
6 different categories of distortions. The distortions include JPEG, JPEG 2000
(JPEG2k), JPEG, white noise (WN), Gaussian blur (GB), fast fading (FF), global
contrast decrements (CD), and additive Gaussian pink noise (PN).
◦ TID2013 [138] database contains 25 reference images with the following distortions:
Additive Gaussian noise (AGN), Additive noise in color components (AGC), Spa-
tially correlated noise (SCN), Masked noise (MN), High frequency noise (HFN),
Impulse noise (IN), Quantization noise (QN), Gaussian blur (GB), Image denoising
(ID), JPEG, JPEG2k, JPEG transmission errors (JPEGTE), JPEG2k transmis-
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sion errors (JPEG2kTE), Non eccentricity pattern noise (NEPN), Local block-wise
distortions (LBD), Intensity shift (IS), Contrast change (CC), Change of color sat-
uration (CCS), Multiplicative Gaussian noise (MGN), Comfort noise (CN), Lossy
compression (LC), Image color quantization with dither (ICQ), Chromatic aberra-
tion (CA), and Sparse sampling and reconstruction (SSR).
Table 3.1: Tested LBP variants.
Abbreviation Name Parameters
LBPri Basic Local Binary Patterns with rotation invariance Radius (R) and number of neighbors (P)
LBPu Uniform Local Binary Patterns Radius (R) and number of neighbors (P)
LBPriu2 Uniform Local Binary Patterns with rotation invariance Radius (R) and number of neighbors (P)
BSIF Binarized Statistical Image Features Window size and number of bits
LPQ Local Phase Quantization) Local frequency estimation
CLBP Complete Local Binary Patterns CLBP-S, CLBP-C, and CLBP-M
LCP Local Configuration Patterns Radius (R) and number of neighbors (P)
LTP Local Ternary Patterns Threshold (τ), Radius (R) and number of neighbors (P)
RLBP Rotated Local Binary Patterns Radius (R) and number of neighbors (P)
TPLBP Three-Patch Local Binary Patterns Patch size (w), Radius (R), and angle between neigh-
boring patches
FPLBP Four-Patch Local Binary Patterns Patch size (w), Radius of first ring (R1), Radius of sec-
ond ring (R2), and angle between neighboring patches
LVP Local Variance Patterns Radius (R) and number of neighbors (P)
OCLBP Opposite Color Local Binary Patterns Radius (R) and number of neighbors (P)
OCPP Orthogonal Color Planes Patterns Radius (R) and number of neighbors (P)
SLBP Salient Local Binary Patterns Radius (R) and number of neighbors (P)
MLBP Multiscale Local Binary Patterns Automatically found
MLTP Multiscale Local Ternary Patterns Automatically found
MSLBP Multiscale Salient Local Binary Patterns Automatically found
In order to test the LBP and its variants, we vary some parameters of each algorithm.
Specifically, we vary the parameters of LBP, BSIF, CLBP, and LPQ. For the other tested
variants, we choose the parameters R=1 and P=8. Table 3.1 depicts the parameters used
by the tested algorithms.
3.4 Experimental Results
To investigate the suitability of the basic LBP operator, we variate the parameters R
and P using the Rotation Invariant LBP (LBPri), the Uniform LBP (LBPu), and the
Uniform LBP with Rotation Invariance (LBPriu2), described in Section 2.2. Fig. 3.4
depicts the distribution of SROCC over simulations on the general case (i.e., when all
distortions are considered). Table 3.2 shows the average SROCC correlation values for
100 simulations, following the aforementioned protocol. In this table, STD represents the
standard deviation and ∆ is the subtraction between the maximum and minimum value
in a given row or column.
From Table 3.2, we can notice that the basic LBP operator is suitable for predicting
quality. This suitability is indicated by the high correlation indices obtained on LIVE2
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Table 3.2: Average SROCC of 100 runs of simulations on tested image databases using basic LBP variations.
DB DIST LBPri LBPu LBPriu2 Average STD Max Min ∆
R=1 R=2 R=3 R=1 R=2 R=3 R=1 R=2 R=3






JPEG 0.8959 0.9306 0.8238 0.9058 0.9124 0.7759 0.8683 0.9065 0.8921 0.9275 0.8376 0.9063 0.9176 0.8176 0.8301 0.9069 0.8955 0.9204 0.8343 0.8481 0.8906 0.7716 0.7971 0.8813 0.8706 0.0486 0.9306 0.7716 0.1590
JPEG2k 0.9062 0.9423 0.8772 0.9161 0.9324 0.7812 0.8999 0.9238 0.9056 0.9353 0.8691 0.9149 0.9277 0.8181 0.8464 0.9023 0.9088 0.9245 0.8742 0.8724 0.8895 0.7857 0.8241 0.8816 0.8858 0.0455 0.9423 0.7812 0.1611
WN 0.9753 0.9794 0.9521 0.9671 0.9694 0.9309 0.9553 0.9676 0.9743 0.9782 0.9356 0.9661 0.9703 0.9285 0.9465 0.9687 0.9753 0.9771 0.9538 0.9607 0.9661 0.9294 0.9407 0.9642 0.9597 0.0164 0.9794 0.9285 0.0509
GB 0.9123 0.9621 0.9169 0.9474 0.9551 0.8873 0.9331 0.9479 0.9253 0.9611 0.9168 0.9494 0.9632 0.8771 0.9349 0.9666 0.9137 0.9481 0.9197 0.9144 0.9317 0.8808 0.8946 0.9134 0.9280 0.0265 0.9666 0.8771 0.0895
FF 0.8341 0.8871 0.7878 0.8687 0.9054 0.6459 0.8027 0.8539 0.8521 0.8755 0.7692 0.8493 0.9026 0.6588 0.6756 0.8714 0.8325 0.8974 0.7821 0.7959 0.8755 0.6488 0.7585 0.8672 0.8124 0.0824 0.9054 0.6459 0.2595
ALL 0.9015 0.9532 0.8713 0.9288 0.9422 0.8038 0.8988 0.9274 0.9101 0.9417 0.8631 0.9235 0.9427 0.8208 0.8501 0.9282 0.9048 0.9366 0.8704 0.8826 0.9174 0.8034 0.8493 0.9079 0.8950 0.0445 0.9532 0.8034 0.1498
Average 0.9042 0.9425 0.8715 0.9223 0.9362 0.8042 0.8930 0.9212 0.9099 0.9366 0.8652 0.9183 0.9374 0.8202 0.8473 0.9240 0.9051 0.9340 0.8724 0.8790 0.9118 0.8033 0.8441 0.9026
STD 0.0450 0.0318 0.0598 0.0342 0.0246 0.0993 0.0535 0.0391 0.0402 0.0351 0.0594 0.0405 0.0264 0.0906 0.0973 0.0384 0.0456 0.0271 0.0608 0.0563 0.0336 0.0970 0.0661 0.0349
MAX 0.9753 0.9794 0.9521 0.9671 0.9694 0.9309 0.9553 0.9676 0.9743 0.9782 0.9356 0.9661 0.9703 0.9285 0.9465 0.9687 0.9753 0.9771 0.9538 0.9607 0.9661 0.9294 0.9407 0.9642





JPEG 0.8245 0.8861 0.8135 0.8908 0.8705 0.8142 0.8682 0.8806 0.8241 0.8912 0.8513 0.8631 0.8725 0.8446 0.8506 0.8701 0.8176 0.8521 0.8073 0.8518 0.8642 0.8083 0.8323 0.8688 0.8508 0.0271 0.8912 0.8073 0.0839
JPEG2k 0.7695 0.8532 0.7867 0.8379 0.8414 0.6964 0.8272 0.8339 0.7654 0.8266 0.7658 0.8065 0.8123 0.7025 0.7452 0.7977 0.7699 0.7851 0.7738 0.7571 0.7625 0.6844 0.7063 0.7524 0.7775 0.0479 0.8532 0.6844 0.1688
WN 0.7079 0.8452 0.6404 0.7926 0.8229 0.5241 0.7984 0.8905 0.6328 0.9133 0.7658 0.7185 0.7499 0.6801 0.7176 0.6588 0.7149 0.8173 0.6403 0.6615 0.7428 0.6793 0.7031 0.6704 0.7287 0.0902 0.9133 0.5241 0.3892
GB 0.8592 0.9078 0.8378 0.8891 0.9125 0.7889 0.8808 0.9141 0.8669 0.8856 0.8273 0.8738 0.8972 0.7946 0.8455 0.8873 0.8547 0.8923 0.8335 0.8718 0.8778 0.7969 0.8457 0.8828 0.8635 0.0361 0.9141 0.7889 0.1252
PN 0.5786 0.8827 0.5289 0.8333 0.8768 0.6654 0.7331 0.8541 0.7821 0.8511 0.6184 0.7446 0.7648 0.5857 0.6698 0.6801 0.5735 0.8258 0.5323 0.7571 0.7191 0.5238 0.6301 0.6729 0.7035 0.1159 0.8827 0.5238 0.3589
CD 0.3066 0.5901 0.3159 0.4791 0.4968 0.2615 0.3857 0.4577 0.3884 0.4714 0.4561 0.2929 0.3536 0.4051 0.3607 0.3052 0.2661 0.3788 0.2967 0.3245 0.3145 0.2731 0.3976 0.2093 0.3661 0.0909 0.5901 0.2093 0.3808
ALL 0.6735 0.8278 0.6471 0.7946 0.8019 0.6274 0.7561 0.7961 0.6854 0.8028 0.6635 0.7341 0.7457 0.6365 0.7059 0.7086 0.6638 0.7718 0.6421 0.7091 0.7181 0.6211 0.6796 0.6861 0.7124 0.0624 0.8278 0.6211 0.2067
Average 0.6743 0.8276 0.6529 0.7882 0.8033 0.6254 0.7499 0.8039 0.7064 0.8060 0.7069 0.7191 0.7423 0.6642 0.6993 0.7011 0.6658 0.7605 0.6466 0.7047 0.7141 0.6267 0.6850 0.6775
STD 0.1877 0.1082 0.1857 0.1419 0.1400 0.1878 0.1695 0.1575 0.1611 0.1525 0.1384 0.1978 0.1814 0.1445 0.1645 0.1965 0.2001 0.1731 0.1882 0.1833 0.1881 0.1843 0.1494 0.2250
MAX 0.8592 0.9078 0.8378 0.8908 0.9125 0.8142 0.8808 0.9141 0.8669 0.9133 0.8513 0.8738 0.8972 0.8446 0.8506 0.8873 0.8547 0.8923 0.8335 0.8718 0.8778 0.8083 0.8457 0.8828








AGC 0.4781 0.6135 0.2353 0.1084 0.4713 0.3703 0.2131 0.3554 0.1954 0.3496 0.1742 0.1309 0.2519 0.2509 0.2154 0.2912 0.4607 0.3273 0.1975 0.1665 0.1469 0.3681 0.2061 0.2746 0.2855 0.1273 0.6135 0.1084 0.5051
AGN 0.7861 0.7757 0.4346 0.5881 0.6799 0.5642 0.4426 0.6969 0.6201 0.6138 0.3626 0.2873 0.6726 0.5726 0.2207 0.4581 0.7619 0.5353 0.4434 0.4146 0.5673 0.5342 0.4753 0.5957 0.5460 0.1474 0.7861 0.2207 0.5654
CA 0.2186 0.2052 0.3674 0.2211 0.2453 0.2967 0.2693 0.2061 0.2035 0.2186 0.2797 0.2216 0.2475 0.3032 0.2962 0.2771 0.2065 0.2407 0.4155 0.3651 0.2828 0.2505 0.3781 0.2939 0.2713 0.0604 0.4155 0.2035 0.2120
CC 0.1287 0.1007 0.1178 0.1181 0.0869 0.0971 0.1476 0.1696 0.1284 0.1742 0.1131 0.0623 0.0957 0.1238 0.0607 0.0749 0.1551 0.1438 0.1161 0.0996 0.0773 0.0938 0.1098 0.1073 0.1126 0.0306 0.1742 0.0607 0.1135
CCS 0.1891 0.1241 0.1666 0.1255 0.2309 0.1898 0.2131 0.1473 0.1751 0.1319 0.1938 0.2195 0.2903 0.1754 0.1881 0.2311 0.1699 0.1786 0.1684 0.1587 0.1599 0.1671 0.2374 0.1852 0.1840 0.0386 0.2903 0.1241 0.1662
CN 0.3052 0.1979 0.1655 0.1425 0.3253 0.1959 0.1181 0.1384 0.1834 0.1851 0.1491 0.1384 0.1742 0.1465 0.1257 0.1842 0.3645 0.1473 0.1748 0.1467 0.1365 0.1701 0.2301 0.2325 0.1866 0.0639 0.3645 0.1181 0.2464
GB 0.8216 0.8384 0.8041 0.8006 0.8122 0.7781 0.8208 0.8261 0.8139 0.8341 0.8027 0.8253 0.8038 0.7391 0.8152 0.8075 0.8073 0.8199 0.8023 0.8095 0.8253 0.7766 0.7969 0.8276 0.8087 0.0213 0.8384 0.7391 0.0993
HFN 0.7934 0.8126 0.6968 0.7648 0.8365 0.7793 0.6121 0.8473 0.7901 0.7541 0.6431 0.6719 0.8648 0.7248 0.5231 0.7821 0.7891 0.6511 0.7048 0.6717 0.6701 0.7604 0.6415 0.7375 0.7301 0.0833 0.8648 0.5231 0.3417
ICQ 0.7741 0.7715 0.7638 0.8246 0.7973 0.6748 0.8088 0.8196 0.7642 0.7633 0.7498 0.7904 0.8183 0.7099 0.7703 0.8173 0.7634 0.7908 0.7554 0.7911 0.8011 0.6383 0.7542 0.7818 0.7706 0.0446 0.8246 0.6383 0.1863
ID 0.3503 0.8107 0.6211 0.7631 0.7238 0.6084 0.6892 0.6938 0.2738 0.5346 0.5523 0.7415 0.7919 0.5349 0.5742 0.7081 0.3534 0.4192 0.6384 0.6038 0.5019 0.5901 0.4749 0.4761 0.5846 0.1448 0.8107 0.2738 0.5369
IN 0.1384 0.3423 0.1394 0.5396 0.5431 0.1327 0.3873 0.5954 0.1169 0.0932 0.1551 0.4252 0.4021 0.1269 0.2188 0.3059 0.1665 0.1384 0.1323 0.5894 0.4722 0.1202 0.2169 0.4401 0.2891 0.1738 0.5954 0.0932 0.5022
IS 0.1378 0.0631 0.1201 0.0977 0.0692 0.1183 0.0795 0.0894 0.1068 0.0598 0.0995 0.0743 0.0659 0.1075 0.0742 0.1054 0.1652 0.0936 0.1322 0.1328 0.0982 0.1025 0.0866 0.1271 0.1003 0.0268 0.1652 0.0598 0.1054
JPEG 0.7241 0.8392 0.6678 0.8016 0.7973 0.6265 0.7814 0.7861 0.6912 0.8035 0.6523 0.7615 0.7657 0.6311 0.6751 0.7448 0.6888 0.7519 0.6762 0.6631 0.6831 0.6431 0.6367 0.6941 0.7161 0.0642 0.8392 0.6265 0.2127
JPEGTE 0.1273 0.2942 0.1361 0.3361 0.2784 0.1353 0.3007 0.2869 0.1434 0.1988 0.1261 0.3026 0.3599 0.1452 0.1092 0.2523 0.1707 0.1534 0.1351 0.2103 0.2803 0.1591 0.1453 0.1888 0.2073 0.0783 0.3599 0.1092 0.2507
JPEG2k 0.7949 0.8669 0.6876 0.8057 0.8384 0.7751 0.8153 0.8373 0.8103 0.8057 0.8151 0.8511 0.8323 0.7634 0.8126 0.7996 0.7888 0.8411 0.8311 0.8218 0.8107 0.7673 0.7515 0.7673 0.8038 0.0384 0.8669 0.6876 0.1793
JPEG2kTE 0.3888 0.5015 0.8326 0.6049 0.5934 0.5526 0.7203 0.7073 0.4142 0.4981 0.6149 0.7099 0.7131 0.5823 0.5888 0.7007 0.3765 0.4057 0.6853 0.6238 0.5121 0.5581 0.6584 0.5642 0.5878 0.1186 0.8326 0.3765 0.4561
LBD 0.1634 0.1739 0.1462 0.1657 0.1175 0.1184 0.1442 0.1894 0.1502 0.1605 0.1569 0.1331 0.1332 0.1566 0.1411 0.1323 0.1753 0.1343 0.1263 0.1562 0.1392 0.1335 0.1288 0.1556 0.1472 0.0186 0.1894 0.1175 0.0719
LC 0.4419 0.5581 0.2869 0.2731 0.4507 0.2769 0.2996 0.4807 0.1542 0.1515 0.1865 0.2107 0.1553 0.1901 0.1476 0.1769 0.3596 0.2734 0.3473 0.1519 0.1284 0.3092 0.2984 0.1146 0.2676 0.1227 0.5581 0.1146 0.4435
MGN 0.6977 0.6947 0.5239 0.4977 0.7766 0.5871 0.3519 0.7002 0.5971 0.4191 0.2848 0.2084 0.4796 0.4731 0.1605 0.4014 0.7214 0.4916 0.5139 0.4658 0.4893 0.5911 0.4483 0.4081 0.4993 0.1570 0.7766 0.1605 0.6161
MN 0.2677 0.4295 0.1952 0.3469 0.1832 0.1448 0.1501 0.1615 0.1667 0.3236 0.1531 0.1286 0.1398 0.1449 0.3087 0.1288 0.2438 0.2652 0.1631 0.1573 0.1319 0.1611 0.2252 0.1771 0.2041 0.0807 0.4295 0.1286 0.3009
NEPN 0.1413 0.2054 0.2107 0.2358 0.3383 0.1611 0.2721 0.3708 0.1329 0.1273 0.1795 0.2862 0.2706 0.1391 0.2917 0.2094 0.1254 0.1416 0.1667 0.2787 0.3373 0.1533 0.2252 0.1996 0.2167 0.0740 0.3708 0.1254 0.2454
QN 0.7733 0.8584 0.7871 0.8073 0.8353 0.7306 0.7965 0.8115 0.8254 0.8631 0.8069 0.8226 0.8757 0.7957 0.8019 0.8384 0.7769 0.8042 0.7772 0.7764 0.8053 0.7431 0.7828 0.8242 0.8050 0.0350 0.8757 0.7306 0.1451
SCN 0.6399 0.6603 0.7103 0.6426 0.5357 0.5411 0.6003 0.6807 0.6111 0.6303 0.5681 0.6257 0.7496 0.5811 0.4169 0.6084 0.6673 0.6803 0.6965 0.5442 0.4238 0.5538 0.5457 0.6853 0.6083 0.0828 0.7496 0.4169 0.3327
SSR 0.8246 0.8846 0.8151 0.8507 0.9142 0.7042 0.7911 0.8873 0.7126 0.7776 0.7596 0.7603 0.8188 0.7503 0.7431 0.7884 0.8215 0.6981 0.8203 0.7142 0.7338 0.6931 0.6653 0.7431 0.7780 0.0667 0.9142 0.6653 0.2489
ALL 0.4593 0.5859 0.4618 0.5174 0.5356 0.4171 0.4781 0.5198 0.4253 0.4661 0.4031 0.4751 0.5281 0.3848 0.4059 0.4682 0.4413 0.4431 0.4621 0.4688 0.4604 0.4169 0.4224 0.4728 0.4633 0.0478 0.5859 0.3848 0.2011
Average 0.4626 0.5283 0.4438 0.4792 0.5207 0.4231 0.4521 0.5202 0.4082 0.4375 0.3993 0.4346 0.4920 0.4101 0.3874 0.4517 0.4608 0.4228 0.4433 0.4393 0.4270 0.4182 0.4217 0.4430
STD 0.2720 0.2877 0.2703 0.2782 0.2736 0.2515 0.2648 0.2796 0.2789 0.2799 0.2645 0.2863 0.2933 0.2568 0.2627 0.2765 0.2654 0.2631 0.2730 0.2559 0.2599 0.2503 0.2369 0.2592
MAX 0.8246 0.8846 0.8326 0.8507 0.9142 0.7793 0.8208 0.8873 0.8254 0.8631 0.8151 0.8511 0.8757 0.7957 0.8152 0.8384 0.8215 0.8411 0.8311 0.8218 0.8253 0.7766 0.7969 0.8276
MIN 0.1273 0.0631 0.1178 0.0977 0.0692 0.0971 0.0795 0.0894 0.1068 0.0598 0.0995 0.0623 0.0659 0.1075 0.0607 0.0749 0.1254 0.0936 0.1161 0.0996 0.0773 0.0938 0.0866 0.1073
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database. On this database, the average SROCC vary from 0.8034 to 0.9532 in general
case, from 0.6459 to 0.9054 for FF distortion, from 0.8771 to 0.9666 for GB, from 0.9285
to 0.9794 for WN, from 0.7812 to 0.9423 for JPEG2k, and from 0.7716 to 0.9306 for
JPEG. These values suggest that basic LBP variations are well appropriate to model
quality of images under WN and GB distortions. Independently of basic LBP parameters,
the prediction performance of WN and GB are less affected in comparison with other
distortions, as indicated by the variance and ∆ values.
Although the basic LBP works well for WN and GB distortions independently of its
parameters, the performance for other distortions varies according to rotation invariance
and other parameters. This variation is also observed on CSIQ and TID2013 databases.
For example, on CSIQ database, the SROCC values varies from 0.8073 to 0.8912 in the
best case (JPEG) and from 0.2093 to 0.5901 in the worst case (CD). These values indicate
that prediction performance is related to basic LBP parameters. Actually, this is the
premise used by Freitas et al. [125], who assumes that different parameters of LBP can
be used to achieve quality information. The aggregation of features obtained via different
LBP parameters is used to achieve a more robust quality assessment model. This is the
idea begin the MLBP.
Once it has been demonstrated that basic LBP variants present a suitable operator
to describe image quality, we check the performance of other LBP extensions described
in Chapter 2. To perform the tests, we variate the parameters of BSIF, LPQ, and CLBP
operators. For the remaining extensions (i.e., LCP, LTP, RLBP, TPLBP, FPLBP, LVP,
OCLBP, OCPP, SLBP, MLBP, MLTP, and MSLBP), we do not variate the parameters.
Fig. 3.5 depicts the distribution of SROCC over simulations on the general case using the
tested LBP variants.
To investigate the suitability of the basic BSIF operator, we performed the simulations
by changing the patch size and the number of selected binarized feature (see Section 2.3.3).
The results of the performed simulations on the LIVE2 and CSIQ databases are depicted
in Table 3.3 and Table 3.4, respectively.
Based on results of Table 3.3, we can notice that the BSIF is a valuable descriptor to
describe quality. In LIVE2 database, the BSIF performs well for almost all configurations.
However, the results are better for smaller patch sizes. In these cases, the average SROCC
values are higher with low variance. From Table 3.4, the performance of BSIF decreases
for CSIQ database. When compared with LIVE2 database, the average SROCC values
are lower and the variance is higher. The values in both Table 3.3 and Table 3.4 indicate
that exists a relation between patch size and number of bits. More specially, the larger
the patch size, the higher the number of bits required to a good quality prediction. For
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Figure 3.4: SROCC distribution on LIVE2 using basic LBP
performance is obtained using only 5 bits in both LIVE2 and CSIQ databases.
Table 3.5 shows the results of simulations using seven different LPQ configurations.
These configurations depend of the LPQ parameters. The main parameters of LPQ
descriptor include the size of the local window and the method used for local frequency
estimation. The size of local window was fixed on 3×3. The tests were performed by
varying the method used for local frequency estimation. The configurations are as follows:
◦ C1: Short-term Fourier transform (STFT) with uniform window (corresponds to
basic version of LPQ);
◦ C2: STFT with Gaussian window;
◦ C3: Gaussian derivative quadrature filter pair;
◦ C4: STFT with uniform window + STFT with Gaussian window (i.e., concatenation
of the feature vectors produced by C1 and C2);
◦ C5: STFT with uniform window + STFT with Gaussian derivative quadrature filter
pair (i.e., concatenation of the feature vectors produced by C1 and C3);
◦ C6: STFT with Gaussian window + Gaussian derivative quadrature filter pair (i.e.,
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SROCC distribution on TID2013 using LBP variations
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Figure 3.5: Distribution of average SROCC after 1000 simulations using different LBP variantions.
◦ C7: Concatenation of the feature vectors produced by C1, C2, and C3.
From Table 3.5, we can observe that LPQ perform with a high correlation on LIVE2
database. For this database, the mean SROCC values are above 0.9 for all distortions,
independently of the configuration. The low variance and high average of SROCC values
on LIVE2 indicate that LPQ is a suitable descriptor for measuring quality of JPEG,
JPEG2k, WN, GB, and FF distortions. However, the performance of the prediction
decreases on the CSIQ and TID2013 databases. This decrease of performance is due to
the presence of the CD distortion on CSIQ and other distortions of TID2013 database.
Table 3.6 shows the average SROCC of simulations using CLBP as texture descriptor.
For this descriptors, we tested the influence of each feature set (see CLBPS, CLBPM , and
CLBPC in Fig. 2.10) and its combinations on the image quality prediction. From Table 3.6,
we can notice that the feature sets, CLBPM and CLBPC , are individually unsatisfactory
for measuring image quality. This is due to the low SROCC scores obtained via these
feature sets on the three tested databases. On the other hand, CLBPS is the dominant



























































































Figure 3.6: Distribution of average SROCC after 1000 simulations using different state-of-the-art methods.
Interestingly, the combination of CLBP feature sets produces a better performance,
as indicate by the overall and the average performances of CLBPSM (CLBPS + CLBPM)
and CLBPSMC (CLBPS + CLBPM + CLBPC). From Table 3.6, we can observe that the
mean SROCC value of overall case increases from 0.91 (CLBPS) to 0.93 (CLBPMC and
CLBPSMC) on LIVE2 database. The combination of feature sets also improves the average
SROCC values of TID2013 database, increasing from 0.35 (CLBPS) to 0.44 (CLBPMC
and CLBPSMC). The average values on CSIQ database shows that the best performance is
obtained using CLBPMC . Based on these SROCC values, we can conclude that CLBPMC
is the best combination of features to assess image quality, since the incorporation of
CLBPC does not improve or even deteriorate the general prediction performance.
Table 3.7 depicts the mean SROCC values of simulations using other LBP variants.
From this table, we can noticed that almost all variants present an acceptable performance
on LIVE2 database. The exceptions are TPLBP and FPLBP that presented mean SROCC
below 0.65, which is poorer than other methods. Based on the average values of mean
SROCC on LIVE2, the methods LTP, RLBP, LCP, LVP, MLTP, SLBP, OCLBP, MLBP,
MSLBP, and OCPP are in ascending order of performance. On CSIQ and TID2013
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databases, the methods perform similarly, but RLBP performs worse than LTP on CSIQ.
It is noticeable that multiscale approaches (MLBP, MLTP, and MSLBP) present the
best results. These results on the three tested databases are in agreement with the
assumptions of Freitas et al. [125], who demonstrated that combining multiple LBP oper-
ator parameters increases the prediction performance. However, we also can observe that
OCPP operator presents the best performance when compared with any other operator,
even the multiscale approaches.
Although the OCPP operator performs similarly to MSLBP operator on LIVE2 database,
this performance is not maintained in the other databases. While MSLBP presents aver-
age SROCC values of 0.8147 on CSIQ database, the OCPP presents a SROCC average
value of 0.9140 on the same database. Similarly, on TID2013, the MSLBP and OCPP
average values are 0.5919 and 0.7035, respectively.
By observing the SROCC scores per distortion in the CSIQ database, we can notice
that the superiority of OCPP is due to the prediction performance of CD distortion.
While the quality prediction of contrast-distorted images have mean SROCC of 0.5299
using MSLBP, the mean SROCC of this same images are 0.7753. Similarly, on TID2013
database, the OCPP presents superior performance for the in several cases, mainly on the
cases of color and contrast-related distortions (AGC, AGN, CA, CC, CCS, etc).
Finally, Fig. 3.6 depicts the box plots of different no-reference methods. Moreover,
Table 3.8 depict the results of six IQA methods, including two established full-reference
metrics (PSNR and SSIM) and four state-of-the-art no-reference metrics (BRISQUE,
CORNIA, CQA, and SSEQ). From this table, we can notice that CORNIA and SSEQ
present the best performance on LIVE2 database, even when compared with full-reference
approaches, such as PSNR and SSIM. On the LIVE2 database, the average SROCC
values of CORNIA and SSEQ is 0.92, a score similar to some LBP-based operators,
such as CLBPSM and BSIF. However, several LBP-based operators present a notable
performance, being superior to the state-of-the-art methods, as we can observe from
results of LPQ, MLBP, MSLBP, and OCPP with average SROCC above 0.94 on LIVE2.
By comparing Table 3.8 with Tables 3.7, 3.6, and 3.5, we can notice that LBP-based
NR-IQA approaches present better performance also on CSIQ and TID2013 databases.
On CSIQ, we can observe that, on average, the best state-of-the-art NR-IQA method
is BRISQUE, followed by SSEQ and CORNIA. The average SROCC scores are 0.7406,
0.6979, and 0.6886 for BRISQUE, SSEQ, and CORNIA, respectively. However, when
we notice from Tables 3.7, 3.4 and 3.5 that LPQ, BSIF, LVP, OCLBP, OCPP, SLBP,
MLBP, MLTP, and MSLBP operators present better results on CSIQ when compared
with the state-of-the-art methods. Similarly, on TID2013 database, the best state-of-
the-art method is CORNIA, which presents an average SROCC of 0.5361. This value is
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outperformed by several LBP-based operators, such as LVP (0.5428), OCLBP (0.5902),
OCPP (0.7035), MLBP (0.5284), MLTP (0.5652), MSLBP (0.5919), and LPQ (0.5518).
3.5 Summary and Conclusions
In this chapter, we compared three basic LBP (LBPri, LBPu, and LBPriu2) with eight
different parameter combinations each. This comparison was used to verify whether LBP
can be adopted as feature for measuring image quality. From the results, LBP can be
used as feature to measure, although the performance for each distortion varies greatly on
its parameters. This variation is surpasses by the MLBP operator, which combines the
histograms of LBPs at multiple parameters in order to make it more precise on quality pre-
diction. In addition to LBP and MLBP, we investigated other 14 operators that extends
the basic LBP. Using the proposed framework with these operators, we perceived that the
BSIF, LPQ, LVP, and CLBP present a good mean correlation on LIVE2 database, but
the performance decrease significantly on CSIQ and TID2013 due to color and contrast
distortions. We also observed that multiscale approaches increase substantially the overall
quality prediction performance. Among the multiscale approaches, the MSLBP operator,
which incorporates visual saliency in multiple scales, is the best one. MSLBP competes
with the OCPP operator on LIVE2 database. However, OCPP presents the best perfor-
mance on all tested databases, whether compared to other LBP-based operators or the
state-of-the-art methods.
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Table 3.3: Average SROCC of 100 runs of simulations on LIVE2 database using BSIF variations.
SIZE BITS DISTORTION Average STD MAX MIN
JPEG JPEG2k WN GB FF ALL
3x3 5 bits 0.8991 0.9444 0.9594 0.9542 0.8644 0.9302 0.9253 0.0368 0.9594 0.8644
6 bits 0.9159 0.9403 0.9664 0.9621 0.8917 0.9397 0.9360 0.0283 0.9664 0.8917
7 bits 0.9184 0.9448 0.9688 0.9672 0.9105 0.9471 0.9428 0.0242 0.9688 0.9105
8 bits 0.9441 0.9399 0.9719 0.9687 0.9064 0.9528 0.9473 0.0238 0.9719 0.9064
5x5 5 bits 0.8391 0.8727 0.9109 0.9297 0.7539 0.8654 0.8620 0.0621 0.9297 0.7539
6 bits 0.8854 0.9035 0.9419 0.9501 0.8001 0.9052 0.8977 0.0538 0.9501 0.8001
7 bits 0.8991 0.9185 0.9498 0.9661 0.8174 0.9184 0.9116 0.0521 0.9661 0.8174
8 bits 0.8912 0.9186 0.9621 0.9654 0.8749 0.9278 0.9233 0.0366 0.9654 0.8749
9 bits 0.9285 0.9462 0.9646 0.9654 0.9113 0.9488 0.9441 0.0211 0.9654 0.9113
10 bits 0.9368 0.9423 0.9636 0.9689 0.9257 0.9521 0.9482 0.0164 0.9689 0.9257
11 bits 0.9295 0.9418 0.9635 0.9693 0.9135 0.9487 0.9444 0.0209 0.9693 0.9135
12 bits 0.9252 0.9387 0.9573 0.9662 0.9065 0.9434 0.9396 0.0216 0.9662 0.9065
7x7 5 bits 0.8157 0.7896 0.8896 0.7899 0.6391 0.7861 0.7850 0.0815 0.8896 0.6391
6 bits 0.8292 0.8614 0.9093 0.9174 0.6251 0.8438 0.8310 0.1068 0.9174 0.6251
7 bits 0.8811 0.8808 0.9233 0.9369 0.6652 0.8691 0.8594 0.0988 0.9369 0.6652
8 bits 0.8881 0.8896 0.9289 0.9572 0.7507 0.8958 0.8851 0.0712 0.9572 0.7507
9 bits 0.8894 0.9067 0.9345 0.9499 0.7471 0.8978 0.8876 0.0725 0.9499 0.7471
10 bits 0.9018 0.9151 0.9463 0.9661 0.7681 0.9108 0.9014 0.0696 0.9661 0.7681
11 bits 0.9034 0.9096 0.9522 0.9615 0.7796 0.9144 0.9035 0.0652 0.9615 0.7796
12 bits 0.9141 0.9179 0.9553 0.9638 0.8348 0.9241 0.9183 0.0457 0.9638 0.8348
9x9 5 bits 0.7457 0.6802 0.8488 0.6631 0.4938 0.6877 0.6866 0.1162 0.8488 0.4938
6 bits 0.8125 0.8202 0.8721 0.8439 0.6036 0.8035 0.7926 0.0959 0.8721 0.6036
7 bits 0.8318 0.8364 0.8946 0.9071 0.6073 0.8229 0.8167 0.1084 0.9071 0.6073
8 bits 0.8612 0.8568 0.9097 0.9311 0.6336 0.8464 0.8398 0.1063 0.9311 0.6336
9 bits 0.8419 0.8919 0.8988 0.9209 0.6446 0.8511 0.8415 0.1010 0.9209 0.6446
10 bits 0.8631 0.8943 0.9168 0.9373 0.6572 0.8654 0.8557 0.1014 0.9373 0.6572
11 bits 0.8761 0.9038 0.9262 0.9299 0.6566 0.8692 0.8603 0.1029 0.9299 0.6566
12 bits 0.8882 0.9036 0.9277 0.9369 0.6737 0.8793 0.8682 0.0978 0.9369 0.6737
11x11 5 bits 0.6866 0.5856 0.7771 0.5996 0.4302 0.6172 0.6161 0.1155 0.7771 0.4302
6 bits 0.7319 0.7085 0.8009 0.7696 0.5244 0.7206 0.7093 0.0968 0.8009 0.5244
7 bits 0.7631 0.7736 0.8561 0.8497 0.5387 0.7616 0.7571 0.1152 0.8561 0.5387
8 bits 0.8362 0.7963 0.8761 0.8637 0.5801 0.7983 0.7918 0.1087 0.8761 0.5801
9 bits 0.8014 0.8723 0.8801 0.8921 0.6315 0.8211 0.8164 0.0973 0.8921 0.6315
10 bits 0.8511 0.8811 0.8921 0.9058 0.6221 0.8391 0.8319 0.1058 0.9058 0.6221
11 bits 0.8516 0.8652 0.8951 0.9011 0.6173 0.8343 0.8274 0.1060 0.9011 0.6173
12 bits 0.8641 0.8843 0.9077 0.9193 0.6284 0.8534 0.8429 0.1080 0.9193 0.6284
13x13 5 bits 0.6561 0.4312 0.7253 0.5049 0.3396 0.5402 0.5329 0.1419 0.7253 0.3396
6 bits 0.6681 0.6397 0.7518 0.7141 0.5153 0.6571 0.6577 0.0809 0.7518 0.5153
7 bits 0.7066 0.6553 0.8076 0.7515 0.5169 0.6941 0.6887 0.0991 0.8076 0.5169
8 bits 0.7927 0.6897 0.8127 0.8047 0.5471 0.7347 0.7303 0.1014 0.8127 0.5471
9 bits 0.7946 0.7879 0.8379 0.8479 0.5494 0.7712 0.7648 0.1096 0.8479 0.5494
10 bits 0.8088 0.8578 0.8563 0.8939 0.5885 0.8081 0.8022 0.1097 0.8939 0.5885
11 bits 0.8081 0.8331 0.8721 0.8666 0.5925 0.7993 0.7953 0.1037 0.8721 0.5925
12 bits 0.8435 0.8461 0.8776 0.8712 0.6031 0.8178 0.8099 0.1035 0.8776 0.6031
15x15 5 bits 0.4443 0.3415 0.5823 0.4565 0.2401 0.4288 0.4156 0.1155 0.5823 0.2401
6 bits 0.6107 0.6164 0.6665 0.6611 0.4639 0.6096 0.6047 0.0735 0.6665 0.4639
7 bits 0.6624 0.6111 0.7849 0.6947 0.4953 0.6465 0.6492 0.0957 0.7849 0.4953
8 bits 0.6773 0.6456 0.7709 0.7264 0.4962 0.6641 0.6634 0.0938 0.7709 0.4962
9 bits 0.7161 0.7597 0.8041 0.7745 0.5258 0.7172 0.7162 0.0993 0.8041 0.5258
10 bits 0.7754 0.7078 0.7842 0.7973 0.4647 0.7103 0.7066 0.1245 0.7973 0.4647
11 bits 0.7363 0.7602 0.8259 0.7905 0.4975 0.7291 0.7233 0.1163 0.8259 0.4975
12 bits 0.7893 0.8118 0.8451 0.8421 0.5505 0.7741 0.7688 0.1106 0.8451 0.5505
17x17 5 bits 0.5746 0.3345 0.4937 0.4158 0.2169 0.4205 0.4093 0.1243 0.5746 0.2169
6 bits 0.6169 0.5015 0.6572 0.5849 0.3836 0.5491 0.5489 0.0972 0.6572 0.3836
7 bits 0.5986 0.4765 0.6779 0.5907 0.4261 0.5526 0.5537 0.0906 0.6779 0.4261
8 bits 0.6782 0.5758 0.7171 0.6325 0.4642 0.6091 0.6128 0.0883 0.7171 0.4642
9 bits 0.6752 0.6297 0.6922 0.6635 0.4538 0.6287 0.6239 0.0870 0.6922 0.4538
10 bits 0.7221 0.6581 0.7475 0.7121 0.4322 0.6618 0.6556 0.1149 0.7475 0.4322
11 bits 0.6976 0.7171 0.7705 0.7171 0.4611 0.6804 0.6740 0.1086 0.7705 0.4611
12 bits 0.7139 0.7305 0.7928 0.7731 0.5183 0.7058 0.7057 0.0979 0.7928 0.5183
Average 0.7968 0.7833 0.8526 0.8306 0.6195 0.7834
STD 0.1091 0.1558 0.1045 0.1427 0.1722 0.1342
Max 0.9441 0.9462 0.9719 0.9693 0.9257 0.9528
Min 0.4443 0.3345 0.4937 0.4158 0.2169 0.4205
Max-Min 0.4998 0.6117 0.4782 0.5535 0.7088 0.5323
48
Table 3.4: Average SROCC of 100 runs of simulations on CSIQ database using BSIF variations.
SIZE BITS DISTORTION Average STD MAX MIN
JPEG JPEG2k WN GB PN CD ALL
3x3 5 bits 0.8492 0.8237 0.7476 0.8565 0.6381 0.2055 0.6986 0.6885 0.2279 0.8565 0.2055
6 bits 0.8618 0.8183 0.6945 0.8856 0.6405 0.1057 0.7261 0.6761 0.2671 0.8856 0.1057
7 bits 0.8643 0.8511 0.7498 0.8993 0.7988 0.3181 0.7686 0.7500 0.1978 0.8993 0.3181
8 bits 0.8819 0.8514 0.8034 0.9055 0.8415 0.3439 0.8015 0.7756 0.1941 0.9055 0.3439
5x5 5 bits 0.8099 0.7551 0.6021 0.8269 0.6162 0.0849 0.6461 0.6202 0.2531 0.8269 0.0849
6 bits 0.8526 0.7957 0.6542 0.8952 0.6564 0.0722 0.6861 0.6589 0.2760 0.8952 0.0722
7 bits 0.8552 0.8335 0.6496 0.9092 0.7489 0.0688 0.7185 0.6834 0.2850 0.9092 0.0688
8 bits 0.8501 0.8508 0.6974 0.9166 0.8162 0.1841 0.7472 0.7232 0.2484 0.9166 0.1841
9 bits 0.8658 0.8416 0.7984 0.9134 0.7846 0.1022 0.7501 0.7223 0.2788 0.9134 0.1022
10 bits 0.8511 0.8507 0.8031 0.9204 0.8197 0.1213 0.7574 0.7320 0.2739 0.9204 0.1213
11 bits 0.8619 0.8402 0.8099 0.9085 0.8356 0.0751 0.7572 0.7269 0.2911 0.9085 0.0751
12 bits 0.8671 0.8468 0.7804 0.9116 0.7952 0.1544 0.7611 0.7309 0.2596 0.9116 0.1544
7x7 5 bits 0.8048 0.6903 0.5314 0.7519 0.5811 0.1255 0.5999 0.5836 0.2242 0.8048 0.1255
6 bits 0.8376 0.7998 0.6021 0.8892 0.7704 0.0601 0.6981 0.6653 0.2829 0.8892 0.0601
7 bits 0.8453 0.7918 0.6379 0.8871 0.7761 0.0785 0.7051 0.6745 0.2757 0.8871 0.0785
8 bits 0.8427 0.7911 0.6419 0.8913 0.7569 0.0508 0.7061 0.6687 0.2848 0.8913 0.0508
9 bits 0.8421 0.8291 0.6832 0.9036 0.8275 0.0752 0.7401 0.7001 0.2848 0.9036 0.0752
10 bits 0.8478 0.8428 0.7221 0.9067 0.8333 0.0841 0.7451 0.7117 0.2839 0.9067 0.0841
11 bits 0.8557 0.8378 0.7107 0.9078 0.8302 0.0742 0.7384 0.7078 0.2876 0.9078 0.0742
12 bits 0.8553 0.8451 0.7231 0.9151 0.8357 0.0617 0.7411 0.7110 0.2940 0.9151 0.0617
9x9 5 bits 0.7272 0.5976 0.1411 0.7603 0.3754 0.1409 0.4773 0.4600 0.2554 0.7603 0.1409
6 bits 0.8337 0.7481 0.5016 0.8542 0.6653 0.1262 0.6475 0.6252 0.2508 0.8542 0.1262
7 bits 0.8192 0.7587 0.5737 0.8416 0.7074 0.1009 0.6651 0.6381 0.2540 0.8416 0.1009
8 bits 0.8216 0.7699 0.6371 0.8757 0.7819 0.0787 0.6908 0.6651 0.2704 0.8757 0.0787
9 bits 0.8138 0.7808 0.5979 0.8727 0.7751 0.0712 0.6891 0.6572 0.2733 0.8727 0.0712
10 bits 0.8399 0.8161 0.6482 0.8963 0.7921 0.0733 0.7088 0.6821 0.2809 0.8963 0.0733
11 bits 0.8405 0.8083 0.6994 0.8872 0.7951 0.0605 0.7101 0.6859 0.2838 0.8872 0.0605
12 bits 0.8465 0.8166 0.7399 0.8989 0.8423 0.0538 0.7197 0.7025 0.2928 0.8989 0.0538
11x11 5 bits 0.6606 0.5265 0.1288 0.7187 0.3999 0.1751 0.4154 0.4321 0.2246 0.7187 0.1288
6 bits 0.7581 0.6958 0.2838 0.8275 0.6201 0.1386 0.5683 0.5560 0.2539 0.8275 0.1386
7 bits 0.8041 0.7061 0.3808 0.8278 0.6177 0.1652 0.5982 0.5857 0.2383 0.8278 0.1652
8 bits 0.7798 0.7121 0.4981 0.8358 0.6617 0.1008 0.6267 0.6021 0.2465 0.8358 0.1008
9 bits 0.7867 0.7494 0.5154 0.8614 0.7151 0.0717 0.6489 0.6212 0.2659 0.8614 0.0717
10 bits 0.8287 0.7769 0.5805 0.8851 0.7261 0.0946 0.6748 0.6524 0.2655 0.8851 0.0946
11 bits 0.8318 0.7701 0.6053 0.8724 0.7759 0.0814 0.6807 0.6597 0.2703 0.8724 0.0814
12 bits 0.8408 0.7918 0.6431 0.8742 0.7938 0.1032 0.6887 0.6765 0.2655 0.8742 0.1032
13x13 5 bits 0.5675 0.4666 0.1739 0.6523 0.2555 0.1092 0.3509 0.3680 0.2033 0.6523 0.1092
6 bits 0.6497 0.6107 0.1067 0.7119 0.4467 0.1131 0.4558 0.4421 0.2467 0.7119 0.1067
7 bits 0.7081 0.6655 0.1468 0.7993 0.5247 0.1585 0.5091 0.5017 0.2589 0.7993 0.1468
8 bits 0.7681 0.7185 0.3119 0.8438 0.6205 0.1478 0.5984 0.5727 0.2531 0.8438 0.1478
9 bits 0.7708 0.7208 0.3795 0.8271 0.6565 0.0831 0.6124 0.5786 0.2618 0.8271 0.0831
10 bits 0.8022 0.7801 0.3915 0.8765 0.6563 0.0605 0.6246 0.5988 0.2852 0.8765 0.0605
11 bits 0.8181 0.7272 0.5228 0.8596 0.6896 0.1177 0.6437 0.6255 0.2500 0.8596 0.1177
12 bits 0.8246 0.7508 0.5181 0.8654 0.7181 0.1665 0.6539 0.6425 0.2389 0.8654 0.1665
15x15 5 bits 0.5115 0.4193 0.2073 0.5791 0.1534 0.0662 0.2665 0.3148 0.1920 0.5791 0.0662
6 bits 0.6201 0.5856 0.1494 0.7127 0.4924 0.1421 0.4533 0.4508 0.2248 0.7127 0.1421
7 bits 0.6823 0.6263 0.1271 0.7573 0.5156 0.1422 0.4898 0.4772 0.2514 0.7573 0.1271
8 bits 0.7126 0.6816 0.1271 0.8028 0.6139 0.1488 0.5381 0.5178 0.2722 0.8028 0.1271
9 bits 0.6951 0.6905 0.1461 0.8088 0.5686 0.0904 0.5371 0.5052 0.2795 0.8088 0.0904
10 bits 0.7891 0.7014 0.2863 0.8366 0.6284 0.1181 0.5865 0.5638 0.2660 0.8366 0.1181
11 bits 0.7971 0.7567 0.3305 0.8611 0.6041 0.1221 0.6052 0.5824 0.2679 0.8611 0.1221
12 bits 0.7979 0.7332 0.3431 0.8495 0.6344 0.1971 0.5956 0.5930 0.2409 0.8495 0.1971
17x17 5 bits 0.5552 0.4113 0.2081 0.5275 0.1476 0.1005 0.2703 0.3172 0.1824 0.5552 0.1005
6 bits 0.6235 0.5535 0.2499 0.6895 0.3437 0.0926 0.3943 0.4210 0.2139 0.6895 0.0926
7 bits 0.5818 0.5511 0.1445 0.6742 0.4045 0.1432 0.4027 0.4146 0.2085 0.6742 0.1432
8 bits 0.6884 0.6583 0.1571 0.7726 0.5681 0.1959 0.5055 0.5066 0.2413 0.7726 0.1571
9 bits 0.7028 0.6662 0.1281 0.8012 0.5457 0.1981 0.5089 0.5073 0.2552 0.8012 0.1281
10 bits 0.7455 0.6623 0.1596 0.8244 0.6236 0.1037 0.5581 0.5253 0.2825 0.8244 0.1037
11 bits 0.7605 0.7166 0.1371 0.8301 0.6219 0.1753 0.5403 0.5403 0.2787 0.8301 0.1371
12 bits 0.7641 0.6926 0.1142 0.8213 0.5789 0.1712 0.5408 0.5262 0.2799 0.8213 0.1142
Average 0.7795 0.7293 0.4631 0.8329 0.6477 0.1208 0.6157
STD 0.0894 0.1082 0.2420 0.0842 0.1662 0.0576 0.1258
Max 0.8819 0.8514 0.8099 0.9204 0.8423 0.3439 0.8015
Min 0.5115 0.4113 0.1067 0.5275 0.1476 0.0508 0.2665
Max-Min 0.3704 0.4401 0.7032 0.3929 0.6947 0.2931 0.5350
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Table 3.5: Average SROCC of 100 runs of simulations on tested databases using LPQ variations.





JPEG 0.9477 0.9521 0.9471 0.9542 0.9496 0.9512 0.9527 0.9507 0.0026 0.9542 0.9471 0.0071
JPEG2k 0.9321 0.9533 0.9347 0.9526 0.9363 0.9501 0.9491 0.9440 0.0092 0.9533 0.9321 0.0212
WN 0.9644 0.9711 0.9671 0.9666 0.9671 0.9682 0.9681 0.9675 0.0020 0.9711 0.9644 0.0067
GB 0.9481 0.9501 0.9567 0.9542 0.9561 0.9576 0.9567 0.9542 0.0037 0.9576 0.9481 0.0095
FF 0.9261 0.8792 0.8939 0.9153 0.9111 0.8861 0.9079 0.9028 0.0169 0.9261 0.8792 0.0469
ALL 0.9498 0.9463 0.9471 0.9539 0.9511 0.9512 0.9541 0.9505 0.0030 0.9541 0.9463 0.0078
Average 0.9447 0.9420 0.9411 0.9495 0.9452 0.9441 0.9481
STD 0.0137 0.0320 0.0255 0.0175 0.0195 0.0292 0.0207
MAX 0.9644 0.9711 0.9671 0.9666 0.9671 0.9682 0.9681




JPEG 0.8896 0.9028 0.8873 0.8808 0.8766 0.8802 0.8779 0.8850 0.0092 0.9028 0.8766 0.0262
JPEG2k 0.8326 0.8506 0.8279 0.7993 0.7939 0.8164 0.8028 0.8176 0.0206 0.8506 0.7939 0.0567
WN 0.8307 0.7908 0.8121 0.6776 0.7149 0.7051 0.6992 0.7472 0.0620 0.8307 0.6776 0.1531
GB 0.8946 0.9068 0.8973 0.8749 0.8745 0.8922 0.8818 0.8889 0.0122 0.9068 0.8745 0.0323
PN 0.6696 0.7514 0.6581 0.7621 0.7071 0.7719 0.7691 0.7270 0.0484 0.7719 0.6581 0.1138
CD 0.3371 0.2951 0.3127 0.4405 0.3499 0.4481 0.4326 0.3737 0.0649 0.4481 0.2951 0.1530
ALL 0.7517 0.7974 0.7482 0.7601 0.7545 0.7713 0.7651 0.7640 0.0167 0.7974 0.7482 0.0492
Average 0.7437 0.7564 0.7348 0.7422 0.7245 0.7550 0.7469
STD 0.1960 0.2116 0.2035 0.1506 0.1789 0.1503 0.1530
MAX 0.8946 0.9068 0.8973 0.8808 0.8766 0.8922 0.8818





AGC 0.5007 0.3534 0.5556 0.4446 0.4741 0.4501 0.4611 0.4628 0.0614 0.5556 0.3534 0.2022
AGN 0.6031 0.6619 0.6515 0.7669 0.7284 0.7726 0.7773 0.7088 0.0697 0.7773 0.6031 0.1742
CA 0.3051 0.2556 0.3006 0.2788 0.1663 0.2675 0.2492 0.2604 0.0466 0.3051 0.1663 0.1388
CC 0.1376 0.1551 0.1342 0.1115 0.0926 0.1165 0.1253 0.1247 0.0202 0.1551 0.0926 0.0625
CCS 0.1351 0.1303 0.1223 0.1615 0.1853 0.1865 0.1831 0.1577 0.0282 0.1865 0.1223 0.0642
CN 0.1449 0.3619 0.1111 0.3881 0.3381 0.4338 0.3996 0.3111 0.1289 0.4338 0.1111 0.3227
GB 0.8235 0.7824 0.8542 0.7549 0.6406 0.7462 0.7432 0.7636 0.0684 0.8542 0.6406 0.2136
HFN 0.7732 0.8107 0.8271 0.8178 0.7696 0.8067 0.8097 0.8021 0.0220 0.8271 0.7696 0.0575
ICQ 0.7946 0.8176 0.8096 0.8331 0.8095 0.8362 0.8253 0.8180 0.0147 0.8362 0.7946 0.0416
ID 0.7392 0.6126 0.7457 0.7181 0.6796 0.6757 0.7265 0.6996 0.0471 0.7457 0.6126 0.1331
IN 0.4723 0.5992 0.4826 0.6325 0.6281 0.6222 0.6406 0.5825 0.0730 0.6406 0.4723 0.1683
IS 0.0761 0.0691 0.0846 0.0928 0.0791 0.0902 0.0854 0.0825 0.0083 0.0928 0.0691 0.0237
JPEG 0.8165 0.8383 0.8065 0.8238 0.7876 0.8346 0.8138 0.8173 0.0173 0.8383 0.7876 0.0507
JPEGTE 0.3511 0.3881 0.3842 0.4238 0.4142 0.4284 0.4273 0.4024 0.0290 0.4284 0.3511 0.0773
JPEG2k 0.8649 0.8526 0.8576 0.6696 0.6523 0.6919 0.6651 0.7506 0.1016 0.8649 0.6523 0.2126
JPEG2kTE 0.5501 0.6115 0.5226 0.5407 0.5057 0.5665 0.5761 0.5533 0.0353 0.6115 0.5057 0.1058
LBD 0.1841 0.1103 0.2096 0.2551 0.2823 0.2856 0.3215 0.2355 0.0724 0.3215 0.1103 0.2112
LC 0.4461 0.2326 0.4992 0.5292 0.5711 0.5442 0.5653 0.4840 0.1188 0.5711 0.2326 0.3385
MGN 0.5153 0.7012 0.5645 0.7634 0.7575 0.7762 0.7713 0.6928 0.1083 0.7762 0.5153 0.2609
MN 0.3383 0.1901 0.3115 0.2317 0.2435 0.2571 0.2441 0.2595 0.0500 0.3383 0.1901 0.1482
NEPN 0.1502 0.1463 0.1348 0.2668 0.3266 0.2661 0.2833 0.2249 0.0786 0.3266 0.1348 0.1918
QN 0.8565 0.8296 0.8603 0.8634 0.8881 0.8673 0.8734 0.8627 0.0179 0.8881 0.8296 0.0585
SCN 0.6592 0.4769 0.7315 0.7126 0.7607 0.7742 0.7538 0.6956 0.1037 0.7742 0.4769 0.2973
SSR 0.7696 0.7751 0.7969 0.8853 0.8469 0.8919 0.8938 0.8371 0.0558 0.8938 0.7696 0.1242
ALL 0.5419 0.5474 0.5673 0.5696 0.5595 0.5812 0.5804 0.5639 0.0152 0.5812 0.5419 0.0393
Average 0.5020 0.4924 0.5170 0.5414 0.5275 0.5508 0.5518
STD 0.2645 0.2740 0.2752 0.2577 0.2517 0.2553 0.2544
MAX 0.8649 0.8526 0.8603 0.8853 0.8881 0.8919 0.8938
MIN 0.0761 0.0691 0.0846 0.0928 0.0791 0.0902 0.0854
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Table 3.6: Average SROCC of 100 runs of simulations on tested databases using CLBP variations.
DB DIST CLBP Average STD Max Min ∆





JPEG 0.1444 0.7687 0.9042 0.7527 0.9198 0.9258 0.7359 0.2998 0.9258 0.1444 0.7814
JPEG2k 0.1102 0.5711 0.8839 0.6198 0.9201 0.9201 0.6709 0.3151 0.9201 0.1102 0.8099
WN 0.1019 0.8979 0.9733 0.8636 0.9773 0.9713 0.7976 0.3440 0.9773 0.1019 0.8754
GB 0.0902 0.6143 0.9121 0.5764 0.9397 0.9467 0.6799 0.3333 0.9467 0.0902 0.8565
FF 0.0876 0.6676 0.8779 0.6281 0.8793 0.8902 0.6718 0.3087 0.8902 0.0876 0.8026
ALL 0.0878 0.6933 0.9114 0.7076 0.9386 0.9355 0.7124 0.3259 0.9386 0.0878 0.8508
Average 0.1037 0.7022 0.9105 0.6914 0.9291 0.9316
STD 0.0219 0.1174 0.0339 0.1059 0.0322 0.0272
MAX 0.1444 0.8979 0.9733 0.8636 0.9773 0.9713




JPEG 0.1602 0.7726 0.8438 0.7621 0.8891 0.8911 0.7198 0.2797 0.8911 0.1602 0.7309
JPEG2k 0.0678 0.5228 0.7401 0.3847 0.7902 0.8037 0.5516 0.2894 0.8037 0.0678 0.7359
WN 0.2646 0.6242 0.8255 0.4952 0.8052 0.7531 0.6280 0.2171 0.8255 0.2646 0.5609
GB 0.2805 0.7736 0.8637 0.6481 0.8872 0.8887 0.7236 0.2359 0.8887 0.2805 0.6082
PN 0.1718 0.6456 0.7047 0.4988 0.7198 0.6879 0.5714 0.2116 0.7198 0.1718 0.5480
CD 0.0981 0.1064 0.2673 0.1369 0.1981 0.1887 0.1659 0.0645 0.2673 0.0981 0.1692
ALL 0.0494 0.6241 0.7653 0.5291 0.7587 0.7463 0.5788 0.2757 0.7653 0.0494 0.7159
Average 0.1561 0.5813 0.7158 0.4936 0.7212 0.7085
STD 0.0913 0.2274 0.2060 0.1985 0.2390 0.2411
MAX 0.2805 0.7736 0.8637 0.7621 0.8891 0.8911





AGC 0.1251 0.1235 0.2998 0.1431 0.1981 0.3902 0.2133 0.1093 0.3902 0.1235 0.2667
AGN 0.2001 0.1738 0.4469 0.3923 0.4723 0.5834 0.3781 0.1609 0.5834 0.1738 0.4096
CA 0.1912 0.2045 0.1934 0.2448 0.2941 0.1636 0.2153 0.0468 0.2941 0.1636 0.1305
CC 0.1541 0.0953 0.1201 0.0815 0.1081 0.0681 0.1045 0.0305 0.1541 0.0681 0.0860
CCS 0.1938 0.1339 0.1364 0.1276 0.1319 0.2196 0.1572 0.0393 0.2196 0.1276 0.0920
CN 0.1671 0.1653 0.1671 0.1263 0.1338 0.0896 0.1415 0.0312 0.1671 0.0896 0.0775
GB 0.1159 0.1344 0.7789 0.1471 0.7879 0.7148 0.4465 0.3451 0.7879 0.1159 0.6720
HFN 0.1639 0.2408 0.4899 0.3112 0.6762 0.6851 0.4279 0.2236 0.6851 0.1639 0.5212
ICQ 0.0982 0.1957 0.6291 0.2757 0.7296 0.7583 0.4478 0.2912 0.7583 0.0982 0.6601
ID 0.1292 0.1581 0.2426 0.1584 0.6031 0.3423 0.2723 0.1798 0.6031 0.1292 0.4739
IN 0.1188 0.1192 0.1128 0.1307 0.4315 0.4711 0.2307 0.1714 0.4711 0.1128 0.3583
IS 0.1565 0.1301 0.0687 0.0835 0.0702 0.0655 0.0958 0.0383 0.1565 0.0655 0.0910
JPEG 0.1483 0.6049 0.7311 0.5319 0.7873 0.7661 0.5949 0.2402 0.7873 0.1483 0.6390
JPEGTE 0.1091 0.0911 0.1176 0.1121 0.2907 0.1634 0.1473 0.0742 0.2907 0.0911 0.1996
JPEG2k 0.2411 0.1417 0.7673 0.1698 0.7819 0.7365 0.4731 0.3184 0.7819 0.1417 0.6402
JPEG2kTE 0.1673 0.6049 0.3873 0.1265 0.4138 0.4353 0.3559 0.1794 0.6049 0.1265 0.4784
LBD 0.1269 0.1229 0.1711 0.1611 0.2688 0.1081 0.1598 0.0585 0.2688 0.1081 0.1607
LC 0.0809 0.1707 0.1707 0.2044 0.2831 0.2819 0.1986 0.0768 0.2831 0.0809 0.2022
MGN 0.1145 0.2296 0.3784 0.3309 0.5006 0.5834 0.3562 0.1721 0.5834 0.1145 0.4689
MN 0.2028 0.3076 0.1911 0.3325 0.2323 0.3956 0.2770 0.0812 0.3956 0.1911 0.2045
NEPN 0.1425 0.1182 0.1454 0.1571 0.1944 0.1663 0.1540 0.0256 0.1944 0.1182 0.0762
QN 0.4102 0.5626 0.6864 0.5081 0.8851 0.8534 0.6510 0.1914 0.8851 0.4102 0.4749
SCN 0.1167 0.4926 0.5526 0.4935 0.5346 0.6869 0.4795 0.1915 0.6869 0.1167 0.5702
SSR 0.1381 0.1523 0.6665 0.1434 0.7996 0.8146 0.4524 0.3411 0.8146 0.1381 0.6765
ALL 0.0431 0.1262 0.3464 0.0911 0.4608 0.4267 0.2491 0.1835 0.4608 0.0431 0.4177
Average 0.1542 0.2240 0.3599 0.2234 0.4428 0.4388
STD 0.0684 0.1610 0.2377 0.1373 0.2551 0.2640
MAX 0.4102 0.6049 0.7789 0.5319 0.8851 0.8534
MIN 0.0431 0.0911 0.0687 0.0815 0.0702 0.0655
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Table 3.7: Average SROCC of 100 runs of simulations on tested image databases using other LBP
variations.





JPEG 0.8921 0.8278 0.8052 0.7047 0.6626 0.9363 0.9312 0.9678 0.9151 0.9249 0.9395 0.9373
JPEG2k 0.8913 0.8029 0.8299 0.6491 0.5552 0.9461 0.9411 0.9597 0.9334 0.9342 0.9372 0.9406
WN 0.9628 0.9358 0.9225 0.6354 0.6774 0.9764 0.9731 0.9861 0.9825 0.9822 0.9646 0.9831
GB 0.9304 0.8824 0.9111 0.5923 0.5884 0.9531 0.9571 0.9612 0.9432 0.9524 0.9530 0.9619
FF 0.8034 0.7004 0.7821 0.6724 0.6443 0.8848 0.8936 0.9141 0.9079 0.9487 0.8758 0.9364
ALL 0.9006 0.8251 0.8487 0.6308 0.6171 0.9376 0.9418 0.9562 0.9405 0.9238 0.9316 0.9528
Average 0.8968 0.8291 0.8499 0.6475 0.6242 0.9391 0.9397 0.9575 0.9371 0.9444 0.9336 0.9520
STD 0.0534 0.0794 0.0566 0.0384 0.0465 0.0303 0.0269 0.0238 0.0263 0.0220 0.0307 0.0182
MAX 0.9628 0.9358 0.9225 0.7047 0.6774 0.9764 0.9731 0.9861 0.9825 0.9822 0.9646 0.9831




JPEG 0.8412 0.8011 0.7186 0.7524 0.7179 0.9221 0.8943 0.9596 0.8754 0.8847 0.9292 0.9064
JPEG2k 0.7746 0.6371 0.6552 0.5699 0.6118 0.8946 0.8865 0.9331 0.7913 0.8095 0.8877 0.8156
WN 0.8152 0.5057 0.6064 0.1931 0.3599 0.7063 0.8441 0.9186 0.8495 0.9014 0.6454 0.8939
GB 0.7724 0.7901 0.7939 0.8517 0.6972 0.9137 0.9203 0.9390 0.8539 0.9159 0.9244 0.8816
PN 0.7049 0.5356 0.2078 0.0815 0.3367 0.7091 0.8361 0.9471 0.7502 0.8872 0.7828 0.8431
CD 0.1382 0.2246 0.1072 0.3174 0.1025 0.2659 0.4914 0.7753 0.4515 0.5172 0.2082 0.5299
ALL 0.6672 0.5804 0.5109 0.4815 0.3214 0.8238 0.8421 0.9253 0.7971 0.8399 0.8280 0.8324
Average 0.6734 0.5821 0.5143 0.4639 0.4496 0.7479 0.8164 0.9140 0.7670 0.8223 0.7437 0.8147
STD 0.2435 0.1958 0.2607 0.2847 0.2300 0.2312 0.1468 0.0626 0.1457 0.1395 0.2559 0.1300
MAX 0.8412 0.8011 0.7939 0.8517 0.7179 0.9221 0.9203 0.9596 0.8754 0.9159 0.9292 0.9064





AGC 0.3683 0.3654 0.2273 0.1942 0.1207 0.4688 0.5315 0.8308 0.3999 0.5708 0.5963 0.6018
AGN 0.3903 0.4211 0.5903 0.1731 0.2111 0.6069 0.7253 0.8634 0.6369 0.7884 0.6631 0.7811
CA 0.2844 0.2267 0.3356 0.2884 0.1604 0.6944 0.4254 0.8821 0.2379 0.3144 0.6749 0.3891
CC 0.1089 0.1857 0.0816 0.0953 0.1331 0.1756 0.0846 0.4785 0.1261 0.0881 0.1886 0.2161
CCS 0.1251 0.1503 0.1934 0.2148 0.1296 0.1997 0.5704 0.5577 0.1402 0.1375 0.2384 0.2757
CN 0.4769 0.2896 0.2682 0.1101 0.1942 0.2101 0.5849 0.5309 0.2725 0.3249 0.3880 0.5229
GB 0.8455 0.5795 0.8084 0.8072 0.4096 0.8551 0.8607 0.8914 0.8215 0.8769 0.7465 0.8721
HFN 0.6226 0.6678 0.7125 0.2735 0.3503 0.8181 0.8118 0.9445 0.7361 0.8676 0.7626 0.9031
ICQ 0.7273 0.6334 0.4951 0.5592 0.5123 0.8261 0.7849 0.8350 0.8329 0.8134 0.7603 0.8302
ID 0.5307 0.2249 0.4969 0.3623 0.2738 0.8694 0.7719 0.9102 0.5684 0.6434 0.7063 0.7488
IN 0.4342 0.4257 0.4649 0.1107 0.1534 0.2866 0.5069 0.6696 0.1842 0.4551 0.6484 0.5838
IS 0.0746 0.0821 0.1058 0.0757 0.0527 0.1406 0.1061 0.1699 0.0992 0.1165 0.3291 0.2092
JPEG 0.6823 0.6914 0.6653 0.3506 0.5738 0.8961 0.8201 0.9158 0.7123 0.7964 0.6631 0.7907
JPEGTE 0.4361 0.1138 0.2523 0.1024 0.0896 0.2925 0.5153 0.3795 0.2511 0.2131 0.2314 0.4353
JPEG2k 0.8057 0.5692 0.7138 0.6557 0.3661 0.9099 0.8769 0.9407 0.8661 0.8507 0.7780 0.9369
JPEG2kTE 0.6015 0.7531 0.3476 0.3769 0.1531 0.4394 0.5984 0.6552 0.5046 0.6711 0.6594 0.7388
LBD 0.0969 0.1046 0.1453 0.1215 0.1135 0.1944 0.1311 0.1885 0.2374 0.1464 0.3813 0.2365
LC 0.3242 0.1819 0.3226 0.2776 0.0876 0.5289 0.5692 0.8326 0.2565 0.3711 0.6533 0.3819
MGN 0.4211 0.1281 0.5488 0.3085 0.1541 0.5324 0.6753 0.8471 0.6335 0.6666 0.6209 0.7512
MN 0.1436 0.1988 0.1981 0.1546 0.2959 0.4168 0.5146 0.7290 0.3329 0.1535 0.4243 0.1638
NEPN 0.1583 0.1009 0.1207 0.2603 0.0908 0.1534 0.2198 0.1545 0.3026 0.2558 0.1256 0.3712
QN 0.7961 0.7711 0.6524 0.3618 0.5676 0.7869 0.8207 0.7890 0.8769 0.8623 0.7361 0.9173
SCN 0.6546 0.6576 0.7911 0.1331 0.1126 0.6584 0.7192 0.8914 0.5803 0.7434 0.7015 0.6042
SSR 0.7588 0.5781 0.6569 0.6623 0.5988 0.9088 0.8892 0.9391 0.6638 0.8488 0.8457 0.8357
ALL 0.4631 0.3437 0.4072 0.2512 0.1377 0.6997 0.6417 0.7621 0.5901 0.6339 0.6078 0.7012
Average 0.4532 0.3778 0.4241 0.2912 0.2417 0.5428 0.5902 0.7035 0.4746 0.5284 0.5652 0.5919
STD 0.2460 0.2353 0.2308 0.1958 0.1705 0.2767 0.2418 0.2524 0.2562 0.2873 0.2098 0.2530
MAX 0.8455 0.7711 0.8084 0.8072 0.5988 0.9099 0.8892 0.9445 0.8769 0.8769 0.8457 0.9369
MIN 0.0746 0.0821 0.0816 0.0757 0.0527 0.1406 0.0846 0.1545 0.0992 0.0881 0.1256 0.1638
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Table 3.8: Average SROCC of 100 runs of simulations on tested image databases using state-of-the-art
IQA methods.





JPEG 0.8515 0.9481 0.8641 0.9002 0.8257 0.9122
JPEG2k 0.8822 0.9438 0.8838 0.9246 0.8366 0.9388
WN 0.9851 0.9793 0.9750 0.9500 0.9764 0.9544
GB 0.7818 0.8889 0.9304 0.9465 0.8377 0.9157
FF 0.8869 0.9335 0.8469 0.9132 0.8262 0.9038
ALL 0.8013 0.8902 0.9098 0.9386 0.8606 0.9356
Average 0.8648 0.9306 0.9017 0.9289 0.8605 0.9268
STD 0.0726 0.0353 0.0469 0.0197 0.0582 0.0192
MAX 0.9851 0.9793 0.9750 0.9500 0.9764 0.9544




JPEG 0.9009 0.9309 0.8525 0.8319 0.6506 0.8066
JPEG2k 0.9309 0.9251 0.8458 0.8405 0.8214 0.7302
WN 0.9345 0.8761 0.6931 0.6187 0.7276 0.7876
GB 0.9358 0.9089 0.8337 0.8526 0.7486 0.7766
PN 0.9315 0.8871 0.7740 0.5340 0.5463 0.6661
CD 0.8862 0.8128 0.4255 0.4458 0.5383 0.4172
ALL 0.8088 0.8116 0.7597 0.6969 0.6369 0.7007
Average 0.9041 0.8789 0.7406 0.6886 0.6671 0.6979
STD 0.0462 0.0495 0.1502 0.1624 0.1053 0.1335
MAX 0.9358 0.9309 0.8525 0.8526 0.8214 0.8066





AGC 0.8568 0.7912 0.4166 0.2605 0.3964 0.3949
AGN 0.9337 0.6421 0.6416 0.5689 0.6051 0.6040
CA 0.7759 0.7158 0.7310 0.6844 0.4380 0.4366
CC 0.4608 0.3477 0.1849 0.1400 0.2043 0.2006
CCS 0.6892 0.7641 0.2715 0.2642 0.2461 0.2547
CN 0.8838 0.6465 0.2176 0.3553 0.1623 0.1642
GB 0.8905 0.8196 0.8063 0.8341 0.7019 0.7058
HFN 0.9165 0.7962 0.7103 0.7707 0.7104 0.7061
ICQ 0.9087 0.7271 0.7663 0.7044 0.6829 0.6834
ID 0.9457 0.8327 0.5243 0.7227 0.6711 0.6716
IN 0.9263 0.8055 0.6848 0.5874 0.4231 0.4272
IS 0.7647 0.7411 0.2224 0.2403 0.2011 0.2013
JPEG 0.9252 0.8275 0.7252 0.7815 0.6317 0.6284
JPEGTE 0.7874 0.6144 0.3581 0.5679 0.2221 0.2195
JPEG2k 0.8934 0.7531 0.7337 0.8089 0.7219 0.7205
JPEG2kTE 0.8581 0.7067 0.7277 0.6113 0.6529 0.6529
LBD 0.1301 0.6213 0.2833 0.2157 0.2382 0.2290
LC 0.9386 0.8311 0.5726 0.6682 0.4561 0.4460
MGN 0.9085 0.7863 0.5548 0.4393 0.4969 0.4897
MN 0.8385 0.7388 0.2650 0.2342 0.2506 0.2575
NEPN 0.6931 0.5326 0.1821 0.2855 0.1308 0.1275
QN 0.8636 0.7428 0.5383 0.4922 0.7242 0.7214
SCN 0.9152 0.7934 0.7238 0.7043 0.7121 0.7064
SSR 0.9241 0.7774 0.7101 0.8594 0.8115 0.8084
ALL 0.6869 0.5758 0.5416 0.6006 0.4925 0.4900
Average 0.8126 0.7172 0.5238 0.5361 0.4794 0.4779
STD 0.1814 0.1135 0.2145 0.2258 0.2191 0.2186
MAX 0.9457 0.8327 0.8063 0.8594 0.8115 0.8084
MIN 0.1301 0.3477 0.1821 0.1400 0.1308 0.1275
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Chapter 4
Video Quality Assessment Using
Spatiotemporal Texture Measures
4.1 Overview
4.2 Video Quality Assessment Method
In the proposed OQVA method, separate feature sets are computed independently from
each other. These features sets are the following:
◦ Multiscale salient local binary patterns (MSLBP),
◦ Multiscale structural similarity (MSSIM) [74],
◦ Gradient magnitude similarity deviation (GMSD) [75],
◦ Riesz pyramids similarity deviation (RPSD, proposed in this work),
◦ Spatial activity (SA) and Temporal distortion measures (TDM) [139].
Each of these feature sets are computed for the reference (SRC) and the test (PVS)
videos. For each feature component, a pooling strategy is adopted and the pooled values
are concatenated to generate a feature vector. Finally, the feature vector is used as input
in a random forest regressor (RFR) to predict the quality score. Fig. 4.1 depicts a block
diagram of the proposed method. In the next sections, we describe each feature set used
in the proposed method.
4.2.1 Spatial Activity
The Spatial Activity (SA) of a pair frames (SRC and PVS) is computed by taking the



















Figure 4.1: Block diagram of proposed method.
specifically, let S be the Sobel operator [140] defined as:
S(z) =
√
(G1 ∗ z)2 + (G>1 ∗ z)2, (4.1)
where z is the frame picture, ∗ denotes the 2-dimensional convolution operation, G1 is







and G>1 is the transpose of G1 (horizontal Sobel filter).
Fig. 4.2 illustrates how Sobel operator captures spatial distortions. Fig. 4.2-(a) and
(b) show the frames with and without distortions, respectively. Their corresponding Sobel
maps are shown in Fig. 4.2-(c) and (d). Notice that the small differences between distorted
and original frames are emphasized by the Sobel operator.
Considering that v is a frame from SRC and u is the same frame from PVS, we first
compute the Sobel map of both frames and take the difference between these two maps:
s = S(u)− S(v). (4.3)
55
(a) u (b) v
(c) S(u) (d) S(v)
Figure 4.2: Effect of spatial activity on Sobel filter: (a) Reference frame, (b) distorted frame, (c) Sobel
map of reference frame, and (d) Sobel map of distorted frame.







where i and j correspond to the horizontal and vertical indices of s, respectively, and M
and N are the height and width of the frames, respectively.
4.2.2 Multiscale Salient Local Binary Patterns
The second feature set is composed of histograms of MSLBP, computed as described in
Section 2.4.6. Although the resulting histograms of the MSLBP operator describes the
frame textures, it does not describe the relationships between SRC and PVS distortions.
Moreover, the amount of components generated from these histograms can be an issue,
especially when we take into account the various frames of the video.
To overcome the above mentioned issue, we designate HvR,P and HuR,P the SRC and
PVS frame histograms associated to R and P, respectively. To quantify the relationship
between SRC and PVS texture information, we compute the similarity between the HVR,P
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and HUR,P using the following equations:











r = p(x) + q(x)2 . (4.7)
In the above equations, p(x) and q(x) are probability mass functions (PMF) representing
the bins of HVR,P and HUR,P , JSD is the Jensen-Shannon divergence [141], and KLD is the
Kullback-Leibler divergence [142]. JSD is chosen because it is the symmetric version of
































































Figure 4.3: Generation of MSSLBP feature set.
Fig. 4.3 illustrates the final construction of MSLBP feature set. After perform the
steps depicted in Fig. 2.22 for both SRC and PVS frames, the JSD is used to compute
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the divergences between the SRC and PVS histograms in each scale. These divergences
compose the feature vector (FV) equivalent to the MSLBP feature set.
4.2.3 Multiscale Structural Similarity
The Structural SIMilarity (SSIM) index is a popular IQA method based on luminance,
contrast, and structure measures [74]. It is calculated using the following equation:
SSIM(u, v) = (2µuµv + C1)(2σuv + C2)(µ2u + µ2v + C1)(σ2u + σ2v + C2)
, (4.8)
where µf , σf are the average and standard deviation of the frame f , σfg is the covariance
of frames f and g, and C1 and C2 are constants used to stabilize divisions with a weak
denominator. In this work, we use the mean of the SSIM index map to quantify the
quality difference between of u and v, at different scales [144]. Fig. 4.4 depicts the feature
extraction using the SSIM index for different scales, while Fig. 4.5 shows the SSIM maps
for four different scales.
Figure 4.4: Multi-scale structural similarity measurement. L: low-pass filtering, ↓: downsampling by
factor 2.
4.2.4 Gradient Magnitude Similarity Deviation
Gradient Magnitude Similarity Deviation (GMSD) is an IQA method based on the stan-
dard deviation of the gradient magnitude similarity (GMS) map [75]. The GMS map is
computed as follows:
GMS(u, v) = 2 ·m(u) ·m(v) + c
m(u)2 +m(v)2 + c, (4.9)
where u is the SRC frame, v is the PVS frame, c is a positive constant that garantees
numerical stability, and m(z) is defined as:
m(z) =
√
(z ∗G2)2 + (z ∗G>2 )2. (4.10)
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(a) Original (b) Distorted
(c) SSIM1=0.9936 (d) SSIM2=0.6540
(e) SSIM3=0.8074 (f) SSIM4=0.8628
Figure 4.5: Multi-scale structural similarity maps.
In the above equation, ∗ denotes the convolution operation, G2 represents the Prewitt










and G>2 is the transpose of G2, which corresponds to the Prewitt filter along the horizontal
direction.
59
Fig. 4.6-(c) depicts the GMS map, which serves as a local quality map of the distorted










where GMS(u, v) is the gradient magnitude similarity mean, computed as follows:





Figure 4.6: Gradient magnitude similarity map.
4.2.5 Riesz Pyramids Similarity Deviation
Wadhwa et al. proposed a technique technique to represent images, which is called Riesz
pyramids [145]. Their work was inspired by the work of Simoncelli and Freeman [146].
The Riesz pyramids make use of a highpass filter hH [n] and a lowpass filter hL[n]. First,
the frame is highpassed to generate the top level of the pyramid. Next, the frame is
lowpassed and downsampled. This process is recursively applied to the downsampled
image to generate the pyramid representation, as illustrated in Fig. 4.7.
Figure 4.7: Diagram of RPSD pyramid construction of both original and distorted frames. The lowpass
and highpass filters can be recursively used with subsampling to produce a sequence of critically band-
passed frames. The blocks ↓ denote downsampling by a factor of 2. L and H denote linear shift invariant
lowpass and highpass filters, respectively.
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To generate the features using the Riesz pyramids, we compare the highpassed v frames
with the highpassed u frames at each pyramid level. More specifically, for each level i,
we compute the highpassed version of the u (uhi ) and v (vhi ) frames. Using uhi and vhi , we
generate the i-th Riesz pyramid similarity map (RPSMi), as follows:
RPSMi(u, v) =
2 · n(uhi ) · n(vhi ) + c
















From the the i-th Riesz pyramid similarity map, we compute the Riesz Pyramids Similarity







RPSMi(u, v)− RPSMi(u, v)
)2
, (4.17)







Finally, the RPSD feature set is composed by all i-th RPSD values, i.e., RPSD(u, v) =
{RPSM1(u, v),RPSM2(u, v), · · · }.
4.2.6 Temporal Distortion Measures
Temporal distortion measures (TDM) are based on the spatio-temporal texture represen-
tation proposed by Derpanis & Wilders [139]. The texture representation is computed






where θ is the unit vector that corresponds to the spatio-temporal direction of the filter
and k is a normalization factor [147].
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First, we compute the sum of the pointwise squared response of the filter output over
a space-time region, Ω, producing the following energy measurement:
E3θ(x, y, t) =
∑
x,y,t∈Ω
(G3θ ∗ V (x, y, t))2, (4.20)
where V is the input spatio-temporal signal (video).
Let Evkθ and Eukθ be the energy measurements, along the direction kθ of u and v, re-
spectively. The temporal distortion (TD) measure at (x, y, t) is obtained by computing
the distance between the two corresponding energy distributions in u and v:
TD(x, y, t) =
√∑
k
(Evkθ(x, y, t)− Eukθ(x, y, t))2. (4.21)




TD(x, y, t). (4.22)
4.2.7 Feature Pooling
The formulation presented in the previous sections describes the generation of a set of
values corresponding to each feature. To convert these sets of values into a single score per
feature, we use a feature pooling strategy based on the Minkowski norm. The Minkowski





where fk(t) corresponds to the k-th feature at its t-th value.
Next, the pooled features Q1, Q2, · · ·Qn are treated as inputs to a random forest
regression (RFR) algorithm, which gives an estimated video quality score. We choose the
RFR method, rather than the popular support vector regression (SVR), because RFR
does not require the hyper-parameter tuning. Furthermore, RFR has been successfully
used in several pattern recognition applications [133].
4.3 Experimental Setup and Protocol
There are a number of existing databases created for the evaluation of video quality. In
this work, we use the following databases:
◦ Computational and Subjective Image Quality (CSIQ) Video Database [148]: The
database contains 12 high-quality reference videos and 216 distorted videos from 6
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different types of distortion. All videos are in raw YUV420 format with a resolu-
tion of 832x480 pixels, a duration of 10 seconds at 24, 25, 30, 50, or 60 fps. The
distortion types consist of 4 compression-based distortion types including H.264
compression (H.264), HEVC/H.265 compression (HEVC), Motion JPEG compres-
sion (MJPEG), and Wavelet-based compression using the Snow codec (SNOW).
The database also include 2 transmission-based distortion types, namely wireless
transmission loss (WIRELESS), and additive white noise (WN).
◦ Image and Video Processing Laboratory (IVPL) Database [149]: The database con-
tains 10 reference videos and 128 distorted videos from 4 different types of distortion.
All videos are in raw YUV420 format with a resolution of 1920x1088 (progressive) at
25 fps. The distortion types consist of 3 compression-based distortion types includ-
ing H.264 compression (H.264), Dirac coding (DIRAC), and MPEG2. The database
also include 1 transmission-based distortion (IP).
◦ MediaCommLab Video (MCL-V) Database [150]: The database contains 12 uncom-
pressed source video clips with HD resolution (1080p). The database captures two
typical video distortion types in video streaming services, including compression
(H.264) and image size scaling (SD H.264). Four distortion levels are adopted for
each distortion type. There are 96 distorted video clips in total.
◦ Laboratory for Image & Video Engineering (LIVE) Video Database [151]: The
database contains 10 high-quality reference videos with 15 distorted videos per ref-
erence in a total of 150 test videos. The videos files have planar YUV420 format with
spatial resolution of 768x432 pixels. The distortion types consist of 2 compression-
based distortion types, including H.264 compression (H.264) and MPEG2. The
database also include 2 transmission-based distortion, including simulated trans-
mission of H.264 compressed bitstreams through (1) error-prone IP networks and
(2) error-prone wireless networks. These two distortions are grouped into a single
category, named “transmission errors” (TE).
◦ LIVE Public-Domain Subjective Mobile Video Quality Database (LIVE-M) [152,
153]: The database consists of 10 raw HD reference videos and 200 distorted videos
(4 compression + 4 wireless packet-loss + 4 frame-freezes + 3 rate-adapted + 5
temporal dynamics per reference), each of resolution 1280x720 at a frame rate of
30 fps, and of duration 15 seconds each. For testing purposes, we excluded the
frame-freezes distortions.
In our test methodology, we compare the proposed method with a set of publicly avail-
able standard-of-the-art VQA methods. The chosen VQA methods are SSTSGMSD [154],
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STRRED [32], and ViS3 [155]. Additionally, we also compared the proposed algorithm
with three well-established IQA metrics, namely PSNR, SSIM [74], GMSD [75]
To estimate the performance of the tested methods, we calculate the Spearman’s rank
correlation coefficient (SROCC), which gives a measure of how well the subjective scores
and the scores produced from the video quality methods are correlated. In addition to
SROCC, we also calculated Pearson and Kendall correlation coefficients. But, since results
for these metrics were very similar to what was obtained with SROCC, we only report
the SROCC results.
(a) CSIQ (b) IVPL
(c) MCL-V (d) LIVE
(e) LIVE-M
Figure 4.8: Distribution of average SROCC after 1000 simulations.
4.4 Experimental Results
Fig. 4.8-(a) presents the SROCC results for the CSIQ dataset. Notice that the proposed
method shows the highest SROCC value, when compared to the state-of-the-art met-
rics, followed by SSTSGMSD, GMSD, ViS3, and STRRED. Since CSIQ contains two
transmission-based distortions, it is expected that IQA methods present a worse perfor-
mance, which explains the differences between the PSNR and SSIM results when compared
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with other methods. Surprisingly, GMSD presents a competitive performance, having a
performance similar to its video-based version, SSTSGMSD.
Among the different tested quality metrics, the proposed approach has the highest
SROCC in the IVPL and LIVE-M datasets, as displayed in Figs. 4.8-(b) and (e). Notice
that both mean and median correlation values are higher for the proposed method. Taking
a closer look at the interquartile range of the methods, we notice that the proposed
method also presents a smaller dispersion, what indicates that it is more stable along
multiple simulations. Therefore, the proposed method is significantly better than all
tested methods on IVPL and LIVE-M datasets.
Fig. 4.8-(c) shows the SROCC values for the MCL-V dataset. Notice that the per-
formance of the proposed method is among the best performances, although its SROCC
median value overlaps with the SROCC median value for STRRED and SSTSGMSD.
However, observing again the interquartile range, we notice that the proposed method
has a narrow range and, therefore, represents a smaller dispersion. Taking this into
consideration, the performance of the proposed method is slightly better than the per-
formance of STRRED and SSTSGMSD and significantly better than the performance of
ViS3, GMSD, SSIM, and PSNR.
Fig. 4.8-(d) shows the SROCC results for the LIVE dataset. In this case, the pro-
posed method has one of the highest median SROCC values. While this performance
is not significantly better than the performance of ViS3, STRRED and SSTSGMSD, it
outperforms other state-of-the-art methods.
Finally, Fig. 4.8-(e) depicts the SROCC boxplot for the LIVE-M dataset. Notice that,
in this database, the proposed method represents a substantial prediction improvement in
relation to the other metrics. In addition to a higher median value, the proposed method
has a smaller confidence interval. More specifically, the interquartile range indicates that
the proposed method has a narrower spread of the correlation values.
Table 4.1 depicts the average SROCC results, separated for the different distortions in
each database. In this table, each row of the first column specifies the database, while the
second column lists the distortion of the given database. The distortion named as ‘ALL’
corresponds to the general case that includes PVS videos with all types of distortions, i.e.
it corresponds to the results presented in Fig. 4.8. In each line, the highlighted values (in
bold) represent the best average SROCC values for each distortion.
Notice that the proposed method is among the top best three metrics. It is worth
mentioning that, among all subsets, the proposed methods is the only one that has aver-
age SROCC values greater than 0.8 for almost all distortions. The only exception is the
‘Temporal Dynamics’ distortion of the LIVE-M dataset. These results indicate that the
proposed method is the most adequate for practical multimedia scenarios, in which sev-
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eral types of distortions are present (besides compression and transmission distortions).
Furthermore, the proposed method presents the best results for 20 out of the 24 cases
(83.3%), what makes it the method with the highest prediction accuracy.
Table 4.1: Average SROCC of 1,000 runs of simulations on tested video databases
Database Distortion PSNR SSIM GMSD SSTSGMSD STRRED ViS3 PROPOSED
CSIQ H.264 0.8023 0.8440 0.9436 0.9137 0.9768 0.9194 0.9419
HEVC 0.7846 0.8136 0.9418 0.9292 0.9135 0.9173 0.9631
MJPEG 0.5086 0.7969 0.8842 0.8803 0.7289 0.7348 0.9066
SNOW 0.7586 0.7539 0.8659 0.8584 0.9459 0.8998 0.9071
WIRELESS 0.8512 0.8317 0.8680 0.8187 0.8476 0.8442 0.8122
WN 0.9063 0.9300 0.9094 0.8818 0.9305 0.9202 0.9492
ALL 0.6104 0.6076 0.8539 0.8546 0.8133 0.8482 0.8688
IVPL DIRAC 0.8532 0.7846 0.8229 0.8140 0.8527 0.9132 0.9289
H.264 0.8154 0.6636 0.8690 0.8435 0.8614 0.8425 0.8781
MPEG2 0.6974 0.5884 0.8318 0.7864 0.6774 0.7939 0.9165
IP 0.6283 0.0481 0.7093 0.7695 0.6650 0.7246 0.8692
ALL 0.6863 0.4710 0.7153 0.7751 0.7796 0.8198 0.8525
MCL-V H.264 0.4215 0.3545 0.6419 0.6946 0.7716 0.5868 0.8671
SD H.264 0.4925 0.4400 0.6376 0.6817 0.7040 0.6890 0.8741
ALL 0.6911 0.6619 0.7924 0.8191 0.8438 0.7848 0.8638
LIVE H.264 0.4729 0.6561 0.6471 0.7938 0.8193 0.7685 0.8809
MPEG2 0.3830 0.5609 0.6915 0.8123 0.7193 0.7362 0.8819
TE 0.5798 0.5151 0.7457 0.8157 0.7934 0.8372 0.8721
ALL 0.6614 0.6152 0.7776 0.8473 0.8162 0.8320 0.8035
LIVE-M Compression 0.8270 0.7172 0.8662 0.8713 0.0881 0.8607 0.9524
Rate Adaptation 0.6353 0.6014 0.7312 0.7666 0.0629 0.7550 0.9429
Temporal Dynamics 0.2917 0.2850 0.3649 0.3752 0.1979 0.3746 0.3901
Wireless PL 0.7897 0.6929 0.8468 0.8286 0.1014 0.8394 0.9661
ALL 0.7437 0.7522 0.8320 0.8035 0.1762 0.8248 0.9023
4.5 Summary and Conclusions
In this chapter, we introduced a new method to assess the quality of a given video using
a full reference approach. The proposed video quality metric is based on multiple spatio-
temporal features. A random forest regression algorithm is used to map these features
into the subjective scores. Based on the calculated Spearman correlation values, the
proposed approach outperforms the state-of-the-art video quality metrics in most datasets
and distortion types. In the cases where the proposed approach is not the best video
quality metric, it still stands among the top approaches, providing competitive prediction
performance. In future works, we will investigate how to adapt the feature sets to perform




In this thesis, our goal was to investigate how to estimate digital image and video quality
for real-time applications using both blind and full-reference objective metrics, following
a machine learning approach. In such approach, visual quality methods were generated
using texture features. We presented two methods, one for predicting image quality with
no reference and other to predict video quality with full reference. First, we presented
a general framework to predict image quality using texture operators. Specifically, the
chosen texture generator was the Local Binary Pattern (LBP) and some of its extensions.
Then, we adapted texture features for video quality assessment.
In Chapter 2, we presented algorithms for generating texture features using the local
binary pattern operator and some of its extensions. Among these algorithms are some
previously proposed in the literature, but we also propose some quality-aware extensions.
Using the algorithms described in Chapter 2, we have performed several simulations
to determine which texture operators are suitable for measure image quality with no
references. In Chapter 3, we presented a general framework to construct blind image
quality metrics using these operators. In this chapter, we also presented the results of
a experimental evaluation of these operators. The analysis of these results shows that
some proposed operators present the best performance on quality predictions of images,
notably the proposed Multiscale Salient Local Binary Patterns (MSLBP) and Orthogonal
Color Planes Patterns (OCPP) operators.
Chapter 4 describes a full-reference video quality assessment method based on MSLBP
operator. Among all the operators described in the Chapter 2 and tested on Chapter 3, the
MSLBP operator was chosen because it incorporates a visual attention model. As depicted
by Akamine and Farias [130], the addition of saliency maps improves the performance
quality metrics, especially spatial metrics. Further to MSLBP, other sets of features
were also incorporated into the proposed metric, including spatial activity, structural
similarity, Riesz pyramids, and temporal distortion measures. These features combined
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with a random forest regression generate a model that present substantial prediction
performance, outperforming several of the best state-of-the-art video metrics.
5.1 Summary of the Contributions
The main contributions of this thesis are
◦ Development of a set of extensions of LBP operator for generating quality-aware
features to predict visual quality.
◦ Development of a machine learning framework for using LBP-based operators to
predict image quality assessment with no reference.
◦ Development of a full-reference video quality assessment method.
5.2 Future Work
Extensions of LBP are usually proposed in order to improve the prediction performance
of some problem, such as image face recognition [99], iris recognition [108], text recog-
nition [126], etc. However, further to the extensive review of the state-of-the-art LBP
extensions, we also proposed new LBP variants in Chapter 2. Although the proposed
extensions were designed for quality prediction tasks, we also can investigate their usage
in other applications.
Among the possible applications, the use of LBP extensions to create visual attention
models is particularly interesting. As shown in Chapters 3 and 4, the incorporation of
visual saliency improves significantly the visual quality prediction. Therefore, by using
LBP-based information to model both visual saliency and texture statistics in a manner
similar to that adopted in MSLBP operator, we can produce a simpler visual quality
model.
In Chapter 4, we presented a new full-reference video quality metric. Although the
obtained results overcome other state-of-the-art methods, the use of a reference video is
a severe drawback for many applications. Therefore, we have to investigate strategies to
convert the proposed full-reference method into a no-reference method. A possible ap-
proach to achieve this aim is to use a bag-of-features for creating a visual vocabulary [156].
The idea is to replace the comparison between reference and test video by a collections
of local features (visual vocabulary). The quality assessment is performed by comparing
the features of assessed video with the clustered features of the visual vocabulary.
Another possible future work is to improve the computational performance of the
proposed metric using parallel computing techniques. Most of the algorithms presented in
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Chapter 2 are pixelwise operators and, therefore, highly parallelizable. Implementations of
LBP-based operators using CUDA [157] or OpenMP [158] technologies can benefit several
real-world application involving images and videos that demands real-time processing.
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Fig. 1. Sample results of the proposed method: (a) reference frame, (b) enlarged using bicubic interpolation, (c) enlarged using SR for whole frame, and
(d) enlarged using proposed method.
Abstract—In this paper, we propose a framework for acquiring
super-resolution videos from low-resolution originals. Given that
super-resolution conversion algorithms require a large amount
of data processing, the proposed framework uses a set of
strategies to improve performance and computational efﬁciency.
The strategies consists of a combination of data simpliﬁcation and
parallel processing techniques. The simpliﬁcation strategies are
used to decrease the amount of data to process and, consequently,
the required processing time. The parallel processing techniques
are designed so that major modiﬁcations of the super-resolution
algorithms are not required. The framework is fast and makes
the video resolution increase timely.
Keywords-Video super-resolution; parallel computing; high
performance computing network;
I. INTRODUCTION
The techniques used to increase the spatial resolution of
videos consist of resizing the individual frames to higher spa-
tial dimensions, using digital signal processing algorithms [1].
The most simple way of obtaining this magniﬁcation is using
interpolation techniques. However, interpolation techniques
are limited and introduce spatial and temporal artifacts in the
magniﬁed videos. The most common artifacts in interpolated
images are blurring, aliasing, and edge halo.
To overcome these limitations, several techniques have
been proposed to increase spatial resolution of images and
videos. One of the ﬁrst works on this topic was the technique
proposed by Tsai and Huang [2], which considers the problem
of increasing the spatial resolution of still images using a
sequence of low-resolution images. Around 1990, the term
“super-resolution” was incorporated in the literature by Irani
and Peleg [3]. Since then, many super-resolution algorithms
have been proposed, using different approaches [4], [5], [6],
[7].
Some of the proposed super-resolution methods operate
in frequency domain. These frequency-based methods use
the shift and scale properties of the transform to obtain a
higher resolution image. Tekalp et al. [4] use a multivariate
statistical technique known as correspondence analysis [8].
Still exploring the frequency domain, Kim et al. [5] propose
an approach that uses a recursive least-squares method.
There is also a class of super-resolution methods that
operate on the spatial (pixel) domain. In this class of methods,
different approaches may be used, such as reconstruction of
non-uniformly spaced samples [9], backprojection [10], [7],
[11], and stochastic models [12], [6], [13].
Image super-resolution algorithms are, generally, compu-
tationally expensive, since they involve performing several
operations over a large amount of data. When these algorithms
are adapted for video signals, the computational complexity
is further increased. Therefore, approaches that reduce the
processing time of video super-resolution algorithms are nec-
essary.
In this paper, we use a selective processing strategy to
reduce the processing time of super-resolution algorithms.
In other words, the approach selects a subset of the video
frame pixels to be processed by the super-resolution algo-
rithms. Combined with this selective processing technique,
we propose a speciﬁc parallel data processing approach. The
combination of these two approaches allows us to build an
efﬁcient strategy to increase video resolution. This proposed
strategy is described as a framework because the selective
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Abstract—In this paper, we present a framework for detecting
tampered information in digital videos. Using the proposed
technique is possible to detect several types of tampering with a
pixel granularity. The framework uses a combination of temporal
and spatial watermarks that do not decrease the perceived quality
of the host videos. We use a modiﬁed version of Quantization
Index Modulation (QIM) algorithm to store the watermarks.
Since QIM is a fragile watermarking scheme, it is possible to
detect local, global, and temporal tampers and also estimate the
attack type. The framework is fast, robust, and accurate.
Keywords-Quantization Index Modulation, Watermarking,
Video Tampering Detection
I. INTRODUCTION
The ﬂexibility of digital images and videos is both a blessing
and a curse. Digital technologies make it possible to create
high quality pictures, animations, games, and special effects
with an amazing realism. Digital pictures (images and videos)
can be enhanced, compressed, transmitted, translated across
different standards, and displayed in a variety of devices.
Then, because of the signiﬁcant advances in compression and
transmission techniques, it is possible to deliver high quality
visual content to the end user in many different ways. As a
consequence, a variety of delivery services have been created
in the last years, such as direct TV broadcast satellite, digital
broadcast television, and IP-based video streaming.
A very important concern for video distribution applications
is content protection, which involves tampering detection [1].
Several softwares are currently available for video processing,
making it easy to alter (tamper) visual digital content without
leaving any clear sign of these modiﬁcations. These softwares
allow unauthorized users to change and illegally distribute dig-
ital video content, causing monetary and personal losses [2],
[3]. As a consequence, automatic methods for checking the
authenticity and integrity of digital images and videos are,
undoubtedly, very important.
Several techniques have been proposed with the goal of
detecting tampering of digital content [1]. These techniques
can be divided in approaches that do not require the original
(no-reference) and approaches that do require the reference
(full reference). Since in most transmission applications the
original is not available, no reference approaches are the most
adequate ones for these applications.
Most of the no-reference tampering detection techniques
are specialized in detecting a single type of tamper [4], [5].
Because of this limitation, it is not possible to create a
software that easily detects multiple types of tamper attacks. A
compromise between the no-reference and full-reference is the
reduced-reference approach. This approach embeds an “invisi-
ble” information (mark) into the content using a watermarking
technique. To verify if the original content was tampered, the
embedded information is extracted and its integrity is veriﬁed.
In this approach, the fragility of the embedded mark is a key
element that determines the amount of tampering which the
algorithm is able to detect.
There are several reduced-reference tampering detection
algorithms [6], [7], [8], [9]. The work of Amerini et al.
is based on watermarking techniques [6]. Hou et al. [10]
proposed a spatial tampering detection technique that consists
of storing a veriﬁcation bit in DCT 4× 4 blocks. The method
is robust and causes low degradation, but it can only detect
tamper in 4 × 4 blocks (spatial resolution) and it does not
detect temporal attacks. On the other hand, Lin et al. [7] uses
spatial and temporal redundancy to detect tampers in videos
and static image sequences. Their method inserts a mark in
high correlation blocks, making it robust to geometric attacks,
such as rotation and scaling. Subramanyam and Emmanuel [8]
and Wang and Farid [9] also propose methods for temporal
tampering detection.
In this paper, we present a framework with the goal of pro-
tecting and detecting tampered information in digital videos.
The proposed framework is based on a reduced-reference
watermarking technique that is able to detect temporal, local,
and global attacks. The algorithm is divided in two main
stages. The ﬁrst stage consists of a tampering protector that
generates a mark and embeds it into the host content. The
second stage is a tampering detector that detects tampers using
the extracted mark.
The paper is divided as follows. In Section II, we review
the types of tampers that the framework is able to detect.
In Section III, we present the suite of techniques used to
generate the mark and embed it. In Section IV, we describe
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Abstract—This paper presents a halftoning-based watermark-
ing method. This method enables the embedding of a color image
into a binary black-and-white halftone, while maintaining the
image quality. The proposed technique is capable of embedding
watermarks of three color channels into a binary halftone. To
achieve high quality halftones, the method maps colors to halftone
channels with homogeneous dot patterns which in turn use
different binary texture orientations to carry the watermark.
They are obtained by solving a minimization problem in which
the objective function is the binary distance between the original
binary halftone and the available patterns. To restore the color
information, we scan the printed halftone image and compute
the inverse information (considering the dot pattern). Using
the mapped information, we restore the original color channels
from the halftone images using a high-quality inverse halftoning
algorithm. Experimental results show that the method produces
restorations with a superior quality than other methods found
in the literature and increases the embedding capacity.
Keywords-Embedding, Halftone, Color Restoration, Water-
mark, Inverse Halftoning.
I. INTRODUCTION
Transmitting side information using printed media is a
challenge due to the distortions introduced by the print-
and-scan (PS) process [1]. Some of these distortions occur
because the displayed digital color may differ from its printed
representation. One of the causes for these differences is the
fact that the digital image is converted to a halftone represen-
tation before being printed [2]. This halftone representation
is generated from a mathematical model that produces colors
using a combination of colored dot patterns [3]. The halftone
images are perceived as continuous tone images when viewed
from a distance due to a low-pass property of the Human
Visual System (HVS). Many different halftoning methods have
been developed, including Direct Binary Search (DBS) [4, 5],
Ordered Dithering (OD) [6, 7], Error Diffusion (ED) [8]–[10],
and Dot Diffusion (DD) [11]–[13]. Although there is a great
diversity of image halftoning methods, most of them modify
the coding information of the printing process.
The scanning process performs the inverse task of the
printing process. Scanner devices read the printed halftone
and restore a multi-level image via an inverse halftoning
algorithm [14, 15]. Although the inverse halftoning algorithm
recovers the distinct intensity levels of the original image, the
reconstructed image may present distortions like noise [16]
and blur [17]. Therefore, PS processes make hardcopy water-
marking more challenging than digital watermarking.
Many works in the literature address the document hardcopy
problem by trying to keep the hidden information on a PS
channel more robust. Most prior work on image data hiding
target color and grayscale images with a wide range of
intensity values [18]–[20]. These methods differ from each
other in terms of efﬁciency, capacity, and robustness. Brassil
et al. [21] propose authentication methods based on shift
coding. To increase the robustness, their methods require the
use of uniformly spaced centroids, which are often difﬁcult
to obtain. Tan et al. [22] extended these methods using a
directional modulation technique for watermarking of Chinese
text images. More recently, other methods were proposed for
speciﬁc applications [23]–[26].
Among the available methods, those that embed information
into binary images are very promising because the pixel
binarization is the last step process of the printing process.
When the scanner reads the paper, the data is ﬁrst collected
as a binarized halftone which increases the robustness of PS
process. It is worth pointing out that, since binary images
have less capacity to hide information, embedding data in
binary images is more difﬁcult than in color or grayscale im-
ages [27]. Although more difﬁcult, the demand for this kind of
technique is increasing and several binary-image watermarking
techniques have been developed [28]–[32]. However, as stated
by Hou et al. [27], these methods have several limitations that
include a limited data capacity and the presence of noticeable
artifacts.
Some approaches have been proposed to increase the em-
bedding capacity of binary-images embedding. Pan et al.
propose a low-capacity watermarking scheme for halftone
image authentication, exploiting an image hash as a fragile
watermark [33]. Guo and Liu [34] developed a higher ca-
pacity watermarking technique that uses a block truncation
code. Son and Choo [35] proposed a watermarking method
for clustered halftone dots in which the embedded binary
data is recovered using dictionary learning. Guo et al. [36]
proposed a halftoning-based approach capable of embedding
watermarks using direct binary search to encode the binary
data. Guo and Liu [37] propose a method for embedding a
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ABSTRACT
Inverse halftoning techniques are known to introduce visible
distortions (typically, blurring or noise) into the reconstructed
image. To reduce the severity of these distortions, we propose
a novel training approach for inverse halftoning algorithms.
The proposed technique uses a coupled dictionary (CD) to
match distorted and original images via a sparse representa-
tion.This technique enforces similarities of sparse represent-
ations between distorted and non-distorted images. Results
show that the proposed technique can improve the perform-
ance of different inverse halftone approaches. Images recon-
structed with the proposed approach have a higher quality,
showing less blur, noise, and chromatic aberrations.
Index Terms— Inverse Halftone, Dictionary Training,
Image Restoration, Sparse Coding, Sparse Modeling.
1. INTRODUCTION
Most printed materials are produced using halftoning tech-
niques. Halftoning is the technique of converting continuous-
tone images into images with a limited number of color levels.
The technique generates images that, although having a lim-
ited number of levels, convey the illusion of having a higher
number of levels. Inverse halftoning is the process of gener-
ating continuous-tone images from their halftoned versions.
The reconstruction of scanned images is an application of in-
verse halftoning that is very important for the publishing in-
dustry [1]. Other applications include the protection of digital
documents against piracy [2], authentication of video con-
tent [3], compression of images [4], and error concealment
for images and videos [5]. In all these applications, the qual-
ity of the reconstructed image using the inverse halftoning
algorithm is crucial.
Generally, algorithms proposed for inverse halftoning fo-
cus on the restoration of a speciﬁc kind of halftoning al-
gorithm. In the case of dithering, there are several tech-
niques to generate the patterns that create the illusion of a
continuous-tone image. The corresponding inverse halfton-
ing algorithms use the appropriate pattern to optimize image
reconstruction. For example, Saika et. al [6] and Freitas et
al. [7] use stochastic models to restore continuous-tone im-
age from Ordered Dithering (OD) halftones. But, when the
halftoning technique is an error diffusion dithering technique,
these approaches do not produce good results. This is a prob-
lem since error diffusion techniques [8] have a better perform-
ance than ordered dithering techniques [9, 10]
In this paper, we present a method to enhance the visual
quality of images reconstructed using inverse halftoning tech-
niques. We treat the inverse halftoned image as a distorted
version of the original image and focus on recovering a non-
distorted version. Although the technique presented here can
be used to obtain the inverse halftone directly, the goal of the
proposed technique is to detect and reduce distortions in re-
constructed images generated by an inverse halftoning tech-
nique.
This paper is organized as follows. In Section 2, we de-
scribe the distortions associated with inverse halftoning al-
gorithms. In Section 3, we discuss how to train a pair of dic-
tionaries to match information between the original image and
the reconstructed image. Section 4 details our strategy to im-
prove inverse halftoning methods and Section 5 presents its
results. Finally, in Section 6, we present our conclusions and
discuss future works.
2. INVERSE HALFTONING
In this work, halftoning is the process of generating a binary
(2 levels) image Ib from a continuous-tone (255-levels) gray-
scale image Ig (or a channel of a colored image). Particularly,
Ib = H · Ig, (1)
where H is an operator representing the halftoning process
that transforms Ig into the binary image (pixels values equal
to ‘1’ or ‘0’). Although H can be viewed as a simple op-
eration, there are several ways to model it. As presented
by Ulichney [11], different models correspond to different
dithering patterns, leading to different ways to correlate the
information between Ib and Ig .
Inverse halftoning is the process of reconstructing Ig from
Ib. Since to generate Ib a considerable amount of information
is discarded, the inverse halftoning algorithm can only gener-
ate an approximation of Ig . In other words, the reconstructed
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Abstract—In this paper, we propose a subjective video quality
assessment method called video quality ruler (VQR) that can be
employed to determine the perceived quality of video sequences.
The described method is an extension of the ISO 20462, which is
a method to assess image quality. The VQR method provides
an interface with a set of pictures. The subjects assess the
video using these pictures as a scale and compare the subjective
perceived video quality with their perceived quality. The pictures
are calibrated to form a numerical scale in units of just noticeable
differences (JNDs), which allows to analyze and compare both
subjective video and image stimuli. To evaluate the effectiveness
of the proposed method, we compare the VQR method with a
well-used single stimulus (SS) method. The results show that
proposed method can be used to quantify the overall video quality
with higher efﬁciency and with a less biased results than the SS
method.
I. INTRODUCTION
Subjective visual quality assessments are crucial for de-
signing reliable objective quality metrics. Subjective experi-
ments are necessary to (1) observe perceptual and annoyance
mechanisms in users when exposed to an impaired stimulus,
to be modeled in objective metrics and (2) collecting data
(subjective quality scores) to be used as a benchmark to test
the accuracy of these metrics [1]. The reliability of subjec-
tive quality data is, therefore, a major precondition for the
development of effective quality metrics. To collect subjective
quality assessments, psychometric experiments are typically
performed, often involving a set of participants (subjects)
which are asked to judge the quality of a set of stimuli using
a rating scale [2].
When concerned with measuring the quality of video mate-
rial, several subjective video quality assessment methodologies
are available [2, 3]. A main characteristic of subjective method-
ologies relates to the way in which stimuli are presented to
the subjects. In Single Stimulus (SS) methodologies, subjects
rate the quality of just one video clip (the test video), without
having a reference. In Double Stimulus (DS) methodologies,
subjects rate the quality or difference in quality between two
or more videos presented simultaneously or closely spaced in
time. Methodologies also differ with respect to the type of
scale on which the stimulus is rated. Rating scales can be
discrete or continuous, labeled or unlabeled, or with numbered
rating points or categories [4]. Each methodology type has
advantages and disadvantages. As stated by Engeldrum [5],
it is practically impossible to cover all factors affecting the
results of a scaling task and provide speciﬁc recommendations
for each of them. There are common pitfalls in standardized
quality assessment methodologies, such as the dependency of
the scores on the range of quality spanned by the test sam-
ples [6] and the difﬁculty os subjects is to give a numerical (or
categorical) value for quality [5], that can lead to imprecision
in measurements and subject bias [1, 7]. Imprecision manifests
itself as wide conﬁdence intervals that cause problems in the
discriminability of pairs of stimuli. Therefore, it is preferable
to choose an experimental methodology that minimizes inter-
subject variability of scores, hence maximizing conﬁdence.
It has been shown that SS methodologies (e.g. ACR) and
DS methodologies (e.g. DSIS) [2] yield similar conﬁdence
levels in Mean Opinion Scores (MOS). On the other hand, for
image quality assessment, it has been shown that the Quality
Ruler (QR) [3] methodology has advantages in this respect.
The image Quality Ruler method is based on the use of a set
of reference images that are evenly distributed along a pre-
calibrated quality scale (the Standard Quality Scale - SQS).
The task of the subjects is to ﬁnd the image in the ruler whose
quality matches that of the test image. The position of the
matching ruler image on the SQS gives the quality score of
the test image. The task of the subject is therefore reduced to
a visual comparison (subjects decide whether the qualities of
the ruler image and the test image match), which is simpler
than giving a quality score [8]. As a result, the image Quality
Ruler retains the advantages of methodologies purely based on
visual comparison (such as Paired comparison [2]), but is less
time-consuming since the set of comparisons to be performed
per test stimulus is limited to the number of reference images
in the ruler. The Quality Ruler makes it possible to estimate
the quality of images within a large quality range [9] with
higher conﬁdence than SS methodologies [10]. In addition, the
method has been shown to be less prone to context effects [11].
Considering these important advantages, we investigated
the opportunity to extend the image Quality Ruler for video
quality assessment. The main challenge to tackle here is how to
allow the comparison of a video, which is dynamic, with a set
of still images. Comparing pairs of images is straightforward
since they are static and no details are missed when moving
the focus of attention from one to the other, which cannot
be recuperated by focusing back on the ﬁrst image. This is
not necessarily the case for video. Speciﬁcally, questions arise
whether (1) subjects can match the quality of an image with
that of a video and (2) the use of a set of images for comparison
distracts the subject’s attention from the video. In this paper,
we report how we addressed this challenge and implemented
a ‘Video Quality Ruler’ (VQR). To validate the method, we
QoMEX 2015978-1-4799-8958-4/15/$31.00 ©2015 IEEE
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Abstract—In this paper, we propose a new no-reference quality
assessment method which uses a machine learning technique
based on texture analysis. The proposed method compares test
images with texture images of a public database. Local Binary
Patterns (LBPs) are used as local texture feature descriptors.
With a Csisza´r-Morimoto divergence measure, the histograms of
the LBPs of the test images are compared with the histograms
of the LBPs of the database texture images, generating a set
of difference measures. These difference measures are used to
blindly predict the quality of an image. Experimental results
show that the proposed method is fast and has a good quality
prediction power, outperforming other no-reference image quality
assessment methods.
Keywords—Machine Learning, Computer Vision, Texture
Analysis, No-Reference Image Quality Assessment, Texture In-
formation Banks
I. INTRODUCTION
Humans perform many tasks that remain difﬁcult for com-
puters, like for example in pattern recognition tasks. Another
example of a task in which humans outperform computers
is the quality assessment of a visual content (an image or a
video). Quality assessment is becoming increasingly important
because of its crucial role in various image processing appli-
cations [1], such as compression techniques [2], transmission
processes, displays, restoration algorithms [3], or photo en-
largement techniques [4, 5].
The most robust method for assessing the quality of images
is to use a pool of human observers to evaluate the quality
of a given visual content. This process of using humans
for assessing the visual quality of images is called subjec-
tive quality assessment. In other words, subjective quality
assessment methods consist of psychophysical experiments
in which human subjects estimate the quality of a series of
visual stimuli. Subjective quality assessment methods provide
a Mean Opinion Score (MOS) for each visual stimuli, which
are the average of the individual scores given by subjects for
this stimuli [6]. Psychophysical experiments are expensive,
laborious, time-consuming, and, therefore, hard to incorporate
into an automatic quality assessment system.
In order to make the process of assessing image quality
simpler, many researchers have been developing algorithms
that use computers to perform quality assessment tasks. These
algorithms are deﬁned as objective image quality assessment
(IQA) methods. IQA methods make it possible to implement
fast and cheap procedures that can monitor and control the
ﬁnal image quality in several image processing applications.
Although a big effort has been dedicated to create efﬁcient
algorithms, the development of IQA methods is still a chal-
lenging area [1].
Objective image quality assessment methods can be clas-
siﬁed in three categories, according to the amount of refer-
ence (original) required by the algorithm. Full reference (FR)
methods estimate the quality of a test image performing some
type of comparison with the reference. Reduced reference
(RR) methods use only partial information about the reference
image. Since requiring the reference image or even partial
reference information is an obstacle for many multimedia
applications, the solution is to use no-reference (NR) methods
that do not require any information about the reference image.
The development of no-reference image quality assessment
(NR-IQA) methods is an even more challenging [7]. Among
the the challenges faced by NR-IQA methods, we can cite:
• Masking models: The development of accurate masking
models are central to determine which image distortions
are noticeable and, therefore, which distortions may affect
quality.
• Suprathreshold distortions: While masking models aim
to determine whether distortions are noticeable, they are
not suitable for distortions which are beyond the threshold
of visibility. For these cases, different perceptual models
need to be developed and incorporated into the image
quality assessment method.
• Content effects: As distortions are superimposed with
image content, they can become more or less noticeable
depending on the type of visual content. This interaction
between the distortion and the content require that IQA
methods takes into the consideration the content charac-
teristics.
• Multiple distortions: Image processing operations (com-
pression, enhancement, or transmission) can simultane-
ously insert multiple forms of distortions. Although there
are methods for assessing the quality of images subject to
a single distortion, the combination of multiple distortions
is still an open question.
• Computational performance: Although a great effort has
been devoted to improve prediction accuracy, state-of-the-
art algorithms still present high computational complexity
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Abstract—In this paper, we propose a new no-reference image
quality assessment (NR-IQA) method that uses a machine learn-
ing technique based on Local Ternary Pattern (LTP) descriptors.
LTP descriptors are a generalization of Local Binary Pattern
(LBP) texture descriptors that provide a signiﬁcant performance
improvement when compared to LBP. More speciﬁcally, LTP is
less susceptible to noise in uniform regions, but no longer rigidly
invariant to gray-level transformation. Due to its insensitivity
to noise, LTP descriptors are not able to detect milder image
degradation. To tackle this issue, we propose a strategy that
uses multiple LTP channels to extract texture information. The
prediction algorithm uses the histograms of these LTP channels as
features for the training procedure. The proposed method is able
to blindly predict image quality, i.e., the method is no-reference
(NR). Results show that the proposed method is considerably
faster than other state-of-the-art no-reference methods, while
maintaining a competitive image quality prediction accuracy.
I. INTRODUCTION
In recent years, multimedia applications, including im-
age and video services, have become widely popular. As a
consequence, the interest in objective methods that are able
to estimate the perceived quality of a multimedia content
has increased considerably, both in academia and industry.
However, modeling a user reaction to a multimedia content
is still a challenging problem. Among the conceivable user
reactions, one of the most important issues concerns the image
quality assessment (IQA).
Objective image quality assessment (IQA) methods can be
classiﬁed in three categories, according to the amount of the
reference image required by the algorithm. Full reference (FR)
methods estimate the quality of a test image performing some
type of comparison with the reference. Reduced reference (RR)
methods use only partial information about the reference image
to estimate quality. Since requiring the reference image or
even partial reference information is an obstacle for many
multimedia applications, the solution is to use no-reference
(NR) methods that do not require any information about the
reference image.
Although a lot has been done in the area of multimedia
quality assessment, most of the achievements have been in
the development of FR methods and there is, still, much to
be done in no-reference image quality assessment (NR-IQA)
methods [1, 2]. A popular NR-IQA approach consists of esti-
mating the strength of the most relevant image distortions and,
then, predicting image quality using a combination of these
distortion measures. This approach is known as distortion-
speciﬁc (DS) because it requires the knowledge of one or more
types of distortions. Among the DS-NR-IQA methods, we can
cite the works of Chabard et al. [3], Li et al. [4], Wang et
al. [5], and Manap & Shao [6].
Methods that do not require a prior knowledge of image
distortions are described as non-distortion-speciﬁc (NDS). Al-
though more complex, NDS methods are more adequate for
diverse multimedia scenarios where several different types of
distortions are present. The most common NDS approaches
either use the statistics of natural images [7, 8] or machine
learning techniques. Among the several NR-IQA methods
based on machine learning, we can cite the works of Ye et
al. [9], Zhang et al. [2], and Liu et al. [10]. It is worth pointing
out that, although machine learning techniques show promising
results, they may present limitations in terms of computational
complexity and prediction performance.
In this paper, we present a method that tackles the
aforementioned limitations. The proposed method is a NDS-
NR-IQA method that uses machine learning techniques. For
training the machine learning algorithm, the proposed method
uses the histograms of the local ternary pattern (LTP) as
features [11]. This approach enables to blindly predict the
image quality, without making any assumptions about the type
of distortions that the image may contain. The main advantages
of the proposed method are: (1) a high computational efﬁciency
and (2) a quality prediction performance that is comparable to
the performance of state-of-the-art NR-IQA methods.
The paper is organized as follows. Section II summarizes
the basic concepts of the use of LTP operators for feature
extraction. Section III describes the proposed NR-IQA method.
Sections IV and V present the experimental setup and results,
respectively. Finally, in Section VI we present our conclusions.
II. BRIEF REVIEW OF LOCAL TERNARY PATTERN
The Local Ternary Pattern (LTP) operator is a generaliza-
tion of the Local Binary Pattern (LBP) [12] patchwise texture
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Abstract—This paper introduces a new blind image quality
assessment (BIQA) metric using texture analysis. The method
adopts two texture operators to select image texture information.
The ﬁrst operator is the Local Binary Pattern (LBP), an effective
texture operator that is extensively adopted for texture analysis.
The second operator is proposed as an extension of LBP. The
proposed operator, the Local Variant Pattern (LVP), extracts
local energy information. Energy information is particularly
important for BIQA metrics because image distortions modify the
energy of the textures. Histograms of the LBP and LVP outputs
are used as features in a random forest regression algorithm. The
proposed method surpass other state-of-the-art BIQA method, as
results demonstrate.
I. INTRODUCTION
Image quality assessment (IQA) methods is one of the most
challenging applications of image analysis. This is crucial
for several multimedia applications such as image acqui-
sition, transmission, storage, compression, restoration, and
enhancement. Because of that, research on IQA methods has
drawn signiﬁcant attention over the last years. This research
are generally divided into two main approaches: subjective
and objective. The subjective approach is based on human
judgments to estimate image quality. Because of the human
factor, subjective methodologies are time and labor-intensive,
it is cumbersome, and, therefore, unsuitable for real-world
applications. For that reason, efforts to develop objective IQA
metrics have been increasing every year. Objective methods
are computational techniques to provide quality assessment.
If the outputs of these methods are well correlated to the
human perception of quality, they can be successfully used
in multimedia applications.
Objective IQA can be further classiﬁed according to the
quantity of reference needed to estimate quality. Full refer-
ence (FR) methods estimate the quality of a test image by
performing a comparison with the reference image. Reduced
reference (RR) methods require only partial information about
the reference image. Although several FR and RR methods
has achieved satisfactorily effective levels of performance,
as demonstrated by high correlations with human subjective
perception, the scope of them is rather limited, because the
original image is unavailable in many scenarios. For these
cases, there is a need for no-reference (NR) methods that do
not require any information about the reference image. Since
the NR methods do not see the reference, they are often called
blind image quality assessment (BIQA) methods.
The development of BIQA methods is still a challenging
problem [1], [2]. A common approach is to estimate image
quality using distortion-speciﬁc (DS) procedures. These DS
procedures measure the strength of the most relevant im-
age distortions. Among the state-of-the-art DS methods are
the work of Hadizadeh & Bajic [3], Bahrami & Kot [4],
Golestaneh & Chandler [5], and Li et al. [6], [7], [8]. The
evident disadvantage of these metrics is their application
speciﬁc to some extent.
It is beneﬁcial to develop general-purpose (GP) and Non-
distortion-speciﬁc (NDS) methods that can quantify the per-
ceived quality of a distorted image without previous knowl-
edge of the distortion types. These methods are more advisable
for quality assessment in different multimedia scenarios. The
idea is to make assumptions about the image characteristics
instead of assume characteristics of speciﬁc distortions. A
consummated example of NDS approach is the use of “natural
scene statistics”, where statistics of impaired and non-impaired
images are compared [11], [12].
In this paper, we propose a NDS-BIQA method based on
machine learning and texture analysis. This method is inspired
on some prominent ML-based NDS-BIQA methods [13], [14],
[15], [16], [9]. Among these methods, Wu et al. [17] propose
a FR-IQA method that compares the structural similarity
between reference and test texture information. Although Wu’s
method achieve good performance results, it is a FR method
and hence presents all aforementioned drawbacks. The method
proposed by Ye et al. [19] is a ML-NDS-BIQA method and it
is trained on a codebook composed of complex Gabor-ﬁlter-
based features. As a result, this method is computationally
costly and present several limitations for real-world implemen-
tations. On the other hand, Freitas et al. [18] use the Local
Ternary Pattern (LTP) operator to generate texture features.
Although fast and reliable, this extension of the LBP operator
produces poor results for some speciﬁc artifacts (e.g. color
distortions).
This paper is inﬂuenced by the aforementioned methods
because the same premise is used. The premise is that
impairments degrade textures in the same way they affect
quality. As shown by Wang et al. [20], different impairments,
corresponding to similar mean squared error (MSE) values,
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Abstract—Blind image quality assessment (BIQA) methods
aim to estimate the quality of a given test image without
referring to the corresponding reference (original) image. Most
BIQA methods use visual sensitivity models, which take into
consideration intrinsic image characteristics (e.g. contrast, lu-
minance, and texture) to identify degradations and estimate
quality. For example, texture-based BIQA methods are based
on the assumption that visual impairments (degradations) alter
the characteristics of the image textures and, therefore, their
statistics. Although these methods have been are known to
provide an acceptable performance, they do not take into account
the semantic information of the image. In this paper, we propose
a BIQA method that estimates quality using texture character-
istics and semantic information. The texture characteristics are
obtained using the Opponent Color Local Binary Pattern (OCL)
operator. The semantic information is obtained by estimating the
probability distribution of the scene characteristics. A random
forest regression algorithm is used to map semantic and texture-
based features into a quality score. Results obtained testing the
proposed BIQA method on several public databases show the
method has a good accuracy on quality prediction.
I. INTRODUCTION
Image quality assessment (IQA) is a research area that has
achieved a great importance in the last years, mostly due
to the exponential growth of the popularity of digital visual
information (images). Given this high volume of visual infor-
mation, the task of accurately assessing the quality of an image
has become crucial for several multimedia applications. More
speciﬁcally, IQA methods are used to estimate the performance
of compression algorithms [1], multimedia transmission [2],
[3], display technologies, image enhancement and restoration
algorithms [4].
Over the past decades, a lot of progress has been made
in the area of image quality, with a large number of IQA
methods being proposed. IQA methods can be classiﬁed into
three types, according to the amount of information required
to perform the assessment task. Full-reference (FR) meth-
ods [5] require the original image and are, usually, more
precise. Reduced-reference (RR) methods require only part
information (e.g. features) about the original image [6], [7].
Because needing even partial information of the reference
image can be a hindrance for several multimedia applications,
frequently, the most adequate solution is to use blind image
quality assessment (BIQA) methods. BIQA methods [8], [9]
blindly estimate the quality of a test image without requiring
any information about its reference.
Many BIQA methods have been proposed [8]–[11]. Among
the available approaches, methods based on texture analysis
in combination with machine learning techniques have been
very successful. As an example, we can cite the work of Peng
Ye and Doermann [12], which uses local Gabor-ﬁlter features
to build a visual codebook that is used to estimate quality.
Recently, several BIQA methods based on a texture descriptor
known as the Local Binary Pattern (LBP) operator [13] have
been proposed. State-of-the-art LBP-based BIQA methods
include the efforts of Freitas et al. [9], [14], Rezaie et al. [15],
Li et al. [11], Zhang et al. [10], and Wu et al. [16].
Although the aforementioned methods achieve an accept-
able prediction accuracy, some issues remain open. As stated
by Chandler [17], so far, IQA developments focus on im-
proving the prediction accuracy for popular distortions, such
as JPEG, blurring, or noise. There are few methods that
perform efﬁciently for multiple distortions. Therefore, there
are very few general purpose BIQA methods. In this paper,
we investigate if semantics can improve the lack of generality
of BIQA methods.
Most IQA methods assume that the perceived quality de-
pends exclusively on the sensitivity to impairments. In this
paper, we study how image semantics can affect quality. Our
work is inspired by the subjective study performed by Siahaan
et al. [18], which demonstrated that visual quality is inﬂuenced
by the semantic content. Moreover, Farias & Akamine [19]
studied how to incorporate visual saliency into IQA methods,
obtaining interesting results. Since saliency is an aspect of
image semantics [20], we believe that image semantics can
indeed be used to improve the accuracy performance of IQA
methods.
Differently from Siahaan et al. [18], who performed an
investigation using subjective experiments, we aim to incorpo-
rate semantic features into the design of a BIQA method. More
speciﬁcally, we use a pre-trained deep convolutional neural
network to generate semantic categories of an image. These
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1 Background
Image super-resolution [1] algorithms are, generally, computationally expensive, since they involve a number
of operations over a large data amount. When these algorithms are adapted to magnify video frames, this
computational effort is further increased. Therefore, approaches that reduce the processing time of super-
resolution algorithms are desirable. With this aim, we propose a strategy to reduce the processing time of super-
resolution algorithms that uses a selective processing approach. In other words, the algorithm selects which
data is to be processed exclusively by super-resolution algorithms. Combined with the selective processing
technique, we also propose an approach to parallel video data processing. The combination of these two
approaches allows us to build a framework to increase video resolution.
2 Proposed Framework
The framework consists of two major contributions. The ﬁrst one we call “simpliﬁcation” because it classiﬁes
the video data into complex or simple regions. Complex regions contain a higher percentage of visually sig-
niﬁcant information than simple regions. Complex regions are processed by algorithms that produce a better
visual quality, which are also more computationally complex. The less expensive algorithms are used in simpler
regions. As simpler regions require a smaller resource consumption, a simpliﬁcation approach increases the
number of these regions and decreases the number of complex regions. In this work, the proposed simpliﬁca-
tions are signiﬁcant information selection (SIS), contour-guided processing (CGP), and differential encoding
(DC).
The SIS simpliﬁcation strategy considers that the super-resolution algorithms are applied on the YUV color
space. If the video is not encoded using YUV color space, the framework converts it to YUV and the super-
resolution algorithm is applied to the luminance channel. Color channels are resized using simple interpolation
techniques.
The CGP strategy uses the Canny edge detector [2] to segment the regions with more or less details. The
regions containing edges are classiﬁed as “regions of interest” (ROI). Then, the super-resolution algorithm is
applied only on the ROI. Other regions are resized using interpolation algorithms.
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a b s t r a c t
This paper presents a framework for detecting tampered information in digital audio-visual
content. The proposed framework uses a combination of temporal and spatial watermarks
that do not decrease the quality of host videos. A modiﬁed version of the Quantization Index
Modulation (QIM) algorithm is used to embed watermarks. The fragility of the QIM water-
marking algorithm makes it possible to detect local, global, and temporal tampering attacks
with pixel granularity. The technique is also able to identify the type of tampering attack. The
framework is fast, robust, and accurate.
© 2015 Elsevier Inc. All rights reserved.
1. Introduction
Digital technologies make it possible to create high quality pictures, animations, games, and special effects with an amazing
realism. Digital pictures (images and videos) can be enhanced, compressed, transmitted, converted across different formats, and
displayed in a variety of devices. Also, given the signiﬁcant advances in compression and transmission techniques, it is possible
to deliver high quality content to the end user. As a consequence, a variety of delivery services have been created in the last few
years, such as direct TV broadcast satellite, digital broadcast television, and IP-based video streaming.
This ﬂexibility of the digital content is both a blessing and a curse. Using one of the several currently available video editing
softwares, it is possible to alter (tamper) digital content without leaving any clear sign. Unauthorized users can modify and
illegally distribute digital content, causing monetary and personal losses [10,12]. Therefore, a requirement for current video
distribution applications is content protection, including tampering detection [22]. As a consequence, there is a great demand
for automatic methods that analyze the authenticity and integrity of digital images and videos.
Several techniques have been proposed with the goal of detecting tampering in digital visual content [22]. These techniques
can be divided in approaches that do not require the original (no-reference) and approaches that do require the original (full-
reference). Since in most transmission applications the original is not available, the use of no-reference approaches is necessary.
Unfortunately, most currently available no-reference tampering detection techniques identify a few types of tamper attacks. For
example, the work of Ng et al. [16] uses higher order statistics to detect copy-and-paste (splicing) attacks, while the work of
Peng and Wang detects only motion blur inconsistencies [20]. The work of Amerini et al. [1] uses a methodology based on scale
invariant features transform (SIFT) to detect copy-and-paste attacks. The framework proposed by Wang et al. checks illumina-
tion angles and possible chromatic aberrations to identify traces of tampering [28]. Their method detects interpolation, double
∗ Corresponding author. at: University of Brasília (UnB), Department of Computer Science, Campus Universitário Darcy Ribeiro, 70910900 Brasília, Brazil,
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A B S T R A C T
Inverse halftoning is a challenging problem in image processing. Traditionally, this operation is known to
introduce visible distortions into reconstructed images. This paper presents a learning-based method that
performs a quality enhancement procedure on images reconstructed using inverse halftoning algorithms. The
proposed method is implemented using a coupled dictionary learning algorithm, which is based on a patchwise
sparse representation. Speciﬁcally, the training is performed using image pairs composed by images restored
using an inverse halftoning algorithm and their corresponding originals. The learning model, which is based on
a sparse representation of these images, is used to construct two dictionaries. One of these dictionaries
represents the original images and the other dictionary represents the distorted images. Using these
dictionaries, the method generates images with a smaller number of distortions than what is produced by
regular inverse halftone algorithms. Experimental results show that images generated by the proposed method
have a high quality, with less chromatic aberrations, blur, and white noise distortions.
1. Introduction
Printing a digital image requires a conversion from a digital
representation to an analog representation. This process is often linked
with digital halftoning, which is the technique of converting contin-
uous-tone images into images with a limited number of tones (known
as halftones) [1,2]. The technique generates images that, although
having a limited number of levels, convey the illusion of having a higher
number of levels. Halftoning techniques can be applied both to
grayscale and color images. On the other hand, inverse halftoning is
the process of generating a reconstruction (or an approximation) of the
original continuous-tone image from their halftoning versions. The
inverse halftoning process is an important image restoration problem
and is frequently associated with several other multimedia problems,
such as content protection using watermarking [3], visual cyptography
[4], compression of multimedia content [5], error concealment [6], and
image quality assessment [7,8].
Since halftoning techniques discard a considerable amount of
information from the original continuous-tone image, distortions are
frequently introduced in halftone images. As a consequence, the design
of inverse halftoning techniques is challenging and, when compared to
the original image, restored images may contain distortions. Most
common distortions include color distortions, noise, or blur. Over the
years, several inverse halftoning methods have been proposed.
Examples include the works of Freitas et al. [9] and Saika et al. [10],
who propose inverse halftoning methods that restore continuous-tone
images from ordered dithering (OD) halftones. Xiong et al. [11], Kite
et al. [12], and Neelamani et al. [13] propose wavelet-based approaches
that restore images from halftones generated using error diﬀusion
algorithms [14].
The aforementioned inverse halftoning techniques restore contin-
uous-tone images using the knowledge about the speciﬁc halftoning
technique used to produce the halftone (i.e. ordered dithering, error
diﬀusion, dot diﬀusion, etc). However, in recent years, a few inverse
halftoning techniques that work for diﬀerent halftoning techniques
have been proposed. One example is the work of Wen et al. [15] that
uses a template optimization method (based on an elitist genetic
algorithm) to implement a lookup-table inverse halftoning technique.
Their method is able to restore Floyd-Steinberg error diﬀusion, Jarvis-
Judice error diﬀusion, cluster dither, Bayer disperse dither, and dot
diﬀusion halftone images. Another example is the work of Guo et al.
[16] that is based on a block truncation code (BTC). Finally, Gopale and
Sarode [17] propose a descreening inverse halftoning technique that
uses image redundancy and adaptive ﬁltering and does not require
information about the halftoning process. Although these methods are
state-of-the-art techniques, the continuous-tone images restored with
them still present visual distortions, like for example noise and blur.
In this paper, we propose a new technique for eﬀectively enhancing
ﬁne textures and details of restored halftone images, by concealing
noise and blurring eﬀects. More than yet another inverse halftoning
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scheme for error concealment and
tampering detection
Pedro Garcia Freitas*, Ronaldo Rigoni and Mylène C. Q. Farias
Abstract
Background: In this paper, we present a method for protecting and restoring lost or tampered information in
images or videos using secure watermarks. The proposed method consists of a combination of techniques that are
able to detect image and video manipulations. Contrary to most existing watermarking schemes, the method can
identify the exact position of the tampered region. Furthermore, the method is capable of restoring the manipulated
information and retrieve the original content. This set of capabilities make it possible to use the proposed method in
error concealment and digital tampering applications.
Methods: The proposed method is employed as both an error concealment algorithm and a tampering detection
algorithm. The proposed method is divided into two stages. At the encoder side, the method generates a binary
version (watermark) of the original picture (image or video frame) using a halftoning technique. Then, a quantization
index modulation technique is used to embed this watermark into the protected picture. At the decoder side, after
the lost or tampered regions are identified, the original content is recovered by extracting the watermark
corresponding to the affected areas. An inverse halftoning algorithm is used to convert the dithered version of the
picture into a good-quality multi-level approximation of the original content.
Results: First, we test the method in error concealment applications, using a set of still images and H.264 videos.
Then, we test the proposed method for tampering detection and content retrieval applications, again considering
both images and videos. We compare the proposed method with several other several state-of-the-art algorithms.
The results show that the proposed method is fast, robust, and accurate.
Conclusions: Our results show that we can use a single approach to tackle both error concealment and tampering
detection problems. The proposed method provides high levels of security, high detection accuracy, and recovery
capability, and it is robust to several types of attacks.
Keywords: Quantization index modulation, Watermarking, Error concealment, Tampering detection
Background
The flexibility of digital images and videos is both a
blessing and a curse. Digital technologies make it pos-
sible to create high-quality pictures, animations, games,
and special effects with an amazing realism. Digital pic-
tures (images and videos) can be enhanced, compressed,
transmitted, translated across different standards, and
displayed in a variety of devices. Because of the significant
*Correspondence: sawp@sawp.com.br
Department of Computer Science, University of Brasília, Campus Universitário
Darcy Ribeiro, 70919-970 Brasília, DF, Brazil
advances in compression and transmission techniques, it
is possible to deliver high-quality visual content to the end
user in many different ways. As a consequence, a variety
of delivery services have been created in the last years,
such as direct TV broadcast satellite, digital broadcast
television, and IP-based video streaming.
In content delivery applications, video and image signals
are transmitted in a compressed format [1] and they are
divided into packets before transmission. Unfortunately,
during the transmission over wired and wireless channels,
some packets may be lost or delayed. These transmission
losses cause various types of visible degradations that may
© 2016 The Author(s). Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made.
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a b s t r a c t
This paper presents a halftoning-based watermarking method that enables the embedding of a color
image into binary black-and-white images. To maintain the quality of halftone images, the method maps
watermarks to halftone channels using homogeneous dot patterns. These patterns use a different binary
texture arrangement to embed the watermark. To prevent a degradation of the host image, a max-
imization problem is solved to reduce the associated noise. The objective function of this maximization
problem is the binary similarity measure between the original binary halftone and a set of randomly
generated patterns. This optimization problem needs to be solved for each dot pattern, resulting in
processing overhead and a long running time. To overcome this restriction, parallel computing techni-
ques are used to decrease the processing time. More speciﬁcally, the method is tested using a CUDA-
based parallel implementation, running on GPUs. The proposed technique produces results with high
visual quality and acceptable processing time.
& 2016 Elsevier B.V. All rights reserved.
1. Introduction
Printing an image consists of performing a conversion from
digital to analog, while scanning an image involves a conversion
from analog to digital. These two processes may add several types
of distortions to the original content, which include geometric
distortions (rotation, scaling, cropping, etc.), color distortions, and
noise. These distortions are a consequence of several factors, like,
for example, the process of conversion from digital images to
halftone representations performed just before printing [1].
The halftone representation is generated using a mathematical
model that produces the illusion of colors by using a combination
of colored dot patterns [2]. Due to the low-pass property of the
Human Visual System (HVS), halftone images are perceived as
continuous tone images when viewed from a distance. Many dif-
ferent halftoning methods have been developed over the years,
like for example Direct Binary Search (DBS) [3,4], Ordered Di-
thering (OD) [5,6], Error Diffusion (ED) [7–9], and Dot Diffusion
(DD) [10–12]. Although there is a great diversity of image half-
toning methods, these methods insert distortions during the
quantization process that converts multi-level images (color or
grayscale) into binary (halftone) images.
Scanner devices read the printed halftone and restore a multi-
level image via an inverse halftoning algorithm [13,14]. Therefore,
the scanning process corresponds to the inverse of the printing
process. Although the inverse halftoning algorithm is able to re-
cover an approximation of the intensity levels of the original im-
age, the reconstructed image often presents distortions like noise
[15] and blurring [16].
Although digital watermarking is a well-established area that
mostly targets color and grayscale images (wide range of intensity
levels) [17–19], hardcopy watermarking is still a challenging area.
In particular, distortions introduced by the print-and-scan (PS)
process make the task of transmitting data using hardcopy wa-
termarking more difﬁcult [20].
Most works in this area focus on making the embedded in-
formation more robust to distortions of the PS channel. Methods
differ from each other in terms of efﬁciency, capacity, and ro-
bustness. For example, Brassil et al. [21] have proposed an au-
thentication method that is based on shift coding. To increase
robustness, their method requires the use of uniformly spaced
centroids, which are often difﬁcult to obtain. Tan et al. [22] ex-
tended this method using a directional modulation technique for
watermarking Chinese text images. More recently, other methods
have been proposed for speciﬁc applications [23–26].
Among hardcopy watermarking methods, those that embed
information into binary images are particularly interesting be-
cause pixel binarization is the last step of the printing process.
Also, during the scanning process, the data is ﬁrst acquired as a
halftone. Therefore, restoring the watermark from the halftoned
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Abstract. This article proposes a new no-reference image quality
assessment method that is able to blindly predict the quality of an
image. The method is based on a machine learning technique that
uses texture descriptors. In the proposed method, texture features
are computed by decomposing images into texture information
using multiscale local binary pattern (MLBP) operators. In particular,
the parameters of local binary pattern operators are varied, which
generates MLBP operators. The features used for training the
prediction algorithm are the histograms of these MLBP channels.
The results show that, when compared with other state-of-the-art
no-reference methods, the proposed method is competitive in terms
of prediction precision and computational complexity. c� 2016
Society for Imaging Science and Technology.
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INTRODUCTION
Given the high volume of visual media available, the task
of assessing the visual quality of a content is becoming in-
creasingly important. In particular, image quality assessment
(IQA) methods are often necessary to estimate the perfor-
mance of compression techniques,1 transmission processes,
displays, enhancement and restoration algorithms,2 or any
type of image processing technique.
There are two types of IQA methods: subjective and
objective.3 Subjective quality assessment methods consist
of psychophysical experiments in which human subjects
estimate the quality of a series of stimuli.4 These experiments
are expensive, laborious, time-consuming, and, therefore,
hard to incorporate into an automatic system. On the other
hand, in objective quality assessment methods, computer
algorithms substitute psychophysical experiments, making
it possible to implement fast and cheap procedures for
monitoring and controlling the quality of images.5
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Objective image quality assessment methods are gener-
ally classified into three classes, according to the amount of
reference information required by the algorithm.6 If the full
reference (original image) is required to estimate the image
quality, the algorithm is classified as a full-reference (FR)
method. When only partial information about the reference
(e.g., features extracted from the original image) is used, the
algorithm is classified as a reduced-reference (RR) method.
Since requiring even partial reference information is an
impediment for several multimedia applications, in most
cases the most suitable solution is to use no-reference (NR)
methods, which blindly estimate the quality of a test image
without requiring any information about its reference.
Although a lot of work has been carried out in the area
of IQA, most eﬀorts have been in the development of FR
methods, and there are still many open questions in the area
of no-reference image quality assessment (NR-IQA).7 The
development of fast and accurate NR-IQA methods is still
a challenging problem, with two popular approaches. The
first approach is distortion-specific NR-IQA (DS-NR-IQA),
which estimates the perceived quality of an image using
specific distortion measures.8–10 The second approach is
non-distortion-specific NR-IQA (NDS-NR-IQA). NDS-NR-
IQA methods are generally based on the assumption that
natural images cover a small subset of all possible images
(including distorted images), and, therefore, a statistical
comparison between test images and the subset of natural
images can be used to obtain a quality estimate.11–13
NDS-NR-IQA methods that perform a statistical com-
parison between impaired and non-impaired natural images
are known as ‘‘natural scene statistic’’ (NSS)-based methods.
As mentioned earlier, NSS methods are based on an analysis
of the statistical regularities of non-distorted natural images,
considering a set of features or artifacts. For example, Saad
et al.13 have successfully used Discrete Cosine Transform
(DCT) domain statistics to determine the model parameters
that are sensitive to most commonly perceived artifacts.
Sheikh et al.14 have developed an NR-IQA method using
J. Imaging Sci. Technol. 060405-1 Nov.-Dec. 2016
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ABSTRACT
Techniques for conversion of natural video scenes into drawing-style videos are frequently used to produce
animated movies. In the past, the conversion  was manually performed, what demanded a lot of time and a
high production cost. Recently,  with the advancement of computer vision techniques and the development
of  new  deep  learning  algorithms,  'drawing'  can  be  automatically  performed.  Nevertheless,  current
`drawing' algorithms are computationally expensive and require a  high processing time.  In this letter, we
present a simple, but effective `drawing' algorithm that is  capable of reducing the processing time.
KEYWORDS
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1. INTRODUCTION
Rotoscoping  is  a  technique  [1]  that  converts  ‘natural’  video  frames  into  cartoon  or  artistic
animated  frames.  In  the  early  days,  rotoscoping  was  performed  manually,  demanding  an
enormous amount  of time and a high number of artists,  what  naturally increased the cost.  In
recent years, algorithms that perform an automatic conversion of filmed scenes into artistic scenes
have been developed to decrease costs. More recently, machine learning algorithms have been
used to perform the conversion of natural images into artistic images. For example, Gatys et al.
[2] developed an algorithm based on neural networks, which captures the style of paintings (or art
works)  and  transfers  it  to  natural  images.  Although  effective,  their  approach  uses  a  deep
convolutional network to mimic the artistic style and transfer it to the natural content, what is
computationally expensive. To increase computational performance, Johnson et al. [3] proposed
an algorithm that uses perceptual loss functions based on high-level features from pre-trained
neural networks.
Since Gatys’ [2] and Johnson’s [3] methods were developed for images, they produce flickering
and discontinuities distortions when applied to videos. To reduce these distortions, Ruder et al.
[4]  developed  an  algorithm  that  preserves  the  smooth  frame  transitions  by  using  temporal
constraints that penalize discontinuities between two consecutive frames. Unfortunately, although
this algorithm is able to reduce distortions, it requires a large processing time. In this letter, we
propose  an  algorithm  that  uses  motion  compensation  to  eliminate  frame  discontinuities  in
converted  artistic  videos.  The  algorithm eliminates  the  unnecessary  processing  of  redundant
information in consecutive frames, what reduces the overall processing time. Visual results are
good and comparable to previous works [2, 3, 4].
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