Making the most of machine learning and freely available datasets: a deforestation case study by Mayfield, Helen
  
 
 
 
Making the most of machine learning and freely available datasets: 
A deforestation case study 
Helen Mayfield 
Bachelor of information Technology (Hons I)/ 
Bachelor of Arts 
 
 
 
 
 
 
A thesis submitted for the degree of Doctor of Philosophy at 
The University of Queensland in 2015 
School of Geography, Planning and Environmental Management 
  
i 
Abstract 
There are many reasons why we study deforestation including predicting at risk areas, predicting 
deforestation rate and informing the development of conservation policies and programs.  Each 
study will have its own set of objectives to meet (such as setting a deforestation baseline or advising 
on forest protection policies) and constraints to work within (such as time and data constraints and 
access to experts).  This thesis develops a framework for helping to decide which of several 
statistical and machine learning methodologies; generalised linear models (GLMs), generalised 
linear mixed models (GLMMs), artificial neural networks (ANNs), Bayesian networks (BNs) and 
Gaussian processes (GPs) might be suitable for a given deforestation study. 
One common constraint on deforestation studies is data availability, as it is often not possible to 
acquire all the datasets that would ideally be included.  High resolution demographic or socio-
economic information can be costly, and obtaining the value of dynamic variables such as road 
location for the correct point in time may be difficult.  By using either freely available or low cost 
datasets to generate the variables for this thesis, it was possible to evaluate the usefulness of these 
data in predicting deforestation and identifying its predisposing factors.  Their proven utility 
demonstrates that they could provide effective substitutes in those cases where the ideal datasets are 
not available.   
The main datasets used were the Conservation International land use change data for southern 
Mexico and north-eastern Madagascar, which are raster datasets at 30 m resolution showing forest 
loss for either two (Mexico) or three (Madagascar) time steps.  Predictor variables were also 
generated from the World Database on Protected Areas, the NASA Landsat digital elevation model 
and several Natural Earth datasets on city and river location. Random sample points were generated 
across the forested areas of the study zones and models were then trained to predict whether there 
would be any deforestation within a 500 m x 500 m zone around each point.   
Models were implemented using either R or Matlab and their performance was evaluated using 
sensitivity, specificity, true skill statistic and the area under the receiver operating curve.  The 
results of the best performing model designs for each methodology were mapped to examine 
whether the predicted high risk areas were close to where actual deforestation occurred.  Separate 
maps were produced for the predicted results at a 50 % probability cut off, as well as across all 
probabilities to produce a map of predicted high risk areas.  Additional maps were created showing 
the predictions after correcting for the rate of expected deforestation. 
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When applied to complex problems such as deforestation analysis, machine learning (ML) 
techniques have several theoretical and practical advantages over classical statistics, primarily the 
ability to take into account non-linear relationships.  The ML models were therefore expected to 
outperform the simpler statistical versions, however the results showed that this was not always the 
case.  While the GLMMs outperformed ANNs in two of the three study zones, ML techniques did 
offer improvements with BNs scoring higher on the true skill statistic than GLMMs when trained 
on standard, rather than stratified data and GPs improving performance when fewer variables are 
available.  Most models showed promising results for predicting the location of high risk areas, 
although this was dependent in some cases on using stratified data to boost the number of positive 
deforestation examples that the models could learn from. 
Outside of predictive performance, other methodology attributes, such as interpretability and ease of 
implementation can also dictate a model’s suitability in meeting the objectives and constraints of a 
study.  Taking this into account, several recommendations are presented based on the findings in 
this thesis.  Firstly, freely available datasets should be considered as a valuable source of data for 
deforestation studies.  In terms of the application of ML methodologies to deforestation studies, 
when generalised linear models are used, performance may be improved by modelling the spatial 
dimension as a random effect (in this case the X and Y coordinates were used).  When examining 
the drivers of deforestation, if p-values are not required, Bayesian networks offer better 
interpretability than the statistical models with no decrease in predictive performance.  When 
predicting location, the Gaussian processes implemented in this thesis outperformed the artificial 
neural networks and were easier to design, although each model took longer to run.   
The recommendations derived from this research go some way towards providing guidance to 
environmental management practitioners on which ML methodologies can improve on the classical 
statistical techniques that are frequently employed.  This contributes to closing the gap between the 
disciplines and opening up new tools and datasets that can help with the ongoing challenges facing 
those attempting to curb deforestation and reverse the trends of environmental degradation 
associated with it.       
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1 Deforestation, Datasets and Machine Learning 
 
“Everything should be made as simple as possible, but not simpler”. 
Albert Einstein 
 
 
Forests around the world remain at risk from a range of threats including urban population growth 
(DeFries et al. 2010), agricultural expansion (Koh and Wilcove 2008), illegal logging (Gaveau et al. 
2009) and insecure property rights (Puppim de Oliveira 2008).  With the loss of the forests we are 
also losing valuable ecosystem services (Bernard et al. 2009, Rogers et al. 2010), critical habitats 
for maintaining biodiversity (Koh and Wilcove 2008) and destroying an important carbon sink that 
could help mitigate increasing atmospheric concentrations of carbon dioxide (Wang et al. 2009).  
Fortunately, decades of research have provided us with a better understanding of the risks facing the 
forests including the drivers and predisposing factors of deforestation.  This knowledge has been 
used to develop causal deforestation models (Combes Motel et al. 2009) and predict changes in land 
use (Veldkamp and Lambin 2001).  More recently, attention has also shifted toward setting 
baselines and developing the monitoring approaches needed to underpin response strategies such as 
Reduced Emissions from Deforestation and Degradation programs (REDD+) (Lederer 2012).  
Research on deforestation encompasses a variety of objectives.  Some studies have sought to 
provide a taxonomy to guide our understanding of deforestation processes and the factors involved 
(Geist and Lambin 2001), others to analyse the predictors of deforestation either in a particular area 
(Turner Ii et al. 2001, Laurance et al. 2002) or on a more global scale (Scharlemann 2010).  Others 
still have looked at the effects of protected areas (Mas 2005, Gaveau et al. 2009) and other land 
governance systems on deforestation rates (Dolisca et al. 2007, Ellis and Porter-Bolland 2008).  For 
achieving each of these goals, researchers have employed various approaches, including statistical 
analysis (Ellis and Porter-Bolland 2008, Ewers 2008), machine learning (ML) (Mas et al. 2004) and 
spatial modelling (Pontius Jr et al. 2001, Vance and Geoghegan 2002).  Hybrid variations, 
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particularly linking ML techniques with spatial models such as cellular automata, are also becoming 
common (Agarwal et al. 2005, Basse et al. 2014, Qiang and Lam 2015).  
Data for deforestation studies come from a range of sources, such as household surveys  
(Mwampamba 2007) and census data (DeFries et al. 2010).  This information is frequently 
integrated with land use change data gathered via remote sensing, the accessibility and quality of 
which is constantly improving, thanks in part to the increasing number of satellites being launched 
(Boyd and Foody 2011).  In particular, land use change data which maps deforestation over time is 
now available for many deforestation hotpots and from several sources (Vaca et al. 2012, Allnutt et 
al. 2013, Hansen et al. 2013).  Data for slope and elevation are also now freely available (Reuter et 
al. 2007). 
Another significant source of freely available information available to researchers is the World 
Database on Protected Areas (WDPA) (UNEP-WCMC 2010) which contains information on 
protected areas (PAs) such as gazettal date, International Union for the Conservation of Nature 
(IUCN) management category and polygons.  Currently 15.4 % of the world’s terrestrial and inland 
water areas are protected (Juffe-Bignoli et al. 2104), with commitments from the international 
community to increase this to seventeen percent by 2020 (COP10 2010).  As well as an increase in 
the amount of area protected, there has also been significant progress in protected area management 
and measuring the effectiveness of protected areas in meeting their objectives (Hockings 2003, 
Leverington et al. 2010, Cook et al. 2014).  Given the substantial research to indicate that PAs can 
successfully reduce deforestation (Mas 2005, Gaveau et al. 2009, Bonham 2014), the WDPA is 
likely to contain information relevant to many deforestation related research questions. 
In addition to the WDPA, other available data relevant to deforestation analysis include information 
on the geography of terrestrial ecosystems (WWF 2012), current road location (mapAbility 2012) 
and population pressure (UT-Battelle 2013).  The organisation Natural Earth (NE), has also made 
numerous georeferenced datasets accessible free of charge including the location of geographic and 
political features such as cities, rivers and political boundaries (NE 2013).  Such is the rapid rate of 
improvements in the quantity, quality and variety of data made available through remote sensing 
technologies, we are now in the situation that large geo-referenced datasets are increasingly 
available while the resources to analyse them (financial, methodological and technical) remain 
scarce (Boyd and Foody 2011).    
In contrast to this wave of information, some data, especially at higher resolution, still remain 
generally difficult or costly to obtain.  Socio-economic data may rely on costly surveys (Vance and 
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Geoghegan 2002, Dolisca et al. 2007), and gaining access to data on dynamic variables for the 
relevant time periods (i.e. when the deforestation was occurring), such as city or road locations can 
be difficult and may require manual digitisation of maps.  While these data are certainly relevant for 
deforestation analysis, and for certain study objectives would be essential, it is clear from the 
research that given the lack of an optimal combination of variables for prediction of deforestation, it 
may be possible to substitute missing datasets with more readily available information (Laurance et 
al. 2002, Gaveau et al. 2009).   For example, it might be the case that there is sufficient correlation 
between distance to roads and more readily available variables such as slope, elevation and 
surrounding deforestation such that the former variable could be excluded.  If this is the case, it 
would greatly increase the general applicability of a model to a range of situations where the 
resources are not available to obtain accurate data for all the variables that would ideally be 
included.  
Machine learning (ML) methodologies such as artificial neural networks (Hastie et al. 2009) 
Bayesian belief networks (Korb 2011) and Gaussian processes (Rasmussen and Williams 2006), are 
designed to deal with complex, nonlinear problems.  As such, they are potentially well placed to 
answer the sorts of questions posed by deforestation researchers.  These techniques are capable of 
utilising not just the relationships between the response and predictor variables, but also 
relationships between the different predictors, and in this respect offer potential improvement over 
many classical statistical models (Hastie et al. 2009).  The challenge for researchers now is to know 
which techniques are best suited to their particular objectives and study constraints. 
Statistical and ML algorithms have already been applied to numerous deforestation topics including 
the impact of mechanised agriculture on deforestation (Müller et al. 2011), the relationship between 
urban population growth, agricultural trade and deforestation (DeFries et al. 2010), assessing 
protective area effectiveness in reducing deforestation (Mas 2005) and predicting deforestation 
based on environmental and spatial variables (Ludeke et al. 1990).  Artificial neural networks in 
particular, have provided promising results analysing deforestation when taking into account 
various spatial variables (Mas et al. 2004) and more generally in modelling changes in land use 
(Pijanowski et al. 2002).   
Bayesian Networks have also been successfully applied in numerous environmental management 
scenarios such as predicting land cover (Aitkenhead and Aalders 2009), forecasting change in 
vegetation type/cover (Liedloff and Smith 2010) and evaluating the impact of land management 
schemes on species habitat (Marcot et al. 2001).   While no research was found that specifically 
analysed deforestation using a Gaussian process, the algorithm’s similarity with spatial techniques 
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such as kriging (Rasmussen and Williams 2006) means that is a potentially suitable approach that 
could provide some new insight to the research community.   
Continual improvements in free or inexpensive analysis software, such as R (R Core Team 2012), 
Netica (Norsys Software Corp 2013), Fragstats (McGarigal 2012) and various GIS applications 
(Steiniger and Hay 2009), have meant that an increasing number of ML techniques are now within 
the reach of most researchers and policy makers.  Each technique has its own characteristics such as 
computational complexity, overall accuracy, sensitivity, ability to handle poor data or low 
prevalence rates, and interpretability.  The ‘best’ methodology for any study will therefore differ 
according to how well the characteristics of that methodology meet the research objectives and 
work within the practical constraints of that study. 
As an example, a deforestation model that has high accuracy when predicting the amount of 
deforestation may be fine for estimating carbon loss or sequestration, but a model with better 
explanatory power may be needed when deciding how best to design an intervention aimed at 
reducing deforestation.  In contrast, when looking at the results of deforestation on biodiversity, a 
model which was able to accurately predict which areas were at the highest risk of deforestation 
would likely be useful.  These examples show how knowing the implications and limitations of 
each methodology is crucial for selecting which one should be used, and when interpreting the 
results once a model is selected. 
Two situations that provide an example of when the consequences of methodology selection may 
prove important are in supporting operationalization of calculations (and financial payments) 
relating to the REDD+ program (Lederer 2012) and the Convention on Biological Diversity (CBD) 
(CBD 2011).  The REDD+ scheme provides a mechanism for developing countries to gain financial 
benefits for both avoiding deforestation and adopting a sustainable forest management approach 
(Burgess et al. 2010, Robinson et al. 2013) and is a good example of how different parts of a 
problem can have different requirements from a machine learning model.  
Firstly, an important part of establishing a REDD+ program is establishing a baseline, including 
current forest area and rates of deforestation and degradation (Burgess et al. 2010).  There are 
several demonstrated ways that machine learning is able to assist with this.  It has been used to 
directly analyse satellite data to estimate tree height and canopy cover (Clark et al. 2010, Stojanova 
et al. 2010) as well as predicting future land use change (Aitkenhead and Aalders 2009, Liedloff 
and Smith 2010).  Secondly, other tools that have been developed in the machine learning sector are 
able to help model deforestation with a view to understanding both the proximate and indirect 
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causes of deforestation (Casse et al. 2004, Pineda Jaimes et al. 2010).  This type of analysis is well 
placed to offer robust evidence for those looking to design polices or programs to reduce 
deforestation and degradation, and in doing so receive payments from a REDD+ program. 
A second situation that highlights the importance of methodology selection is those countries 
focussing on achieving Aichi target five of the Convention on Biological Diversity (CBD).  Target 
five states that, that by 2020, the rate of loss of all natural habitats, including forests, is at least 
halved and where feasible brought close to zero, and degradation and fragmentation is significantly 
reduced (CBD 2011).  In order to help achieve this target, models are needed that offer at least some 
measure of interpretability so as to be able to estimate the effect of the policies that are 
implemented.  This is also true of other international donor programs which spend many millions of 
dollars on deforestation prevention programs and require better methods to both plan interventions 
and assess their effectiveness (WWF 2013). 
The parallel increases in the accessibility of both ML modelling techniques and relevant 
georeferenced datasets, coupled with the continuing increase in computer processing capability, 
mean that we are now in a position of being able to approach old problems in ways not previously 
possible.  The challenge therefore, is combining these advances in machine learning with the 
improvements in environmental management and increased processing power to better and more 
cost effectively analyse the increasing amount of data that is being collected.  This challenge is the 
first theme of this research, and is addressed by research Questions One to Three.  Knowing which 
method to use when, be it from the traditional statistical approaches or a more complex technique 
from the field of machine learning, is a crucial step toward the practical applications of any 
algorithm.  This is the second major focus of this thesis and is addressed in research Question Four. 
 
1.1 Research Questions 
 
The objective of this research is to combine the advances in the various fields of geo-referenced 
data analysis, machine learning and environmental management to examine whether it is possible to 
predict and analyse deforestation using existing and easily available datasets, and if so, look at 
which methods are suitable in different situations.  Four specific research questions have been 
defined to achieve this. 
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1.1.1 Question One – Use of existing datasets  
Question One: Can existing datasets with a wide geographical coverage of land use change, 
protected areas and topographic data be used for predicting deforestation at local levels using 
commonly applied statistical methods? 
In order to examine whether or not existing datasets can be used for predicting deforestation at local 
levels, a selection of relevant variables have been defined and extracted from several geo-referenced 
sources.  The datasets chosen were the Conservation International land use change data (Vaca et al. 
2012, Allnutt et al. 2013).  World Database of Protected Areas (UNEP-WCMC 2010), the Landsat 
Digital Elevation Model (Reuter et al. 2007), the World Wildlife Fund ecoregion dataset (WWF 
2012), Landscan population pressure (UT-Battelle 2013), Natural Earth city location and state 
boundaries (NE 2013) and MapAbility roads data (mapAbility 2012).   
Initial variables were selected from these datasets based on their proven or suspected relevance to 
deforestation prediction.  They included proximity variables (such as distance to roads or cities), 
population pressure variables and variables relating to the features of the surrounding area, such as 
forest cover or ruggedness.  A series of variables relating to protected areas was also included.  
Most variables were calculated using python scripts  (Python Software Foundation 2012) linked to 
ArcMap 10.1 (ESRI 2013a).  Fragmentation variables for the surrounding area also utilised the 
Fragstats software (McGarigal 2012). 
The variables were analysed using several standard statistical models that most researchers in this 
area would be familiar with; generalised linear models, generalised linear models with stepwise 
regression and generalised linear mixed models (Hastie et al. 2009).  To provide a good overall 
assessment of model performance, models were evaluated based on the true skill statistics (TSS), 
sensitivity, specificity and the area under the receiver operating curve (AUC).  Kappa statistics were 
also calculated for comparison with other studies.  A selection of results was mapped according to 
the predicted probability of deforestation to examine whether the models were identifying at risk 
areas. 
The Yucatan region of southern Mexico was identified as a suitable study area due to its high 
deforestation rates (Ellis and Porter-Bolland 2008) and the availability of the required datasets.  It is 
also an area that has been the subject of several other deforestation studies (Turner Ii et al. 2001, 
Mas et al. 2004, Ellis and Porter-Bolland 2008, Pineda Jaimes et al. 2010), meaning that 
background information is available to place the results in context.   The area also contains a 
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sufficient amount of protected area to examine whether models perform differently inside and 
outside of protected areas. 
1.1.2 Question Two – Use of machine learning algorithms 
Question Two: Can machine learning methods out perform traditional regression based statistical 
methods in predicting deforestation using the same datasets? 
Three machine learning techniques were selected to examine whether using more complex 
methodologies would result in better predictive models than the classical statistics used in Question 
One.  The selected techniques were Bayesian Networks, implemented in Netica (Norsys Software 
Corp 2013) and artificial neural networks and Gaussian processes, both implemented in Matlab 
(The MathWorks Inc 2010).  The inclusion of artificial neural networks was due to their previous 
successful application in a similar study (Mas et al. 2004), and their ability to account for 
relationships between the variables (Haykin 2009).  Bayesian networks were selected for their 
explanatory ability and graphical output.  Additionally, their theoretical grounding in Bayes 
theorem (Fenton and Neil 2013) provides an alternative underlying approach to the statistical and 
ANN models.  While no evidence could be found of Gaussian processes being used for 
deforestation analysis, their inherent handling of spatial problems and advanced mathematical 
theory (Rasmussen and Williams 2006) make them a promising candidate for doing so. 
Numerous models were implemented for each of the different techniques to take into account the 
unique design decisions for each (discretisation for the Bayesian networks, learning rates and 
number of hidden nodes for the neural networks etc.).  The capability of the Bayesian networks to 
be manually structured by domain experts was also tested by creating five different networks, each 
structured by a different expert in deforestation (using the same variables as the other models).  The 
models created from each methodology were tested against the same range of objective metrics as 
the regression models in Question One.  Results for the best performing models were also mapped 
to allow for a spatial comparison of actual compared to predicted deforestation. 
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1.1.3 Question Three – Transferability 
Question Three: Can the methodology and variables implemented for the initial part of this study 
be applied to develop successful models for other geographic areas or timeframes? 
One aim of the project is to examine whether statistical and machine learning algorithms are able to 
offer assistance in analysing the large geo-referenced databases that are increasingly being made 
available.   For this to be achieved, the conclusions reached from the initial study area would need 
to prove robust when applied to the corresponding dataset for other regions.  That is, having 
established the performance of the various methodologies and datasets for the selected area in 
southern Mexico, can we conclude that they would perform in a similar fashion when required to 
predict for another area.  This has been examined in three different ways. 
Firstly, can the actual models designed and trained on data from one region, offer reasonable 
predictions for a similar, nearby area?  If this is the case, then it may potentially offer a solution for 
predicting in areas where missing data is an issue, or avoid the need for retraining models for 
adjacent study regions. To test this, a second study zone was selected in Quintana Roo, a state 
adjacent to the first study zone in Campeche.  The most promising models from Questions One and 
Two were then retested using data from this second region.  For comparison, models trained and 
tested on the second region were also evaluated. 
Secondly, the conclusions on the methodology performance and dataset usefulness would need to 
be transferable to an unrelated region.  In this case, Madagascar was selected.  Given the high 
degree to which factors affecting deforestation differ from place to place, it is unrealistic to expect 
trained models to perform well in an unrelated region.  What can be reasonably expected, is for the 
various algorithms to perform comparably to the results of Questions One and Two when using 
models trained on data from a new region.  For example, do neural networks out-perform logistic 
regression when applied to both Mexico and Madagascar?  Do the models produce worthwhile 
results when offered the same initial choice of variables to select from?  In order to investigate this, 
datasets were constructed for Toamasina state in northern Madagascar.  These datasets were then 
analysed in the same fashion as those for Campeche, Mexico, with equivalent models being 
implemented and evaluated. 
The third part of this question was added when an updated dataset became available allowing the 
models for Madagascar to be trained on one time step and tested on the following time step.  This 
allowed the methodologies to be tested on predicting future deforestation, as well across different 
sample methods.  
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1.1.4 Question Four – Different solutions for different studies 
Question Four: What are the relative advantages and disadvantages of the machine learning 
methodologies tested with respect to deforestation management and decision making? 
Whereas the previous questions were concerned mainly with the predictive performance of each 
analysis technique, Question Four also takes into consideration the different reasons that researchers 
study deforestation and the constraints which affect these studies.  A simple framework is presented 
to guide the analysis, which describes how the methodologies examined in the previous chapters are 
able to meet certain objectives requirements. The objective requirements considered were 
identifying predictors of deforestation, estimating the amount of expected deforestation and 
identifying the location where it would occur.   Methodologies were also assessed on whether or not 
they would meet the constraints that might be placed on a study, such as data availability, access to 
experts and ease of implementation.  
The framework and associated findings were based on existing knowledge of the methodologies, 
the results of the first three research questions and personal experience gained through 
implementing the models and working with the data.  They are designed and presented in such a 
way as to enable a researcher with limited knowledge of statistics and machine learning to narrow 
down the plausible methodologies that might be suitable for their study.  To illustrate how the 
results presented in the framework might be applied to an actual scenario, a section of the Verified 
Carbon Standard (VCS) methodology for avoided unplanned deforestation (VCS 2012), which 
details the accepted procedure for calculating a baseline deforestation rate, monitoring emission 
reductions and assessing leakage, was analysed. A selection of the objective requirements listed 
within this thesis were then analysed in the context of the VCS methodology to highlight where 
certain ML and statistical methodologies might prove suitable.  
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1.2 Thesis Outline 
 
Chapter Two of this thesis provides the reader with background information on the two major 
components of the topic: deforestation and machine learning.  It places the research presented in 
this thesis in the context of the current literature, detailing the new possibilities that are being made 
available through increased computing power and data availability.  It describes the datasets that 
have been obtained for this study and the metrics used for evaluating the models.   
Chapter Three details the research design used for Questions One to Three.  It begins by outlining 
the variables that were derived from the datasets, including their definitions and implementation.  It 
covers the four sampling methods employed to create the training and test sets for the models and 
the results of the exploratory factor analysis used to select the final variables for inclusion in the 
analysis of the Mexican and Madagascan study zones (including consideration of spatial issues).  
Chapter Four looks to answer Question One by presenting the methodology and results of the 
regression models and analysing the results of the selected metrics.  Chapter Five addresses 
Question Two and gives the methodology and results for the three machine learning algorithms for 
the first study zone. 
Question Three is considered in Chapter Six, which details the results of applying the methodology 
to a second study zone in Mexico.  The second part of Question Three comprises of the results for 
both of the Madagascan analyses is presented in Chapter Seven.  Chapter Eight answers Question 
Four, and contains further analysis for the results from Questions One through to Three in 
qualitative terms as well presenting a framework to relate how each methodology can address 
different research objectives and constraints.  It also summarises the conclusions of this thesis and 
suggests future possible work.  An outline is of this information is given in Figure 1-1. 
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Figure 1-1: Thesis Outline 
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2 How Machine Learning and Statistics Have Helped Analyse 
Deforestation 
 
Any study on the application of statistical and machine learning techniques to deforestation analysis 
and prediction relies on theory and information from both the computer science and environmental 
management fields.  This section therefore aims to provide the requisite background knowledge 
from both these areas, as well as giving an introduction to the two study regions: southern Mexico 
and northern Madagascar.  Additionally, it describes a selection of the datasets that are available for 
analysing deforestation and covers the evaluation metrics used in this thesis.   
 
2.1 Deforestation Prediction and Analysis 
 
Deforestation, defined for the purpose of this thesis as the long term removal of natural evergreen 
forest cover (Gaveau et al. 2009), is studied for many reasons.  In many instances, the objective is to 
pass on information to policy makers on a range of topics including protected area effectiveness 
(Mas 2005, Gaveau et al. 2009), estimated impact of infrastructure developments (Deng et al. 2011) 
and more recently in setting a baseline for REDD+ schemes (Scharlemann 2010, Lederer 2012).  In 
other instances, the purpose will be to develop an understanding of the factors contributing to 
deforestation, which is essential for protecting existing forests (Geist and Lambin 2001).  
Deforestation predictions can also provide a useful proxy for biodiversity loss (Mas 2005), and it 
therefore follows that predicting land use change can provide information on predicting outcomes 
for biodiversity.    
Further benefits of land use change studies for biodiversity have been illustrated in the use of 
satellite imagery and GIS analysis of deforestation in New Britain to evaluate the International 
Union for the Conservation of Nature (IUCN) red-list of endemic bird species (Buchanan et al. 
2008).  It was found that when improved data on predicted land use change was available, the threat 
to several species was higher than previously thought.  They were also able to identify forested 
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areas in greater need of protection based on anticipated logging pressure and biodiversity levels.  A 
more complete discussion on the different objectives of studying deforestation is presented in 
Chapter Eight, where a framework is presented to assist in selecting the most appropriate 
methodology from those examined in this research.  
A necessary precursor for predicting land use change, particularly deforestation, is to have some 
understanding of the factors that determine forest loss, and how they interrelate.  One proposed 
framework to guide this understanding splits the causes of deforestation into proximate causes 
(infrastructure extension, agricultural expansion and wood extraction), underlying causes (such as 
demographic, economic, technological, policy and cultural factors) and other contributing factors 
(environmental or biophysical factors or social trigger events (Geist and Lambin 2001)).  Thus a 
distinction is made between direct, generally localised variables (such as the distance to a new 
road), and the higher level factors that caused the road to be built, such as economic growth.  
Given the interrelated nature of the factors linked to deforestation it can be useful to keep this 
distinction in mind when analysing the literature.  Some studies focus on the underlying causes such 
as the expansion of mechanised agriculture (Müller et al. 2011), property rights (Ellis and Porter-
Bolland 2008) or population density factors (Laurance et al. 2002), while others conduct the 
analysis on the proximate cause, such as distance to roads or settlements (Laurance et al. 2002, Mas 
2005).  The majority of studies that seek to explain or predict deforestation using geographical 
information systems also take into account “other factors”, predominately geographical features 
such as slope, elevation or soil type (Ludeke et al. 1990, Laurance et al. 2002, Mas 2005).  These 
features may affect deforestation in several ways, included limiting accessibility for clearing or by 
affecting the potential land uses that can follow deforestation. Thus it can be seen that either 
underlying or proximate causes (or a combination of these) can be useful when modelling or 
predicting deforestation.     
This distinction between underlying and proximate variables also highlights the complexity of the 
interactions between different factors.  For example population growth may be an underlying cause 
for the proximate cause of increased infrastructure. There is also evidence that underlying causes 
such as economic and agricultural factors are interrelated (Ewers 2008). Additionally, underlying 
causes can be affected by proximate causes e.g. small hold agriculture can be influenced by distance 
to permanent water, or increased mechanised agriculture might be influenced by distance to markets 
and agro-climatic potential (Geist and Lambin 2001).  The implication of this complexity is that it is 
unlikely, if not impossible, for a single model to include all the possible relevant data that influence 
the chance of deforestation. 
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Laurance et al. (2002) identify four categories of deforestation studies; those that utilise remote 
sensing to quantify the rate and spatial extent of deforestation (Vaca et al. 2012, Allnutt et al. 2013), 
those that examine government policies and development activities (Robinson et al. 2013), those 
that examine the effects that deforestation has on vegetation (Buchanan et al. 2008, Ochoa-Quintero 
et al. 2015) and modelling studies that look to model the proximate cause of deforestation with a 
view to its prediction (Mas et al. 2004, Green et al. 2013). Whichever of these four categories a 
study falls into will influence not only the selection of the variables included, but also the types of 
conclusions that can be drawn from the findings. 
A further distinction can be made between those papers that examine a set of core variables and 
correlations (Ludeke et al. 1990, Mas 2005, DeFries et al. 2010), and those that assume these 
correlations based on prior studies and use these factors as control variables in order to examine a 
separate independent variable such as protected area effectiveness (Andam 2008, Gaveau et al. 
2009).  For example, a correlation between deforestation and slope or accessibility is assumed and 
controlled for as a basis to determine the effect of the areas protected status on deforestation rates.  
Another key variation between studies is the difference in the characteristics of land use change that 
they attempt to model or predict; commonly either the location of land use change or how fast it is 
likely to happen (Veldkamp and Lambin 2001). 
Studies can also differ in how they choose to model their response variable, which can cause 
challenges when trying to compare the results (Agarwal et al. 2005).  Variations include percentage 
of deforestation (Gaveau et al. 2009),  forest loss (DeFries et al. 2010) and avoided deforestation 
(Andam 2008).  The response variable selected will have implications for the conclusions that can 
be drawn.  Studies that specifically model forest loss rather than deforestation may fail to take into 
account forest that is lost through causes such as fire, re-clearing of secondary rainforest or 
harvesting of purpose grown plantations (DeFries et al. 2010).  Certain response variables 
(providing they have an accurate supporting dataset) also take into account afforestation (Deng et 
al. 2011), although these studies are less common than those looking only at net forest loss.  
This remainder of this section covers several major considerations that need to be taken into 
account when designing or interpreting deforestation research; region selection and scale, the effect 
of protected areas, and possible predictors.  
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2.1.1 Region selection and scale 
In attempting to predict deforestation we are in more general terms also aiming to predict land use 
change and therefore need to consider the relevant research in this field.  While the inputs to the 
models differ, there is an obvious parallel in the methods used for modelling deforestation and those 
used to model other changes in land use, such as urban growth or agricultural expansion.  In 
general, models that are capable of examining the spatial patterns of land use change are based on 
either regression (in this context referring to either classical statistics or supervised learning) or 
spatial transition (such as cellular automata)  (Oñate-Valdivieso and Bosque Sendra 2010).  Another 
method is to use a statistical analysis technique, such as non-linear or logistic regression to examine 
the correlation between the dependent and independent variables and draw conclusions from this 
(Ludeke et al. 1990, Deng et al. 2011, Müller et al. 2011).     
The extent of the study region will affect both the variables selected for a study and the conclusions 
that can be drawn.  The magnitude of a given variable’s influence on land use change can differ 
from area to area (for example from the north to the south of the study zone (Agarwal et al. 2005)), 
as well as over time.  This has implications for any model attempting to generalise across larger 
regions or timeframes as the predictors used to model deforestation may not give a consistent result 
across the defined study zone.  The results of studies conducted on smaller regions, such as a county 
or province, can identify key factors and process based relationships.  These types of conclusions 
would be inapplicable at a larger scale that would be instead better suited to more general 
conclusions  (Veldkamp and Lambin 2001), such as the general effects of population pressure 
(Laurance et al. 2002) .  
Approaches to defining the boundaries of the study region differ across studies and will be related 
to the geographical scale of the study region.  At a large scale, a country could be considered a 
region (DeFries et al. 2010).  Region could also be defined based on geographical patterns of 
population pressure and roads  (Agarwal et al. 2005) or local/regional government boundaries 
(Gaveau et al. 2009, Pineda Jaimes et al. 2010).  Taking political regions into account allows a 
study to control for any unobserved socio-economic factors that could differ between regions such 
as governance levels, industrial plantations and conflict related forest fires (Gaveau et al. 2009).  
The effects of changes in these factors within a region over time would however, still be relevant.  
A less common approach to region selection is to use the watershed (Rivera et al. 2013).  This 
approach is relevant when variables such as distance to roads are considered as a measure of 
accessibility (Deng et al. 2011) as it takes into account that a patch of forest close to a road can still 
be inaccessible if there is a mountain in between them.   
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The size of the region will also have an effect on the variables chosen.  As an example, at a large 
scale, dry season severity has been found relevant to deforestation rates (Laurance et al. 2002), 
however this comparison would not be possible if the model encompassed a smaller region without 
differences in seasonal variation.  A general rule that has been suggested for selecting regions is that 
if there is evidence of a significant difference in the patterns of land use within a chosen study 
region, then the best solution is often to split the region accordingly and fit different models 
(Agarwal et al. 2005).  This difference could be as simple as areas further south showing a positive 
correlation between elevation and deforestation, but more northerly regions displaying the opposite 
trend.  Alternatively, a more complex relationship could involve some variation of Simpson’s 
Paradox (Simpson 1951), which is when the presence of a confounding variable reverses the 
correlation between two other variables (Alin 2010).  
In the context of this thesis, an example would be that a given study area shows a negative 
correlation between deforestation and the distance to the nearest road.  However, when the sample 
is restricted to only areas within a PA, the relationship reverses and areas closer to roads are shown 
to be at greater risk.  This spatial representation of Simpson’s Paradox, where a subset of a sample 
reveals a contrary result to the overall sample is referred to as non-stationarity (Miller 2012).  If 
non-stationarity exists within a region, then the performance of many methodologies (including 
standard regression models) is unlikely to be uniform across the entire study zone.  Rather than 
splitting regions, it may be preferable to use a spatial model such as geographically weighted 
regression (GWR)  (Brunsdon et al. 1998) or GPs (Rasmussen and Williams 2006), which explicitly 
allow for variations in the correlation coefficient across the region.  GWR could also be used in an 
exploratory context to examine to relationship between the variables and how they differ throughout 
the study zone.  This would allow for identification of any regions where models may perform 
poorly. 
Closely tied in with the allocation of the region is the scale at which the variables are defined (for 
both the spatial and temporal dimensions).  Finer resolution datasets, while ideal for localised 
studies, may not be appropriate for researching larger areas (Clark et al. 2010). Changing the 
geographical resolution can also affect the success of the model.  It has been found that some 
models for predicting land use change will perform better at a coarser resolution (1 km) than at a 
smaller pixel size of 100 m (Pijanowski et al. 2002).  For studies with timespans of several years, a 
resolution of 200 m pixels has been suggested as appropriate (Müller et al. 2011).   
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2.1.2 Protected areas and deforestation 
A protected area (PA) is defined by the IUCN as “a clearly defined geographical space, recognised, 
dedicated and managed, through legal or other effective means, to achieve the long-term 
conservation of nature with associated ecosystem services and cultural values” (Dudley 2008).  
These areas cover approximately 15.4 % of the planet’s terrestrial and inland waterways  and 3.4 % 
of global oceans (Juffe-Bignoli et al. 2104).  They play a crucial role in protecting the natural 
environment (COP10 2010).  They protect valuable ecosystem services (Bernard et al. 2009) and 
can contribute to reducing carbon emissions from deforestation (Scharlemann 2010).  The IUCN 
provides a globally recognised system of classifying protected areas based the on PAs management 
objectives (IUCN 2014).   These categories are given in Table 2-1. 
Table 2-1: Categories for IUCN protected areas (Dudley 2008) 
Category Description 
Ia  Strict Nature Reserve 
Ib  Wilderness Area 
II  National Park 
III  Natural Monument or Feature 
IV  Habitat/Species Management Area 
V  Protected Landscape/Seascape 
VI  Protected area with sustainable use of natural resources     
 
Although the positive influence of PAs on preventing deforestation within their boundaries is well 
documented (Mas 2005, Gaveau et al. 2009), there is some debate in the literature regarding the 
magnitude of this influence.  The first point of debate regarding protected area effectiveness in 
reducing deforestation is whether or not some of the credit afforded to protected areas is due, not to 
the protected status of the forest, but to other attributes, such as accessibility (Andam 2008, Gaveau 
et al. 2009).  For example, it has been found that although 10 % of Costa Rica’s protected areas 
would have been deforested had they not been protected, this figure was often over estimated 
because researchers failed to take in account other confounding variables (Andam 2008).  While the 
protected status of an area affects the probability of it being deforested, it may have a less 
prominent influence than other spatial factors (Mas et al. 2004).  One reason suggested for this is 
that areas which are protected tend to be those that are remote and less suitable for agriculture and 
were therefore already less likely than average to suffer deforestation (Gaveau et al. 2009) . 
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Another area of contention is whether or not the IUCN category designated to a PA has an effect on 
deforestation reduction rates. On one hand, there is evidence that there is a difference in protection 
for those areas in IUCN categories I and II, as compared to areas that were either unprotected, or 
protected under a different category (Scharlemann 2010).  On the other hand there is also the 
argument that the category of a PA is often irrelevant in predicting deforestation as local people 
(who are actually clearing the forests) do not distinguish between the different types of PA (Gaveau 
et al. 2009).  An additional consideration is the correlation between IUCN category and naturalness, 
as it has been found that the categories are not consistently applied across regions (Leroux et al. 
2010).  This has implications for any analysis which looks to compare PAs by category on a global 
scale.  
A third topic of debate on the effectiveness of protected areas in reducing deforestation is leakage 
(or spillage), which is an increase in deforestation in unprotected areas caused by displacement of 
clearing that wold otherwise have occurred inside the PA (Andam 2008).  One approach to 
assessing the extent of leakage is to compare the rate of deforestation within a PA and within the 
area surrounding that PA (Ewers 2008).  Using this approach in Sumatra, it has been shown that 
protected areas reduced the rates of deforestation, both within the park and in the immediately 
surrounding areas (Gaveau et al. 2009).  Similar finds have also been reported for other areas 
(Bonham 2014). 
 
2.1.3 Commonly studied variables 
Even with the multitude of inter-related factors that contribute toward the risk of deforestation, 
there does appear to be a commonly agreed upon group of variables that lend themselves towards a 
GIS analysis aimed at predicting or understanding deforestation.  One suggested core set of 
variables is climate, soil, slope, distance to forest edge, distance to road and distance to nearest 
major city.  While not critical to prediction, protected status was also found to contribute 
significantly towards reducing deforestation (Andam 2008).  Another approach to defining the 
variables is to divide the proximate causes into measures of accessibility (slope, elevation, distance 
to forest edge, distance to roads and distance to cities) and measures of agricultural suitability 
(including soil type and forest type) (Gaveau et al. 2009).   Interestingly, soil type was not deemed 
relevant in this instance by Gaveau et al. (2009) based on local research which indicated farmers in 
the study area (Sumatra) did not distinguish between soil types when clearing.    
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The majority of factors commonly used in a GIS analysis of deforestation tend to be factors that 
predispose an area to deforestation, such as the relative distance of roads or settlements or the 
slope/elevation of the area, rather than the underlying causes.  These particular variables are also the 
most likely factors to have an objective, quantitative and Geo-referenced dataset available.  Where 
underlying causes such as population density (Laurance et al. 2002) are considered, these tend to be 
large scale studies that seek to predict only a general trend in deforestation, or a comparison 
between areas rather than attempting to estimate the chances of deforestation at a local level.  
Underlying causes such as public attitudes and government policy are often harder to quantify on a 
map, however there are exceptions, such as comparisons on the effect of management strategies 
(community managed versus protected areas) on deforestation in adjoining regions (Ellis et al. 
2008). 
Within the set of commonly used variables, the distinction can be made between static variables 
which will not change between time periods (such as slope, elevation and soil type) and dynamic 
variables that will vary over time (such as distance to roads or distance to edge of forest) (Müller et 
al. 2011). This is relevant as any analysis of dynamic variables needs to take into account the value 
of that variable at the time the deforestation was taking place.  For example, if distance to the 
nearest road is being considered, then the model must consider how far away the road was as close 
as possible to the time the deforestation was occurring, rather than the current distance.  Models can 
be simplified by assuming that dynamic variables are static (which is also the case for certain types 
of missing data, such as relevant changes to road networks) (Pijanowski et al. 2002).  
The following sections will discuss in more detail some of the commonly studied variables and 
metrics that are used when researching deforestation.    
 
2.1.4 Effects of human settlement 
There are a range of inputs that have been used to study the significance of human settlement on 
predicting deforestation.  The variables chosen by each study appear to be, at least in part, a 
reflection on the available data and the scale at which the analysis is taking place. For example, 
with a spatial resolution of 0.25 km
2
 per pixel and a study area of less than 300 km
2
, the proximity 
to the nearest house or shelter was included (Ludeke et al. 1990).  Proximity to nearest house was 
also included for a study within a watershed of 42 ha (Rivera et al. 2013).  For a larger study area of 
around 12,400 km
2
 using a grid size of 120 km
2
, the input variable used for representing human 
habitation was the distance to the nearest settlement and was calculated from manually digitised 
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maps (Mas et al. 2004).  Similarly, with a pixel size of 300 km
2
, distance to city was chosen as the 
relevant representation (Andam 2008).  
At an even larger scale, studying the Brazilian Amazon (an area covering approximately four 
million km
2
 and divided into pixels of 2500 km
2
), the selected representation of settlement pressure 
was the population density of the pixel, divided into rural and urban (Laurance et al. 2002).  This 
has been mirrored in research conducted on a national level examining rural and urban population 
growth in an international study across 41 countries (DeFries et al. 2010).  Several studies on 
deforestation that did not include a variable for the influence of human habitation failed to do so 
because of a lack of data (Gaveau et al. 2009, Müller et al. 2011). 
When considering the model of underlying/proximate causes of deforestation discussed earlier in 
this chapter (Geist and Lambin 2001), the effects of human settlement can be represented as either 
an underlying cause (population density) or a proximate cause (distance to settlements).  Regardless 
of how the data was represented, studies that examined the relationship found that increased 
pressure from settlement had a positive correlation with forest loss.  At the finest resolution it was 
found that the distance to the nearest habitation was a significant factor contributing to the 
probability that the forest would be cleared in the following time period (Ludeke et al. 1990).  
Similar results were found on a larger scale that looked at the distance to the nearest settlement 
(Mas et al. 2004). 
At the national scale, looking at the effect of both urban and rural populations within 2500 km
2
 
quadrants in Brazil, it was found that, while both high urban and rural population densities were 
positively correlated with high levels of deforestation, the effect was greater for the later (second in 
importance behind distance to roads and highways) (Laurance et al. 2002).  This is in contrast to an 
international comparison on population growth and deforestation which found that increased 
deforestation was more closely tied to increased urban rather than rural populations  (DeFries et al. 
2010). 
The difficulty in modelling population pressure was discussed in a study on the effect of 
agricultural expansion in Madagascar (McConnell et al. 2004).  It was found that given the 
constraints in generating a population density metric, such as poorly defined village boundaries and 
the use of average densities across an area creating non-representative results (i.e. higher or lower 
area densities due to neighbourhood effects), the results from the simpler ‘distance to village’ 
metric returned comparable results.  This was identified as a limitation on the population pressure 
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dataset used in the study, but is likely to be applicable generally to any datasets that look to average 
out population pressure over an area.   
 Distance to roads and rivers 2.1.4.1
Distances to roads is commonly included in one form or another when modelling deforestation 
(Ludeke et al. 1990, Mas et al. 2004, Mas 2005, Deng et al. 2011), however variation exists in the 
way distance is represented.  One method has been to rasterise digital maps and include as an 
attribute for each pixel the largest road type passing through it (Agarwal et al. 2005).  A similar 
approach has been to use digitised maps of the region to calculate the density of highways and 
unpaved roads within a quadrant by calculating the mean distances to roads of the pixels within the 
quadrant (Laurance et al. 2002).  On high resolution data it may be possible to calculate the distance 
to nearest road to each of the pixels (Ludeke et al. 1990).  Distance to rivers can also be included in 
a similar manner (Ludeke et al. 1990, Laurance et al. 2002). 
Alternatively,  other authors have found it more relevant to calculate the travel time or transport 
costs to an area as a more realistic measure of accessibility, rather than just the geographical 
distance (Gaveau et al. 2009, Müller et al. 2011). This is generally done utilising a combination of 
road type, distance to road and the slope of the area between the pixel and the road.  Variation also 
exists between studies in how the distance to roads is calculated.  While the most common approach 
is to use geographical distance, watershed has also been used (Deng et al. 2011).  This approach 
takes into account the fact that while a major road may be quite close to a pixel, it can still be 
inaccessible if there is a mountain or other geographic feature between them. 
In terms of significance to deforestation risk, the general consensus appears to be that there is a 
significant increase in the chance of deforestation the closer an area is to a road or navigable river 
(Ludeke et al. 1990, Laurance et al. 2002, Mas 2005, Gaveau et al. 2009).  New roads have been 
found to increase the efficiency of transporting goods, thereby increasing a forest’s suitability for 
other land uses such as agriculture (Li et al. 2015).  An exception to this is in certain circumstances 
where the development of new roads have allowed easier access to the cities for local populations 
and therefore reduced their need to rely on deforestation for income (Deng et al. 2011).  Evidence 
has also been found of distance to roads being positively correlated with illegal deforestation within 
protected areas, possibly as a result of patrols along the road (Htun et al. 2013).  
As with distance to settlement, a major difficultly with including distance to roads is that it is a 
dynamic variable, meaning that any analysis must use data as it was at the time, rather than current 
records.   With the Landsat data for deforestation going back as far as the 1970s (Mas 2005, Müller 
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et al. 2011) this creates challenges in obtaining the data, as detailed information on the location of 
roads almost 40 years ago may not always be available.  Additionally, the roads can also change 
within the period of a study. 
 Topographic variables – Slope, elevation and ruggedness 2.1.4.2
Topographic variables are based on a Digital Elevation Model (DEM) and are generally calculated 
using an analysis on a defined neighbourhood.   One method of defining a neighbourhood is to use a 
roving window approach.  In this approach, each target cell is assigned a value for some variable 
based on the values of its neighbouring cells.  An alternative approach is to use a search window 
technique which, rather than calculate individual neighbourhoods for each cell,  instead calculates 
the combined value for all cells in a neighbourhood and assigns this value to each cell within that 
neighbourhood (Grohmann and Riccomini 2009).  The appropriate method to use will be dependent 
on both the scale and the neighbourhood size (number of surrounding cells included in the 
calculation for roving-windows, or the number of cells merged together for search-window).  
Search-window calculations will describe features on a regional level, while roving-windows are 
more suitable for local variables (Grohmann and Riccomini 2009).   
Slope and elevation can have a significant contribution to the probability that an area will be 
deforested (Ludeke et al. 1990, Agarwal et al. 2005, Mas 2005, Buchanan et al. 2008, Müller et al. 
2011), and as static variables that are not likely to change significantly overtime, they are frequently 
available for inclusion in the analysis.  In regards to the direction of the correlation, there are clear 
indications that this differs between areas.  For instance, in certain regions of southern Mexico, 
areas that are at higher elevations (representing lower flood risk) are more likely to be deforested 
(Mas et al. 2004).  In contrast, other studies have shown that in New Britain, land at lower 
elevations is more likely to be cleared (Buchanan et al. 2008).   
Differences in the effect of slope on deforestation have also been found to occur within a small 
region.  For example, it has been found that in the south of Madagascar, lower slopes were 
associated with higher population density and therefore higher risk of deforestation (Agarwal et al. 
2005). However the same study found that the reverse was true in the north of the study region 
where steeper slopes were linked to higher population density.  It was also found that the level of 
significance of the relationship between slope and deforestation was higher in the southern rather 
than the northern part of the study region.  
In certain circumstances, elevation can also be a proxy variable representing suitability for other 
land uses, such as timber value (Gaveau et al. 2009) or suitability for agriculture (Mas 2005).  This 
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perhaps helps to explain the difference in findings between studies.  In areas such as southern 
Mexico that have high rainfall, elevated areas are less prone to flooding and are therefore more 
suitable for cultivation, and hence at higher risk of clearing (Mas et al. 2004).  Contrast this to 
Sumatra, where it was found that timber at lower elevations was more valuable, and therefore likely 
to be cleared first in preference to higher areas (Gaveau et al. 2009). 
While there are numerous references to the relationship between slope or elevation on deforestation 
(Ludeke et al. 1990, Mas et al. 2004), none could be found that directly addressed the relationship 
between measures of ruggedness and deforestation, although it is often included indirectly as a 
component of accessibility (Gaveau et al. 2007, Müller et al. 2011).  Ruggedness (or roughness) of 
the surrounding terrain can affect the chances of deforestation in the target area in at least three 
ways.  Firstly, the topology of the surrounding area can affect accessibility and effort to get to the 
forest. This has been studied in the form of cost distance variables such as travel time and transport 
cost (Gaveau et al. 2007, Müller et al. 2011).  Secondly, the terrain characteristics of the target 
region itself will affect its suitability for deforestation or other uses such as agriculture.  Thirdly, 
ruggedness of the target region can have an indirect effect as it will be related to other factors such 
as soil type (Robinson et al. 2013), which are also linked to the chances of forest being lost (Mas et 
al. 2004, Müller et al. 2011). 
There are a large number of metrics that can be used to quantitatively represent and measure 
ruggedness (Sappington 2007, De Reu et al. 2013).  One of the more common metrics (largely as a 
result of its inclusion in the ESRI Arcview software) is the topographic position index (TPI), which 
uses the difference between the elevation at a central point and the average elevation of the 
surrounding neighbourhood (De Reu et al. 2013).  Another suggested metric is the deviation from 
the mean elevation, which has been found to more accurately to reflect regions with subtle 
topography than TPI (De Reu et al. 2013).  
While ruggedness is distinct from slope, several common ruggedness metrics, namely land surface 
ruggedness and the terrain ruggedness index, have been shown to be highly correlated with slope 
(Burgess et al. 2010).  An alternative metric, vector ruggedness measure, has been shown to more 
effectively quantify roughness of the landscape, irrespective of slope (Sappington 2007).  Both 
standard deviation of slope and standard deviation of elevation have shown to be effective in 
defining smoothness of a terrain, as well as breaks in slope, with less sensitivity to scale than other 
measures (Hall et al. 2009). 
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 Soil type 2.1.4.3
There appears to be no clear consensus on whether or not soil type and quality have an influence on 
the chances of a forest being cleared (Laurance et al. 2002, Mas 2005, Müller et al. 2011).  In some 
cases it has been excluded altogether as it can be argued that neither small scale farmers nor larger 
industrial plantations differentiate between soil types (Gaveau et al. 2009).  In instances where it 
has been included, results have been mixed.  In the Brazilian Amazon, soil fertility, soil water 
logging and soil shallowness and stoniness all appear to be irrelevant to chances of deforestation 
(Laurance et al. 2002).  In contrast, a strong correlation has been found in southern Mexico between 
soil fertility and forest clearing (Mas et al. 2004).  In Bolivia it was found that soil type was 
becoming less significant as mechanised agriculture expanded (Müller et al. 2011).  One 
explanation for these differences may be linked to the proximate causes (Geist and Lambin 2001) 
underlying the specific instances, such as whether the land is being cleared for agriculture. 
 Surrounding forest   2.1.4.4
A key predictor of deforestation is whether or not the area in question is on the fringe of the forest.    
Unsurprisingly, areas towards the centre of forested areas are often less likely than areas at the edge 
of the forest to be cleared (McConnell et al. 2004, Mas 2005, Kumar et al. 2014).  Another 
significant predictor is to consider the distance to the nearest deforestation, rather than just the 
nearest forest edge (Brown et al. 2007).  The location of the closest large patch of cleared forest is 
becoming increasing relevant in some areas due to the introduction of mechanised agriculture which 
also makes factors such as slope and soil quality less relevant (Müller et al. 2011).  The rate of 
deforestation can also be important to note as there can be significant changes from year to year 
(Ewers 2008). 
Another relevant characteristic of the surrounding forest is the degree of fragmentation, which has 
been used previously to either predict deforestation or measure the effects of it.  Fragmented forest 
has been found to be significantly more likely to come under threat of deforestation than continuous 
cover (Mas et al. 2004) with both edge density at a landscape level (Chen and Pollino 2012), and 
the forest cover index (Mas et al. 2004) being correlated with higher levels of deforestation in the 
following time step.  Additionally, the Matheron index has been linked with increased probability of 
deforestation (Mertens and Lambin 1997).  This index is a measure of the ratio of forest to non-
forest perimeter in a given area (taking into account the size of the total and forested area) (Jeanjean 
and Achard 1997).  It was considered as a predictor of deforestation by Mas et al. (2004), however 
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it was discarded during factor analysis due to redundancy with the forest cover index (percentage 
forest cover). 
There are several key concepts that need to be considered when selecting which fragmentation 
metrics are most suitable for use in any given study.  The first of these concepts discussed here is 
configuration versus composition (Johnson and Omland 2004, Mendes and Junior 2011).  
Composition refers to which land classes make up the map and encompasses attributes such as the 
number of different class types, the proportion of each and the richness and evenness of the class 
types on the map (diversity).  Configuration however, describes the spatial characteristics of 
individual patches (patch based metrics), as well as the spatial relationships between different 
patterns (landscape based metrics) (Whittingham et al. 2006).  This is an important distinction to 
make when selecting metrics as they will likely measure one or the other, or sometimes confound 
the two (Mendes and Junior 2011).   
A commonly used piece of software for calculating fragmentation variables is Fragstats, which is 
able to calculate several principle aspects of configuration (McGarigal et al. 2012).  These are;  
- Patch area and edge 
- Patch shape complexity: refers to the geometry of patches 
- Core area: the interior area of patches after a user specified buffer has been excluded 
- Contrast: the relative difference between patch types 
- Aggregation: the degree of aggregation or clumping of patches.  Covers: 
o Dispersion: the spatial distribution of a patch without explicit reference to any other 
patch type 
o Interspersion: the spatial intermixing of different patch types without explicit 
reference to the dispersion of any patch type 
o Subdivision: the degree to with patch types are broken up into separate patches 
o Isolation: the degree to which patches are spatially isolated.  Differs from 
subdivision in that it takes into account the distance between disjunct patches 
 
There are also different levels at which a metric can represent the composition and configuration of 
an area, commonly cell level, patch level, class level and landscape level.  It is also possible for 
metrics to be used for a continuous surface, although this functionality is not yet widely 
implemented.  While individual metrics (for example total edge or mean proximity index) may be 
available at one or more of these levels, their definition and interpretation will differ between levels 
(McGarigal et al. 2012).  
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Pixel (or cell) orientated metrics describe the spatial features of the local neighbourhood 
(McGarigal et al. 2012).  An example of a pixel orientated, neighbourhood metric is contagion, 
which represents the extent to which pixels of a similar class are aggregated (Whittingham et al. 
2006).  Patch level metrics are defined for individual patches within the landscape and are often 
used to calculate landscape or class metrics, rather than being used directly.  Examples of patch 
metrics include patch area, shape index and patch perimeter (McGarigal et al. 2012). Class level 
metrics are integrated over all the patches of a given class type.  These metrics, commonly used for 
habitat fragmentation studies, include total area, percentage of landscape, edge density and 
clumpiness and provide a way to quantify the extent and fragmentation of each land use type in the 
landscape (McGarigal et al. 2012). Landscape level metrics are commonly used in the study of 
wildlife communities and look to measure the composition and configuration of the entire 
landscape.  They integrate values for each patch type or class in the landscape and include edge 
density, core area and number of patches (McGarigal et al. 2012). 
Attempts have been made to select a minimum subset from the various metrics available in 
Fragstats (McGarigal 2012) that would sufficiently describe the characteristics of a landscape.  One 
approach has been to group the metrics into gradients (Hosmer et al. 1989).  When evaluated 
according to universality, consistency and strength seven fundamental gradients have been 
identified at the class level (each comprised of a sub-set of Fragstats metrics), as well as six 
fundamental gradients at the landscape level (Hosmer et al. 1989).  At the class level, these 
gradients were large patch dominance, nearest neighbour, patch shape complexity, edge contrast, 
aggregation, patch dispersion and neighbourhood similarity.  At the landscape level the fundamental 
metrics were contagion-diversity, edge contrast, interspersion-patch shape, large patch dominance, 
area weighted proximity and patch dispersion. These findings have been supported in further studies 
(Mendes and Junior 2011), as has the conclusion that as similar metrics are often redundant, only 
one, or at most a few, metrics from each group should be selected (Mendes and Junior 2011, 
McGarigal et al. 2012). 
Despite these studies suggesting a possible parsimonious and universal subset of metrics, there is 
evidence of variation in how different metrics will respond under landscapes with different 
aggregation and area cover (Wood and Augustin 2002, Johnson and Omland 2004).  For example, 
some patch based measures will be misleading when the distribution of patch sizes is skewed 
toward smaller patch sizes (Whittingham et al. 2006).  Other examples are the landscape shape 
index and the contagion index, which can be confounded by class extent (McGarigal et al. 2012).  
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2.1.5 Interactions between variables  
Despite their proven individual significance, there exists substantial evidence in the literature to 
conclude that no single factor listed in the previous sections will in itself be sufficient to predict the 
chance of deforestation.  Additionally, simply adding up the effects of all these variables may also 
fail to yield results, as it is the combination, not the sum of the variables that must be taken into 
account (Mas et al. 2004).  Variables may also have a hidden effect on each other.  As an example, 
it has been found that protected areas are likely to be in less accessible places, making it harder to 
determine whether the protected status or the remoteness is in fact the cause of any reduced forest 
loss (Gaveau et al. 2009).  It has been found that, at least in some areas, much of the credit for 
avoided deforestation that is attributed to an area’s protected status is actually a factor of the remote 
location of the area (Andam 2008).  Another example of variables masking an underlying 
relationship is distance to roads, as roads in some regions tend to be built in areas with easier 
topology and more productive soils (Deng et al. 2011). 
Because of this correlation between variables, it is often possible to identify subsets of variables that 
have a similar explanatory ability to the complete set.  As a consequence models employing 
different subsets of variables can sometimes predict deforestation comparably well (Agarwal et al. 
2005).  Methods for finding correlated variables include using the Pearson correlation coefficient 
(Dalgaard 2008) and the Bhattacharyya distance calculator (Choi and Lee 2003).  One optimal 
subset that has been found using these methods for southern Mexico is forest cover index, elevation 
and distance from settlements (Mas et al. 2004). 
It is also possible that within a dataset there can be two different, yet equally predictive subsets of 
variables, even if not all of the optimal variables are individually found to be significant.  As an 
example, it has been found that within a single data set, the two combinations of [rural population,    
urban population and highways] and [low dry season severity, many navigable rivers and few 
unpaved roads] had equal predictive capability although strangely, on its own, density of navigable 
rivers was not found to be significant  (Laurance et al. 2002).  It has also been found that in certain 
instances slope and elevation were sufficiently correlated that they could be combined as a single 
input variable  (Gaveau et al. 2009). 
Importance for variables can change from region to region, but also over time within the same 
region (Mas et al. 2004).  For example, changes to government policies can affect both 
deforestation rates and the impact of protected areas on deforestation (Andam 2008).  Another 
example is the recent introduction of mechanised agriculture which has increased tolerance to 
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excessive rainfall and infertile soils (Müller et al. 2011).   Direct evidence of predictors changing 
over time was also found by Htun et al. (2013) in a study based in central Myanmar.  Distance from 
villages, roads and slope were positively correlated with deforestation in the first time period, but 
this relationship reversed in the second time period, where each of the variables was negatively 
correlated with deforestation.  This change was attributed to a change in conservation management 
and possible decrease in resource availability (such as firewood) (Htun et al. 2013).  It has also been 
suggested that, even within a region,  the importance of deforestation patterns (corresponding the 
different causes) can change over time (Mertens and Lambin 1997). 
 
2.2 Deforestation Within the Study Zones 
 
The two study regions for this research are the Yucatan Peninsula in southern Mexico and 
Toamasina state in northern Madagascar.  While they are politically and geographically distinct 
enough to provide a good comparison for the methodologies proposed, both have high levels of 
deforestation, high conservation value, and crucially, available datasets.  Both areas have also 
received significant attention in the deforestation literature, a selection of which is covered in the 
remainder of this section. 
 
2.2.1 Mexican Yucatan Peninsula 
The first study region for this research is within the Mexican Yucatan Peninsula in southern 
Mexico.  Mexico, despite being widely recognised as one of a handful of the remaining mega-
diverse countries for biodiversity, is ranked in the world’s top five for deforestation (Ellis and 
Porter-Bolland 2008).  Changes in government policies and investment in infrastructure over the 
last few decades of the last century played a major role in increasing the potential for forest loss.  
Despite this, the area has seen some shifts towards more conservation orientated economic growth 
such as eco-tourism, with the major example being the establishment of the Calakmul Biosphere 
Reserve in 1989 (Ellis and Porter-Bolland 2008). 
While settlements have existed in the Yucatan Peninsula since Mayan times, modern development 
became most prominent in the 1960s, in part due to the completion of highway 186, which linked 
sections of the forests to the major cities of Campeche and Chetumal (Turner Ii et al. 2001).  During 
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the following decade, until the early 1980s, the Mexican government invested heavily on converting 
the region from ‘unproductive’ forest frontier to developed farmland and agriculture, principally 
rice, cattle and chicle production.   
Much of this development was achieved by a system of land tenure based on communal land 
ownership and management. Areas of land could be designated as an ejido by the government and 
assigned to a group of ejidatarios, who had the rights to farm and develop the land indefinitely.  
This long history of local community management has been used as the basis for local community 
forestry institutions, with the aims of conserving and better managing the region’s remaining forests 
(Ellis and Porter-Bolland 2008). 
Within the region there are variations in the types of agriculture, access to alternative incomes (such 
as tourism) and forest management policies.  The underlying factors effecting rates and probability 
of deforestation (such as population pressure or land tenure) therefore differ in influence from area 
to area (Ellis and Porter-Bolland 2008).  There are several major protected areas in the region, 
including the Calakmul Biosphere Reserve, El Mirador National park and Tikal National Park. 
This area has been selected as the initial study area because it has sufficient levels of previous 
deforestation to analyse (and the corresponding geo-referenced dataset).  The high level of 
biodiversity in the area also makes the region a high priority for conservation.  One issue that makes 
this area particularly interesting is a major shift in government policies from an aggressive forest 
clearing scheme to an eco-tourism based approached.  This may have implications for prediction as 
the rate of deforestation at the start of the study period is likely to be higher than towards the end of 
the period.  This problem has also been noted in other studies in the region (Mas et al. 2004). 
 
2.2.2 Northern Madagascar 
Madagascar has been selected as a comparison study zone as, like Mexico, it has high levels of 
deforestation and is a priority for conservation due to the substantial number of endemic species 
(Allnutt et al. 2013).  There are several prominent causes of deforestation in the country including  
tavy (slash and burn farming) primarily for rain fed hill rice cultivation (McConnell et al. 2004), 
both legal and illegal logging of hardwoods, and mining (Allnutt et al. 2013).  Estimates of 
deforestation rates are generally considered inaccurate due to missing data caused by cloud cover, 
and also vary depending on the definition of forest (Agarwal et al. 2005).  
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Within Madagascar, elevation, road networks and population patterns have all been shown to be 
significant factors in predisposing a forest to clearing, with one explanation for this being the 
accessibility of the land for agriculture (Agarwal et al. 2005).  Prior land use in the surrounding area 
has also been shown as a strong predictor, along with distance to the nearest village (McConnell et 
al. 2004).  In at least one section of forest, slope has been found to have little significance on the 
chance of deforestation (McConnell et al. 2004). 
Madagascar has several REDD+ schemes in progress which allows the country access to funds for 
carbon credits for avoided deforestation or degradation (Allnutt et al. 2013).  Because of this, there 
is a need to establish a deforestation baseline, at both regional and national levels (Eckert et al. 
2011). Methods for achieving this have already been examined in several studies (Eckert et al. 
2011, Allnutt et al. 2013).  An accepted method for selecting a deforestation baseline, which centres 
around understanding the drivers involved is given in VCS (2012). 
Within Madagascar, the north-eastern province of Toamasina has been chosen as the study area.  
The province has an area of approximately 75,000 km
2
 (Agarwal et al. 2005) and consists of two 
main ecoregions, Madagascan lowland forest along the east and a section of Madagascan sub humid 
forests in the western part (WWF 2012).  Rainfall averages 224 days a year, with up to 3677 mm in 
a year (Eckert et al. 2011).  There were several established protected areas in the study area during 
the 1990-2005 time frame, including strict nature reserves (IUCN category Ia) such as Zahema,   
national parks (IUCN Category II) such as Mantadia and IUCN category IV areas (special reserves) 
such as Ambatovaky.  PAs range in size from 6 km
2
 to just over 400 km
2 
(UNEP-WCMC 2010).  
 
2.3 Availability of Geo-referenced Datasets 
 
Having access to relevant and good quality data is crucial to any studies that are based on a data 
driven analysis.  Large geo-referenced data sets, many based on remote sensing, are becoming more 
readily available, with geo-technology being hailed as one of the three mega technologies of recent 
times (Boyd and Foody 2011).  These new technologies have meant a change in the types of data 
available and a corresponding shift in the techniques available to researchers.  The progression of 
this is evident in the research.  Whereas earlier studies had to manually digitise maps to get 
information on deforestation (Mertens and Lambin 1997), more recent studies (Pijanowski et al. 
2002, Gaveau et al. 2009) have access to digital satellite data.   
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Another example of how information is becoming more readily available overtime is the data used 
within individual studies.  A longitudinal study requiring data from the 1950s may have to manually 
digitise aerial photographs to establish the forest cover in the 1950s, but for data after 1972, will 
have access to the digital Landsat imagery.  From 2000 onwards, the SPOT-4 vegetation data (a 
collaborative European effort to provide daily maps of vegetation cover via remote sensing)  is also 
available (Harper et al. 2007). 
 
2.3.1 Available datasets 
Many relevant georeferenced datasets are now becoming available to deforestation researchers.  
The most prominent change in recent years affecting the accessibility of remote sensing data is 
Google Earth, which allows researchers to develop applications and interfaces for their research that 
can be easily accessed by interested parties (Clark et al. 2010, UNEP-WCMC 2010).  This has been 
highlighted by the 2013 release of a dataset showing global forest loss from 2000 to 2012, which is 
now freely available on Google Earth (Hansen et al. 2013).   
Another major development in geo-referenced datasets is the World Database on Protected Areas 
(WDPA), which is maintained by the United Nations Environmental Program World Conservation 
Monitoring Centre (UNEP-WCMC).  The database is a global, geo-referenced dataset that details 
the location, IUCN category, date of declaration and other details on the world’s protected 
areas(UNEP-WCMC 2010).  There has also been a new, more interactive interface added to the 
database (protected planet) to allow members to access and update the data (UNEP-WCMC 2010). 
The alternative to the WDPA for studies requiring protected area information is locally available 
datasets supplied by local authorities in the study area (Gaveau et al. 2009). 
Of all the freely available global datasets, the Landsat satellite program has provided the longest 
continuously acquired collection of space based terrestrial observations.  The first satellite was 
launched in 1972 and the most recent satellite, Landsat 8, was launched in 2013 (NASA 2015).   
The Landsat TM and ETM images currently provide global data with a spatial resolution of 15 m x 
15 m for panchromatic band and 30 m x 30 m for three visible bands and three near and middle 
infrared bands (Wang et al. 2009).  The inclusion of sensors that detect short wave infrared have 
also proven valuable for characterizing deforestation (Cohen 2004).  Landsat data is frequently used 
in studies of deforestation, often for calculating slope and elevation variables at a resolution as fine 
as 90 m (Mas et al. 2004, Buchanan et al. 2008, Gaveau et al. 2009, Wang et al. 2009). 
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One important dataset derived from Landsat images by NASA’s Geocover project is the land use 
change data for southern Mexico that has been made available from Conservation International 
(CI).  The dataset is in raster format (28.5 m resolution) and maps forest lost between 1990 and 
2000, and between 2000 and 2005, where forest is defined as old growth forest, secondary and 
degraded forests and plantations (Vaca et al. 2012).  An equivalent dataset covering Madagascar 
exists from the same source (Allnutt et al. 2013), which includes an additional time step from 2005 
to 2010.  Similar data for other countries such as Tanzania, Peru and Bolivia are also available.  
A common approach to analysing the data gathered from remote sensing satellites such as Landsat 
is the integration of the remote sensing data with other complimentary information (Cohen 2004).  
Examples of the types of data that are often compatible with a Landsat analysis (in the sense that the 
data is suitably structured with a geo-referenced component) include protected area boundaries  
(Pijanowski et al. 2002, Gaveau et al. 2009) or local forest inventory data (Wang et al. 2009).   
Another  dataset, which is commercially available and has been used to verify the Landsat data is 
Quickbird (Buchanan et al. 2008), which is available at a resolution of 0.6 m.  At the other end of 
the scale, the MODIS satellite data is available at a coarser resolution (250 m) and can be used to 
fill gaps caused by issues such as cloud cover (Olander 2008).   
Numerous non-profit organisations make data available without charge for scientific or other non-
commercial purposes.  Natural Earth (NE), has published a large number of data sets with global 
coverage, including political boundaries and locations of populated places, ports and airports.   
These datasets give access to a number of variables that have been linked to deforestation, such as 
distance to nearest population of a certain size (Mas 2005, Andam 2008) as well as allowing 
researchers to control for political boundaries, such as states or countries that could differ in their 
policies.  Similarly, the World Wildlife Fund have produced a global map of the terrestrial 
ecoregions (WWF 2012), allowing researchers to take these into account.  This dataset has been 
used to identify and control for differences in deforestation rates between the different ecoregions in 
the Mexican study area (Vaca et al. 2012).  A global dataset of major roads is also available 
(mapAbility 2012).  While a useful reference, this dataset should be used with caution as the dates 
the roads were created are not given, meaning that it cannot be verified if the roads were in 
existence during the study period. 
As well as free information, it is possible to purchase data commercially.  As an example, The 
OakRidge National Laboratory offers a raster dataset at 1 km resolution giving the population 
pressure in each pixel (UT-Battelle 2013).  While the cost may prove prohibitive for some studies, 
the data is considered as high quality and the algorithms used to calculate the population pressure 
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make use of roads, populated areas (urban boundaries), and populated points (towns and villages). It 
has been used previously as a suitable dataset for population pressure when analysing  deforestation 
(Rogers et al. 2010).  One constraint on this data is that, like the road locations (mapAbility 2012), 
the population pressure data is for a recent time period, rather than when deforestation was 
occurring.   
While the datasets listed in this section are sufficient to provide a good overall picture of the type of 
information that is currently available, it is not an exhaustive list and new datasets are frequently 
being released.  All indications are that freely available geo-referenced datasets, such as those 
provided by Landsat and the WDPA, will continue to improve in quality and availability, resulting 
in an increase in high quality data.  Models that are able to provide some sort of automated 
approach to analysing these massive datasets are therefore likely to prove useful.   
 
2.3.2 Data characteristics  
The data used in predicting land use change has some general characteristics that dictate which 
models are suitable for conducting an analysis. Variables in geo-science are generally 
heterogeneous (some qualitative, some quantitative and even some time spectra) (Cherkassky et al. 
2006).  Missing information is also common, either within a dataset, such as gaps in satellite data 
caused by cloud cover (Harper et al. 2007) or entirely missing datasets for a desired variable, such 
as distance to settlement (Gaveau et al. 2009, Müller et al. 2011).  Modelling methods which are 
able to offer some form of uncertainty estimates despite these challenges are therefore likely to 
offer the best performance (Cherkassky et al. 2006).     
Given the amount of information that is available for each pixel to be analysed, it is not surprising 
that datasets required for modelling land use change tend to be very large (Cherkassky et al. 2006), 
and as the satellites recording the images continue to improve, there is likely to be more and more 
data available (Wulder et al. 2011).  Because of this, models which are less computationally 
intensive are often preferred (Mas et al. 2004, Vliet et al. 2009).  Although the constant and rapid 
increase in processing power is making this less of an issue, it is likely that the amount of data will 
also continue to increase.  One method used for reducing the size of the data sets (and thus the 
computation required) is to select a subset of points that can be used for training the models, rather 
than using the entire dataset. 
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Another key property of both the predictor and the response (target) variables is whether or not the 
data is discrete or continuous, keeping in consideration that continuous variables can often be 
represented in a discrete format, such as converting slope into categories based on suitability for 
agriculture (Mas et al. 2004).  Indeed, many continuous variables in ecological studies are by 
necessity categorised in the field during data collection (Higgs and Hoeting 2010).  When 
predicting deforestation, there is generally mix of continuous variables (such as slope, elevation or 
distance to roads) and discrete variables (for example soil type or dry season severity) from which 
to select. 
In addition to the structure of the variables, another common property of the data used in ecological 
studies is that it often has either a spatial or temporal component (or both) and whether or not a 
model is able to represent this will influence its suitability to the problem.  Models based on spatial 
transition (such as cellular automata or kriging) that are, by definition, designed to handle spatial 
information will likely perform well (Oñate-Valdivieso and Bosque Sendra 2010).  Machine 
learning algorithms can often be adapted by introducing spatial components to intrinsically non-
spatial algorithms by including them as input variables (for example, distance to roads) (Agarwal et 
al. 2005). 
 
2.4 Statistical and Machine Learning Approaches 
 
When analysing the connections between deforestation and its predictors, researchers have often 
relied on classical statistical approaches, such as linear or logistic regression (Ludeke et al. 1990, 
Mertens and Lambin 1997, Ewers 2008, Rivera et al. 2013).  However, the last decade or so has 
seen the emergence of studies branching out into the machine learning field (Mas et al. 2004, Basse 
et al. 2014).  Machine learning (ML), also referred to as predictive learning, is the capability of a 
computer program to acquire or develop new knowledge or skills (Raynor 2009).  There is often an 
overlap in distinguishing traditional statistical methodologies from ML techniques.  Consider for 
example the case of an artificial neural network (Section 2.4.2).  If it has no hidden nodes, this 
typical ML methodology becomes mathematically equivalent to logistic regression, a staple of 
classical statistics.   
One distinction that has been suggested between ML and statistics, is the focus for statistical 
methods are mainly causal, and models generally attempt to describe data and look for relationships 
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between variables.  In contrast ML methods place the emphasis on prediction (Shmueli 2010).  
Another more candid differentiation simply states that 'machine learning is statistics minus any 
checking of models and assumptions' (Ripley 2004).  While this view appears to have had some 
support (Breiman 2001), the two fields are increasingly being merged, such that the field of 
‘statistical learning’ is gaining prominence (Hastie et al. 2009).  
In this research we will consider the traditional statistical techniques to be the less complex 
regression algorithms such as generalised linear regression and generalised linear mixed models and 
refer to the more sophisticated models such as artificial neural networks, Bayesian networks and 
Gaussian processes as machine learning techniques.  Two separate types of ML problems can be 
distinguished.  In unsupervised learning, the model is presented with a set of data and required to 
look for patterns in the data (Hastie et al. 2009).  In supervised learning however, the data is split 
into target and predictor variables. The program is presented with a series of examples and is 
expected to learn the relationship between the target and predictor variables so that, when presented 
with a previously unseen test case, it is able to make a prediction of the target value.    
Many different techniques have been developed for supervised learning and while each method has 
different pitfalls and advantages, the overall goal remains the same; to approximate the response of 
the chosen system (Cherkassky et al. 2006).  Examples of a system in this context might be a 
hydrological system  (Oñate-Valdivieso and Bosque Sendra 2010)  a species habitat  (Kampichler et 
al. 2010) or model of tree mortality (Hasenauer et al. 2001).  To date, several ML methodologies 
have been used in environmental studies including Bayesian networks (Liedloff and Smith 2010) 
and artificial neural networks (Mas et al. 2004).  
Within machine learning, problems are defined as regression problems if the target (response) 
variable is continuous or else as classification for discrete targets.  This same distinction is made 
between linear (continuous) and logistic regression in the statistics field.  The various 
methodologies differ amongst themselves in the assumptions that they make, the types of data they 
work with, their computational efficiency and the type and interpretability of output they produce.   
As a result of this, the methods that are selected in any given study are often determined by the type 
of problem under consideration, the properties of the available data set and the objective of the 
research.  A detailed discussion of these factors and properties in the context of the results in this 
thesis is given in Chapter Eight.   
This thesis will focus on several techniques for classification from both the classical statistics and 
supervised learning fields, the theory for which will be discussed in the remainder of this section.  
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The techniques have been selected based on either their previous use in deforestation analysis, such 
as logistic regression (Ellis and Porter-Bolland 2008), generalised linear mixed models (Green et al. 
2013) and artificial neural networks (Mas et al. 2004), their successful application within the 
environmental management field, such as Bayesian networks (Aguilera et al. 2011), or their 
demonstrated potential to solve complex, nonlinear problems, such as Gaussian processes 
(Rasmussen and Williams 2006).  
 
2.4.1 Classical statistical techniques 
Regression forms the basis of many statistical algorithms and encompasses a range of methods for 
statistically analysing the relationship between variables (the use of the term regression in this 
context should not be confused with its use to described ML methods with continuous targets as 
used earlier in this section).  Regression has been successfully used to examine the correlation 
between deforestation and other geo-referenced variables (Ludeke et al. 1990, Gaveau et al. 2009, 
Müller et al. 2011).   
The basic formula for linear regression is given in Equation 2-1: 
 
𝑌 = 𝛽0 + ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1 + 𝜀         Equation 2-1 
 
- 𝑌  is the continuous target (or response) variable being predicted (for example, the percent 
of an area that is predicted to be deforested) 
-  𝛽𝟎  is the intercept, (referred to as the bias in ML).   If the function is graphed, the intercept 
is the point on the Y axis where X = 0 
- 𝑋 is the input vector (the values for each variable we are including) 
- 𝑝 is the dimensionality of input vector 𝑋 (the number of predictor variables included in the 
model) 
- 𝑋𝑗 is the value of 𝑋 at position 𝑗.  For example, if j=3 and slope was the third value in the 
input vector, then 𝑋𝑗  would be the value of slope for the sample point being considered. 
-  𝛽𝒋 is the regression coefficient.  In this study it can be interpreted roughly as a measure of 
the importance of each variable. 
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- 𝜀 is the additive random noise on the target value, generally assumed to have a Gaussian 
distribution.  In this research, an example of the random error might be the effect of cloud 
cover in determining whether or not a patch of land was classified as deforested. 
 
The formula therefore reads ‘the predicted value of the target variable equals the intercept plus the 
sum of each element of the input vector multiplied by its coefficient’.   An example would be: ‘the 
predicted percentage of deforestation in 2005 is equal to multiplying each factor by its relative 
importance and adding these values up’.  This formula can also be written as shown in Equation 2-
2: 
𝑌 = 𝛽0 + (𝑋1 ∙ 𝛽1  +   𝑋2 ∙ 𝛽2 . . .  +  𝑋𝑝 ∙ 𝛽𝑝) +  𝜀        Equation 2-2 
 
From this layout it can be seen that the predicted outcome is a result of the sum of each variable 
multiplied by its corresponding weight.   
While regression is still possible when  𝑌 is binary, (for example, deforested or not, as opposed to 
percentage of deforestation), the theory works slightly differently.  The first alteration is that rather 
than predicting the value of the target variable (0 or 1), we instead look to calculate the probability 
of the sample point being in either category (technically, it is the log odds which are calculated, but 
probabilities are easily derived from these).  This is done with the inclusion of a link function (logit 
transformation) to relate the target to the predictor variables (Hastie et al. 2009).  This modified 
function is given in Equation 2-3: 
 
𝑌 = 𝛽0 + 𝑔(𝑋1 ∙ 𝛽1  +   𝑋2 ∙ 𝛽2 . . .  +  𝑋𝑝 ∙ 𝛽𝑝)        Equation 2-3 
 
In this modified function, 𝑔 is the link function and ?̂? now represents the probability that that a 
sample point will fall into either category.  All other symbols are as per Equation 2-1.  The 
assumption that the relationship between 𝑌 and  ∑ 𝑋𝑗𝛽𝑗
𝑝
𝑗=1  is linear is dropped.  The inclusion of the 
link function, 𝑔, in Equation 2-3 means that this is now considered to be generalised linear model 
(GLM)  (Dalgaard 2008). 
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 Generalised additive models 2.4.1.1
Logistic regression can be further extended by substituting the regression coefficients (𝛽𝑗) for 
smoothing functions.  This generalised additive model (GAM) can be written as shown in Equation 
2-4: 
𝑌 = 𝛽0 + 𝑔(𝑓1(𝑋1)  +  𝑓2(𝑋2)  . . . 𝑓𝑝(𝑋𝑝))      Equation 2-4 
Where 𝑓 is an unspecified smoothing function and 𝑔 is still a link function which relates the target 
value to the predictors.  Rather than fitting one function to sum of the predictors, the model is now 
able to apply different functions to each variable. For example, the function relating slope to 
deforestation can be different from the function relating distance to roads to deforestation.   This use 
of individual smoothing functions rather than the more basic regression coefficients gives the 
models much more flexibility to solve complicated, nonlinear problems.  The additionally flexibility 
does however incur higher processing costs than a basic linear or logistic regression model, 
although the effects of this can be reduced via stepwise selection to reduce the number of included 
variables or the use of penalized regression splines (a type of smoothing function) to limit the 
search space (Wood and Augustin 2002).  
As with standard linear or logistic regression, a GAM is not able to take into account interactions 
between the variables unless this relationship is itself specifically included as a variable in the 
model.  For example, it cannot distinguish a difference in the correlation between road distance and 
deforestation inside or outside a PA.  Substituting the coefficients for a function also means the 
models are somewhat less interpretable than the standard models as the relative importance of each 
variable can no longer be easily determined. 
GAM functionality has been implemented in the mgcv R Package  (Wood and Augustin 2002) and 
more recently in the GLM package (R Core Team 2012).  This has made GAMs an accessible option 
for many studies.  They have been used frequently in environmental analysis research such as 
simulation of land use change (Brown 2002) examining the relationship between forest cover and 
population density (Vaca et al. 2012) and examining the effectiveness of protected areas (Green et 
al. 2013).   
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 Generalised linear mixed models 2.4.1.2
Generalised linear models, such as logistic regression or GAMs, can be further extended to 
generalised linear mixed models (GLMM) by including a random term (or effect) in the linear 
predictor (Breslow and Clayton 1993).  GLMMs are most easily understood with an example.  One 
of the original examples is an analysis of germinating seeds (Crowder 1978).  In this problem, 
numerous trials were carried out to examine seed germination rates.  Trials varied depending on the 
type of seed, the extract fed to the seeds and the strength of the extract.  It was observed that there 
was considerable variation between those trials where each of the manipulated variables were 
identical.  Thus it was concluded that some other random effect, outside of the scope of the study 
objectives, was affecting the trials.  In this example, this random effect on the trials was controlled 
for in the GLMM by including the trial number as a random effect in the model formula. 
GLMMs are often implemented in the R programming language (R Core Team 2012) using the 
LMER, nlme or glmmPQL routine in the MASS library (Ripley et al. 2013).  They have been 
applied to broad range of topics within environmental science such as the assessment of the link 
between forest loss and flooding (Bradshaw et al. 2007) where antecedent soil moisture regime was 
included as a random effect to correct for non-independence between countries due to similar soil 
regimes.  Other examples are studying the effectiveness of protected areas in Tanzania (with 
mountain bloc used as a random effect) (Green et al. 2013) and including site as a random effect 
when examining species richness and diversity of spiders in Northern Ireland (Fuller et al. 2014).  
In the one study that offered a comparison, it was found that the use of a GLMM over a GLM did 
not provide a significant improvement in the results (Bradshaw et al. 2007).    
 
2.4.2 Artificial neural networks 
The first ML method to be discussed is feed forward artificial neural networks (ANNs), which are a 
supervised learning method modelled on the human brain (Haykin 2009).  An ANN is constructed 
by linking input nodes to target output nodes via one or more layers of hidden nodes and weights.  
Without these hidden layers, an ANN is equivalent to either linear or logistic regression, depending 
on the output functions, and the formula presented in Equation 2-2 or 2-3 applies.  An illustration of 
a fully connected ANN is given in Figure 2-1. 
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Figure 2-1:  A fully connected ANN with a single hidden layer containing three nodes 
During training, the network is presented with a series of examples consisting of input variables and 
the output (target) value.  For each trial, the values for the input variables, in the form of an input 
vector, are passed to the network through the input layer.  These values are then processed by the 
second layer (the first hidden layer), where they are multiplied by the weights for each node and 
processed according to a sigmoidal activation function.  This function determines the output for the 
hidden node, limiting it to between 0 and 1.  The output from the hidden nodes is used as the input 
to the following layer (Haykin 2009).  This allows the model to take into account non-linear 
relationships as well as interactions between the variables.  In a context such as deforestation, where 
the problems are generally complex and non-linear, this gives ANNs a theoretical advantage over 
the classical statistical models described in the previous section. 
There are several algorithms that can be used during model training, including back propagation or 
Bayesian inference (Lek and Guégan 1999).  Further design decisions include the learning rate and 
the number of hidden nodes and layers.  Although ANNs often perform well on complex, non-linear 
problems (Lek et al. 1996), a key disadvantage is that they are unable to provide direct insight into 
the relationships between each of the variables in the input vector (Mas et al. 2004).   Despite this, 
there have been some attempts to glean information from the ‘black box’ and gain an insight into 
the relative contribution of the various inputs (Gevrey et al. 2003, Olden et al. 2006).  ANNs are not 
inherently set up to deal with missing values in datasets, although this can be overcome during the 
pre-processing stage of data by imputation (e.g. making an estimation of the variable value based on 
the mean of the other examples in the dataset).  Recent work has also looked at incorporating prior 
domain knowledge to improve the performances of the trained network (Olden et al. 2006).    
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In terms of practical applications within ecology, ANNs have been used to model a range of 
complex problems including predicting tree mortality (Hasenauer et al. 2001), hydrological 
modelling (Chon and Park 2006) and estimating biodiversity (Oñate-Valdivieso and Bosque Sendra 
2010).  They have also been applied with some success in spatial analysis of deforestation when 
taking into account proximity to roads and settlement, slope, elevation, soil type and protected 
status (Mas et al. 2004) and more generally to model land use change (Pijanowski et al. 2002).  In a 
comparison against standard regression techniques, ANNs have outperformed multiple regression to 
predict the density of juvenile brown trout given a range of environmental variables, likely due to 
the ability to learn from non-linear relationships (Lek et al. 1996). 
 
2.4.3 Bayesian networks 
A Bayesian network is a graphical model that takes a probabilistic approach to represent 
relationships among variables (Fenton and Neil 2013).  At the core of the approach is Bayes 
theorem, which incorporates prior knowledge of the situation and joint probabilities to estimate the 
probability of a hypothesis given the evidence.   
Bayes theorem, given in Equation 2-5, states that for the hypothesis (H) and the evidence (E): 
 
𝑃(𝐻|𝐸) =
𝑃(𝐸|𝐻)×𝑃(𝐻)
𝑃(𝐸)
                    Equation 2-5 
 
Thus the conditional probability of H (the probability of hypothesis, H, occurring given evidence, 
E) can be calculated based on the conditional probability of E, (shown as P(E|H), and the prior 
probabilities for the occurrence of  H (written as p(H)) and E (written as P(E)) (Fenton and Neil 
2013).  By incorporating the prior probability into the equation it is possible to take into account the 
prior beliefs of how likely it is that the event will occur.   
As an example, consider the problem where we want to know the probability a particular patch of 
forest being deforested given its elevation (note that other factors will of course come into play, but 
these are assumed to remain constant for the point of this simplified example).   Assume we know 
that the rate of deforestation is 5 % (0.05) and that 20 % (0.2) of our study area is above 1000 ft.  
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We also know that 8 % of deforestation occurs at this higher altitude.  Using the hypothesis (H) that 
deforestation will occur gives us the following values: 
P(H) = Probability of deforestation = 0.05 
P(E) = probability of being above 1000 ft  =  0.2 
P(E|H) = probability of being over 1000ft if deforested = 0.08   
According to Bayes theorem, we can calculate the probability of deforestation as follows:  
𝑃(𝐷𝑒𝑓𝑜𝑟𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛|𝐻𝑖𝑔ℎ 𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛) =
0.08 × 0.05
0.2
=  0.02 
Conversely, if we wish to calculate the probability of deforestation at the lower elevations, the 
numbers are now: 
P(H) = Probability of deforestation = 0.05 
P(E) = probability of being above 1000 ft  =  0.8 
P(E|H) = probability of being less than 1000ft if deforested= 0.92 
Which, when added to the formula gives:  
𝑃(𝐷𝑒𝑓𝑜𝑟𝑒𝑠𝑡𝑎𝑡𝑖𝑜𝑛|𝐿𝑜𝑤 𝐸𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛) =
0.92 × 0.05
0.8
=  0.0575 
Thus using Bayes theorem in this simplified example we can calculate the probability of land above 
1000ft being deforested as 2 %, and the probability of deforestation below this level at just under 
6%. 
Each variable in a Bayesian network model is represented as a node in an acyclic graph, along with 
all its allowable states.  The nodes are connected by edges which describe the directional 
dependency of the relationship (Fenton and Neil 2013).  An example network is given in Figure 2-2. 
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Figure 2-2: An example Bayesian network implemented in the Netica software package (Norsys 
Software Corp 2013) for predicting the forest state in a future time period based on various 
relevant factors 
 
In this example, the forest persistence node is directly affected by its three parent nodes (nearest 
forest, accessibility and nearest deforestation).  One of these parent nodes (accessibility) is further 
influenced by its parent nodes (the grandparents of the forest persistence node).  Each node has a 
corresponding conditional probability table (CPT) that gives the probability of that node being in a 
given state for each of the possible states of its parent nodes.  For parentless nodes, the CPT 
represents the probability distribution of that node (Fenton and Neil 2013).   
Key benefits of Bayesian networks are the ability to deal with uncertain or missing data and a clear, 
graphical output of the relationships between the variables (Uusitalo 2007).  The graphical nature of 
BNs makes them an ideal choice in situations where understanding the major influences on a given 
variable is a key objective (Marcot et al. 2001).  Another advantage of Bayesian networks is that 
prior expert knowledge can be easily incorporated (Bashari et al. 2008).  Because of this flexibility 
to incorporate both expert driven and data driven design, as well their graphical layout, BNs are 
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suitable to a wide range of problems, including modelling or describing a system, use as a decision 
support system and for simplifying and visualising the outcome from more complex models 
(Castelletti and Soncini-Sessa 2007).    
A key consideration when designing a BN, and one which is often listed as a significant limitation, 
is that all continuous variables require discretisation (Uusitalo 2007, Landuyt et al. 2013).  The 
choice of discretisation method has in some cases been found to influence the sensitivity to the 
input variables and effect overall model performance (Marcot et al. 2001).  If the discretisation is 
too fine, the model may not have sufficient data to learn the complete CPT for a node, too coarse 
and the network may be unable to learn from the trends in the data.  A second limitation is that, as 
BNs are a direct acyclic graph, they unable to take into account feedback loops that could occur 
between different components of a system (Uusitalo 2007, Landuyt et al. 2013), although this could 
also be said of the other methodologies discussed. 
Recently there have been moves to expand Bayesian network methodologies by combining them 
with evolutionary approaches (Aitkenhead and Aalders 2009) or using them in conjunction with a 
process model  (Bashari et al. 2008, Liedloff and Smith 2010).  These combined techniques have 
retained many of the benefits of Bayesian networks, such as the graphical design and the ability to 
deal with uncertainty, while eliminating some the drawbacks such as the lack of feedback caused by 
the unidirectional connections between nodes.   
The standard Bayesian network design can also be expanded to facilitate the temporal dimension of 
many typical ecological issues.  One proposed method for this is to base the design of the network 
on a state transition model, and have each possible state (in the example of deforestation, this would 
correspond to “forest” and “not forest”) defined as a node with the possible transitions from that 
state as values that of that node (Bashari et al. 2008).  An additional node is included for the current 
state, having as its possible values each of the allowable states.  Nodes are also included for each of 
the factors influencing the possibility of each transition.  The resulting model is able to depict the 
likelihood of any particular state transition.  A time frame node can also be included to allow for 
modelling of different timeframes (Liedloff and Smith 2010).   
Another approach put forward for representing changes over time is to use dynamic Bayesian 
networks.  A dynamic Bayesian network has the advantage that it explicitly models the next state of 
the system, however, they are unable to take into account the real-world restrictions on certain state 
changes (Nicholson and Flores 2011).  As with standard Bayesian networks, dynamic Bayesian 
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networks can also be combined with state transition models to iteratively model the state transitions 
over several time periods (Nicholson and Flores 2011). 
Work has also been done combining Bayes theorem and linear regression to examine the correlation 
between deforestation and other variables using Bayesian regression (Agarwal et al. 2005).  While 
computationally expensive, this was found to deliver a more interpretable model than linear 
regression on its own.  Bayesian networks have further been combined with process models to take 
advantage of the benefits of each (Liedloff and Smith 2010).  In both these instances, the integration 
with Bayesian techniques provided a model better able the deal with uncertainty, such as missing 
data. 
The versatility of BNs has led to their use in a large number of environmental management 
problems.  Some examples include their use as a communication tool for the analysis of landholder 
management of native vegetation (Ticehurst et al. 2011), a modelling tool for fish and wildlife 
species populations (Marcot et al. 2001) and the influences on successful uptake of reforestation 
projects in China (Frayer et al. 2014).  Another example is their use as a decision support system to 
identify suitable translocation sites for an endangered kingfisher species (Laws and Kesler 2012). 
 
2.4.4 Gaussian process 
A Gaussian process (GP) model is a supervised learning methodology closely related to the well-
established technique of kriging in geostatistics (Hastie et al. 2009), and can be described as a 
probability distribution on a space of functions (Mackay 1998). GPs utilise Bayes theorem, with the 
prior probability represented in a co-variance function between pairs of data points (also known as 
the kernel), which is defined by its mean and distribution (Rasmussen and Williams 2006).  This 
prior probability represents the prior beliefs regarding the form of the relationship between the 
predictor values and response values and puts a distribution over the set of functions to be 
considered during the training phase.   
As example data is provided to the model during training, Bayes theorem is used to convert the 
prior distribution into a posterior distribution over functions.  This typically narrows the range of 
possible functions based on which ones are a feasible fit for the data.  A GP is defined by its mean 
and variance (i.e. the mean and variance of the probability distribution over the possible functions).     
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The mean function for a given sample point, i, can be calculated using Equation 2-6 (Rasmussen 
and Williams 2006). 
𝑓?̅? = 𝑘𝑖
𝑇 (𝐾 + ơ𝑛  
2 𝐼)−1𝑦       Equation 2-6 
Where: 
-  ?̅?𝒊  is the mean function for sample point i. 
- 𝑲 is the covariance matrix containing the covariance functions for each sample point in the 
dataset with every other sample point 
-  𝒌𝒊
𝑻 is the transposed vector of covariance functions for sample point i and every other 
sample point (i.e. the i
th
 row from matrix K)  
- ơ𝒏  
𝟐  is  a noise variance (equivalent to the additive random noise on the target value in 
Equation 2-1) 
- 𝑰 is the identity matrix 
- 𝒚  is the vector of target values (values of the response variable)  
 
The associated variance is calculated by Equation 2-7. 
𝕍[𝑓𝑖] = 𝑘(𝑥𝑖 , 𝑥𝑖) −  𝑘𝑖
𝑇 (𝐾 + ơ𝑛  
2 𝐼)−1 𝑘𝑖      Equation 2-7 
Where: 
-  𝒌(𝒙𝒊, 𝒙𝒊) is the covariance function of the i
th
 sample point with itself 
- All other variables as per Equation 2-6 
 
A key difference between an ANN and a GP is that whereas a neural network outputs a single 
function from which to calculate the probability of deforestation given the predictors, a GP outputs 
a distribution over functions that may describe the data.  This allows the GP to be more flexible 
when calculating the value of the response variable.   
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To illustrate this, consider Figure 2-3, which depicts a neural network output.  
 
Figure 2-3: The output of an ANN is a function (f) (shown in blue) relating the response variable 
(y) to the predictors (x).   
 
The figure shows that for a given value, i, of x, the function learnt by the ANN (f) gives the 
predicted value of y (e.g. percent deforestation).  A GP, in contrast, calculates a probability 
distribution of functions and is then able to calculate the value of the response variable (probability 
of deforestation) for a given input based on the most likely function (rather than predicting the value 
of y based on a single function).  This is represented in Figure 2-4. 
 
Figure 2-4: Representation of a GP output
1
.  The blue line represents the average value of the 
functions which is learnt during training.  The value of the response variable (y) is calculated from 
this average function.  
                                                 
1
 Image generated based on code from Rasmussen, C. and Nickisch, H. (2015, 23/03/2015). "Documentation for GPML 
Matlab Code version 3.5."   Retrieved 02/07, 2015, from 
http://www.gaussianprocess.org/gpml/code/matlab/doc/index.html. 
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GPs are therefore able to calculate the value of y based on the most likely function by using 
probability distribution of all the possible functions.  From this, they are able to map the surface for 
all possible values and create a risk map.  An example is given in Figure 2-5. 
 
Figure 2-5: An example of a GP surface risk map, with red indicating high risk areas and blue 
representing low risk areas. 
 
For classification problems, for example where we would like to predict the whether or not an area 
will be deforested (discrete response variable), rather than the percentage of deforestation 
(continuous response variable), GPs model the probability that the response variable will fall into 
each class (Rasmussen and Williams 2006).  In the previous example, this equates to giving the 
probability that the target area around a sample point will be deforested.  As with the conversion of 
linear regression to logistic regression, converting a GP from regression to classification is achieved 
via a response function, which limits the allowed range to be between 0 and 1 (Rasmussen and 
Williams 2006). 
Like ANNs, GPs are able to take into account the relationships between the predictors, but they are 
less restricted in their search space and less prone to overfitting.  It has been shown that as the 
number of hidden units in an ANN increase towards infinity, their properties are equivalent to a GP 
(Neal 1996).  GPs are comparable to many ML algorithms, in that they are well suited to analysing 
complex non-linear relationships (Rasmussen and Williams 2006).  They are able to express 
confidence in their predictions by showing variance of the predicted mean (Likar and Kocijan 2007) 
allowing inferences to be made on the reliability of individual predictions.   
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In terms of predictive ability, they have been found to out-perform ANNs, however they are 
computationally demanding and because of this, are less suitable for large data sets (greater than 
1000 points) (Mackay 1998).  While no examples have been found of GPs (or kriging) being used 
to predict deforestation, their application to spatial problems within ecology has been demonstrated.  
Examples include modelling placement of PH sensors in rivers (Krause 2007) and predicting stream 
health (Higgs and Hoeting 2010) using GPs, and estimating spatial distribution of forest biomass 
using kriging techniques (Sales et al. 2007, Galeana-Pizaña et al. 2014).  
 
2.5 Alternative Approaches to Analysing Land Use Change 
 
When applied to a land use change analysis (such as deforestation prediction), the supervised 
learning methods listed in Section 2.3 can be grouped together as regression type approaches 
(Pijanowski et al. 2002).  In this context, regression refers to the models use of supervised learning 
to establish a relationship between a range of variables and the probability of land use change 
(Theobald and Hobbs 1998).  Two alternative approaches, which will be briefly discussed in the 
following sections, are spatial transition models and covariant matching techniques. 
 
2.5.1 Spatial transition models 
Spatial transition based models of land use change, such as cellular automata (CA), specifically take 
into account the properties of nearby cells in attempting to predict the state transition of the target 
cell (Oñate-Valdivieso and Bosque Sendra 2010).  They are based on the principle that changes in 
land use are spatially related to the land use in the surrounding area, and that this influence is larger 
the closer that area is (Vliet et al. 2009).  Each pixel has a defined neighbourhood of surrounding 
pixels that can be separated into zones based on their distance from the centre pixel.   The predicted 
value of a pixel in the following time period is then predicted based on the current values of the 
other pixels in its neighbourhood, with zones closer in having a higher impact than those further 
out.  This method allows models to represent the relationship between land use change and the 
surrounding landscape patterns and spatial interactions (Veldkamp and Lambin 2001).  
In many cases spatial transition models are combined with ML algorithms, the latter governing the 
transition from one land use to another (Pijanowski et al. 2002, Oñate-Valdivieso and Bosque 
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Sendra 2010).  ANNs have been successfully used to decide on the cell transitions from one land 
use to another in a cellular automata model, taking into account both the value of the neighbouring 
cells and spatial features such as slope and distance to roads (Basse et al. 2014).  Another example 
found that cellular automata models driven by an ANN were able to predict both the area, and to 
some extent the quantity, of expected land use change for wetlands (Qiang and Lam 2015) .    
 
2.5.2 Covariant matching 
Another method that has been used to analyse the factors leading to deforestation is to use covariant 
matching techniques (Gaveau et al. 2009, Deng et al. 2011).  In covariant matching, pixels are split 
into two groups based on the variable of interest, such as protected status (Gaveau et al. 2009) or 
distance to roads (Deng et al. 2011).  Pixels in the study group (for example, those in a protected 
area) and matched with an equivalent pixel in the control group (e.g. those not within a protected 
area).  In this way the relationship between the independent variable (in this example protected 
areas) and the dependent variable (deforestation) can be examined.  Pixels are deemed equivalent if 
they share the same or similar values for selected properties (for example slope or elevation).  These 
properties represent the confounding variables.  This technique has proven to be more effective than 
a simple linear regression model in certain instances (Deng et al. 2011). 
 
2.6 Expected Performance 
 
Given the range of approaches and objectives for studying deforestation, it is perhaps unsurprising 
that there is an assortment of metrics available to evaluate model performance.  A common 
approach for evaluating land use change models is to derive metrics from the confusion matrix, 
which takes into account the actual and predicted land use value for each sample point (in this case 
forest loss or forest persistence).  Many studies on land use change, particularly those that utilise 
state transition models, have more than two possible land uses (for example, forest, urban, 
agriculture).  In these cases, the confusion matrix is often extended to include each of the possible 
land uses and the number of correct and incorrect predicted transitions for each combination (Basse 
et al. 2014, Qiang and Lam 2015).   
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The confusion matrix as applied to a binomial classification problem predicting forest loss vs forest 
persistence is given in Figure 2-6.  
    Actual Value 
    
Recorded 
Deforestation 
Recorded 
Persistence 
Predicted 
Value 
Predicted  
Deforestation 
True positive 
(TP) 
False positive 
(FP) 
Predicted 
Persistence 
False negative 
(FN) 
True negative 
(TN) 
 
Figure 2-6:  Confusion matrix as applied to binomial classification problem of deforestation 
 
From this confusion matrix, five widely used metrics can be derived.  These are overall accuracy, 
sensitivity, specificity, the true skill statistic (TSS), and Cohens Kappa statistic (Kappa).  The 
formula for each is given in Table 2-2. 
Table 2-2: Metrics derived from confusion matrix where n is the total sample size. 
Metric Description Range Formula 
Overall 
accuracy 
Proportion of 
predictions that are 
correct 
0-1 
𝑇𝑃 + 𝑇𝑁
𝑛
 
Sensitivity 
Proportion of 
observed presences 
that are predicted 
correctly 
0-1 
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
 
Specificity 
Proportion of 
observed absences 
that are predicted 
correctly 
0-1 
𝑇𝑁
𝑇𝑁 + 𝐹𝑃
 
True skill 
statistic 
Combined Sensitivity 
and Specificity (a 
value greater than 0 is 
better than random, a 
value less than 0 is 
worse than random) 
-1, 1 Sensitivity + Specificity -1  
Cohen 
Kappa 
Statistic 
Compares the 
accuracy of the system 
to the accuracy of a 
random system. 
0-1 
 
2 ∗  ((𝑇𝑃 ∗  𝑇𝑁) – (𝐹𝑃 ∗  𝐹𝑁))
 (𝑁 ∗  (𝐹𝑃 +  𝐹𝑁))  +  (2 ∗  ((𝑇𝑃 ∗  𝑇𝑁) – (𝐹𝑃 ∗  𝐹𝑁))) 
 
 
As shown in Table 2-2, sensitivity quantifies omission errors (incorrect classification of 
deforestation or true positive rates) and specificity quantifies commission errors (incorrect 
classification of forest persistence or true negative rates).  An important point to note is that the 
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overall accuracy metric can easily be misleading.  If prevalence rates are 1 %, a model that predicts 
100 % absence will still be 99 % correct.   
Two slightly more sophisticated metrics that can derived from the confusion matrix are the Cohen 
Kappa statistic and the true skill statistic (Allouche et al. 2006), both of which combine sensitivity 
and specificity measures to offer a more representative overall metric of model performance.  
Although the Kappa statistic is widely reported as a measure of model performance (Pontius Jr et al. 
2001, Pan et al. 2010, Arekhi and Jafarzadeh 2014, Qiang and Lam 2015), it suffers from similar 
issues to overall accuracy with regards to prevalence rates.  It is sometimes therefore excluded from 
evaluation (Müller et al. 2011).  The true skill statistic, which has a greater resilience to these 
problems, has been suggested as an alternative (Allouche et al. 2006). 
The common drawback of metrics derived from the confusion matrix is that they rely on a defined 
and often arbitrary cut off point for class allocation (often 50 %) (Marcot 2012).  A workaround for 
this limitation is to use the area under the receiver operating curve (AUC) which takes into account 
the sensitivity and specificity across different thresholds resulting in a single metric that covers all 
possible threshold ranges (Lobo et al. 2008).  It has also been suggested as a suitable metric to use 
when the data is imbalanced (Haibo and Garcia 2009).  For ecologically studies generally, an AUC 
value of between 0.7 and 0.9 is considered a reasonable model, with a value greater than 0.5 being 
considered as better than random (Platts et al. 2008).  Despite resolving several flaws that exist in 
the other metrics, there are still several criticisms of the use of AUC, two of which are relevant in 
this context  
The first concern with AUC as a metric is that omission and commission errors are weighted 
equally  (Lobo et al. 2008).  This would be relevant in circumstances where, for example, 
underestimation of deforestation resulted in insufficient protection being offered.  To account for 
this, it has been recommend that sensitivity and specificity be reported alongside AUC whenever 
false negatives or false positives are not of equal importance (Lobo et al. 2008).  This approach was 
applied by (Platts et al. 2008) who used AUC,  generalisation error (proportion of errors that were 
false negatives) and proportion of explained deviance for model evaluation of generalised additive 
models.   
A second limitation is the lack of information about the spatial distribution of model errors (Pontius 
Jr and Schneider 2001).  This is particularly relevant when modelling deforestation as it means that 
it is not possible to determine if the model is performing consistently across the study area.  This 
was accounted for in this study by mapping the results of the final models.   A final issue with AUC 
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that is particularly relevant in ecological studies, where data are often unbalanced, is that it has been 
found to be sensitive to extreme prevalence rates (Maggini et al. 2006).  
Other evaluation methods are dependent on the methodology being used.  Studies using logistic 
regression models are also able to report R
2 
values of the models as metric of goodness of fit 
(Gaveau et al. 2009).   The R
2 
value is the total variation in the response variable that is explained 
by the model (Crawley 2013).   Studies including models that generate maps as an output can make 
subjective judgements on the similarity of the actual and predicted land use maps, as well as 
measuring the overall accuracy. 
The large number of methodologies, study designs and research aims makes comparing the results 
of deforestation studies difficult.  If the range of studies against which to possible compare is 
extended to also include land use models in general, it becomes even more problematic to find the 
relevant studies against which to judge the results of the models implemented for this study.  
Studies often  differ in how they define their response variables (Agarwal et al. 2005) and a study 
looking to assess protected area effectiveness (Mas 2005, Andam 2008, Gaveau et al. 2009) may 
not necessarily be comparable with one trying to understand the drivers of deforestation (Mas et al. 
2004, Pineda Jaimes et al. 2010, Deng et al. 2011).  Another common difference is whether models 
generate maps for the data they are trained on (Basse et al. 2014, Qiang and Lam 2015), or a future 
time step (Mas et al. 2004, Müller et al. 2011).  The sensitivity of prevalence rates for many 
commonly reported metrics such as Kappa and AUC also hinder a like for like comparison.   
Despite these variations, there are several studies in the literature that have both a similar design 
and have reported metrics than can be used to set a baseline for what would constitute a good 
model.  Mas et al. (2004) used ANNs to predict deforestation in a small area of the Mexican 
Yucatan from 1986 to 1991 using a network trained on 1974-1986 land use and other demographic 
variables and reported a Kappa coefficient of 0.34, and a 68 % accuracy level.  A similar study by 
Pontius et al. (2001) that looked at Costa Rica reported Kappa coefficients from 0.31 to 0.51.  In a 
Sumatran based study looking at the effects of protected area on deforestation, a logistic regression 
model trained and tested on the same time frame (1990-2000) managed an overall accuracy of 86.2 
% of the original observations, and an AUC value of 0.919 (Gaveau et al. 2009).   
More recently, in a Bolivian based study looking at the effects of mechanized agriculture on 
deforestation, models based on logistic regression trained on previous times steps achieved an AUC 
of between 0.92 and 0.96.  When model predictions were corrected for the known amount of 
deforestation, 38 % of the cells predicted as deforested were deforested in the actual data  (Müller et 
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al. 2011).  An Iranian study using ANNs with a Markov Chain Model implemented using 
commercial image processing software, reported an AUC of 0.96 and a Kappa value of 0.73 when 
predicting deforestation from 2001-2007 based on models trained on the previous time frame 
(Arekhi and Jafarzadeh 2014). 
Another study which used ANNs to calibrate a CA model in Europe to predict transitions from 
urban, industrial, agricultural or forest land use (trained and tested on data from 1990 – 2000) had 
an overall accuracy of 88.76 % when predicted maps were compared against actual land use.  The 
maps were also judged to be spatially similar (Basse et al. 2014).  This methodology was similar to 
efforts to model LULC changes of the Lower Mississippi River Basin between 1996 and  2006 by 
utilizing an ANN to calibrate a CA model (Qiang and Lam 2015), which achieved accuracy levels 
of over 90 % and Kappa statistics of up to 0.95.  Logistic regression has been used in India to 
predict forest lost in the following time step with an AUC value of 0.87 reported (Kumar et al. 
2014). 
 
2.7 Conclusions 
 
The range of motivations for deforestation analysis mean that there is unlikely to be a one size fits 
all solution in terms of methodology selection.  A key consideration in determining the suitability of 
a methodology will be whether or not the study in question requires information on which of the 
included factors are contributing to deforestation (either as a driver or a predisposing characteristic).  
The size of the region, as well as the types of variables selected (socio-economic, geographical, land 
use change etc.) will also impact the types of conclusions which can be drawn. 
While there is no one single variable or set of variables that provide a reliable predictor for 
deforestation in every circumstance, many of the predictors that consistently prove useful are 
available as part of free or low cost datasets.  The significant correlations between variables, as well 
as several studies indicating that there may be different possible variable subsets suggests that there 
is a possibility of creating a model that could manage a reasonable prediction with just these data.  
This would avoid the need to use high cost or difficult to obtain data, such as dynamic variables or 
local socio-economic data.  For example, it might be that there is sufficient correlation between 
distance to roads and more readily available variables such as slope, elevation and surrounding 
deforestation.  If possible this would greatly increase the general applicability of the model to a 
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range of situations where the resources are not available to obtain accurate data for the dynamic 
variables. 
There would appear to be a gap in the research looking at the predictive potential of the surrounding 
deforestation.  While numerous studies have looked at the distance to the nearest forest edge, only 
two studies were found that examined the role of the distance to the nearest deforestation (Ludeke et 
al. 1990, Müller et al. 2011).  Additionally, few articles were found that considered fragmentation 
of the surrounding forest, despite it being proven as a significant factor.  While the rate of 
surrounding forest loss has occasionally been considered, no studies could be found that take into 
account the extent of the loss and whether the amount of deforestation in the neighbouring space 
can be used as an indicator of future deforestation.  This may be due to the lack of datasets or 
processing power to date. 
Despite the popularity of classical statistical approaches for deforestation studies, given that a 
strictly linear relationship between the variables is unlikely, an algorithm suited to analysing non-
linear relationships may have a greater chance of achieving significant results.  Successful attempts 
to model the predictive factors of deforestation have already been made using neural networks (Mas 
et al. 2004, Arekhi and Jafarzadeh 2014).  No research was found that specifically analysed 
deforestation using Gaussian Process.  However, due to this technique’s ability to deal with both 
non-linear data and interactions between predictor variables, it has been identified as a suitable 
approach that could provide some new insight to deforestation researchers.  
The following chapter outlines which of the datasets discussed previously have been used in this 
research and how the chosen variables have been designed and implemented. It also covers the 
exploratory data analysis used to remove highly correlated variables, needed for avoiding 
multicollinearity in the models implemented in the subsequent chapters.  Sampling methods and the 
cross-validation design used for creating the training and testing data for the models are also 
explained. 
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3  Dataset Design and Analysis 
 
The selection of suitable predictors is crucial for any machine learning or statistical analysis, and as 
discussed in the previous chapter, there is no one set of drivers or predisposing factors that could be 
expected to predict or explain deforestation in every instance.  The variables chosen for this study 
are those that are both linked to deforestation in the literature and derivable from the available 
datasets.  This chapter outlines the definition and implementation of the selected variables, the 
sampling methods used to create the datasets for training and testing the models, and the results of 
the exploratory data analysis used to select the final variables for the Mexican and Madagascan 
study zones.  Attention is also given to an analysis of possible spatial autocorrelation in the data. 
 
3.1 Location of Study Zones 
 
Two sections of the Yucatan Peninsula were selected for the first parts of the study.  Their locations 
are shown in Figure 3-1.  Land use change and protected areas for these regions are given in 
Appendix One. 
 
Figure 3-1: Location of the two study zones in the Yucatan Peninsula  
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The location of the study region selected from Madagascar is shown in Figure 3-2. 
 
 
Figure 3-2: Location of the Madagascan study region (Toamasina state) 
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3.2 Variable Definition and Design 
 
Variables were derived from the following datasets, each of which will be described in further detail 
later in this chapter: 
- Conservation International land use change data (Vaca et al. 2012) 
- World Database on Protected Areas (UNEP-WCMC 2010) 
- World Wildlife Fund terrestrial ecoregions (WWF 2012) 
- Natural Earth populated places (NE 2013) 
- Natural Earth state boundaries (NE 2013) 
- Natural Earth river locations (NE 2013) 
- National Aeronautical Space Agency Landsat (Reuter et al. 2007) 
- MapAbility road location (mapAbility 2012) 
- OakRidge National Laboratory population pressure (Landscan) (UT-Battelle 2013) 
 
In order to generate the sample points, random points were generated overlaying the CI land use 
change dataset.  Sample points were restricted to forested areas of the study zones.  To avoid 
pseudo replication and minimise spatial autocorrelation, points were spaced a minimum of 250 m 
apart.  
 
3.2.1 Variable definitions 
In the initial design, the target (response) variable was simply the land use value (deforested or not) 
in the underlying raster cell of the CI dataset.  Early analysis of this method indicated that the 
prevalence rates of deforestation were low enough (less than one percent), that the amount of data 
required for the models to learn was prohibitive.  To reduce this effect, a target region was defined 
as a 500 m x 500 m square centred around each point.  The dependant variable was redefined to be 
whether or not deforestation occurred in this target area (Table 3-1).  Any sample points found to 
have no remaining forest in the corresponding target area in 2000 were removed from the study.  
The change in the size of the target zone from 30 m to 500 m is consistent with recommendations 
that a scale of several hundred meters is appropriate for land use change studies that span several 
years (Pijanowski et al. 2002, Müller et al. 2011).  It also allows for the land use to be analysed for 
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the actual area being predicted (e.g. forest fragmentation for the target region as opposed to the 
surrounding area). 
Predictor (independent) variables are defined in relation to either the target region, the sample point 
at its centre, or a defined surrounding neighbourhood (Figure 3-3). 
 
 
Figure 3-3:  Illustration of a sample point, target region and corresponding neighbourhood 
 
As no firm guidance was found in the literature on suitable neighbourhood sizes, neighbourhood 
variables were calculated for various neighbourhood areas, starting with a 700 m x 700 m square 
and approximately doubling in area each increment.  The resulting neighbourhood widths were 
approximately 700 m, 1 km, 1.4 km, 2 km, 3 km, 4 km and 5 km.   Correlations between the 
different sizes were then examined (detailed Section 3.4.2) and four discarded from further analysis.  
For proximity variables (such as distance to roads, city or forest edge), a maximum search radius of 
15 km was selected.  If the relevant feature was not found with this radius, a value of 15001 was 
allocated.  The full list of predictor variables and their definitions are given in Table 3-1.   
 
Target area 
Neighbourhood 
Sample point 
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Table 3-1: Definitions for predictor variables 
Dataset Variable Definition Justification 
Conservation 
International 
Land Use 
Change 
Deforestation 2005 Target variable. 1 if there is any deforestation in the 
target region between 2000 and 2005, 0 if not. 
 
X coordinate The X coordinate of the centre of the target region Accounts for spatial nature of 
deforestation 
Y Coordinate The Y coordinate of the centre of the target region Accounts for spatial nature of 
deforestation 
Distance to nearest 
deforestation in 2000 
The distance from the centre of the target region to the 
nearest deforestation. Value will be 15001 if no 
deforestation is found within 15 km 
Proven correlation with 
deforestation (Brown et al. 
2007, Müller et al. 2011) 
Distance to the nearest 
forest edge in 2000 
The distance from the centre of the target region to the 
nearest forest edge.  This will be a positive value if the 
point is within a forest (i.e. the distance to the forest edge) 
or negative if the point is outside a forest (i.e., distance to 
the nearest forest).  If no forest border is found within 15 
km, the value will be 15001.  
Areas toward centre of forest 
area are often less likely to be 
cleared  (McConnell et al. 2004, 
Mas 2005) 
Percentage of target 
region that is forested in 
2000 
The percentage of the known target region that was forest 
in 2000 (forested area in 2000/known target area)  
Equivalent of forest cover 
index, which was found to be 
relevant to chances of 
deforestation (Mas et al. 2004) 
Percentage of target 
region that is  
deforested in 2000 
Percentage of the total known target region that was 
deforested between 1990 and 2000  
No specific evidence, however 
considered likely to be 
significant based on 
significance of forest cover 
index and distance to nearest 
deforestation  
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Dataset Variable Definition Justification 
Conservation 
International 
Land Use 
Change 
Region edge density Edge density of the forest class in the target region. 
Representative edge metric. 
Fragmentation can increase 
chances of deforestation 
(Mertens and Lambin 1997, 
Mas et al. 2004).  
Representative metrics were 
selected from edge, sub 
division, isolation and shape 
metrics (McGarigal et al. 2012) 
Region landscape 
division index  
Landscape division index of the forest class in the target 
region. Measures sub division. 
Region proximity index 
distribution  
Proximity index distribution of the forest class in the target 
region.  Measures isolation.  
Region fractal index 
dimension  
Fractal index dimension of the forest class in the target 
region.  Representative shape metric.  
Percentage of known 
neighbourhood that is 
forested in 2000 
The percentage of the surrounding neighbourhood that was 
forest in 2000 (forest area in 2000/neighbourhood area) 
(excludes data from target region and unknown values). 
Equivalent of forest cover 
index, which has been found 
relevant (Mas et al. 2004). 
Percentage of known 
neighbourhood  that is  
deforested in 2000 
Percentage of the neighbourhood (as opposed to 
percentage of forest) that was deforested between 1990 
and 2000 (excludes data from target region and unknown 
values). 
No specific evidence, but likely 
to be significant based on 
significance of distance to 
nearest deforestation. 
Neighbourhood edge 
density 
Edge density of the forest class in the surrounding 
neighbourhood.  Excludes the area in the target region.  
Representative edge metric. 
Fragmentation can increase 
chances of deforestation 
(Mertens and Lambin 1997, 
Mas et al. 2004).  
Representative metrics were 
selected from edge, sub 
division, isolation and shape 
metrics (McGarigal et al. 2012) 
Neighbourhood 
landscape division 
index  
Landscape division index of the forest class in the 
surrounding neighbourhood.  Excludes the area in the 
target region.  Measures sub division. 
Neighbourhood 
proximity index 
distribution  
Proximity index distribution of the forest class in the 
surrounding neighbourhood.  Excludes the area in the 
target region. Measures isolation. 
Neighbourhood fractal 
index dimension  
Fractal index dimension of the forest class in the 
surrounding neighbourhood.  Excludes the area in the 
target region.  Representative shape metric. 
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Dataset Variable Definition Justification 
World 
Database on 
Protected 
Areas 
Protected The percentage of the target region that falls within a 
protected area (amount of protected area/total area). 
Protected areas have been 
shown to have a substantial 
effect on the probability of an 
area being deforested (Mas 
2005, Gaveau et al. 2009).  
 
 
Percentage of 
neighbourhood 
protected 
The percentage of the surrounding neighbourhood falling 
within a protected area (excludes data from target region). 
Main PA ID The ID number of the protected area (if any) containing 
the target region. 
IUCN category The IUCN category of the main PA.   
IUCN category 
(adjusted) 
Manually adjusted IUCN categories for PAs with no 
official category assigned in the WDPA.  Based on expert 
opinion. 
PA size The size of the main PA.   
Years protected The number of years the main PA has been declared.  
Maximum value is 15 years (length of the study period). 
Distance to nearest PA 
at start 
The distance from the centre of the target region to the nearest 
protected area edge in 1990.  This will be a negative value if the 
sample point is within a PA or positive if the point is outside a 
PA.  If no PA border is found within 15 km, the value will be -
15001 if the sample point is in a PA 15001 if it is outside a PA. 
Distance to nearest PA 
at middle of study 
The distance from the centre of the target region to the nearest 
protected area edge in 2000.  This will be a negative value if the 
sample point is within a PA or positive if the point is outside a 
PA.  If no PA border is found within 15 km, the value will be -
15001 if the sample point is in a PA 15001 if it is outside a PA. 
Distance to nearest PA 
at end 
The distance from the centre of the target region to the nearest 
protected area edge in 2004.  This will be a negative value if the 
sample point is within a PA or positive if the point is outside a 
PA.  If no PA border is found within 15 km, the value will be -
15001 if the sample point is in a PA 15001 if it is outside a PA. 
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Dataset Variable Definition Justification 
Landsat 
Digital 
Elevation 
Data 
Slope Median of slope in the target region. Proven potential correlation 
with chances of deforestation 
(Ludeke et al. 1990, Agarwal et 
al. 2005, Buchanan et al. 2008).  
Elevation Median of elevation in the target region. 
Standard deviation of 
slope 
Standard deviation of slope in the target region. Effective in showing 
smoothness of terrain (Hall et 
al. 2009), which contributes to 
accessibility (Gaveau et al. 
2007, Müller et al. 2011). 
MapAbility 
Road Dataset 
Distance to nearest road The distance from the centre of the target region to the 
nearest road. Value will be 15001 if no road is found 
within 15 km. 
Proven possible correlation with 
chances of deforestation  (Mas 
2005, Müller et al. 2011). 
Lanscan 
Population 
Data 
Population density 3 km The average population density of the 3 km x 3 km 
neighbourhood surrounding the target region. 
Population pressure has been 
found significant in several 
studies (Laurance et al. 2002, 
DeFries et al. 2010). 
Population density 1 km The population density of the 1 km pixel containing the 
centre of the target region. 
Natural Earth 
Distance to nearest city The distance to the nearest populated place. Proven possible correlation with 
chances of deforestation 
(Mertens and Lambin 1997, 
Mas et al. 2004, Andam 2008). 
State The state political boundary.  Used only as a control. Difference in governance or 
other feature may affect the 
changes of deforestation (Ellis 
and Porter-Bolland 2008). 
Distance to river The distance to the nearest river (Madagascar only).  If no river 
is found within 15 km, a value of 15001 is allocated. 
Proven possible correlation with 
chances of deforestation  
(Laurance et al. 2002). 
WWF 
Ecoregions 
Ecoregion The ecoregion containing the centre of the target area.  Used as 
a control in Mexico, but included as a variable in Madagascar 
due to variation in study region. 
No specific evidence, but 
ecoregion may be linked to 
difference in proximate causes. 
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3.2.2 Variable design and implementation 
All scripts for extracting the variables from the datasets were written in Python 2.6 and run using 
ArcMap 10.1.  The exception is the second stage of calculating the fragmentation variables, which 
was run in ArcMap 10, as grids created in ArcMap 10.1 are not compatible with version 4.1 of the 
Fragstats software (McGarigal et al. 2012).  For this section, variables have been grouped according 
to the dataset that they are derived from. 
 Conservation International land use change dataset 3.2.2.1
The CI land use change dataset (Vaca et al. 2012) is in a raster format at 28.5 m resolution.  Each 
pixel in the layer has a three part land use value indicating the land use in 1990, 2000 and 2005.  
Possible land use values are:  
- Forest 
- Non-forest 
- Water 
- Cloud 
- Mangrove 
 
The CI dataset of the Mexican Yucatan Peninsula is illustrated in Figure 3-4.  
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Figure 3-4: Image of the Conservation International land use change dataset 
 
3.2.2.1.1 Target value 
Using the clip function in ArcGIS, a 500 m x 500 m raster layer was created centred around each 
sample point.  These rasters became the target regions.  The target (response) variable, defined as 
whether or not there is any forest lost in the target region from 2000 to 2005, was calculated by 
summing the number of 28.5 m cells in the target region that were known to be forested in 2000 and 
then subsequently not forested in 2005.  If no deforested pixels were found, then the target is 0, 
otherwise it has a value of 1.    
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3.2.2.1.2 X and Y coordinates 
These are the geographic coordinates of the point at the centre of the target region, added using a 
standard arcpy.AddXY_management call in a Python script. 
3.2.2.1.3 Nearest forest edge 
This variable represents the distance in meters from the centre of the target region to the nearest 
forest edge in 2000.  If the centre is within a forest, the value is positive.  If the sample point is 
outside of a forest, it has a negative value.  If the edge of the forest was not found with the 15 km 
search range (meaning that the point is well within the forest), the maximum value was assigned 
(15001).   As any target regions without forest were removed prior to this step, there were no 
sample points that were further than 500 m outside a forest. 
To calculate the distance to the nearest forest edge, the land use change layer was converted from a 
raster to a polygon feature class.  A second polygon layer was then derived from this land use 
change polygon feature class by extracting all polygons that were forested in 2000 or 2005 (this 
allows for sample points whose land use value is unknown in 2000, but forested in 2005 to be 
counted).  For sample points outside a forest, a near analysis was then used to calculate the distance 
from the point to the nearest forest polygon, which was then converted to a negative number.  For 
sample points within a forest, a near analysis was conducted on a line version of the forest polygon 
layer.  A line file was required at this point as it is not possible in ArcGIS 10.1 to find the distance 
from a point to the edge of the polygon containing it. 
3.2.2.1.4 Nearest deforestation in 2000 
The distance to the nearest deforestation was calculated using the same methodology as the distance 
to the nearest forest edge.  A Python script executed a ‘select analysis’ on a deforestation polygon 
layer that had been previously created from the land use change raster.  This function selected all 
polygons that were known to have been deforested between 1990 and 2000.  A near analysis was 
run for each sample point to calculate the distance to the nearest polygon.  If no deforestation 
polygon was found within the 15 km search area, the maximum value of 15001 was assigned.  
3.2.2.1.5 Percentage of forest  
The percentage of forest is the percentage of the known pixels in the neighbourhood or target area 
that were forested in 2000.  Pixels within the target area were excluded when calculating values for 
the neighbourhood.  This value was calculated using the formula: 
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Percent forest = Total forest / (Total forest + Total deforestation + Total not forest) 
Where Total deforestation is the count of pixels converted from forest to not forest between 1990 
and 2000, Total forest is the number of pixels that are known to be forest in either 2000 or 2005 and 
Total not forest is the number of known, land based pixels that were not forested in 1990, at the 
start of the study period.  The sum of these three totals is the total number of known, land based 
pixels in the area under consideration. 
3.2.2.1.6 Percentage of deforestation 
The percentage of deforestation is the percentage of the area (either target region or neighbourhood) 
that was converted from forest to non-forest between 1990 and 2000.  To calculate this, the 
percentage of forest that was lost was calculated using the same total counts as for the percentage of 
forest, but with the formula: 
Percentage deforestation = Total deforestation / (Total forest + Total deforestation + Total  not 
forest) 
As with all the neighbourhood variables, when calculating values for the percentage of 
neighbourhood deforested, totals from the target region were subtracted prior to the percentage 
calculation.    
3.2.2.1.7 Fragmentation metrics 
For this research, although there are several different land uses within the datasets, (forest, not-
forest, recently deforested, water, etc.), we are actually interested in just two different classes; forest 
and not forest.  The focus can then be shifted toward looking at the fragmentation characteristics of 
the remaining forest in 2000.  There are two ways this can be implemented.  The first is to apply an 
input mask on the data to re-classify all the various land uses that are not forest as a single “non-
forest” class and then apply landscape metrics.  The disadvantage with this is that metrics will not 
be able to be interpreted in terms of the forest class.  For example, a map with only a few patches of 
forest will have the same edge density as a map with a few patches of non-forest, despite the crucial 
difference for this study.  The other, preferred option is therefore to use class level metrics to 
calculate the fragmentation attributes specifically for the forest land use class.  This is the approach 
that has been taken.  
Within the data there are some pixels that have unknown land use (generally due to cloud cover).   
In Fragstats, one way of representing these pixels is to reclassify them as background (McGarigal et 
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al. 2012).  Background values can be either interior background (represented as values greater than 
zero), or exterior background (encoded as numbers less than zero).  Interior background is included 
when calculating total landscape area, thus affecting any metrics which utilise this total.  The 
alternative, exterior background, is considered to be outside the landscape, and therefore will not 
have an effect on area based metrics.  Both interior and external background will have an effect on 
edge based metrics.   
Landscapes analysed by Fragstats may have a landscape border included (McGarigal et al. 2012).  
If no landscape border is included, edge segments on the boundary will be treated the same as 
background patches.  Borders are not considered as part of the landscape and as such, will not be    
included when calculating total area.  They are however important for core area, edge contrast, and 
aggregation metrics.  Inclusion of a landscape border is particularly important for edge metrics 
when landscapes are small in extent and relatively homogenous (McGarigal et al. 2012).   
The selected fragmentation metrics for this research are all configuration metrics at the class level, 
as we are interested only in the configuration of the forested areas.  Representative metrics were 
chosen from patch edge/area, patch shape complexity, aggregation, subdivision and isolation.  No 
metrics were selected from core area or contrast, as these are more relevant to habitat studies.  
Contrast metrics would only be relevant in the current study if, for example, different types of forest 
are specified (such as primary vs. secondary forest).  Composition metrics, such as how much of the 
landscape is forested, are already accounted for in this study by other input variables calculated 
outside Fragstats e.g. forest cover index (percentage of forest cover).  Metrics were selected based 
on guidance and information given in the Fragstats manual (McGarigal et al. 2012). The 
configuration metrics that have been selected are: 
- Edge density 
- Landscape division index (measures sub division) 
- Proximity distribution index (measures isolation) 
- Fractal index dimension (representative shape metric) 
 
Values for the fragmentation metrics were calculated using the Fragstats software (McGarigal et al. 
2012).  The analysis was conducted using the eight cell neighbour rule and with the search radius 
for the proximity index set to 15000.   In order to analyse the landscape based on the forest class, 
the known land use values for the study segment were reclassified in ArcGIS as either forest (1) or 
not forest (2) based on the land use values in 2000.  A fragmentation analysis was then carried out 
for the target region and each of the various neighbourhood sizes. 
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For the target region values, a border region of 150 m out from the edge of the target region was 
created and reclassified as either -1 for forested pixels, or -2 for non-forested pixels.  The negative 
value indicates to the software that these should be processed as external background cells, which 
are not counted directly when working out the fragmentation metrics, but are relevant for edge 
metrics.  The raster grid was then processed in Fragstats, which returned the values for each of the 
four variables.  For the neighbourhood variables, a border region of 150 m out from the edge of the 
region was created and reclassified as either -1 or -2 in the same way as for the target region.  The 
target region was then itself reclassified as background, as it was not included in the analysis.  In all 
cases, unknown pixels were reclassified as -5.  An example reclassification is shown in Figure 3-5. 
 
Figure 3-5:  Reclassification process for calculating rasters used in the fragmentation analysis 
For the third study region in northern Madagascar, where there is a much higher prevalence of 
unknown values, fragmentation variables were implemented as per the methodology used on the 
same dataset in Harper et al (2007).   In this adjusted reclassification, any unknown values that were 
forested in the previous time step were reclassified as forest, rather than unknown.  The intended 
effect of this assumption is to gain a more accurate picture of the landscape.  For example, a forest 
with many patches of cloud cover would be rated as highly fragmented when it is actually 
continuous. 
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 World database on protected areas  3.2.2.2
The WDPA is a polygon layer of the world’s protected areas and has been used to calculate several 
variables for this study.  Although the database is frequently updated, this research used the version 
downloaded in 2010 throughout the entire study.  A section of this data overlaid on the CI land use 
change data is illustrated in Figure 3-6. 
 
 
Figure 3-6: A segment of the World Database of Protected Areas for the Yucatan Peninsula, as 
downloaded in 2010  
3.2.2.2.1 Percent protected 
Percent protected is the percentage of the area (either target region or neighbourhood) that was 
protected in 2004.  In order to calculate this, the WDPA polygon class was filtered to remove all 
protected areas declared after 2004.  This was then converted to a raster feature class, snapped to CI 
land use change data, and with the same resolution (28.5 m).  The target zone around each point 
was clipped to form a new raster, whose grid values were summed to give the total number of cells 
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in the target zone that are protected.  This was then divided by the total number of cells in the target 
zone.  The same procedure was used for the neighbourhood version, except that the target values 
were subtracted from the totals before the percentage values are calculated. 
3.2.2.2.2 Main PA ID/PA area 
The main protected area is whichever PA covers the most pixels (i.e. has the highest count in the 
PA target raster) and is calculated using the same protected target raster that was clipped for the 
percentage protected variable.  For target zones that are wholly outside protected areas, the value is 
set to zero 
2
.  The PA size was calculated by determining the size of the PA polygon. 
3.2.2.2.3 Years protected  
Years protected is the number of years that the main protected area covering the target zone has 
been declared as at 2005.  This value was obtained from the original WDPA layer.  If the PA was 
older than 15 years (the length of the study period), then years protected was set to the maximum of 
15.  This variable was included to examine the effect of the expanding protected area network 
during the study period. 
3.2.2.2.4 IUCN/ IUCN adjusted 
The IUCN category, which is indicative of management objectives and varies from strict protection 
(Category I) to multiple use (Categories V and VI) (Dudley 2008), was taken from the WDPA 
based on the main PA ID (described above).  However, it was noted that two of the PAs in the study 
area did not have an IUCN category assigned.  Personal correspondence with a former Chief 
Executive of the Mexican protected area agency (Ernesto Enkerlin-Hoeflich 01/04/2013 via email) 
indicated that the most suitable category would be Category VI, as this was most in line with the 
objectives and management of these particular parks. These values were then coded as the adjusted 
IUCN values. 
3.2.2.2.5 Distance to nearest PA edge 
To take into account the expanding network over the 15 year course of the study, the distance to the 
nearest protected area edge was calculated for three separate points in time; at the start, middle and 
                                                 
2
 The exception to this methodology is park ID 61401.  This park has both a national and international listing in the 
WDPA.  The international listing, which appears first, does not contain the IUCN category.  When the raster conversion 
takes place, the first, international, value was used.  As we require the national listing to be able to obtain the IUCN 
category, in this instance this exception was hard coded to list the main PA ID as 306780. 
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end of the study period.  Prior to running the Python scripts, the WDPA layer was pre-processed by 
creating three new protected area polygon layers, each one filtered to remove protected areas 
declared after 1990, 2000 or 2004 (start, middle and end of the study period).  Each of these layers 
was then dissolved to remove any boundaries between joining PAs, giving a polygon layer showing 
only which areas are protected, rather than individual PAs.  This step was required as leaving in the 
borders of adjoining PAs would cause any points near these borders to be erroneously interpreted as 
bordering a non-protected area.  The resulting three layers for the Mexican datasets are given in 
Figure 3-7. 
 
Figure 3-7: Total protected area at the start, middle and end of the study period overlaid on the CI 
land use change data.  The two study regions are shown as shaded areas. 
Once the three dissolved polygon layers were created, the distance to the nearest PA edge at the 
start, middle and end of the study period was calculated using a similar method as that used to 
compute the distance to the nearest deforestation.  Firstly, an ArcGIS near analysis was executed for 
each sample point to find the distance to the nearest polygon in the corresponding dissolved PA 
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polygon layer.  Where this returned a positive value (indicating a point outside a PA) this value was 
used.  Any values over the maximum search radius (15 km) were substituted with 15001.  Where 
the near analysis returned a value of zero (indicating a point within a PA polygon), a second near 
analysis was executed on a polyline version of the polygon file.  The results of this were then 
converted to a negative number, representing how far within a protected area a point was.  Any 
points further than 15 km into a PA received a value of -15001.  An example is illustrated in Figure 
3-8. 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Figure 3-8: Example showing the values for distance to protected area for four sample points 
  
 
 
Point A:  Actual distance: 21 km, study value: 15001 
Point B:  Actual distance: 4.5 km, study value: 4500 
Point C:  Actual distance: 3.5 km, study value: -3500 
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 Road location dataset 3.2.2.3
The MapAbility road location dataset (mapAbility 2012) is a polyline layer representing the 
location of roads in the study area (shown in Figure 3-9).  There is no information provided in the 
dataset on when the roads were created, so it is acknowledged that some roads included in the 
dataset may not have been present during all or part of the study period.  The distance to the nearest 
road was calculated using an ArcGIS near analysis on the poly line feature.  If no road was found 
within the maximum search range (15 km), a value of 15001 was given.  Although it is accepted 
that the distance to roads is dynamic variable in the same way as distance to the nearest protected 
area, the roads layer does not contain a creation date, no filtering was possible.  
 
 
Figure 3-9: Major road locations overlaid on CI land use change data 
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 Landsat digital elevation model 3.2.2.4
The three variables calculated using the digital elevation model (DEM) (Reuter et al. 2007) were all 
computed using array commands in ArgGIS 10.1.  Firstly, a slope raster was created from the DEM.  
Once this had been done, both the DEM and slope rasters were clipped to the target region for each 
point, creating individual slope and elevation layers for the target region of each point.  Each raster 
was then converted to an array using an arcpy.RasterToNumPyArray call and any null values 
filtered out.  Median slope and elevations, as well as standard deviation of slope were then 
calculated using Numpy.median and numpy.std calls on the relevant array.  The resolution of the 
DEM dataset is 90 m, and an image of the data is shown in Figure 3-10. 
 
 
 
Figure 3-10: Landsat DEM used to calculate slope and elevation variables 
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 Landscan population data 3.2.2.5
The Landscan population data (UT-Battelle 2013) is a raster dataset at 1 km resolution which gives 
a population pressure count for each pixel.  The population pressure variable for 1 km was taken 
from the 1 km pixel containing the centre of the target region.  The 3 km population count is the 
average population count from any pixels within or partially within a 3 km neighbourhood of the 
target area. An image of the data is shown in Figure 3-11. 
 
 
Figure 3-11: Population pressure dataset of Mexican Yucatan Peninsula 
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 Natural Earth datasets 3.2.2.6
Three Natural Earth datasets are used in this study (NE 2013):  political state boundaries in polygon 
format, rivers in polyline format and location of populated places in point form (note that rivers is 
used only in the Madagascan datasets).  The state political boundaries dataset was used as a guide 
when selecting the study area to confirm that the area did not cross state boundaries.  The populated 
place point feature class was used to calculate the distance in meters from the centre of the target 
region to the nearest city.  This was computed using the near analysis function in ArcGIS 10.1.  The 
distance to the nearest river from the centre of the target region (up to 15 km away) was calculated 
for Madagascar only as this dataset was not known of at the time the Mexico datasets were created.  
State boundaries and populated places are shown in Figure 3-12. 
 
    
Figure 3-12: State boundaries and populated places from the Natural Earth datasets 
  
78 
 WWF Eco regions 3.2.2.7
The WWF Eco regions dataset (WWF 2012) is a polygon layer of terrestrial ecoregions.  For the 
study zones within Mexico (Figure 3-13), both zones were contained within a single ecoregion, and 
the variable was therefore excluded.  For the Madagascan dataset, the study zone covered two 
different ecoregions.  For that instance, the ecoregion variable was computed by converting the 
dataset to a raster format and extracting the value underlying the centre of the target region. 
 
  
Figure 3-13:  WWF Terrestrial ecosystems in the Mexican Yucatan peninsula 
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3.3 Study Design  
 
In order to properly compare the different methodologies implemented in this study, a selection of 
models from each was tested over 20 trials, three different geographic regions and four sample 
methods.  This section outlines the design of the datasets used to carry out these trials, including the 
design of the model validation and the definitions of the sample methods employed.  This 
information is also summarised in Appendix Nine.  The remaining two sections of this chapter then 
cover the exploratory factor analysis used to select the final variables for the Mexican and 
Madagascan datasets.   
 
3.3.1 Sampling methods and datasets 
The study made use of four separate sample methods, differing in either the location of the sample 
points or the prevalence rates of the response variable (deforestation in 2005).  The first sample 
method (A) was to select random points whose target region was at least partially forested in 2000.  
This represents the standard control set.  The second and third datasets (B and C) selected points 
only inside or outside of protected areas respectively.  This was to explore whether models based on 
these two datasets would perform differently based on evidence in the literature that the 
relationships between variables may differ depending on the protected status of the area (Green et 
al. 2013).  The fourth sample method (sample method D), used stratified sampling on the target 
variable (also referred to as under sampling).  This involved removing points from the majority 
class (no deforestation) until the prevalence rate was 50 % (i.e. 50 % of the sample target areas were 
deforested in 2005 and 50 % were not deforested).   
The stratified sampling method (used in dataset D), was added as a strategy for dealing with the 
intrinsic data imbalance caused by the low number of target points (Haibo and Garcia 2009).  All 
samples points in dataset D were also 250 m from any sample points in dataset A.  This allowed for 
models to be trained on the former and tested on the later.  Datasets consisted of sample points from 
either the Campeche or Quintana Roo study regions in Mexico, or the state of Toamasina in 
Madagascar.  Due to the small amount of protected area during the study period, it was not feasible 
to created separate datasets inside and outside protected areas for Madagascar, thus only sample 
methods A and D were used.  A summary of the sample methods and the corresponding datasets is 
given in Table 3-2. 
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Table 3-2 : Summary of master datasets used in this study 
Dataset Sample Size Sample Method Study Regions 
CA 8000 Random sampling Campeche (Mexico) 
CB 8000 Protected areas only Campeche (Mexico) 
CC 8000 Non protected only Campeche (Mexico) 
CD 8000 Stratified sampling Campeche (Mexico) 
QA 8000 Random sampling Quintana Roo (Mexico) 
QB 7000 Protected areas only Quintana Roo (Mexico) 
QC 8000 Non protected only Quintana Roo (Mexico) 
QD 8000 Stratified sampling Quintana Roo (Mexico) 
TA 7000 Random sampling Toamasina (Madagascar) 
TD 7000 Stratified sampling Toamasina (Madagascar) 
 
3.3.2 Model validation 
All master datasets from Mexico, with the exception of QB (protected points in Quintana Roo, 
Mexico), had 8000 points.  Dataset QB was limited to a sample size of 7000 due to the restrictions 
caused by a smaller amount of protected area.  The master sets for Madagascar also had samples 
size of 7000 rather than 8000.  This was because of the late availability of an updated dataset, which 
meant 1000 sample points were no longer suitable and were therefore removed.   
1000 sample points were removed from each master set and reserved as a validation set to be used 
once the best models had been selected (see Chapter Four for full details).  These points were 
selected randomly from the set with the exception that the number of positive sample points 
selected was controlled to be proportional to the overall set.  This was to ensure that every sub-set 
had sufficient examples of deforested sample points to test the model.  The remaining points that 
were not included in this final validation set were used to create 20 pairs of test/trial sets.  These 
were constructed by random sampling with replacement, each time randomly selecting 50 % of 
target (deforested) and 50 % of non-target (forested) sample points to be in the training set, with the 
remaining sample points assigned to the testing set.  This allowed for 20 trials of each model. 
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3.3.3 Normalisation 
The classical statistics models, as well as the ANNs and GPs, all typically benefit if the data is 
normalised to a standard scale.  While classical statistics models are commonly standardised to a 
mean of zero and variance of 1: N(0,1), for simplicity all datasets in this thesis were scaled to be 
between 0 and 1.  Master datasets were normalised before the training and testing sets were split up.  
Datasets A and D, which are sampled from the same region, were combined before being 
normalised.  This ensures that they are on the same scale and models trained on dataset D can be 
tested on dataset set A.   Datasets B and C, which are sampled from mutually exclusive areas, were 
normalised individually. 
 
3.3.4 Model evaluation 
To allow for a thorough assessment of model performance, all main models in this study were 
assessed on sensitivity, specificity, true skill statistic and AUC.  Kappa statistic has been reported 
separately as the bias caused by prevalence rates make it unsuitable for comparing models trained 
on different sample methods (Allouche et al. 2006).  Despite this, it is still a widely reported 
statistic and has therefore been included in Appendix Seven.  For the best performing design for 
each methodology, models were retrained on the 7000 point learning set and then tested on the 1000 
point validation set.  These results were then mapped firstly according to the models predictions for 
each sample and then by the predicted probability of deforestation estimated by each model.   
For Campeche (Mexico) and Toamasina (Madagascar), models were also mapped after being 
corrected for deforestation rate.  This was done by calculating the actual number of deforested 
samples in validation set and then selecting from those with the highest predicted probability of 
deforestation until the correct number of samples were picked.  The chosen samples were then 
predicted as deforested and the remainder as forest persistence.  This methodology has been used is 
several studies relating to deforestation analysis (Mas et al. 2004, Müller et al. 2011). 
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3.4 Exploratory Data Analysis – Mexico 
Before proceeding with any statistical or machine learning methods, an exploratory data analysis 
was carried out using the R software (R Core Team 2012).  As well as gaining a general feel for the 
data, the objective of this analysis was to answer several key questions: 
1. Is there an ideal neighbourhood size and is it the same across all sample methods and 
variables?  No references could be found that directly suggested how large an area around 
the target region would be relevant for investigating the various neighbourhood based 
variables, therefore this was determined via statistical analysis of the data. 
2. Is there any difference in the relationships or distributions between the sample methods? 
3. Are any of the variables redundant or highly correlated?  This is relevant for all models 
(except the BNs), which require the removal of these variables for avoiding multicollinearity 
(Aguilera et al. 2006). 
4. Is the distance to protected area at the start, middle or end of the study period likely to be a 
better indicator of the chance of future deforestation?  
 
3.4.1 Data summary 
The four datasets included in this initial analysis are the training datasets for each of the four sample 
methods (A, B, C and D) for the first study region in Mexico.  These are composed of the 7000 
points remaining in each set after the 1000 points were extracted for the validation set (the 20 pairs 
of test/train datasets are extracted from these learning sets).  Prevalence rates are given in Table 3-3. 
Table 3-3: Prevalence rates of datasets for Campeche 
Sample 
Method 
Description 
Number of Positive Sample 
Points (out of 7000) 
Prevalence Rate of 
Positive Sample Points 
A Random 336 4.80 % 
B Inside protected areas 70 1 % 
C Outside protected areas 501 7.20 % 
D Stratified sampling 3500 50 % 
 
The variables included in the datasets are listed in Table 3-4. 
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Table 3-4: List of all variables included in exploratory factor analysis 
Target Value Target Region Land Use 2 km neighbourhood 
Target Target value TPForest % forest cover For_2km % forest cover 
PA Features TPDefor % deforestation Def_2km % deforestation 
MainPA_ID Mani PA ID number Protected % protected Pro_2km % protected 
IUCN 
Main PA IUCN 
category 
Target_ED Edge density ED_2km Edge density 
IUCN_ADJ 
Main PA adjusted 
IUCN category 
Target_Prx Proximity index Prx_2km Proximity index 
Target_Div 
Landscape 
division index 
Div_2km 
Landscape 
division index 
YrsProtected No. of years protected Target_Frc 
Fractal 
dimension index 
Frc_2km 
Fractal 
Dimension index 
PaArea Size of main PA 700 m neighbourhood 3 km neighbourhood 
Target Region Demographics For_700m % forest cover For_3km % forest cover 
POINT_X X coordinate at centre Def_700m % deforestation Def_3km % deforestation 
POINT_Y Y coordinate at centre Pro_700m % protected Pro_3km % protected 
SlopeMD Median slope ED_700m Edge density ED_3km Edge density 
ElevMD Median elevation Prx_700m Proximity index Prx_3km Proximity index 
SlopeSD Standard dev. of slope Div_700m 
Landscape 
division index 
Div_3km 
Landscape 
division index 
Proximity and Population Frc_700m 
Fractal 
dimension index 
Frc_3km 
Fractal 
dimension index 
NearDeDist 
Distance to 
deforestation 
1 km neighbourhood 4 km neighbourhood 
NearFrDist Distance to forest edge For_1km % forest cover For_4km % forest cover 
NearCity 
Distance to nearest 
populated place 
Def_1km % deforestation Def_4km % deforestation 
Pro_1km % protected Pro_4km % protected 
NearRdDist Distance to road ED_1km Edge density ED_4km Edge density 
Pop_1km 
Population pressure in 
surrounding 1 km 
Prx_1km Proximity index Prx_4km Proximity index 
Div_1km 
Landscape 
division index 
Div_4km 
Landscape 
division index 
Pop_3km 
Population pressure in 
surrounding 3 km 
Frc_1km 
Fractal 
dimension index 
Frc_4km 
Fractal 
dimension index 
1400 m neighbourhood 5 km neighbourhood 
NrPADistSt 
Distance to PA edge in 
1990 
For_1400m % forest cover For_5km % forest cover 
Def_1400m % deforestation Def_5km % deforestation 
NrPADistMd 
Distance to PA edge in 
2000 
Pro_1400m % protected Pro_5km % protected 
ED_1400m Edge density ED_5km Edge density 
NrPADistEd 
Distance to PA edge in 
2004 
Prx_1400m Proximity index Prx_5km Proximity index 
Div_1400m 
Landscape 
division index 
Div_5km 
Landscape 
division index 
 Madagascar Only 
Frc_1400m 
Fractal 
dimension index 
Frc_5km 
Fractal 
dimension index 
EgoRegion Eco region at centre 
NearRvDist 
Distance to nearest 
river 
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3.4.2 Analysis of neighbourhood size 
To determine the most promising neighbourhood size, a preliminary investigation was carried out 
by calculating the Pearson’s correlation co-efficient for the percentage of the target area deforested 
in the 2000 – 2005 time period and each of the neighbourhood based predictors.  Figures 3-14 to 3-
20 show the results of this analysis for each of the four sample methods using the datasets from 
Campeche.  Correlations with the corresponding target based variables are also included for 
comparison.  Significance values are not reported as due to the high number of sample points, even 
correlations as small as 0.04 are calculated as significant. 
 
 
Figure 3-14: Correlation between future deforestation and current forest cover 
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Figure 3-15: Correlation between future and previous deforestation  
 
 
Figure 3-16: Correlation between future deforestation and current protected status 
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Figure 3-17: Correlation between future deforestation and edge density of neighbourhood 
 
 
Figure 3-18: Correlation between future deforestation and fractal dimension index of 
neighbourhood 
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Figure 3-19:  Correlation between future deforestation and proximity index of neighbourhood 
 
 
Figure 3-20: Correlation between future deforestation and landscape division index of 
neighbourhood 
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While this simple analysis is limited in that it is only able to identify linear relationships, it is still a 
useful first step to establish if there are any relationships between the sample methods, variables and 
neighbourhood size values that may be significant for this study.  Several conclusions can be 
derived from Figures 3-14 to 3-20. 
1. No sample method has a single neighbourhood size that was the most promising across all 
variables. 
2. No variable has a single most promising neighbourhood size across all sample methods, but 
it is possible in many cases to see whether small or large neighbourhoods are more relevant. 
3. The differences in correlation between the target value and neighbourhood sizes that are 
similar (e.g. the difference between 700 m and 1 km or the difference between 3 km and 4 
km) are very small and likely not significant.  
 
Based on the above conclusions, it was not possible at this point to select an ideal neighbourhood 
size for the remainder of the study and further trials on neighbourhood size were carried out to test 
the correlations between the neighbourhood sizes for different variables (as opposed to previous 
tests which compared correlation between the amount of deforestation and the predictors variables 
at different sizes).  The objective of this series of investigations was to narrow down the number of 
neighbourhood sizes to be used for the main trials.  The results showed that for each variable, the 
corresponding variable in the next sized neighbourhood was highly correlated (e.g. fractal 
dimension index at 700 m was highly correlated with fractal dimension index at 1 km), and that this 
effect is stronger for the larger radius sizes.  In all cases, the correlation coefficient for the 
immediately following or preceding neighbourhood size was greater than 0.9.   
Two examples are given here (edge density for sample method A (standard sampling) in Figure 3-
21 and the percentage of forest cover for sample method D (stratified sampling) in Figure 3-22).    
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Figure 3-21: Dataset A correlations for edge density for the seven different neighbourhood sizes 
 
 
  
 
Dataset A – Edge Density 
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Figure 3-22: Dataset D correlations for percentage forest cover for the seven different 
neighbourhood sizes 
 
Due to the high correlations, only neighbourhood sizes of 1 km, 2 km and 5 km will be used in the 
investigation.  While the same variable from a different neighbourhood size would not be used in 
the same model, removal of the four redundant variations greatly simplifies the analysis. 
 
 
 
 
Dataset D – Percentage forest cover 
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3.4.3 Variable distributions 
To examine variable distribution, histograms were created for each variable in each dataset, 
revealing a range of different distributions.  Several, such as slope and distance to nearest city, 
showed an approximately normal distribution, while others such as distance to nearest deforestation 
were highly skewed.  While none of the methods being used in this study carry an assumption of 
normal distribution on the predictor variables, some of the regression models may, in practice, be 
improved if highly skewed variables are transformed.  In this study it was elected not to do this, as 
there are no agreed standards for doing so.  It is acknowledged that these are therefore being used in 
a naïve form, however this is still expected to give a reasonable estimation of methodology 
performance.  The distributions of variables may have implications for the Bayesian networks, as 
any highly skewed variable should be considered separately when selecting the discretisation 
method.   
The effect of the sample method on distribution varied for different predictors.  For those such as 
the X and Y coordinates, slope, and elevation (shown in Figure 3-23), the effect was minimal.   
 
Figure 3-23: Distribution for ‘median elevation’ for the four different sample methods showing 
little difference between them 
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For other variables, predictably those related directly or otherwise to protected area status, a change 
in sample method resulted in a change in distribution.  This was generally most noticeable between 
sample methods B and C (inside and outside of PAs).   An example of this pattern is the distance to 
the nearest deforestation (shown in Figure 3-24).   
 
Figure 3-24: Distribution for ‘distance to deforestation’ for the four different sample methods 
showing a difference in distribution, particularly for dataset B  
 
The bar on the right of datasets A, B and D is an artefact of the 15 km maximum distance imposed 
on the variables.  The levelling out of the left peak in dataset B to form a flatter distribution is likely 
a reflection of the reduced amount of deforestation in the protected areas (that is, there are fewer 
points closer to deforestation).  This will have an effect on any discretisation methods (used by 
Bayesian networks) that attempts to find a single set of bucket cut offs that are able to represent the 
distribution for each dataset.  A similar effect was seen for the fragmentation variables.  Edge 
density (2 km neighbourhood) and landscape division index (3 km neighbourhood) are given as 
examples in Figures 3-25 and 3-26.  The similarity between sample methods C and D stems from 
the fact that most of the points that have been deforested (representing 50 % of dataset D) will have 
been taken from outside protected areas, where the rate of deforestation is higher. 
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Figure 3-25:  Distribution for ‘edge density’ for the four different sample methods 
 
 
Figure 3-26: Distribution for ‘landscape division index’ for the four different sample methods 
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By definition, the sampling method will have affected the range, as well as the distribution, of 
certain variables.  For sample method C, distance to nearest PA at the end of the study period 
(distribution shown in Figure 3-27) has a minimum value of 0 as any points with values below this 
are outside the range of the sample method.  In contrast, the range of values for sample method B 
(inside protected areas) is -15000 to 0. 
 
Figure 3-27: Distribution for ‘distance to PA edge in 2005’ for the four different sample methods 
showing differences in range and distribution 
 
For the Bayesian networks, this difference in range was accounted for by implementing a 
discretisation algorithm that calculated range values that ensured a minimum number of points in 
each range, regardless of the sample method used (see Section 5.2).  For the other methodologies, 
no action was required.    
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3.4.4 Redundant or highly correlated variables 
Scatterplot matrices for all variables within each sample method were created to identify any groups 
of variables that might be highly correlated, causing possible issues with multicollinearity (Aguilera 
et al. 2006).  Six sub groups were identified for further investigation: 
- Protected area characteristics 
- Population variables 
- Distance to nearest protected area 
- Fragmentation variables 
- Slope and elevation  
- Neighbourhood sizes 
 
This study followed the methodology applied by Mas et al. (2004) in selecting a correlation 
coefficient of 0.8, above which variables were removed. 
 
 Protected Area Characteristics 3.4.4.1
For points within a protected area at the end of the study, five characteristics of the PA containing 
them were calculated, based on the available data.  These variables were (full definition given in 
Table 3-1): 
- Main PA ID 
- IUCN category 
- Adjusted IUCN category 
- Number of years protected 
- Size of main PA 
 
Once the study area for Campeche had been selected, it became apparent that only three PAs were 
present, two of which shared the same IUCN category.  The implication of this is that, should there 
be any difference in the results between different areas, it is not possible to say which characteristic 
of the area is causing the differences.  It could be size, IUCN category, or even an unmeasured 
factor such as management resources.   For this reason, all the above variables, with the exception 
of Main PA ID were excluded from further analysis for the Mexican datasets. 
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 Population variables 3.4.4.2
It was expected that population pressure at one and three kilometres would be highly correlated, and 
this was therefore examined.  The results are shown in Table 3-5, showing the correlation between 
population pressure for the surrounding 1 km and 3 km, split by target value.   
 
Table 3-5:  Correlation coefficients of population pressure for 1 km and population pressure for 3 
km neighbourhoods, split by sample methods and target value 
 
    Sample Method 
    A B C D 
Target 
Value 
Combined 0.708 0.621 0.431 0.493 
0 0.713 0.63 0.462 0.582 
1 0.512 0.109 0.778 0.461 
 
Unexpectedly, none of the sample methods showed a correlation coefficient above the 0.8 level 
where removal would be considered.  Population pressure of 1 km was considered sufficiently 
independent from population pressure of 3 km for both variables to be included. 
 Distance to nearest protected area 3.4.4.3
To account for the increasing number of protected areas, distance to protected area was measured at 
the start, middle and end of the study period.  Correlations for these variables and scatterplots are 
given in Figure 3-28, calculated from a sample of 5000 points.   
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Figure 3-28: Scatterplots and correlations for distance to protected area at the start, middle and 
end of the study period, split by target value 
 
Based on these correlations, the distance to the nearest PA in 2000 (midway through the study) was 
removed as it had a correlation coefficient of over 0.9 with the PA distance at the start of the study 
period in three of the four sample methods. 
 Fragmentation variables 3.4.4.4
For all sample methods, and all neighbourhood sizes, the correlation between Landscape division 
index and the percentage of forest was greater than 0.85, and in most cases it was higher than 0.9.  
  
Sample Method A Sample Method B 
  
Sample Method C Sample Method D 
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Landscape division index was therefore excluded from further consideration.  Of the remaining 
three fragmentation variables, the correlation between proximity index and both fractal dimension 
index and edge density were well below the 0.8 cut off (consistently below 0.5).  Proximity index 
was therefore kept.  The relationship between fractal dimension index and edge density varied 
considerably between both sample method and neighbourhood size.  Examples values for three 
neighbourhood sizes are shown in Figure 3-29.   
 
Figure 3-29: Scatterplots showing the Pearson correlation coefficient for edge density and fractal 
dimension index. Most values are below the 0.8 cut off when split by target value.  
While the overall correlations for all sample methods at 2 km and 5 km were above 0.8, only 
sample method B and the largest neighbourhood size for sample method D were above 0.8 when the 
data was subset to the ‘1’ target value.  Additionally, the highest correlation in the lower size of 500 
m was 0.547, with values as low as 0.243.  Based on this, both variables were left in for the 
following stages.   
 
    
Neighbourhood Size 
    1 km 2 km 5 km 
S
a
m
p
le
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et
h
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A 
  
Cor: 0.304         
  
Cor: 0.895         
  
Cor: 0.919       
0: 0.319 0: 0898 0: 0.921 
1: 0.118 1: 0.715 1: 0.763 
B 
  
Cor: 0.547         
  
Cor: 0.947         
  
Cor: 0.951         
0: 0.55 0: 0.947 0: 0.952 
1: 0.173 1: 0.929 1: 0.919 
C 
  
Cor: 0.243         
  
Cor: 0.812        
  
Cor: 0.826         
0: 0.244 0: 0.815 0: 0.83 
1: 0.222 1: 0.759 1: 0.739 
D 
  
Cor: 0.308         
  
Cor: 0.863         
  
Cor: 0.896        
0: 0.366 0: 0.899 0: 0.92 
1: 0.261 1: 0.774 1: 0.807 
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 Slope and elevation 3.4.4.5
Initial analysis indicated high levels of correlation between the slope and elevation predictors.   
Scatterplot matrices for median elevation and the median and standard deviation of the slope for 
each sample method are given in Figure 3-30.   
 
Figure 3-30: Correlations and scatterplots for slope and elevation variables.  Correlations for 
median slope and median elevation are mostly above the 0.8 cut off value. 
 
For all sample methods, the overall correlations for median slope and median elevation were over 
the cut off of 0.8 (in most cases it was 0.9 or over).  Median slope was therefore removed from 
further consideration from the Mexico datasets.  While still mildly correlated, median elevation and 
standard deviation of slope were considered sufficiently independent for both to be included. 
  
Sample Method A Sample Method B 
  
Sample Method C Sample Method D 
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3.4.5 Mexico final variables 
The final set of variables used for the Mexican study regions are listed in Table 3-6. 
 
Table 3-6: Variables used in analysis of methodologies for Mexican datasets 
 
Target Values Target Region Land Use PA Features 
Deforestation in 2005 Percentage forest cover Main PA ID number 
Proximity and Population Percentage of forest lost 2 km Width Neighbourhood 
Nearest deforestation Percentage protected Percentage forest cover 
Distance to forest edge Edge length density Percentage of forest lost 
Distance to nearest populated place Fractal dimension index Percentage protected 
Nearest road distance Proximity index Edge length density 
Pop. pressure in surrounding 1 km 
1 km Width 
Neighbourhood 
Fractal dimension index 
Pop. pressure in surrounding 3 km Percentage forest cover Proximity index 
Distance to PA edge (start of 
study) 
Percentage of forest lost 5 km Width Neighbourhood 
Distance to PA edge (end of study) Percentage protected Percentage forest cover 
Target Region Demographics Edge length density Percentage of forest lost 
X coordinate at centre Fractal dimension index Percentage protected 
Y coordinate at centre Proximity index Edge length density 
Median elevation   Fractal dimension index 
Standard deviation of slope   Proximity index 
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3.5 Exploratory Data Analysis - Madagascar 
 
As with the dataset for Mexico, it is necessary to conduct an exploratory factor analysis of the 
predictors in order to remove any that are highly correlated.  A separate analysis was required as 
relationships in Madagascar are likely to differ to those in Mexico.  Variable distributions were also 
analysed to check for abnormalities and any predictors that may require some form of manual 
discretisation for the BNs.  
 
3.5.1 Data summary 
Based on the results from the exploratory data analysis for Mexico, only three neighbourhood sizes 
were implemented for Madagascar (1 km, 2 km and 5 km).  Apart from this change, and the 
addition of distance to nearest river, the initial variables for Madagascar are the same as those for 
Mexico and are listed in Table 3-4.  While the datasets originally started out with the same number 
of points as Mexico (8000), the late addition of an extra time step (2005 – 2010) meant that some 
points were no longer suitable (e.g. with no remaining forest in the target region in 2005).  This 
combined with a correction of discrepancies in the updated dataset, lead to the removal of 1000 
points, leaving the master sets with 7000 points each.  Although there were more PAs in this study 
area compared to Mexico, the area covered was much smaller.  Therefore only two sample methods 
were feasible: standard random sampling (A), and stratified sampling (D).  Prevalence rates for 
these dataset are shown in Table 3-7. 
 
Table 3-7: Prevalence rates of datasets for Madagascar 
Sample 
Method 
Description 
Number of 
Target Points 
(out of 6000) 
Prevalence Rate 
of Target Points 
A Random sampling 1130 18 % 
D Stratified sampling 3000 50 % 
 
It should be noted here that an 18 % prevalence rate does not correspond to an 18 % rate of 
deforestation, as the definition specifies that any deforestation within a 500 m neighbourhood 
results in a positive target value.  Actual deforestation rates in the dataset are closer to 6 %.   
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To reduce the effects of multicollinearity, all variable correlations were analysed the same way as 
for the Mexican dataset.  Results are presented in this section for the DEM and fragmentation 
variables.  All other correlations were below 0.8.  The protected area variables (excluded from the 
Mexican section of the analysis) were also examined to see whether there was sufficient variation to 
warrant their inclusion. 
3.5.2 DEM variables 
Pearson correlation coefficients for the three variables derived from the digital elevation model are 
given in Figure 3-31, split by target value.  Correlations are calculated on a sample of 5000 points 
from the 7000 point master dataset.  
 
Figure 3-31: Correlation coefficients for DEM variables in the Madagascan dataset 
 
As with the data for Mexico, there is a reasonably strong correlation between median slope and the 
other two variables.  However, in all cases it is below the elected 0.8 cut off and was therefore left 
in for the Madagascar analysis. 
3.5.3 Fragmentation variables 
For both dataset TA and TD, the correlation coefficient for landscape division index and percentage 
forest cover was consistently above 0.9 for every neighbourhood size.  Landscape division index 
was therefore excluded from further analysis.  The relationship between the other fragmentation 
variables (shown in Figure 3-32), was less clear.   
  
Sample Method A Sample Method D 
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Figure 3-32: Correlations for fragmentation variables in the Madagascan dataset 
Given only two values (those for edge density and fractal dimension index at 5 km) were near or 
over 0.8, all three variables were included. 
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3.5.4 Protected area variables 
For the Mexican dataset, the majority of protected area characteristics were removed as with only 
two protected areas there was not sufficient variation within the data to determine which 
characteristic might be causing any noticed effects (see 3.4.4.1).  For the Madagascan area, there are 
11 protected areas that existed in the study area during the relevant time period.  These are listed in 
Table 3-8. 
Table 3-8: Protected areas existing within Toamasina state between 1990 and 2005 
WDPA 
ID 
Name Designation 
IUCN 
Category 
Area (ha) Status 
Status 
Year 
2304 Zahamena National Park II 416.319986 Designated 1927 
2310 Betampona 
Strict Nature 
Reserve 
Ia 29.3179282 Designated 1927 
5021 Analamazoatra Special Reserve II 8.92039174 Designated 1970 
5023 
Anjanaharibe-
Sud 
Special Reserve IV 183.687685 Designated 1958 
5035 Marotandrano Special Reserve IV 409.756368 Designated 1956 
5037 Ambatovaky Special Reserve IV 250.037494 Designated 1958 
5038 Mangerivola Special Reserve IV 107.791036 Designated 1958 
26070 Mantadia National Park II 155.378881 Designated 1989 
26071 Mananara-Nord National Park II 238.714354 Designated 1989 
303695 Masoala National Park II 2107.06353 Designated 1997 
354013 Zahamena 
Strict Nature 
Reserve 
Not 
Reported 
226.183771 Proposed 2002 
  
 
The majority of protected areas were declared prior to 1990, with the notable exception of the large 
Masoala park, designated in 1997.  The only park designated after 2000 was a proposed protected 
area of 226 ha.  There are three IUCN categories within the data, which was deemed sufficient for 
the variable to be included in the study.  There is also sufficient variation in the size of the PAs for 
the variable to potentially prove useful.  Correlations between the distance to the nearest PA at the 
start, middle and end of the study period were all above 0.95.  Therefore, only the distance in 2000 
(the middle of the study period) was included.  The number of years protected was also excluded as 
all but two of the PAs are older than 15 years, meaning there was unlikely to be sufficient variation 
in age within the datasets.   
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3.5.5 Madagascar final variables 
Correlations were checked between each of the remaining variables and none were found to be 
higher than the 0.8 cut off for either dataset TA or dataset TD.  The final variable set for Toamasina, 
Madagascar is given in Table 3-9.  Full definitions of variables are given in Table 3-4. 
 
Table 3-9: Variables used in analysis of methodologies for Madagascan datasets 
Target Values Target Region Land Use 2 km Width Neighbourhood 
Deforestation in 2005 Percentage forest cover Percentage forest cover 
Proximity and Population Percentage of forest lost Percentage of forest lost 
Nearest deforestation Percentage protected Percentage protected 
Distance to forest edge Edge length density Edge length density 
Distance to nearest populated 
place 
Fractal dimension index Fractal dimension index 
Nearest road distance Proximity index Proximity index 
Pop. pressure in surrounding 1 km 1 km Width Neighbourhood 5 km Width Neighbourhood 
Pop. pressure in surrounding 3 km Percentage forest cover Percentage forest cover 
Distance to PA edge (middle of 
study) 
Percentage of forest lost Percentage of forest lost 
Distance to river Percentage protected Percentage protected 
Target Region Demographics Edge length density Edge length density 
X coordinate at centre Fractal dimension index Fractal dimension index 
Y coordinate at centre Proximity index Proximity index 
Median elevation PA Features   
Median slope Main PA ID   
Standard deviation of slope IUCN category   
  PA area   
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3.6 Spatial Autocorrelation 
 
Spatial autocorrelation refers to the dependencies that exist among observations that are attributable 
to the relative locations, or underlying two-dimensional ordering of variables in geographic space 
(Overmars et al. 2003).  While the concept is consistent with the basic principal of Tobler’s first law 
of geography (Platts et al. 2008), that features which are closer will have a greater influence, it 
violates the traditional assumption of independence of observations required for many traditional 
statistical models.  One cause of spatial autocorrelation is when sample points are too close 
together, resulting in redundancy because the variable values for adjacent points are so similar that 
they are, for the purposes of the model, the same observation.   
This issue can be resolved (or at least minimised) by resampling so the sample points are far enough 
apart that statistically significant spatial autocorrelation has been removed. An example of this 
approach with raster data layers is to include only non-neighbouring grid cells, such as sampling 
only every second or third grid cell in both an east-west and north-south direction (Müller et al. 
2011).  The extent of spatial autocorrelation introduced by the distance between points can be tested 
for using the Moran coefficient (Moran 1950). 
The presence of spatial autocorrelation does not immediately invalidate a model.  It does mean that 
care should be taken when interpreting the results, for example it may cause the model to perform 
well for certain areas of the study zone, but poorly for others and simply using the average values 
could therefore prove unreliable.  Mapping the models residual errors can help in determining 
which areas are worst affected.  If spatial autocorrelation cannot be corrected, then geographically 
weighted regression, which fits individual coefficients for each sample point, may improve model 
reliability (Brunsdon et al. 1998).   
To test whether the distance between sample points (250 m) was introducing significant spatial 
autocorrelation, a Moran test was run using the Spatial Autocorrelation by Distance tool in ArcGIS 
10.1.  This tool helps to calculate the spatial scale where the clustering is most intense.  As the null 
hypothesis being considered is that the points are dispersed randomly, a z-score further from zero 
indicates either stronger clustering (positive values) or dispersion (negative values) than would be 
expected by chance and is an indication of spatial autocorrelation.  The analysis was run on sample 
methods A-D for the Campeche dataset, with z-scores continuing to increase the further apart the 
sample points.  This indicates that there are likely multiple spatial processes, each operating at a 
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different distances in the study area (ESRI 2013b).  The results for dataset CA are shown in Figure 
3-33. 
 
Figure 3-33: Results of Moran test for dataset CA.  Z-scores increased the further apart the 
spacing between sample points.  Clustering was not reduced by increasing the distance between 
sample points.  
 
A second check was carried out by running an ordinary least squares (OLS) regression in the 
ArcGIS software.  All remaining target based variables were included, as well as the neighbourhood 
values for the 2 km x 2 km neighbourhood size.  As expected from the previous chart, when the 
residuals of the model were mapped, there was a strong clustering showing where the model 
performed poorly.  Results from datasets CA and CD are shown in Figure 3-34, which gives the 
standard residuals of the OLS models.  Sample points where the standard deviations are further 
from zero indicate more error than those closer to zero.   
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Figure 3-34: Standard residuals of OLS model results for dataset CA (left) and CD (right) with a 
minimum distance of 250 m between points.  Clustering is apparent. 
 
In both sample methods shown in Figure 3-34, there is a strong non-random clustering based 
around the areas that have been deforested.  To test whether any of the clustering is caused by the 
minimum distance between points, models were rerun for subsets of dataset CA and CD that had a 
minimum distance between points of 1 km and 2 km.  The results of the CD subsets are shown in 
Figure 3-35. 
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Figure 3-35: Standard residuals of OLS model results for dataset CD with a minimum distances of 
1 km (left) and 2 km (right) between points.  Clustering remains apparent when the points are 
spaced 2 km apart. 
Both images in Figure 3-35 show that there remains a non-random clustering based around the areas 
that have been deforested, even when points are separated by 2 km (past this value there are no 
longer sufficient target points for analysis).  A possible cause of this spatial auto-correlation is an 
over counting type of bias in the model caused by missing explanatory variables or multicollinearity 
within the variables (Brunsdon et al. 1998).  In this case, it has been accounted for by mapping the 
best performing models from each methodology in ArcGIS as part of the model evaluation, so any 
clustering could be analysed.  A stepwise regression was also tested as part of the standard 
statistical models (see Chapter Four) to remove any further redundant variables that could be 
causing multicollinearity.  As an alternative approach, GWR would also be a suitable tool to further 
examine which variables were exhibiting non-stationarity.    
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3.7 Conclusions 
 
The variable definitions and analyses presented in this chapter form the basis for the following 
chapters which cover the design, implementation and results of four data analysis methodologies: 
classical statistical models, Bayesian networks, artificial neural networks and Gaussian processes.  
Each of these techniques benefit from the removal of the highly correlated variables that were 
excluded during the exploratory factor analysis.  While there is some correlation between the 
remaining variables (in particular the fragmentation variables), it was not sufficiently strong to 
exclude them from further consideration.  Nevertheless, stepwise procedures have been included in 
the model designs to examine the effects of removing any variables that negatively affect model 
performance. 
Several predictors displayed highly skewed distributions, which becomes relevant in Chapter Five 
when discretising continuous variables for use in Bayesian networks.  This is also worth bearing in 
mind should the research be extended to include any regression models that have an explicit 
assumption of normality on the predictor variables.  The results of the Moran’s test indicate that 
spatial autocorrelation may affect the model results.  To account for this, the results of selected 
models from each of the methodologies were mapped to allow for an analysis of how model 
performance varied across the study area.  
The next chapter uses variables and datasets described in this chapter to train and test several 
classical statistical models that have been designed to predict deforestation. 
  
 
 
4 Making the Most of Data Using Statistics 
 
This chapter addresses the first of the four research questions: 
 
Can existing datasets with a wide geographical coverage of land use change, protected areas and 
topographic data be used for predicting deforestation at local levels using commonly applied 
statistical methods? 
 
The focus of this question is whether the predictor variables outlined in Chapter Three are capable 
of predicting deforestation by using two classical statistical methodologies: generalised linear 
models (GLMs) and generalised linear mixed models (GLMMs).  Both analytical approaches have 
been previously used in studies relating to deforestation (Laurance et al. 2002, McConnell et al. 
2004, Ellis and Porter-Bolland 2008, Green et al. 2013).   The use of regression analysis (of which 
both GLMs and GLMMs are examples) also allows for some investigation of the relative 
significance of the predictor variables.  This permits the resulting models to be potentially useful 
not only for predicting areas under threat, but also for assessing the contributing factors. 
By relying on freely available datasets, we are testing whether deforestation analysis might be 
possible in areas with limited data, or by organisations that lack access to high cost resources.  Once 
the performance of the statistical models trained on these datasets has been established, a logical 
extension is to then ask whether we can improve on these standard methodologies.  This is 
addressed by research Question Two in the following chapter where several machine learning 
techniques are applied to the datasets. 
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4.1 Method 
 
All statistical models were implemented in the R programing language (R Core Team 2012) and are 
variations or extensions of generalised linear models (Section 2.4.1).  All trials for Question One 
were carried out using data from the Mexican state of Campeche, with predictor variables 
normalised as per Section 3.3.3.  The algorithms and R packages used are summarised in Table 4-1.  
A list of variables used in each model is given in Appendix Two. 
Table 4-1: Description of GLMs for Question One 
Model Structure Variables R Package/functions 
GLM01 
Generalised linear 
model 
All variables MASS/glm 
GLM02 
Generalised linear 
model with step wise 
regression 
All variables MASS/stepAIC(glm) 
GLM03 
Generalised linear 
model with 
interactions 
Based on results from 
GLM01 – 02 
glmulti 
GLM04 
Generalised linear 
mixed model 
including x and y as a 
random effect 
All variables glmmPQL 
 
4.1.1 Model descriptions 
The first two model designs included all variables that remained after the exploratory factor analysis 
(see Chapter Three).  Both used the GLM functions in MASS package in R (Ripley et al. 2013), 
however GLM02 used the package within the stepAIC function to create a stepwise model.  
Stepwise regression is a subset selection technique that either starts with the empty set, and adds 
variables one at a time (forward stepwise selection), or removes variables one at time from the 
complete set (backwards stepwise selection).  At each step, the model is retested (in this case using 
the Akaike information criterion (AIC)).  If there is no further increase in performance (for forward 
stepwise), or if performance begins decreasing (backwards stepwise), the current set of variables is 
kept (Hastie et al. 2009).   
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GLM03 was also a stepwise regression model, but used the more advanced glmulti package 
(Calcagno 2013).  This package is able to look for two way interactions between the input variables 
(predictors), but is limited to 15 predictor variables.  For this study, the 15 variables that proved to 
be most significant in the first two models (based on the p values calculated as part of the model 
summary, see Table 4-3 for full significance values) were selected as predictors.  These variables 
were: 
- Median elevation 
- Standard deviation of slope 
- Distance to nearest city 
- Distance to nearest deforestation 
- Distance to nearest forest edge 
- Distance to protected area edge in 1990 
- Percentage of target area that is forest 
- X coordinate at the centre of target region 
- Y coordinate at the centre of target region 
- Edge density of target region 
- Proximity index in target region 
- Fractal dimension index of target region 
- Percentage of neighbourhood that is forested 
- Percentage of neighbourhood that is deforested 
- Percentage of neighbourhood that is protected 
 
When allowed to run an exhaustive search of possible interactions, the glmulti package failed to 
find an optimal solution after over three weeks and 38 million iterations, despite running on a 
dedicated server.  To increase the chances of a solution being found, we therefore made use of the 
genetic algorithm option which optimises the search algorithm and reduces runtime.  While this is 
not ideal as it introduces a random element (meaning different answers may results from different 
trials on the same data), it is assumed that as each model is tested over 20 trials a reasonable 
representation of the models average performance will still be achieved. 
 
GLM04 is generalised linear mixed model (see Section 2.4.1).  The fixed effects are the same 
predictors as for models GLM01 and GLM02, excluding the X and Y coordinates.  As each sample 
point has a unique X and Y coordinate, in order for the GlmmPQL package to execute successfully, 
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the normalised values were rounded to one decimal place, resulting in an 11 x 11 grid across the 
study area.  This effectively created 121 groups that became the random effect.  By including X and 
Y coordinates as random, rather than fixed effects, we are assuming that, although the geographic 
location of a sample point has no direct causal connection with deforestation, there may still be a 
correlation between where a point is located and its risk of deforestation.   
4.1.2 Preliminary trials 
To determine the optimal neighbourhood size for the GLMs, four variations of a simple GLM were 
trialled using all variables with a neighbourhood size of either 1 km, 2 km or 5 km or else using 
variable specific sizes (i.e. the size at which each variable had the highest correlation with future 
deforestation).  The best performing size variation (1 km) was then used on the remaining models 
(for detailed results of neighbourhood size selection see Section 4.2).   
As these initial trials revealed large differences in performance across the sample methods, two 
additional analyses were conducted in order better interpret the results of the main trials.  Firstly, to 
examine the degree to which the difference in results between sample methods might be a reflection 
of either chance or target prevalence rates (rather than a difference inside or outside protected 
areas), a set of four random datasets were created.  Each random dataset retained the same 
prevalence of target variables as the corresponding actual dataset (i.e. 4 % for CA, 1 % for CB, 7 % 
for CC and 50 % for CD) and was spilt into 20 test/training datasets.  Models were trained on the 
random data and then retested on the original test sets. 
Secondly, due to noticeable differences in model performance trained either inside or outside 
protected areas (datasets B and C respectively), the effect of prevalence rates on these models was 
further examined.  An extra dataset was constructed using stratified sampling (50 % of sample 
points with a deforested target area and 50 % of sample points showing forest persistence) on points 
outside protected areas.  Trials were then run on this unprotected stratified dataset and compared 
against the stratified set sampled from the entire study zone (dataset CD).  Due to the low 
prevalence rate of deforestation within the protected area, it was not practical to derive a 
corresponding stratified sampled dataset for this region. 
4.1.3 Main trials 
Once the neighbourhood size was selected, 20 trials were run for each model on each of the sample 
methods (A, B, C and D), as per the research design described in Section 3.3.  The resulting trials 
are summarised in Table 4-2. 
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Table 4-2:  Summary of trials for logistic regression models based on data from the state of 
Campeche. Naming convention is [Network ID]-[Training set]-[Test set]-[Trial number] 
    Datasets 
    
Training: A 
Testing: A 
Training: B 
Testing: B 
Training: C 
Testing: C 
Training: D 
Testing: D 
Training: D 
Testing: A 
Model 
ID 
GLM01 
GLM01-CA-
CA -[1-20] 
GLM01-CB-
CB -[1-20] 
GLM01-CC-
CC -[1-20] 
GLM01-CD-
CD- [1-20] 
GLM01-CD-
CA -[1-20] 
GLM02 
GLM02-CA-
CA -[1-20] 
GLM02-CB-
CB -[1-20] 
GLM02-CC-
CC -[1-20] 
GLM02-CD-
CD -[1-20] 
GLM02-CD-
CA -[1-20] 
GLM03 
GLM03-CA-
CA -[1-20] 
GLM03-CB-
CB -[1-20] 
GLM03-CC-
CC -[1-20] 
GLM03-CD-
CD -[1-20] 
GLM03-CD-
CA -[1-20] 
GLM04 
GLM04-CA-
CA -[1-20] 
GLM04-CB-
CB -[1-20] 
GLM04-CC-
CC -[1-20] 
GLM04-CD-
CD -[1-20] 
GLM04-CD-
CA -[1-20] 
 
 
4.1.4 Model evaluation 
For the main trials, models were evaluated according the specificity, sensitivity, AUC and true skill 
statistic.  Overall accuracy and Kappa coefficients were also calculated, but their sensitivity to 
prevalence rates made them unsuitable for comparing models across different datasets.  A selection 
of Kappa values are nevertheless reported in Appendix Seven for comparison with other studies.  P-
values were used to evaluate which variables were significant within a model.  The best models 
were tested on the validation sets and were mapped overlaying the CI land use data to assess if they 
were performing uniformly across the study area.  For selection of neighbourhood size, only TSS 
has been reported as this is sufficient for the analysis. 
 
4.2 Results  
 
Results of the 20 trials for each model have been presented as boxplots.  This allows not only the 
typical results to be analysed, but also the spread of the results, which can be considered as a 
measure of model robustness.  The boxplots shown represent the median, 25
th
 and 75
th
 percentiles 
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as well as the minimum and maximum values over the 20 trials.  Outliers (values 1.5 times the 
interquartile range above the third quartile or below the first quartile) are also shown. 
4.2.1 Comparison of neighbourhood sizes 
TSS results of varying the neighbourhood size used in GLM01 are given in Figure 4-1.   
 
 
Figure 4-1: TSS results for a GLM using different sized neighbourhoods showing little variation 
between sizes 
 
Overall, neighbourhood size was shown to have very little effect on the results for sample methods.  
Where a difference was noticeable, models using neighbourhood sizes of 2 km and 5 km performed 
worse than sizes of 1 km or variable specific neighbourhood sizes.  A 1 km neighbourhood was 
therefore used when running all statistical models for Question One. 
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4.2.2 Comparison against random data 
The results of comparing GLM01 against models trained on randomly generated data are shown in 
Figure 4-2 to Figure 4-4.  Models were trained on either the actual data or a randomly generated 
dataset with the same prevalence of positive sample points (for example, the first set of trials was 
trained with random data with a 4 % prevalence rate and then tested on the standard sampled data 
(CA).  All models were tested on actual data. 
 
Figure 4-2:  Sensitivity results comparing models trained on randomly generated or actual data 
showing rough trend in the mean values between sample methods 
 
Looking first at sensitivity (Figure 4-2), it can be seen that results for models trained on the actual 
data roughly resemble the trends between sample methods for those trained on random data.  For 
example, sample method B (inside protected areas) has a higher mean value, and a larger range than 
either sample methods A or C, which replicates the relationship between the corresponding models 
trained on random data with the same prevalence rates.  
To better understand why a lower prevalence rate in the testing set might affect the median and 
range of the sensitivity scores, it is helpful to consider the actual numbers and formulas being used.  
At a prevalence rate of 1 %, roughly 35 sample points out of the 3500 will be deforested (have a 
target value of 1).  Recall from Section 3.3.4 the formula for sensitivity: 
Sensitivity = True Positives/(True Positives + False Negatives) 
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Therefore, should the model get 3/35 correct, the sensitivity score would be 0.08. However, if it got 
just two more true positives, the value increases to 0.14.  In contrast at a 4 % prevalence rate (140 
positive sample points), an increase from three to five true positives results in an increase from 0.02 
to just 0.03.  The implication of this is that with very low prevalence rates, results for sensitivity are 
likely to be less stable than those with more positive sample points in the dataset (as evident in the 
wider range of the boxplots).  Caution is needed in these cases before attributing any differences in 
results to the differences in the sample method definitions (e.g. inside or outside protected areas). 
The effect of prevalence rates on specificity is shown in Figure 4-3.   
 
Figure 4-3: Specificity results comparing models trained on randomly generated or actual data 
showing the effect of prevalence rates in the training set  
 
The results for models trained with random data with a 50 % prevalence rate are roughly 
equivalent, regardless of the prevalence rate of the testing set, whereas the two random models 
tested on standard data had different results (median of 0.7 as opposed to 0.4).  The implication of 
this is that the prevalence rate of the training set may influence the specificity results of a model.   
Looking at the boxplots for the TSS results in Figure 4-4, and recalling that a TSS value of zero is 
equivalent to the results that would be expected by chance alone, it can be seen that the models 
trained on random data all had a median result close to zero, regardless of prevalence rate.  This is 
consistent with the expected result, given that TSS is design to removed any influence of prevalence 
rates in the testing data set.  TSS score of models trained on actual data varied considerably between 
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sample methods, indicating that the differences in results are not soley due to differences in the 
prevalance rates in the data.  
 
Figure 4-4:  TSS results comparing models trained on randomly generated or actual data showing 
better than random performance for actual models, independent of prevalence rates. 
 
Overall, there are two key points from this analysis that are relevant to the interpretation of the 
results presented in this and the following chapters: 
1. When analysing the sensitivity results, it should be recognised that models tested on datasets 
with low prevalence rates will be more suceptible to individual predictions, and may not 
necesarily reflect differences in performance caused by sample methods (such as inside or 
outside protected areas). 
2. Conversely, as the TSS scores have been shown to reliably take into account prevalence 
rates, it is reasonable to assume that differences are caused by the models learning ability for 
that dataset.  
4.2.3 Comparison of prevalence rates and protected status 
As deforestation in the study area occurred predominately outside of protected areas, the prevalence 
rates differed for datasets sampled across the entire region as opposed to either in or outside of a 
PA.  In order to determine whether the models were affected by the different prevalence rates rather 
than whether the sample points were taken from inside a PA, a separate dataset was created using 
stratified sampling, but for points taken from only outside PAs (deforestation was not sufficient to 
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create a stratified dataset from only protected areas).  A comparison was then possible between 
datasets of equal prevalence rates (50 %), but sampled from either the entire area or only outside a 
PA.  The results of this comparison are given in Figure 4-5. 
 
Figure 4-5: Comparison between standard and stratified datasets outside PAs and across entire study 
region 
 
For the stratified datasets, models trained with data sampled from the entire region, outperformed 
models trained on only unprotected samples.  This could indicate that either that models trained on 
the entire region performed better because they had additional information about whether a sample 
point was protected, or that this value is the average performance of both the protected and 
unprotected samples.  It does provide evidence that, in this study area, knowing the protected status 
of the sample point is useful in predicting the chance of deforestation, independent of prevalence 
rates.     
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4.2.4 Comparison of GLM techniques 
Figure 4-6 to Figure 4-9 compare the results for each of the GLMs.  See Table 4-1 for model 
descriptions. 
 
Figure 4-6: TSS results for GLM methodology comparison 
 
Figure 4-7: Sensitivity results for GLM methodology comparison  
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Figure 4-8: Specificity results for GLM methodology comparison 
   
 
 
Figure 4-9: AUC results for GLM methodology comparison 
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Several observations are apparent from these results: 
1. Using a stepwise regression had little or no effect on results, as indicated by the fact models 
GLM01 and GLM02 performed essentially the same across all metrics.  
2. For the three standard sampled datasets (A, B and C), the models appear to have performed 
better for dataset B (inside protected areas), as evident from the TSS scores. 
3. The effect of using a stratified training set is substantial, as shown by the results for models 
trained on dataset D.    
4. Implementing the X and Y coordinates as random effects (GLM04) improved model 
performance for all metrics 
5. Using the GLMulti function in GLM03 (limited to 15 variables) improved specificity of the 
model, although only slightly for models trained on datasets A, B and C.  These models also 
displayed a distinct drop in the sensitivity scores, resulting in an overall drop in TSS score 
and a lower AUC across the standard sample methods.  Given sufficient data however, the 
interactions improved the result of the standard model, although not as much as defining the 
geographic coordinates as random effects. 
These points are further considered in the discussion in Section 4.3. 
 
4.2.5 Variable significance 
The direction of the correlation for the 20 trials for GLM01 and GLM04, as well as the significance 
levels of the median p value of the trials (as an indication of which variables and datasets were most 
significant), are given in Table 4-3.  While it is not the focus of this thesis to provide a detailed 
description of the factors affecting deforestation in southern Mexico, it is important to understand 
which variables and datasets are contributing significantly to the different model’s performances. 
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Table 4-3: Significance levels and correlation direction in GLM01 and GLM04.  The table shows 
the number of trials that had a positive/negative correlation with the target value. The colours 
indicate the significance level of this relationship. 
  GLM01 GLM04 
Dataset CA CB CC CD CA CB CC CD 
Direction of 
correlation 
+ - + - + - + - + - + - + - + - 
Distance to 
deforestation 
0 20 0 20 0 20 0 20 0 20 0 18 0 20 0 20 
Distance to forest 
edge 
0 20 0 20 0 20 0 20 0 20 0 18 0 20 0 20 
Median elevation 0 20 0 20 0 20 0 20 0 20 1 17 0 20 0 20 
% of target region 
that is deforested 
2 18 0 20 0 20 0 20 4 16 0 18 0 20 0 20 
Distance to city 0 20 12 8 0 20 0 20 3 17 2 16 17 3 17 3 
Y coordinate 0 20 20 0 0 20 0 20 na na na na na na na na 
Distance to  road 1 19 0 20 3 17 1 19 13 7 5 13 2 18 0 20 
Fractal dimension 
index of target region 
10 10 0 20 1 19 0 20 13 7 0 18 5 15 0 20 
Proximity index of 
target region 
15 5 1 19 4 16 0 20 14 6 7 11 4 16 0 20 
Main PA ID 0 20 0 20 na na 0 20 0 20 13 5 na na 0 20 
Distance to PA (end) 8 12 0 20 18 2 4 16 1 19 1 17 0 20 0 20 
Protected proportion 
of target region 
20 0 18 2 na na 0 20 20 0 14 4 na na 0 20 
Standard deviation of 
slope 
14 6 18 2 0 20 0 20 14 6 14 4 1 19 0 20 
% of target region 
that is forested 
20 0 0 20 20 0 9 11 20 0 0 18 20 0 15 5 
% of neighbourhood 
that is protected 
1 19 2 18 0 20 20 0 0 20 3 15 0 20 20 0 
Edge density of target 
region 
6 14 17 3 14 6 20 0 6 14 16 2 12 8 20 0 
% of neighbourhood 
that is deforested 
20 0 16 4 20 0 20 0 20 0 15 3 20 0 20 0 
% of neighbourhood 
that is forested 
20 0 20 0 20 0 20 0 20 0 18 0 20 0 20 0 
Distance to PA (start) 20 0 20 0 19 1 20 0 20 0 12 6 12 8 20 0 
X coordinate 20 0 0 20 20 0 18 2 na na na na na na na na 
Edge density of 
neighbourhood 
17 3 2 18 11 9 4 16 19 1 5 13 16 4 4 16 
Fractal dimension 
index of 
neighbourhood 
0 20 0 20 4 16 2 18 0 20 3 15 4 16 2 18 
Proximity index of 
neighbourhood 
2 18 7 13 15 5 14 6 1 19 3 15 6 14 12 8 
Population pressure 
(3 km) 
17 3 9 11 17 3 15 5 18 2 8 10 12 8 11 9 
Population pressure 
(1 km) 
3 17 4 16 8 12 9 11 2 18 7 11 6 14 9 11 
             
 Significance level:      < 0.001      < 0.01     < 0.05      > .05 
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Mean coefficients over the 20 trials for significant variables for GLM01 are given in Table 4-4. 
Variable definitions are given in Table 3-4. 
Table 4-4:  Mean regression coefficients for significant variables for GLM01 
  GLM01 
  CA CD 
NearFrDist -70.59 -71.40 
Target_Frc Not significant -20.48 
POINT_Y -5.82 -3.58 
NearCity -4.76 -2.47 
NearDeDist -4.06 -3.42 
ElevMD -3.35 -3.01 
Target_ED Not significant 3.20 
Target_Prx Not significant -3.16 
ED_1km Not significant -0.39 
for_1km 1.82 2.85 
def_1km 2.82 3.32 
NrPaDistSt 5.83 3.44 
TPDefor -1.26 Not significant 
Pro_1km Not significant 13.99 
Protected Not significant -13.45 
 
Four variables, distance to deforestation, distance to forest edge, median elevation and percent of 
neighbourhood forested, were significant for both designs and across all four sample methods.  Of 
these four, distance to the forest edge (NearFrDist) was several times more influential than the next 
variable (Fractal dimension index in target region, (Target_Frc)). A fifth variable, percentage of 
surrounding neighbourhood deforested was significant in all cases except for GLM01 within 
protected areas.  
Of these five variables, being closer to either the edge of the forest, or existing deforestation was 
linked to an increase in the chances of deforestation, which is as expected based on existing 
literature  (Ludeke et al. 1990, McConnell et al. 2004, Mas 2005, Brown et al. 2007).  Consistent 
with other studies in this region (Mas et al. 2004), areas at higher elevation had a higher probability 
of being deforested.  Percentage of deforestation in the target region was positively associated with 
deforestation, further supporting the conclusion that areas near existing deforestation have a higher 
probability of being deforested themselves. 
Within the target region itself, the correlations for surrounding forest were less intuitive.  
Percentage of region forested was significant for all but the standard sampled datasets (CA).  This 
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can be explained by looking at the direction of the correlations.  For both GLM01 and GLM04, the 
percentage of region forested showed a positive correlation with deforestation risk (the same as for 
the neighbourhood) outside of protected areas.  That is, for non-protected areas, those with more 
existing forest are at greater risk of deforestation.  However, within protected areas the reverse was 
true, with areas containing less forest being more likely to be deforested.  The change in direction 
from a positive to negative correlation also has the effect of cancelling out the relationship between 
the variables when sample points are taken both inside and outside PAs.  
While this could be possible evidence that the deforestation drivers are different within PAs, an 
alternative explanation could also be considered when the samples themselves are examined.  
Figure 4-10 shows the section of the Campeche study zone showing over half of the positive sample 
points that occurred within protected areas. 
 
 
Figure 4-10:   Section of Campeche study area showing positive sample points inside a protected 
area (dataset CB) 
 
The deforested sample points clustered in the south-western corner of the map represent over half of 
the positive sample points in dataset CB, and are clustered around a single large section of 
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deforestation just within the PA border.  While there is some existing deforestation nearby, the 
majority of these sample points would have been close to 100 % forested in the year 2000.  This is 
contrary to what would be expected given the negative correlation between forest and deforestation.  
However, given that the overall study area for dataset CB contains over 5000 sample points with 
100 % forest, these could still be considered as relatively less forested.  
In contrast, dataset CC (outside PAs) has less than 1800 points with 100 % forest in the year 2000 
and has less large forested areas.  In this highly fragmented landscape, even target areas that were 
less than 100 % forested would still be considered as having relatively high levels of forest.  When 
these two datasets are combined, the values average out and the correlation between amount of 
forest in the target zone and chance of deforestation is lost.  In this case, the distance to the nearest 
deforestation and PA boundary are therefore more reasonable predictors.   
The fragmentation information contributed less than expected, based on previous results from the 
area (Mas et al. 2004), with very little correlation.  The exception being that both designs found 
significant correlations with deforestation and fragmentation in the target region for the stratified 
datasets.  Being closer to a city was correlated with an increased chance of deforestation when 
inside a PA for GLM04, but only for the other datasets in GLM01.  Ruggedness (standard deviation 
of slope) was found to be significant for three of the four sample methods for GLM01, being 
negatively correlated within PAs and positively correlated when points are mainly outside PAs.  
Population pressure at both 1 km and 3 km was not considered significant for either model.  
Distance to protected area was not significant outside of protected areas, indicating that being closer 
to a PA offers no extra protection from deforestation in this instance.  On the other hand, areas 
closer to a PA are also no more likely than other areas to be deforested, providing some evidence 
that there is no leakage with the immediate buffer zone.  The proportion of both the target area and 
its surrounding neighbourhood that is protected was generally only significant when a stratified 
dataset was used for both training and testing.   
An interesting point to note is that according to Table 4-3, almost every variable was used to some 
extent in GLM04 trials inside protected areas.  To investigate this further, Figure 4-11 shows the 
significance (p values) of each variable over the 20 trials trained on the standard dataset.  Values are 
also shown over 18 trials (two trials failed to converge) for models trained within protected areas 
(dataset CB).  
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P-values for Variables used in GLM04     
(Sampled Over Entire Region)   
P-values for Variables used in GLM04 for           
(Sampled Within Protected Areas) 
                  
  Count of Trials     Count of Trials 
 
p<.0001 p<.05 
Not 
Significant     
p<.0001 p<.05 
Not 
Significant 
NearFrDist 20 0 0   NearFrDist 17 0 1 
NearDeDist 20 0 0   NearDeDist 15 1 2 
ElevMD 14 6 0   ElevMD 15 0 3 
def_1km 14 5 1   def_1km 11 3 4 
TPforest 8 11 1   TPforest 16 0 2 
NrPADistSt 2 17 1   NrPADistSt 8 2 8 
for_1km 6 11 3   for_1km 16 1 1 
NrPADistEd 4 10 6   NrPADistEd 12 4 2 
Target_ED 3 11 6   Target_ED 8 6 4 
Target_Frc 6 6 8   Target_Frc 17 0 1 
ED_1km 2 9 9   ED_1km 8 6 4 
Frc_1km 1 8 11   Frc_1km 12 2 4 
Prx_1km 1 8 11   Prx_1km 9 4 5 
Protected 1 8 11   Protected 7 7 4 
TPDefor 0 7 13   TPDefor 16 1 1 
mainPA_ID 1 6 13   mainPA_ID 5 4 9 
pro_1km 0 7 13   pro_1km 12 3 3 
NearRdDist 0 5 15   NearRdDist 10 2 6 
SlopeSD 0 4 16   SlopeSD 13 2 3 
pop_3km 0 2 18   pop_3km 9 4 5 
Target_Prx 0 2 18   Target_Prx 5 6 7 
nearCity 1 1 18   nearCity 13 3 2 
pop_1km 0 0 20   pop_1km 7 3 8 
 
Figure 4-11: Significance of variables used in GLM04 when trained on data from either across the entire 
region (CA) or inside protected areas (CB).  Most common category has been highlighted.  Variable 
abbreviations are listed in Table 3-4 
 
From this figure, it can be seen that while many variables were significant in most trials for models 
trained inside protected areas, most were not significant over all trials.  In contrast, for the variables 
showing as significant in GLM04 trained on the standard dataset, the majority are significant in 
most trials.  This suggests that, particularly within protected areas, different trials are using different 
variables. 
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4.2.6  Spatial accuracy 
Although the three metrics based on the confusion matrix section (TSS, sensitivity and specificity) 
are a good indication of model performance, they rely on an arbitrary cut off value (in this case 50 
%). However, consider that if two separate sample points were each predicted to have a 50 % 
chance of deforestation, it is reasonable to expect that only one of these points would actually be 
deforested, meaning that even though the model was correct, one sample point would have been 
‘incorrectly’ predicted.  While this is partly addressed by the use of the AUC metric, which 
measures performance across different cut off points, it is still worthwhile to examine a map of the 
results to see if the models are correctly predicting high risk areas.    
To examine the effect of this, Figure 4-12 maps the predicted chance of deforestation for GML04 
(mixed model).  Results are from a trial trained on the 7000 point learning set and tested on the 
validation set (n = 1000).  For comparison, the results of the confusion matrix are given in Table 
4-5.  A full map of deforestation in the study zone is given in Appendix One. 
 
Table 4-5:  GLM04 results for validation test set (trained and tested on standard sampling) 
 
GLM04: Validation Set 
True Positive 12 
True Negative 952 
False Positive 1 
False Negative 35 
TSS 0.25 
Sensitivity 0.26 
Specificity 1 
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Figure 4-12: Actual and predicted deforestation from GLM04, tested and trained on standard 
dataset. Actual deforestation is depicted in the raster layer, with the predictions for each sample 
point displayed as per the legend on the right.  Despite a low TSS score (0.25), the model does 
predict a greater chance of deforestation in areas near where deforestation occurred. 
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When the results are mapped according to the probability of deforestation, it is clear that the sample 
points that were predicted as more likely to be deforested are clustered around areas where the 
deforestation occurred.  Conversely, most points predicted as having less than a 5 % predicted 
chance of deforestation were most often located in areas without deforestation (such as the south-
east section of the study zone).  This implies that even models that score badly on certain metrics 
may still be useful models in predicting areas that are at a heightened risk. 
 
 Spatial dispersion of errors 4.2.6.1
As an additional check to examine if there were any particular areas where the models were 
performing poorly, a map was created for the confusion matrix of the standard GLM (GLM01) and 
the mixed effects model (GLM04) (Figure 4-13).  Maps were created for the validation dataset 
(sample size of 1000) for models trained on the 7000 sample point learning set for either standard 
(CA) or stratified (CD) sampling.   
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Figure 4-13: Mapped results for the standard and mixed effect GLMs tested on the validation set 
(sample size = 1000). Models were tested on standard sampled data (CA) and trained on either 
standard (CA) or stratified sampled (CD) datasets. 
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A clear pattern can be seen, showing that rather than a random distribution, the majority of false 
positives occurred in the same general area as the true positives.  To quantify this, the mean 
distance from the false positive predictions to the nearest deforestation (in 2005) was compared to 
the mean distance of the true negative predictions to the nearest deforestation.  These values, as well 
as the quantity of sample points in each category are given in Table 4-6. 
Table 4-6: Mean (and standard deviation) for distance of false positives and true negative to 
nearest deforestation for models trained on the standard or stratified sampled dataset 
    
Trained on standard 
sampling (CA) 
Trained on stratified 
sampling (CD) 
    GLM01 GLM04 GLM01 GLM04 
Number of sample 
points 
FP 1 1 239 203 
TN 952 952 714 750 
Mean distance (m) 
and std. dev to 
deforestation 
FP 2229 (N/A) 2229 (N/A) 2617 (3140) 1929 (1635) 
TN 8434 (8788) 8434(8788) 10372 (9202) 10186 (9102) 
 
For models trained on the stratified data, the mean distance to deforestation was substantially less 
for the false positive predictions than the true negatives.  This means that for all sample points that 
were forested, those where the model incorrectly predicted deforestation would occur were 
generally closer to actual deforestation than those sample points predicted as safe.  This implies that 
many of the false positive predictions, despite being classed as incorrect, were likely in a higher risk 
area.  
 Deforestation quantity predictions 4.2.6.2
The results above indicate that different models are predicting different quantities of deforestation. 
While the models presented in this thesis are not explicitly designed to predict the quantity 
deforestation (see Chapter Eight for a full discussion), the amount of deforestation predicted can 
affect the interpretation of the selected metrics.  It is therefore still a worthwhile analysis to help 
understand how the models are behaving.  Boxplots were constructed showing the number of pixels 
predicted by models GLM01 and GLM04.  To aid in interpretation, the actual number of positive 
sample points in each set is listed in Table 4-7. 
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Table 4-7: Number of positive sample points in each test set 
Dataset 
Positive 
Sample Points 
CA 165 
CB 35 
CC 250 
 
Due to differences in scales, models trained on the standard datasets (CA, CB or CC) are given in 
Figure 4-14, and models trained on the stratified sampling (CD) are given in Figure 4-15.   
 
  
Figure 4-14: Number of sample points predicted as deforested across the 20 trials for models 
trained on standard sampled datasets 
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Figure 4-15: Number of sample points predicted as deforested across the 20 trials for models 
trained on stratified sampled datasets 
All models trained on the standard datasets greatly underestimated the amount of deforestation, 
predicting at most a half of what actually occurred, with the mixed effect model (GLM04) 
predicting a greater amount than the standard model (GLM01).  Unsurprisingly, models trained on 
the stratified dataset (CD), predicted much more deforestation than what actually occurred.  
However, on these trials, GLM04 predicted less than GLM01.  Hence in both cases the mixed 
effects model performed better at predicting the quantity of deforestation, although would still 
underestimate the threat.   
 
4.3 Discussion 
 
The results presented in Section 4.2 offer several discussion points relevant to the question at hand.  
First and foremost is the obvious; did the models successfully predict deforestation?  While Section 
4.2.2 demonstrated that the models are performing better than random, there are several studies in 
the literature that could be considered comparable.  These have been discussed in more detail in 
Section 2.6, with the most commonly reported metrics being Kappa and AUC.  Kappa values 
ranged from 0.31 (Pontius Jr et al. 2001)  to 0.95 (Qiang and Lam 2015).  Reported AUC values 
were generally high (over 0.9).  
  
136 
For the standard sampled dataset in this study (CA), the highest Kappa value (see Appendix Seven) 
was 0.25 (model GLM04), with a mean value closer to 0.2 over 20 trials.  Maximum Kappa values 
for dataset B for GLM04 were above 0.5 with the mean around 0.4.  For dataset D, values were 
above 0.65. While it is not possible to directly compare either Kappa or accuracy values without 
first knowing prevalence rates, these results show that at least some of the models presented in this 
chapter are of the same order as results reported in other studies. With the exception of several 
outliers, all AUC results were above 0.8, with all trials for models trained on the stratified data 
being over 0.85.  While below the levels reported in other studies, these values are within the 0.7- 
0.9 range of what is generally considered to be a good model (Platts et al. 2008). 
Despite their high AUC and specificity scores, the low sensitivity values for GLM01-GLM03 
would at first glance be likely to eliminate their use in predicting deforestation.  However, when the 
results are mapped out and examined, it can be shown that the models are predicting the general 
areas where deforestation is likely to occur.  Sensitivity performance was improved slightly by 
including the geographical coordinates as random effects and significantly by using stratified 
sampling on the training set, although both of these methods reduced specificity.  Both the 
generalised linear models and the generalised linear mixed model struggled to correctly predict the 
correct amount of deforestation.  This has implications for situations where a baseline is required, as 
these models are unlikely to prove sufficient for this purpose. 
It is also of interest to look at which datasets proved to be the most useful.   Despite the removal of 
variables describing the protected areas, the WDPA dataset still provided several significant 
variables such as the distance to the nearest protected area.  The Natural Earth dataset, which 
contributed the distance to nearest city, was also valuable.  Many of the variables describing the 
surrounding land use that were derived from the Conservation International dataset (such as 
distance to nearest deforestation and surrounding forest fragmentation) were significant to all 
models.  The Landsat DEM was used by all models for the median elevation as well as in many 
cases for the standard deviation of slope.  These results are consistent with previous research on the 
Mexican Yucatan Peninsula which found forest cover index (percentage of forest), elevation and 
distance from settlements to be an optimal subset of predictors (Mas et al. 2004). 
None of the models were able to gain insight from the Landscan population pressure dataset.  This 
possibly indicates that either the scale or formulas behind the calculation of this later dataset are not 
suitable for this analysis.  Distance to roads was also not found to be significant, although this is 
most likely due to the timeframe on which the dataset is based rather than a general conclusion on 
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the importance of road location.  The results from both these datasets draw attention to the 
importance of acquiring datasets from the same time as the study period. 
A final point that warrants discussion is the effect of neighbourhood size and sample methods.     
While several of the neighbourhood variables were found to be significant, the size of the 
neighbourhood used did not have a large effect on the results.  Where an effect was found, models 
implemented with the smaller neighbourhoods tended to perform slightly better.  A much greater 
effect was noted for the different sampling methods.  The improvement in performance when using 
the stratified dataset for training highlights the importance of prevalence rates when using standard 
statistical methodologies.  Without sufficient examples to learn from, the models can fail to identify 
the trends and correlations required for prediction.  Also related to sample methods is the difference 
in results inside and outside protected areas, which the investigation has shown is not caused solely 
by the difference in prevalence rates.  While the cause of the difference is not clear, it does 
introduce the possibility that the drivers of deforestation in the study region are operating differently 
inside and outside of protected areas.   
 
4.4 Conclusions 
 
The statistical models trained using the freely available datasets were able to predict areas of the 
study zone at high risk of deforestation when a mixed effect model was used, or when stratified 
sampling was applied to correct for the unbalanced prevalence rates.  Although the TSS scores were 
low for the mixed effect models on the standard sampled datasets, when mapped according to the 
predicted probability of deforestation high risk areas were clearly identifiable and in line with actual 
deforestation.  The question now becomes, could the results be improved by using more 
complicated methodologies?  The following three chapters will move to the more advanced 
machine learning techniques to assess whether the added complexity can offer any improvement in 
performance. 
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5 Analysing Deforestation With Machine Learning 
 
While the results from the classical statistical models used in the previous chapter were promising, 
there is a possibility that their performance could be improved by using more advanced 
methodologies.  These techniques could also improve model transparency and potentially offer 
comparable performance with fewer variables.  This is investigated in this chapter by addressing 
Question Two: 
 
Can machine learning methods out perform traditional regression based statistical methods in 
predicting deforestation using the same datasets? 
 
The ML techniques implemented for this comparison were artificial neural networks, Bayesian 
networks and Gaussian processes.  The variables selected for the machine learning models were 
based on the exploratory factor analysis in Chapter Three and the results of statistical models in 
Chapter Four.  In this question, only model performance will be evaluated.  Other factors such as 
processing time, design considerations and explanatory capabilities will be considered in Chapter 
Eight.  For the sake of clarity, a discussion is given on the results of each methodology at the end of 
each results section, with a final discussion comparing the methodologies at the end of the chapter.  
Some discussion of the preliminary trials has been presented in the results section where it is 
required for explaining the steps that follow.  A full description of each model implemented for this 
this thesis is given in Appendix Two and an outline of the design and analysis process is given in 
Appendix Ten. 
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5.1 Artificial Neural Networks 
 
The first machine learning technique to be investigated is artificial neural networks (ANNs), which 
have been previously used with success to predict deforestation in southern Mexico (Mas et al. 
2004).  In a complex problem such as deforestation analysis, ANNs, with their ability to handle 
nonlinear and inter-variable relationships (Haykin 2009), would be expected to outperform the 
simpler logistic regression models implemented in the previous chapter.  To avoid confusion in the 
terminology, in this thesis a network with one hidden layer is referred to as single layer network, 
while a double layered network refers to a network with two hidden layers. 
 
5.1.1 Method for ANNs 
All ANNs were implemented in Matlab Neural Network toolbox (The MathWorks Inc 2010).  This 
software was selected over the neuralnet package in R (R Core Team 2012) because the options in 
the former for setting the stopping conditions on the network were more suitable for this study.  The 
data used for the ANNs was the same as for the GPs and GLMs, with data normalised to be between 
zero and one and the categorical variable, (Main PA ID), recoded into three separate variables with 
binary representation.  Models are listed below in Table 5-1. 
Table 5-1: Summary of artificial neural networks implemented for Question Two 
Model  Variables 
ANN01 All variables from GLM01 
ANN02 
Based on stepwise 
regression 
ANN03 X and Y co-ordinates 
 
ANN01 included all variables that were included in GLM01.  Variables selected for ANN02 were 
any variables from GLM02 (stepwise AIC) with p values of less than 0.01 in any one of the four 
sample methods.  For ANN03, only the X and Y coordinates of the sample points were included.  
This model was included for comparison with the Gaussian process using the same variables, and 
the justification for doing so is given in Section 5.3.  A summary of the variables included in the 
final design for each model is given in Table 5-2. 
  
140 
Table 5-2: Summary of included variables for artificial neural networks for Question Two.  
Definitions are listed in Table 3-4. 
    Model ID 
    ANN01 ANN02 ANN03 
V
ar
ia
b
le
 
Def_1km X X  -  
ED_1km X  -  -  
ElevMD X X  -  
For_1km X X  -  
Frc_1km X  -  -  
MainPA_ID X  -  -  
NearCity X X  -  
NearDeDist X X  -  
NearFrDist X X  -  
NearRdDist X  -  -  
NrPADistEd X  -  - 
NrPADistSt X X  - 
POINT_X X X X 
POINT_Y X X X 
Pop_1km X  -   - 
Pop_3km X  -  - 
Pro_1km X X  -  
Protected X X  -  
Prx_1km X  -  -  
SlopeSD X X  -  
Target_ED X X  -  
Target_Frc X X  -  
Target_Prx X X  -  
TPDefor X X  -  
TPForest X X  - 
 
 Preliminary trials 5.1.1.1
When implementing ANNs, several design decisions must be made.  While these decisions are not 
independent, testing them concurrently is computationally expensive and outside the scope of this 
research, which instead elects to test the settings one by one and evaluate the likely impact of the 
optimal combination not being found.  This is addressed further in section 5.1.3.  The specific 
decisions vary depending on the software package used, and to some extent the learning algorithm 
selected (not all packages allow all settings to be customised).  In the Matlab toolbox, the design 
decisions are; 
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1. Learning algorithm for training 
2. Validation set size 
3. Number of epochs 
4. Max fail value 
5. Initial values for weights 
6. Number of hidden layers/nodes 
For this study, as with the GLMs, it was also necessary to select the size of the neighbourhood used 
for calculating the land use change variables. 
The learning algorithm chosen was resilient backpropagation (Hasenauer et al. 2001, Igel and 
Hüsken 2003), which is generally faster than standard backpropagation, and avoids the need to set a 
learning rate.  It is also less sensitive to changes in the parameters (Mathworks 2013).  When 
training an ANN, the resilient backpropagation learning algorithm processes the data in batches.  
This means that the network is presented with the entire training set at once and adjusts the weights 
of the connections accordingly.  To calculate these weight adjustments, the network compares its 
predictions against a validation set, which is a subset of sample points that were held back from the 
training set. 
The proportion of the test data that is moved to the validation set must be configured before training 
commences.  In Matlab, the default ratios for splitting the data into training, testing and validation 
are 0.7, 0.15 and 0.15, respectively (Mathworks 2014).  As the testing dataset used for validation in 
this study is already defined, the proportion of data allocated for the test was set to zero.  350 
sample points (10 % of training set) were set aside for the validation set.  The subset of sample 
points selected for validation maintained the same ratio of deforestation to persistence as the 
training set. 
In order to decide on values for the number of epochs and max fail settings, a series of preliminary 
models were run for a range of node structures (either one or two hidden levels with between one 
and 30 nodes per level).  During training, networks were observed to check for any overfitting, 
make sure models were converging and to make an estimate as to how many epochs the models 
needed to find a solution.  A screenshot of the training screen is given in Figure 5-1.   
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Figure 5-1: Screenshot of Matlab neural network training screen showing model convergence 
 
In this instance it can be seen that the model is likely to have converged and found a solutions, as 
the mean squared error for the validation set has levelled out.  Results of these trials are not 
presented as they equivalent to those presented for the main trials in Section 5.1.2.2.  An ANN with 
one hidden layer containing 30 hidden nodes was used as a trial network for selecting the values of 
the remaining network parameters.  The structure of this network is illustrated in Figure 5-2. 
 
 
Figure 5-2:  Structure of ANN used for selecting model settings (screenshot from Matlab software) 
 
This figure, taken from a Matlab screenshot, shows a network with 27 inputs (predictors), a single 
layer of 30 hidden nodes and two output nodes (0 or 1, representing forest persistence or 
deforestation respectively). 
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Another design issue that must be considered for ANNs is setting the initial value for the weights.   
These are typically selected each time the model is run (Hastie et al. 2009).  It is possible that a 
randomly selected weight may have a detrimental effect on model performance caused by a local 
minima.  One suggested technique for working around this is to run the network several times with 
different start weights (Özesmi et al. 2006).  In this study it was elected to run the model ten times 
with different starting weights and take the initial weights from the model with the lowest mean 
squared error.   By setting the random seed with predetermined (randomly picked) values for each 
of the ten trials, the methodology also becomes reproducible by ensuring the same random numbers 
are picked each time.  
All trials for determining max fail value and the number of epochs were run on a 1 km 
neighbourhood, using all variables.  20 trials (consistent with the GLMs in the previous chapter) 
were run on datasets CA and CD, using the same random sub-sampled training/testing dataset pairs 
as the main trials.  Where not otherwise specified, settings not being tested were left with the 
default values.      
 Number of epochs 5.1.1.2
Each time the weights are adjusted based on the training data is referred to as an epoch.  The 
network will continue to present data to the network, updating the weights each time, until a 
specified stopping condition has been met.  In Matlab, the first stopping condition is reaching a pre-
set maximum number of epochs, with a default value of 1000 epochs.  To confirm whether or not 
this is sufficient for the ANNs to fit the data used in this study, trials were run with the maximum 
number of epochs set at either 1000, 3000 or 5000 epochs.  The max fail setting (described next), 
was set to the same value as the max number of epochs to avoid early stopping.    
 Max fail setting 5.1.1.3
Overfitting occurs in ANNs when a network approximates the training set too closely and is 
therefore unable to generalise when presented with new data (Haykin 2009).  This results in a 
model that performs well on the training set, but poorly on the validation and test sets.  To illustrate 
this, the network shown previously in Figure 5-1 was allowed to continue to past 5000 epochs 
(Figure 5-3).   
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Figure 5-3: Matlab training summary showing an example of overfitting in an ANN 
 
From this training summary, it can be seen how the performance on the training set continues to 
improve (the mean squared error is getting smaller), however the results for the validation set are 
becoming worse (the mean square error is increasing).  To avoid this occurring, and reduce the time 
required for trials to complete, the Matlab neural network toolbox allows users to specify a value 
for the max fail setting as an early stopping condition.  This value defines the maximum number of 
epoch that a trial can run without any improvement in the mean square error before the training is 
terminated (the default value is six epochs).   
While overfitting is a concern, so too is not training for sufficient epochs.  As an example, the 
network from Figure 5-1 is shown again, this time at epoch 494 (Figure 5-4). 
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Figure 5-4: Matlab training summary at 494 epochs showing best performance at epoch 400 
 
At this stage the best performance was at epoch 400 and no improvements have been made for 94 
epochs.  While it would be tempting to terminate the training at this point, we know from Figure 
5-1 that further improvements are achieved at epoch 746. 
To check the effect of the max fail setting and find a balance between overfitting and early stopping, 
networks were run for a single layer network with 30 hidden nodes and 1 km neighbourhood size 
with the max fail values varied at 50, 100, 200, 300 and 3000.  A maximum of 3000 epochs were 
allowed.  
 Selection of neighbourhood size 5.1.1.4
To select the best neighbourhood size for the ANNs, a single layer network with 30 hidden nodes 
was re-run using each of the same neighbourhood sizes as for the GLMs (1 km, 2 km, 5 km and 
variable specific).  These networks included all variables from GLM01 and were again run over 20 
trials, with all other settings based on the results of the above investigations.   
 Selection of node structure 5.1.1.5
In order to determine the number of hidden layers and nodes that would give the best performance, 
networks were tested with both a single and two hidden layers.   Single layer networks were tested 
with 5, 10, 20, 30, 60, 90, 120 and 150 hidden nodes, while double layers were tested with 5, 10 and 
30 nodes in the first layer and 5, 10, 20 and 30 nodes in the second layer.   
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 Main models 5.1.1.6
The main models for ANN01, ANN02 and ANN03 were implemented with the settings determined 
in the results of the preliminary trials.  20 trials were run for each of the datasets from Campeche 
state (CA, CB, CC and CD), as well as trained on the stratified data (CD) and then tested on the 
standard data (CA).  The resulting trials are given in Table 5-3. 
 
Table 5-3:  Trials for the ANNs for Question Two. Naming convention is [Network ID]-[Training 
set]-[Test set]-[Trial number] 
ANN01-CA-CA-
[01-20] 
ANN02-CA-CA-
[01-20] 
ANN03-CA-CA-
[01-20] 
ANN01-CB-CB-
[01-20] 
ANN02-CB-CB-
[01-20] 
ANN03-CB-CB-
[01-20] 
ANN01-CC-CC-
[01-20] 
ANN02-CC-CC-
[01-20] 
ANN03-CC-CC-
[01-20] 
ANN01-CD-CD-
[01-20] 
ANN02-CD-CD-
[01-20] 
ANN03-CD-CD-
[01-20] 
ANN01-CD-CA-
[01-20] 
ANN02-CD-CA-
[01-20] 
ANN03-CD-CA-
[01-20] 
 
5.1.2 Results for ANNs 
Results for the preliminary trials used for determining network structure and parameters are 
summarised in this section (full results are given in Appendix Three).  Full results for the main trials 
are also given in this section with further results comparing ANNs with the other methodologies 
presented in Section 5.4. 
 Preliminary Trials 5.1.2.1
Results for the MaxFail tests indicated that increasing the number of trials allowed without 
improvement to anything higher than 300 gave no substantial improvement in performance.  This 
value was therefore determined to be the best balance to minimise both early stopping and 
overfitting. 
For single layer networks there is little or no improvement in networks with more than 60 nodes.  
For networks with two hidden layers, no trends were found with increasing network complexity.  
As there was no definitive best structure evident in the preliminary trials, ANN01 – ANN03 were 
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tested on a range of five structures consisting of single layer network with either 10 or 60 hidden 
nodes and three double layer networks with either a 5-5, 10-10 or 30-30 layout.  
Very little variance was found between the results of the models trained with land use variables 
based on different neighbourhood sizes (Figure 5-5).   
 
 
Figure 5-5: TSS results when varying the size used to calculate neighbourhood variables for a 
single layer network with 30 hidden nodes.  Little difference was found between sizes. 
 
Based on this evidence, the smallest size of 1 km was kept, which is consistent with the size used in 
the GLMs (see Chapter Four).  The full list of parameter values selected for running the main trials 
are shown in Table 5-4. 
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Table 5-4: Summary of network settings used in main trials 
Setting Value 
Learning algorithm Resilient 
backpropagation 
Validation set size 350 
Number of epochs 3000 
Max fail value 300 
Initial weights 
Best of 10 random 
trials 
 Number of 
hidden nodes 
Single layer 10 or 60 
Double layer 5-5, 10-10 or 30-30 
Neighbourhood size 1 km 
 
 
 Main Models 5.1.2.2
As there was very little variation in specificity, differences in model TSS scores reflect differences 
in sensitivity.  For this reason, only TSS results have been presented here in Figure 5-6 to Figure 
5-9.  Full results for sensitivity, specificity and AUC are presented in Appendix Four.  Full results 
for the best performing ANNs are also included in Figure 5-32 to Figure 5-35.  For this section, 
models trained on the standard sampled datasets (CA, CB and CC) have been displayed separately 
from those trained on the stratified data (CD) as differences between models were not clear at the 
scale required to accommodate all plots on the same graph.  
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Figure 5-6: TSS results for single layer ANNs, trained on datasets CA, CB and CC 
 
Figure 5-7: TSS results for single layer ANNs, trained on datasets CD 
  
150 
 
Figure 5-8: TSS results for two layer ANNs, trained on datasets CA, CB and CC 
 
Figure 5-9: TSS results for two layer ANNs, trained on datasets CD 
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For single layer networks trained on standard sampled datasets (CA, CB or CC, Figure 5-6), 
increasing the complexity of the network structure by adding more hidden nodes slightly increased 
their performance.  This effect is most prominent in ANN03, which has only X and Y coordinates 
as inputs.  For two layered networks (Figure 5-8 and Figure 5-9), increasing the complexity of the 
networks did not substantially improve the performance of models trained on either all or most of 
the variables (ANN01 and ANN02).  This was not true of ANN03, which showed significant 
improvements when extra nodes were included (with exception of models trained on points sampled 
only within protected areas).   For comparison with the other methodologies, a single layer network 
with 60 hidden nodes and a 30-30 configuration double layer network were used. 
 
5.1.3 Discussion for ANNs 
The large number of concurrent design decisions (learning algorithm, stopping condition, learning 
rate, initial weights, size of validation set, number of epochs and network structure), makes it 
difficult to know whether the best settings have been found.  While it is not feasible to test all 
combinations of settings, the results from this study (presented in full in Appendix Three) show 
that, for the values tested, changes in the maximum number of epochs allowed and the maximum 
number of epochs without improvement (maxFail) did not have a substantial effect on the overall 
performance of the model.  This implies that, even if the optimum value is not tested, the chosen 
value is unlikely to be detrimental to the overall results.  The setting with the greatest effect was the 
structure of the network, which had a greater influence in model ANN03 which used only the X and 
Y coordinates (Figure 5-6 to Figure 5-9).  While it can therefore be time consuming to run a 
sufficient number of preliminary trials to select good values for each setting, indications from this 
research are that it is adequate to run only a small number of variations for each one.  
ANNs displayed several of the same trends regarding sample methods as the GLMs in Chapter 
Four.  Models trained on sample points from inside of protected areas tended to have a higher 
median over the 20 trials, but a greater range than those trained on either the standard sampled 
dataset (CA) or on points sampled outside a protected area (CC).  Networks trained on the stratified 
dataset (CD) out performed those trained on the standard datasets, showing that, like GLMs, the 
ANNs are also likely to be affected by prevalence rates.  ANN03 performed better than expected, 
particularly with the more complicated network structures.  Further discussion on methodology 
performance when trained only on the geographic coordinates is given in Section 5.4.2.6. 
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The increase in performance for ANN03 resulting from the increased number of nodes in the hidden 
layers (Figure 5-6 to Figure 5-9), highlights how the complexity of the problem will influence the 
optimal network structure.  Overly complicated networks with large numbers of nodes are more 
prone to overfitting than simple models (Moisen and Frescino 2002) and have been found in some 
cases to be less generalizable (Mas et al. 2004), thus the simplest structure in generally preferable.  
In this instance, for models including all 27 predictors, adding extra nodes did not improve 
performance, but may reduce the models performance if it were tested outside this dataset (this is 
tested further in the next chapter where the models are tested on a neighbouring region).  In 
contrast, when only two predictor nodes were presented (X and Y co-ordinates), the network was 
able to make use of the additional structural complexity of the hidden nodes, and performance was 
improved (providing the prevalence rates were sufficient). 
  
5.2 Bayesian Networks 
 
As discussed in Chapter Two, Bayesian networks have different design advantages compared to the 
GLMs and ANNs, and the networks implemented in this study have been designed to reflect that by 
testing several different structures.  Options for designing a BN structure include learning the 
structure based on the data (for example a TAN BN) or having an expert design the network based 
on their knowledge of the system being modelled.  BNs may also perform well with a simple naive 
model. In terms of variable parsimony, removing non-significant variables may simplify the 
conditional probability tables, and improve performance, although this is not guaranteed (Friedman 
et al. 1997).  
 
5.2.1 Method for BNs 
The Bayesian Networks were implemented in the Netica software (Norsys Software Corp 2013) 
using the C programming language application programming interface (API) to create the networks.  
Use of the API allows network creation and testing to be scripted, thus making the research 
reproducible and increasing the number of feasible trials that could be carried out.  Models used the 
counting algorithm for learning, with the exception of one expert model that used the expectation 
maximisation (EM) algorithm to handle missing data introduced by latent nodes.  As with the 
GLMs, each network was trained and tested for each of the four sample methods described in Table 
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3-2 (CA, CB, CC and CD), as well as being trained with the stratified sample method (CD) and 
tested on the standard sampled dataset (CA).   
 Model Descriptions 5.2.1.1
Five different BN designs have been implemented for this thesis.  These are summarised in Table 
5-5 and further described later in this section.   
Table 5-5:  Summary of Bayesian Network designs for this research 
Network 
ID 
Structure Variables 
BN01 Naive All variables used in GLM01 
BN02 Naive 
Significant variables from stepwise 
GLM 
BN03 Naive 
Manual stepwise selection from 
BNs 
BN04 Learned (TAN) 
Best performing set from naive 
models (BN01 – BN03)  
BN05 Expert defined   
Varied depending on expert 
selection   
 
BN01 was a naive network structure utilising all variables selected via the exploratory data analysis 
in Chapter Three.  In a naive BN, the target node (the node for the variable being predicted, in this 
case ‘Deforestation’), has no parents and every predictor has the target node (and no other), as a 
parent.  This lack of links between predictor nodes implies an assumption of independence 
(Friedman et al. 1997).  Models BN02 and BN03 (also naive networks) were implemented to test 
whether removing redundant or insignificant predictors would affect performance.  Variables 
selected for BN02 were any variables from GLM02 (stepwise AIC) with p values of less than 0.01 
in any one of the four sample methods.  A full list of included variables for each model is given in 
Appendix Two. 
Due to the fact that the GLMs may utilise different predictors to the BNs, BN03 looked to remove 
those variables that were least significant to these latter models.  As no automated procedure was 
available for variable selection in the Netica software (Norsys Software Corp 2013), selection was 
made by removing variables one at a time and re-evaluating the model.  After each re-evaluation, 
the least influential variable (with the smallest percent variance, as calculated by the Netica 
software) was removed from the model.  This was repeated until a detrimental effect was noticeable 
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in the TSS results (see Figure 5-10).  This comparison was conducted using the standard sampled 
dataset (dataset CA).   
 
Figure 5-10: TSS results over 20 trials for variable selection for BN03. Variables are shown from 
left to right in the order that they were removed, and those not shown were included in the model.  
Variable definitions are given in Table 3-4. 
 
BN04, in which the Netica software was allowed to learn the structure of each network, was 
originally intended to use the variables from the best performing model out of BN01, BN02 and 
BN03.  However, as the difference in performance was minor (see Section 5.2.2.4), all variables 
were included.  For each sample method, the network was presented with the 7000 sample points 
from the learning dataset.  These examples were then used by the software to learn a tree augmented 
naive (TAN) Bayes structure.  In a TAN BN, the assumption of independence in the predictors that 
applies to the naive BN is relaxed.  While the target node still has no parents, every other node has 
the target node and at most one other node as a parent.  TAN BN models have been shown to offer 
improved accuracy for classifiers over a range of datasets (Friedman et al. 1997). 
BN05 was an expert derived model.  Five separate BN structures were designed, each by a different 
person with expertise in deforestation studies (four external experts and myself).  Each expert 
selected had either published in, or worked closely with, deforestation analysis.  Only one expert 
(other than myself) had any previous experience with BN design.  External experts were all contacts 
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of Marc Hockings (principal thesis supervisor) and were recruited via email.  A summary of 
expertise is given in Table 5-6. 
 
Table 5-6: Summary of expertise of experts consulted for BN05 
Expert ID Experience 
A 
Extensive work with Global Forest Conservation 
Programme. In depth knowledge of socio-political 
factors affecting deforestation globally.  No 
previous knowledge of BN modelling. 
B 
Employee of the IUCN-African Protected Areas & 
Conservation.  Limited knowledge of the drivers of 
deforestation, but extensive knowledge of general 
conservation issues.  No previous knowledge of BN 
modelling. 
C 
Private research consultant on a range of 
conservation issues, including deforestation, with 
frequent partnerships with major NGOs (including 
WWF, IUCN and UNEP).   No previous knowledge 
of BN modelling. 
D 
PhD candidate in deforestation and environmental 
modelling with good knowledge of the datasets and 
BN modelling. 
E 
Research consultant with experience in modelling 
deforestation processes within Africa and Peru.  
Some previous knowledge of BN modelling. 
 
Experts who agreed to participate were sent a range of information including a Microsoft 
PowerPoint presentation with details on the study area, the list of  predictor variables that remained 
after the factor analysis in Chapter Three (the same variables used in GLM01), and some simple 
rules for designing a Bayesian network structure using the variables.  These rules included that there 
should be no cycles in the structure, that links between nodes should indicate causation and that 
latent nodes could be used, but should be avoided if possible (latent nodes represent variables that 
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were not provided to the expert and for which there is no data).  The Microsoft PowerPoint slides 
presented to the experts are given in Appendix Five. 
Participants were then asked to complete a template by assigning no more than three parent nodes to 
each child node.  This restriction on the number of parent nodes was imposed to limit the 
complexity of the CPTS to help ensure the datasets would be sufficient to learn from.  Experts were 
not required to use all the predictors listed if they felt any were irrelevant.  Participants were also 
asked to give reasoning for each link, such as whether it was an educated guess or based on a 
particular study.   
A completed template is given as an example in Figure 5-11.  Completed templates obtained from 
all five experts are given in Appendix Six. 
 
 
Figure 5-11: An example template for a Bayesian network, which was completed by an expert in 
deforestation  
The completed templates were implemented as BNs in Netica and the best performing model was 
selected for comparison with the other BN designs.  One expert network contained several latent 
nodes.  This model was implemented twice, once with three buckets for each latent node, and once 
with five buckets.  A summary of the variables included in BN01 – BN05 is given in Table 5-7. 
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Table 5-7: Variables included in Bayesian networks. Variable definitions are provided Table 3-4. 
    Network ID 
    BN01 BN02 BN03 BN04 BN05 
V
ar
ia
b
le
 
Def_5km X X X X  X 
ED_5km X  -  -  X  X 
ElevMD X X  -  X  X 
For_5km X X X X  X 
Frc_5km X  -  -  X  X 
MainPA_ID X  - X X  X 
NearCity X X X X  X 
NearDeDist X X X X  X 
NearFrDist X X X X  X 
NearRdDist X  -  -  X  X 
NrPADistEd X  - X X  X 
NrPADistSt X X  - X  X 
POINT_X X X X X  X 
POINT_Y X X  -  X  X 
Pop_1km X  -   - X  - 
Pop_3km X  -  - X  - 
Pro_5km X X X X  X 
Protected X X X X  X 
Prx_5km X  -  -  X  X 
SlopeSD X X  -  X  X 
Target_ED X X  -  X  X 
Target_Frc X X  -  X  X 
Target_Prx X X  - X  X 
TPDefor X X X X  X 
TPForest X X X X  X 
 
 Discretisation 5.2.1.2
While BNs require that continuous variables be categorised, there is no commonly agreed upon 
‘best method’ in the literature for doing so (Uusitalo 2007).  Two commonly used methods are the 
‘equal interval’ and the ‘equal buckets’ methods, neither of which guarantees to maintain the 
distribution of the data (Aguilera et al. 2011).  For this study, there was the additional complication 
of excluding the effects of variable discretisation as a source of variation across the sample methods 
(i.e. to be able to attribute differences in model performance to sample method, rather than to 
discretisation categories).  A method was needed that would find a set of buckets that would 
preserve the approximate distribution of datasets created according to different sampling methods, 
whilst providing enough sample points in each bucket to adequately learn probabilities. 
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The solution applied was to create a customised discretisation algorithm, referred to in this study as 
the minimum points algorithm.  This algorithm is based on previous work that found simple models 
that split the data to have a minimum number of sample points in each category performed as well 
as more complicated algorithms (Holte 1993).  A merge component was also added to limit the 
maximum number of categories allowed so as to reduce the complexity of the CPTs. 
The program was written in the R programing language (R Core Team 2012) and centres around 
specifying a maximum number of buckets and a minimum number of sample points that are 
required in each bucket.  Firstly, data for a variable is divided into 150 buckets using the equal 
intervals method, resulting in buckets with the same sized range, but different numbers of sample 
points in each (some buckets contain no sample points).  A first pass is made through the list of 
buckets and any buckets containing less than the minimum number of sample points are merged 
with either the following or preceding bucket (which ever has fewer sample points).  This second 
step is repeated until all buckets have the specified minimum number of sample points.  Where this 
process resulted in more than the maximum number of buckets (in this case 20), a similar algorithm 
was applied to merge the bucket containing the least number of sample points to the adjoining 
bucket until only 20 buckets remained.  This process is illustrated in Figure 5-12. 
  
Figure 5-12: Flow diagram of the minimum points algorithm implemented for variable 
discretisation 
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The minimum number of sample points was set at 345, which is the minimum number required 
from a population of 3500 (size of the training set) to give a 95 % confidence interval.  Variables 
which were identified in Chapter Three as having heavily skewed distributions had 0s removed and 
the algorithm was run on the remaining points.  The process was carried out for each of the four 
sample methods to give a set of buckets for each variable, and was successfully applied to all but 
two of the continuous variables, maintaining a faithful representation of the data distribution.  The 
‘Protected’ and ‘Pro_1km’ variables did not contain enough unique values and were therefore 
manually discretised into three categories.  
To allow for comparison between models trained on different sample methods, it is necessary to 
eliminate any variation caused by differences in discretisation (i.e. models from different sample 
methods having different bucket ranges for the same variable).  To construct models that had the 
same bucket values for each model, regardless of the dataset used for training (i.e. the same number 
of buckets with the same ranges), the minimum points algorithm was also run for each of the four 
datasets without re-setting the bucket ranges after each sample method.  That is, the algorithm was 
run first for dataset A, to find a range of bucket values for this dataset that met the restrictions for 
both the minimum number of sample points per bucket, and the maximum number of buckets.  
These bucket ranges were then used as the starting point for the algorithm to be re-run for sample 
method B.  This results in a set of bucket ranges that meet both restrictions for both datasets.  This 
process was continued for sample methods C and D. 
The exception to the above method was for those variables relating to protected areas that, by 
definition, have different ranges across the different sample methods.  For example, distance to 
nearest PA values range from 0 to -15001 for dataset B, but 0 to 15000 for dataset C (see Table 3-1 
for definitions).  In these instances values for B and C were combined for the discretisation.  A flow 
chart outlining how the minimum points algorithm was used to create buckets values that maintain 
the minimum number of sample points for each dataset in the group is shown in Figure 5-13. 
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Figure 5-13: Flow diagram of the minimum points algorithm implemented for variable 
discretisation across the four sample methods 
 
Histograms showing the discretisation for an example variable are presented in Figure 5-14.  The 
left most frames give the actual distribution for the ‘edge density of target region’ in the standard 
sampled (CA) and protected (CB) datasets.  When each dataset is discretised initially, dataset CA is 
discretised into 13 buckets to meet the prerequisite minimum number of sample points in each 
bucket, whereas dataset CB is discretised into eight buckets.  The distributions for each are shown 
in the centre frames.  When the algorithm is re-run to find a set of buckets that will contain the 
minimum number of points regardless of which dataset is used, six buckets are created as shown in 
the right most frames. 
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Figure 5-14: Distribution of edge density of the target region for the actual data, ideal 
discretisation and group discretisation 
 
There is some evidence that the discretisation method used to construct a BN can affect model 
performance (Marcot et al. 2001).  In order to determine the degree to which using either the ideal 
or group discretisation could affect the results, a comparison was made between naive BN models 
trained using each.  Networks for these trials contained all variables used in BN01 and the results 
are presented in 5.2.2.1.  
 Selection of neighbourhood size 5.2.1.3
The ideal neighbourhood size for the Bayesian networks was based on an analysis of naive 
networks constructed using all variables and trained and tested on the standard dataset (dataset CA).  
Networks were constructed for each of the four neighbourhood sizes (1 km, 2 km, 5 km and 
variable specific) and evaluated using TSS scores.   
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 Main Trials 5.2.1.4
The same 20 test/trial datasets were used for the trials as for the GLMs in the previous chapter, 
however there was no requirement to normalise the data. The subsequent list of trials is given in 
Table 5-8. 
Table 5-8:  Trials for the BNs. Naming convention is [Network ID]-[Training set]-[Test set]-[Trial 
number] 
BN01-CA-CA-
[01-20] 
BN02-CA-CA-
[01-20] 
BN03-CA-CA-
[01-20] 
BN04-CA-CA-
[01-20] 
BN05-CA-
CA-[01-20] 
BN01-CB-CB-
[01-20] 
BN02-CB-CB-
[01-20] 
BN03-CB-CB-
[01-20] 
BN04-CB-CB-
[01-20] 
BN05-CB-CB-
[01-20] 
BN01-CC-CC-
[01-20] 
BN02-CC-CC-
[01-20] 
BN03-CC-CC-
[01-20] 
BN04-CC-CC-
[01-20] 
BN05-CC-CC-
[01-20] 
BN01-CD-CD-
[01-20] 
BN02-CD-CD-
[01-20] 
BN03-CD-CD-
[01-20] 
BN04-CD-CD-
[01-20] 
BN05-CD-
CD-[01-20] 
BN01-CD-CA-
[01-20] 
BN02-CD-CA-
[01-20] 
BN03-CD-CA-
[01-20] 
BN04-CD-CA-
[01-20] 
BN05-CD-
CA-[01-20] 
 
 
5.2.2 Results for BNs 
This section covers the results of both the preliminary investigations used to select the main model 
designs as well as the final results for BN01 to BN05.  It also provides the results of the analysis 
that was carried out to determine the effect of the discretisation.   For the preliminary models, only 
TSS has been reported, as this includes the data for sensitivity and specificity and is sufficient for 
the analysis. For the final models, all three of these metrics, as well as AUC, have been reported to 
give a thorough indication of model performances.  All box plots show the median, 25
th
 and 75
th
 
percentiles as well as the minimum and maximum values and any outliers. 
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 Comparison of Discretisation Methods 5.2.2.1
The results given in Figure 5-15, show that sampling method (A, B, C or D) had a greater influence 
on model performance than did discretisation (group or ideal, see Section 5.2.1.2).   
  
 
Figure 5-15:  TSS results over 20 trials for ideal and group discretisation algorithms.  Models 
implemented with group discretisation all have the same bucket values regardless of sample 
method. 
 
The minimal difference seen in performance between the group and ideal discretisation allow us to 
be confident that the differences evident between the sample methods are not a symptom of the way 
the sample points have been categorised. 
 
 Selection of neighbourhood size 5.2.2.2
Results showing the TSS score for BNs implemented with different size neighbourhoods are given 
in Figure 5-16.  While possibly not statistically significant, a 5 km x 5 km neighbourhood produced 
a visibly higher median and maximum value than the other sizes, and was therefore used in the 
remaining models. 
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Figure 5-16: Analysis results over 20 trials for selecting the most promising neighbourhood size for 
the Bayesian Networks 
 Expert design results 5.2.2.3
The TSS results for each of the expert BNs are given in Figure 5-17.  BN05e and BN05f were the 
same structure, but contained latent nodes that were implemented with three and five states 
respectively.  Model BN05f was selected as the best expert designed model for comparison.   
 
Figure 5-17: TSS results over 20 trials for BNs implemented from the expert designed templates.  
BN05f was selected as the best model for comparison with the other designs (BN01 – BN04). 
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Structures for each network are given in Appendix Six.  Only myself and one other expert (models 
BN05d, e and f) considered geographic coordinates to be relevant.  In these networks, the X and Y 
coordinates were included to control for spatial autocorrelation in the models.  All models included 
the majority of the fragmentation variables.  Where an explanation was provided, these predictors 
were included as either an educated guess based on knowledge of deforestation process, or on the 
basis of particular research in other regions.   
Distance to roads, deforestation and distance to forest edge were included by all experts except for 
in BN05a.  As with the fragmentation variables, experts judged these variables to be significant 
based on either general expert knowledge of the mechanics of deforestation, or specific knowledge 
of these factors in other areas.  Median slope was included in all models, and standard deviation of 
slope (measuring ruggedness) was included in models except BN05a and BN05b, generally in 
relation to accessibility.  Elevation was considered important by all experts except for in BN05a.  
 Main trial results 5.2.2.4
Results for the five final networks are given for TSS, sensitivity, specificity and AUC in Figure 
5-18 to Figure 5-21.  Results are based on the ideal discretisation for each data sampling method, as 
the comparison here is between models rather than sample methods. 
 
Figure 5-18: TSS results over 20 trials for BN01 – BN05 
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Figure 5-19: Sensitivity results over 20 trials for BN01 – BN05 
 
 
Figure 5-20:  Specificity results over 20 trials for BN01 – BN05 
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Figure 5-21: AUC results over 20 trials for BN01 – BN05 
 
 Variable influence 5.2.2.5
BNs are able to indicate which variables are contributing to the predictions by reporting on the 
percent variance, which is a measure of how much influence a variable has on the value of the 
response variable (in this case, deforestation).  Figure 5-22 to Figure 5-24 show the percent variance 
for BN01 over the entire study zone (dataset CA), inside protected areas (dataset CB) and outside 
protected areas (dataset CC).  Variable definitions are given in table Table 3-4. 
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Figure 5-22: Percent variance for BNs trained on the standard sample method (dataset CA) 
  
 
Figure 5-23: Percent variance for models trained on the sample from inside a PA (dataset CB) 
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Figure 5-24: Percent variance for models trained on the sample from outside PA (dataset CC) 
In each of the three sample methods, previous deforestation was influential in predicting the 
probability of deforestation.  This is evident by the higher percent variance of the distance to the 
nearest deforestation (NearDeDist), deforestation in the surrounding neighbourhood (def_5km) and 
the existing deforestation in the target region itself (TPDefor).  Distance to city (nearCity) and the 
geographic coordinates were also influential in all sample methods.  The proximity index of the 
surrounding forest (Prx_5km), which measures isolation of the forest patches, had some influence 
when considered across the entire study zone (Figure 5-22), but not within protected areas (Figure 
5-23). 
An interesting result was evident in Figure 5-24, where the Y coordinate (latitude) was clearly the 
most influential variable outside protected areas.  This is consistent with results of the GLMs shown 
in Table 4-2 which showed latitude to be significant outside, but not inside protected areas.  Both 
the GLMs and BNs reported a negative correlation, indicating that sample points further south were 
more likely to be deforested.  For the BNs the effect was substantial with non-protected sample 
points in the most northern (of seven) categories having a 4.5 % chance of deforestation compared 
to 25 % for those in the southern most category.  Examination of the area surrounding the 
Campeche study zone revealed no obvious population centres, roads or demographic features that 
would help to explain the increased deforestation in the south. 
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A partial answer explaining the correlations found by the models is provided in the shape of the 
study area and the distribution of the deforestation.  The Calakmul Biosphere reserve overlaps the 
south-western corner, creating an irregular shaped non-protected study zone, which is narrower in 
the south.  This is shown in Figure 5-25. 
 
Figure 5-25: Comparison of validation sets for outside protected areas (dataset CC, left) and entire 
study zone (dataset CA, right) 
As a large amount of the deforestation occurs in this narrower area, sample points toward the south 
are proportionally much more likely to be deforested than those in the north.  In dataset CA which 
is sampled across the entire study zone and shows a similar pattern of deforestation, the inclusion of 
the additional forested sample points, combined with fewer deforested sample points (as fewer of 
the 1000 sample points are taken from outside protected areas)  means that the correlation with the 
latitude no longer exists.  Instead we see that the deforestation occurs more in the west, which is 
consistent with Figure 5-22 showing that the X coordinate (longitude) is more influential for dataset 
CA. 
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5.2.3 Discussion on BNs 
Several discussion points can be drawn from the above results.  Firstly, the effect of the sampling 
methods that was identified in the GLM results, with models performing better when sample points 
are exclusively within protected areas (dataset CB),  is also present in the results of the BNs, which 
rely on probability theory.  Structured and naive networks responded differently, with the latter 
failing to show the same increase in performance as the structured networks when trained on the 
stratified datasets (Figure 5-18).  Of the five models, the expert structured model (BN05) had the 
lowest TSS score across all sample methods. 
With regards to BN05, the expert defined model, the above observations do not mean that the use of 
expert opinion is not valuable (see Chapter Eight for a full discussion).  There are several reasons 
why the expert models constructed in this study may have underperformed compared to the naive 
models.  One possible reason is that, although instructions were given, the experts in this study had 
no previous knowledge of Bayesian networks.  Two of the experts commented that they found the 
exercise to be frustrating, as the restrictions on model structure (only at most three parent nodes) did 
not mimic the real world, thus making modelling difficult.  There was also a possible gap between 
the expertise and the available data.  While all of the experts have expertise in deforestation, three 
of them dealt mainly with the socio-economic or policy aspects, and were thus possibly not used to 
considering more physical pre-disposing factors such as slope or surrounding land use.  Another 
possibility is that experts may have been short on time to consider all factors.   
Another further explanation for the poor performance of the expert networks that is specific to this 
study rests with the design of networks themselves.  To limit the size of the CPTs, experts were 
instructed that all nodes, including the target node (deforestation in 2005), should have at most three 
parents.  This limits the influence of the nodes that are not direct parents if, as in this case, the value 
of the parents is known.  In contrast, a naive BN allows all variables to directly influence the 
predicted value of the target.  For the TAN BNs the situation is slightly different again.  While each 
node is still directly connected to the target node, additional relationships between the parent nodes 
will influence their CPTs, thereby influencing the predicted value of the target node for any 
particular scenario.  Because of this, the predictions of a TAN and naive BN will differ, even when 
there are no missing values. 
A particularly interesting result from the BNs is the comparative performance of the first three 
networks.  Recall that BN03 was designed by removing variables from BN01 until a decrease in 
TSS score was noticed.  As this was carried out using the standard sampling method (CA), it is 
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expected that there would be little variation between these models on this first sample method.  
Referring to Figure 5-18 it can be seen that this is indeed the case, however this similarity is not 
seen in those models that were trained on points either inside (CB) or outside (CC) protected areas, 
where BN03 performed worse.  This appears indicative of different data trends being picked up 
inside and outside of PAs. 
More information can be gained as to what has caused this effect by looking at the variables being 
used by each set of models (Figure 5-22 to Figure 5-24).  Of the variables that could be considered 
important to models trained on dataset CB, four of these (Median elevation, distance to PA at start, 
Y coordinate and standard deviation of slope) were removed from model BN03 as they were not 
significant when standard sampling (dataset CA) was used.  Referring to Table 5-7 confirms that 
these variables were removed from BN03, but not BN02.  Given that BN02 did not display the 
same comparative performance degradation between sample methods, it is reasonable to assume 
that one or more of these variables are responsible, with Y coordinate being the prime candidate.   
For the purpose of selecting the best BN to compare with the other methodologies, the difference in 
the models reaction to under sampling has meant that two models, BN01 (naive BN with all 
variables) and BN04 (TAN BN) have been selected.  BN01 performed best of the five models when 
trained on standard sampled data.  However, when models were given the extra positive examples 
by training with the stratified dataset (CD), the TAN BN (BN04) did better. 
 
5.3 Gaussian processes 
 
Given their similarity to the geospatial technique of kriging (Hastie et al. 2009), GPs were expected 
to perform well on a spatial problem such as deforestation.  Their inclusion in this study allowed for 
an investigation of the predictive performance of models trained with only geographic coordinates 
as predictors.  While this would be possible using the other methodologies mentioned up until this 
point, it was expected that only a spatial model would have a realistic chance of success.   Although 
such a model is of limited use for evaluating the drivers and predisposing factors of deforestation, it 
could potentially provide a useful map of at risk areas when other information is limited or drivers 
are poorly understood.   
 Analysing deforestation with machine learning 
173 
5.3.1 Method for GPs 
All GPs were implemented in Matlab, release 2013b (The MathWorks Inc 2010),  using the GPML 
toolbox (Rasmussen and Nickisch 2010).  Models were trained and tested on the same normalised 
datasets used in the ANNs.  GP01 included all variables that were included in GLM01.  Variables 
selected for GP02 were any variables from GLM02 (stepwise AIC) with p values of less than 0.01 
in any one of the four sample methods.  GP03 contained only the X and Y coordinates.  This 
information is summarised in Table 5-9.   
Table 5-9: Summary of GPs  
Model  Variables 
GP01 All variables from GLM01 
GP02 Based on stepwise regression 
GP03 X and Y only 
 
As variables used are the same as the equivalent ANN, the full list of variables are the same as 
listed for the ANNs in Table 5-2.  Only two sets of preliminary trials were required for choosing the 
GP settings.  The first of these was to select the number of sample points used for learning the 
hyperparameters and the second was to select the neighbour size for calculating the land use 
variables.  
 Learning Hyperparameters  5.3.1.1
Prior to the main training, a GP is presented with a subset of the data from which it learns the 
hyperparameters that define the covariance function.  This stage of the process has significant 
runtime requirements (a single trial learning hyperparameters on 1500 points takes around ten hours 
to complete on a dedicated server).  This runtime can be reduced by reducing the number of sample 
points presented.  Trials were therefore run to judge the effect on model performance when learning 
on 500, 1000 or 1500 sample points from the relevant training datasets (maintaining the same ratio 
of target points).  It should be noted here that all trials still retained the full 3500 sample points for 
training the GP, only the number of sample points used for learning hyperparameters was restricted. 
   Neighbourhood size selection 5.3.1.2
Using 1500 points to learn the hyper-parameters, the GPS were tested for 1 km, 2 km, 5 km and 
variable specific neighbourhood sizes.  Because of the time taken to run each GP model (roughly 
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2.5 days for the necessary 20 trials), only sample methods CA (standard sampling) and CD 
(stratified sampling) were used in this analysis. 
 Main Trials 5.3.1.3
20 trials were run for each of the datasets from Campeche state (CA, CB, CC and CD), as well as 
trained on the stratified data (CD) and then tested on the standard data (CA).  The trials are listed in 
Table 5-10. 
 
Table 5-10: Trials for the GPs. Naming convention is [Network ID]-[Training set]-[Test set]-[Trial 
number] 
GP01-CA-CA-[01-
20] 
GP02-CA-CA-[01-
20] 
GP03-CA-CA-[01-
20] 
GP01-CB-CB-[01-
20] 
GP02-CB-CB-[01-
20] 
GP03-CB-CB-[01-
20] 
GP01-CC-CC-[01-
20] 
GP02-CC-CC-[01-
20] 
GP03-CC-CC-[01-
20] 
GP01-CD-CD-[01-
20] 
GP02-CD-CD-[01-
20] 
GP03-CD-CD-[01-
20] 
GP01-CD-CA-[01-
20] 
GP02-CD-CA-[01-
20] 
GP03-CD-CA-[01-
20] 
 
5.3.2 Results for GPs 
Results for both the preliminary and main trials are presented in this section.  All boxplots show the 
minimum, maximum and median values as well as the 25
th
 and 75
th
 quartiles.  Outliers are also 
shown. 
 Preliminary trials 5.3.2.1
The results of varying the number of sample points allowed for learning the hyperparameters are 
shown in Figure 5-26.   
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Figure 5-26: TSS results for varying the number of sample points used for learning the GP 
hyperparameters 
The results indicate that models performed better when allowed to learn the hyperparameters from 
the maximum allowed 1500 sample points (trials were not run with more than 1500 due to time 
constraints).  The results for the various neighbourhood sizes are given in Figure 5-27.   
 
Figure 5-27: GP TSS results for variances in the neighbourhood size 
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These results indicate that, as with the other models, varying the size of the area that was used to 
calculate the neighbourhood variables had minimal effect on the results i.e. a 1 km x 1 km area was 
just as effective as a 5 km x 5 km area.  Based on this, the smallest neighbourhood of 1 km was 
used, which is consistent with the GLMs and ANNs.  The selected settings for the GPs are 
summarised in Table 5-11. 
Table 5-11: Summary of GP settings used for main trials 
Setting Values 
Size of hyperparameter set 1500 
Neighbourhood size 1 km 
 
 
 Main trials 5.3.2.2
TSS, sensitivity, specificity and AUC results for the main trials of the three implemented GPs are 
given in Figure 5-28 to Figure 5-31. 
 
 
Figure 5-28: TSS results for GP methodology comparison 
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Figure 5-29: Sensitivity results for GP methodology comparison 
 
 
Figure 5-30:  Specificity results for GP methodology comparison 
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 Figure 5-31:  AUC results for GP methodology comparison 
TSS and AUC results for GP01 and GP02 showed that removing those variables which were 
excluded from the stepwise regression did not consistently increase or decrease performance. In 
some cases (such as AUC for the unprotected sample) there was a slight increase, in others a slight 
decrease (such as AUC for the stratified data).  In cases where there was a noticeable difference, it 
was unlikely to be enough to have a practical effect on the results. 
The TSS results in Figure 5-28 show that GLM03, which had only the X and Y coordinates as 
predictors, failed to predict better than randomly on 50 % of the trials when trained on standard 
datasets CB and CC.  This is likely caused by the models failing to converge on a solution.  Under 
these conditions, the additional predictors provided as inputs to GP01 and GP02 appear to have 
prevented the models from failing, although it is still questionable as to whether or not the results 
obtained would be sufficient to be useful.  The GPs results improved significantly when presented 
with extra positive examples by using the stratified dataset (CD) for training.  In particular, the 
additional information appears to have been sufficient for all trials in GP03 to find a solution.  
5.3.3    Discussion for GPs 
Several interesting points arise from the results of the GPs.  Firstly, the high TSS scores for GP03 
(Figure 5-28) show that, with sufficient data, GPs are able to make reasonable predictions about the 
location of deforestation based only on surrounding deforestation.  They were able to do this to the 
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extent that the addition of the extra predictors failed to improve the models.  However, when 
models were trained on the standard sampled data and with fewer positive sample points to learn 
from, they performed poorly (sometimes failing completely), but did benefit from the extra 
predictors. 
The only methodology specific design decision for the GPs (the number of points to use in the 
hyperparameter set) was decided on based more on the need to reduce the run time of the trials, than 
on performance.  While the study did use the maximum number of points trialled (1500), it could 
have used up to the full 3500 available sample points.  This was not possible due to time constraints 
(even at 1500, running the 20 trials needed for each model and sampling method requires 2.5 days 
of processing on a dedicated server).  Possible implications of this are discussed in Chapter Seven 
(Section 7.2.3 ) in relation to the GPs implemented for the Madagascan datasets. 
 
5.4 Comparison of Methodologies 
 
In order to compare the performance of the four methodologies being investigated, the results from 
the best performing model designs from each methodology are presented in this section.  The 
selected models are summarised in Table 5-12. 
Table 5-12: Summary of models included for technique comparison 
Technique Model ID Neighbourhood Summary 
GLM 
GLM01 1 km Generalised linear model 
GLM04 1 km 
Generalised linear mixed model with X and Y 
coordinates as random effects 
ANN 
ANN01-1L 1 km 
Single layer artificial neural network with 60 
hidden nodes 
ANN01-2L 1 km 
Double layer artificial neural network with 
30-30  hidden node structure 
BN 
BN01 5 km Naive Bayesian network 
BN04 5 km Tree-augmented naive Bayesian network  
GP GP01 1 km Gaussian Process  
 
As well as the main analysis, a separate comparison was carried out on the models that were trained 
only with the geographic co-ordinates (ANN03, GP03 and an additional GLM implemented for 
comparison).   
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5.4.1 Method for methodology comparison 
Models were first compared based on TSS, sensitivity, specificity and AUC scores over the initial 
20 trials.  Despite the sensitivity of the Kappa metric to prevalence rates, it is frequently reported in 
deforestation studies (Pontius Jr et al. 2001, Mas et al. 2004, Arekhi and Jafarzadeh 2014, Qiang 
and Lam 2015) and has therefore been provided for reference in Appendix Seven.  To remove any 
chance of bias introduced during sampling, each of the representative models was then re-trained on 
the entire 7000 sample point learning set, and then tested on a separate validation set of 1000 
sample points.  These 1000 points had not been used for model design up until this point, with the 
exception of being included in the data used for discretising the BNs and included in the 
normalisation of the data sets for the other techniques.  This was necessary to make sure the 
validation set was on the same scale as the other normalised data, and within the bounds of the node 
values for the BNs.   
The results from the validation dataset were then analysed for TSS, sensitivity and specificity as 
well as for the amount of deforestation predicted and the average distance of positive predictions to 
the nearest deforestation.  Maps were generated based on the results of the confusion matrix to 
check if the models were performing consistently across the area and allow a comparison of high 
risk areas predicted by each methodology.  As the results showed that none of the models were 
correctly predicting the expected amount of deforestation, models were remapped after being 
corrected for deforestation rate. This was done by assigning the sample points with the highest 
predicted probability of deforestation as ‘deforested’ until the number of deforested points matched 
the expected quantity.  Given the prevalence rate of 4.7 % in dataset CA (standard sampling), this 
equated to selecting the 47 most likely sample points from the 1000 point dataset.  This 
methodology has been used previously in deforestation modelling (Mas et al. 2004, Müller et al. 
2011) and allows for models to be evaluated assuming the rate of deforestation has been pre-
calculated. 
The analysis for the models trained only on the geographic coordinates includes the TSS, sensitivity 
specificity and AUC results over the 20 trials.  The single layer ANN selected for this comparison 
had 60 nodes and the two layer network structure had 30 nodes in each layer.  These structures were 
selected after initial trials showed them to be the most promising.  An additional GLM, also trained 
on just geographic coordinates, has been included for comparison.  A full description of each model 
is given in Appendix Two. 
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5.4.2 Results for methodology comparison 
The results for the best performing models from each methodology are revisited in this section 
where they are compared against each other.  The results of each model on the 1000 point validation 
set are also presented. 
 Evaluation Metrics for main trials 5.4.2.1
In order to easily compare the performance of the different methodologies across the various sample 
methods, the results for TSS, sensitivity, specificity and AUC for the best performing models from 
each are represented here in Figure 5-32 to Figure 5-35.  Boxplots represent the median, minimum, 
maximum, 25
th
 quartile and 75
th
 quartile of the 20 trials as well as any outliers. 
 
Figure 5-32: TSS results for the best models from each methodology 
*1. Single and double layer ANNs had a higher mean performance than the GLMs but not the GLMMs 
*2. Naive BN (BN01) performed better than the other models when trained on the standard sampled datasets 
*3. Under sampling improved performance for all models except BN01, which was more stable across  
     sampling methods 
*4. GPs either matched or outperformed single and double layer ANNs in all cases 
*5. In all sample methods, a BN was the best, or equal best performing model 
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Figure 5-33: Sensitivity results for best models from each methodology 
*1. Single and double layer ANNs had a higher mean performance than the GLMs but not the GLMMs 
*2. Naive BN (BN01) performed better than other models when trained on standard sampled data, and at  
      least as good as other models on the stratified datasets 
 
  
Figure 5-34: Specificity results for best models from each technique 
*1. All models had lower median values for the stratified as opposed to the standard sampled datasets 
*2. Naive BN (BN01) had a lower median values for all samples methods.  This is opposite of the sensitivity  
      results.  
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Figure 5-35: AUC results for best models from each technique 
*1. The large range for the GLMM and to some extent the ANNs for CB indicate these methodologies were  
       less robust on this dataset, possibly due to the low prevalence rate 
*2. GPs were among the top two models in all trials.  
*3. GLM04 and BN04 generally had higher mean values than the ANNs or GLM01 
 
 
 
From the TSS scores given in Figure 5-32, it can be seen that the naive BN (BN01) performed 
significantly better than the other models when trained on the standard sampled datasets (CA, CB 
and CC, plots 1-21).  However plots 26 and 33 in the same figure show that when stratified 
sampling is used to adjust the prevalence rate, the performance for the naive BN decreases, where 
all other models increase.  Figure 5-33 and Figure 5-34 (plots 26 and 33) show that the majority of 
this decrease in TSS scores is derived from decreased specificity.  
For each sample method, a generalised linear mixed model with geographic coordinates as random 
effects (GLM04, plots 2, 9 and 16) outperformed both the standard GLM (GLM01) and the ANNs 
(one and two hidden layers).  In all cases, the GPs (plots 7, 14, 21, 28 and 35) either equalled or 
outperformed the ANNs and the single layer ANN did better than the more complicated two layer 
network structure. 
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 Validation sets 5.4.2.2
The results for the TSS, sensitivity and specificity results for models trained on the learning datasets 
(n=7000) and tested on the validation set (n=1000) are given in Figure 5-36 to Figure 5-38. 
 
Figure 5-36: TSS results for the validation sets 
 
Figure 5-37: Sensitivity results for the validation sets 
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Figure 5-38: Specificity results for the validation sets 
Results of the validation sets showed the same trends as the 20 main trials, with BN01 performing 
better than other models for the standard sampled datasets, but worse when trained on stratified 
data.  Sensitivity scores for BN01 and BN04 were higher than the maximum values in the main 
tests, possibly as a result of the extra data available to learn from (7000 sample points rather than 
3500). For models trained and tested on standard data, sensitivity results for GLM01 and ANN01 
were at the bottom of the range for the 20 trials, whereas the corresponding results for BN04 and 
GLM04 were towards the top of the range.  Results for amount of deforestation predicted for the 
validation set are given in Figure 5-39. 
 
Figure 5-39: Amount of deforestation predicted from each of the models when tested on the 
validation set 
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When trained on the standard sampled datasets (CA, CB and CC), all models other than BN01 
underestimated the amount of deforestation occurring in the unseen points.  The number of sample 
points predicted as positive for the standard set (excluding BN01), ranged from three (GLM01) to 
29 (BN04).  Overall, BN04 was the most accurate when predicting the amount of deforestation, 
although it still predicted only two thirds of the actual amount (29 rather than 47).  As would be 
expected, all models overestimated the amount of deforestation when trained on a stratified dataset.  
While models were not specifically designed for predicting deforestation (see Section 8.3.1 for a 
full discussion), it is still worthwhile to understand their behaviour and how this could affect their 
results on the various metrics (models that predict very little deforestation for example will be more 
likely to have poor sensitivity results).    
The mean distance to deforestation for the false positive and true negative predictions from the 
1000 sample point validation set are given in Tables 5-13 and 5-14. 
 
Table 5-13: Mean distance of false positives and true negatives to nearest deforestation for models 
trained on the standard sampled dataset. Standard deviations are given in brackets. 
    Trained on standard sampling (CA) 
    GLM01 GLM04 
ANN01-
1L 
ANN01-
2L 
BN01 BN04 GP01 
Number of sample 
points 
FP 1 1 4 1 257 17 1 
TN 952 952 949 952 696 936 952 
Mean distance (m) 
and std. dev to 
deforestation 
FP 
2229 
(N/A) 
2229 
(N/A) 
772                
(173) 
804                 
(N/A) 
2361 
(2003) 
1033 
(595) 
804   
(N/A) 
TN 
8434 
(8788) 
8434    
(8788) 
8460 
(8790) 
8435 
(8787) 
10667 
(9254) 
8562 
(8808) 
8435    
(8787) 
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Table 5-14: Mean distance of false positives and true negatives to nearest deforestation for models 
trained on the stratified sampled dataset.  Standard deviations are given in brackets. 
    Trained on stratified sampling (CD) 
    GLM01 
GLM0
4 
ANN01-1L ANN01-2L BN01 BN04 GP01 
Number of sample 
points 
FP 239 203 165 187 374 179 171 
TN 714 750 788 766 579 774 782 
Mean distance (m) 
and std. dev to 
deforestation 
FP 
2617 
(3140) 
1929 
(1635) 
1899 
(1673) 
2032 
(1987) 
2959 
(2444) 
1671 
(1549) 
2120 
(1933) 
TN 
10372 
(9202) 
10186 
(9102) 
9794 
(9055) 
9989 
(9092) 
11960 
(9562) 
9990 
(9028) 
9806 
(9092) 
 
In all cases the average distance to deforestation for the sample points that were falsely predicted as 
deforested was less than the average distance of the points correctly predicted as safe (forested).  
That is, the areas where a model incorrectly predicted deforestation tended to be closer to where 
actual deforestation occurred than were the areas it correctly predicted as safe.  The inference from 
this is that these incorrectly targeted sample points actually were at higher than average risk of 
deforestation.  This pattern is also evident when the results are mapped (Figures 5-40 and 5-41).  
For reference, a larger map of the study area is given in Appendix One. 
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Figure 5-40:  Mapped results for validation sets, standard sampling (CA) 
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Figure 5-41:  Mapped results for validation sets, trained on stratified sampling (CD) 
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These maps show that all the models were predicting deforestation mainly in the more fragmented, 
unprotected areas, rather than the large section of continuous forest in the south-west corner.    
Across the maps, models trained on the standard datasets (Figure 5-41) were most likely to correctly 
identify the deforestation in the high risk section at in the south-west corner but miss the small 
amount of deforestation in the north-west corner. 
 Mapping by probability 5.4.2.3
Another approach to visualising the results is to the map the predicted probability of deforestation 
for each sample points (Figure 5-42 and Figure 5-43).  This allows a clearer picture of the model’s 
predictions as it removes the arbitrary 50 % cut off used in the previous figures.     
 
 
Figure 5-42: Results of validation set, trained on standard sampling and mapped by probability of 
deforestation 
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Figure 5-43: Results of validation set, trained on stratified sampling and mapped by probability of 
deforestation 
 
When the results are mapped out by probability, it can be seen that all the models trained on the 
standard dataset (Figure 5-42) do in fact select the north-east corner as having a slightly higher 
chance of deforestation than the south-east corner.  This effect was not visible when models were 
mapped according to the 50 % cut off (Figure 5-40).  When models are trained on the stratified data 
(Figure 5-43), mapping the probabilities shows that the models begin to predict a band of 
deforestation across the top of the south-east quadrant of the map.  This is consistent with the actual 
map, where small amounts of deforestation occur in this area (a larger map of the study area is 
given for reference in Appendix One). 
 Correction for deforestation rate 5.4.2.4
Figures 5-44 and 5-45 show the results for the validation sets, corrected to predict a 4.7 % 
prevalence rate.  
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Figure 5-44: Models trained on standard sampled data (CA), corrected for deforestation rate 
 
Figure 5-45: Models trained on stratified sampled data (CD), corrected for deforestation rate 
Analysing deforestation with machine learning  
193 
All models tested with the corrected outputs, with the exception of the naive BN, failed to predict 
the deforestation in the north-eastern section of the study zone.  All models successfully predicted 
the heavy deforestation in the south-western corner and at least minor deforestation in the north-
east.  When the amount of deforestation (positive predictions) is controlled for, the differences 
between standard (Figure 5-44) and stratified sampling (Figure 5-45) is less pronounced than in the 
previous results (Figure 5-40 and Figure 5-41).  This can be quantified by calculating the true skill 
statistics, which are shown in Figure 5-46.  
 
  
Figure 5-46: TSS scores for validation models (tested on dataset CA) showing the differences 
between the standard models and those corrected for deforestation rate 
 
The figure implies that for the majority of models (with the exception of BN01), correcting the 
predictions to account for the expected deforestation rate removes the overall benefits gained from 
the stratified sampling.  While it does improve the results of the models trained on the standard 
sampled dataset (CA), most models still struggled to detect any deforestation in the north-eastern 
corner (Figures 5-44 and 5-45). 
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 Model behaviour when identifying high risk areas 5.4.2.5
To better understand which sorts of areas are being identified as high risk, an enlarged section of the 
south-western corner of the study zone is shown in Figure 5-47.  The corrected results for GLM01 
trained on standard data (full results shown in Figure 5-44) have been shown as an example. 
 
Figure 5-47:  South-western corner of the study area showing the results for GLM01 trained on 
standard sampled data, corrected for actual deforestation rate 
 
From this map, which is representative of the general patterns found in all models, the predicated 
high risk areas are shown to be generally in a fragmented landscape and close to existing 
deforestation (consistent with the strong influence of these variables discussed in Sections 4.2.5 and 
5.2.2.5).  Areas that were predicted as low risk tended to be in areas of continuous forest, generally 
far away from the deforestation front.  
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 Models trained only on geographic coordinates 5.4.2.6
Figures 5-48 to 5-50 show the TSS, sensitivity and specificity results for models that were trained 
with only the X and Y coordinates as predictors.  These models were ANN03, GP03 and a standard 
GLM. 
 
Figure 5-48: TSS results for models using only geographic coordinates as predictors 
 
Figure 5-49: Sensitivity results for models using only geographic coordinates as predictors 
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Figure 5-50: Specificity results for models using only geographic coordinates as predictors 
 
The TSS results of the model trained on the stratified dataset (CD) show that, with sufficient 
training examples, both the ANNs and the GPs were able to produce results that were substantially 
better than random results, and almost as good as when all predictors were included (Figure 5-32).  
As expected, the GLMs failed when trained on the standard dataset, with a TSS score no better than 
random.  They did however perform surprisingly well when trained on the stratified datasets.  This 
better than expected performance from the GLMs is likely a reflection on the spatial nature of the 
subject matter.  When sufficient information is presented (by using a stratified dataset to increase 
the number of positive examples), even the simple GLMs were able to learn something of the 
relationship between the deforestation occurring around a sample point and its chance of 
deforestation.  The predicted probability of deforestation for GP01 and GP03 is mapped in Figure 
5-51. 
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Figure 5-51: Predicted probability of deforestation for GPs trained with either all predictors or 
only the X and Y coordinates 
For standard sampling, while the GP was able to predict the high risk area in the south-western 
corner of the map when using only the geographic coordinate as predictors, the inclusion of the 
additional predictor variables also detected the slightly increased risk in the north-eastern corner. 
 
5.5 Discussion 
 
The results presented in this chapter show that the machine learning models can offer improvements 
over the classical statistics models tested. In particular, the BNs were both more stable across the 
different sampling methods and more accurate in predicting the amount of deforestation (BN04, 
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Figure 5-39) when standard sampling methods are used.  GPs and ANNs offered improved 
performance over the GLMs when only the geographic coordinates are available for prediction for 
both standard and stratified datasets (Figure 5-48).  When all variables were included, a simple 
GLMM (GLM04) scored almost as well for AUC and TSS as the more complicated GP and 
outperformed the ANNs.  They also have the added benefit of identifying significant variables. 
While it is not unprecedented for a classical statistical model to outperform the more sophisticated 
ANN (Özesmi et al. 2006), it highlights the importance of including the random effect (in this case, 
the geographic coordinates of the sample point).  Without this, the ANN would have outperformed 
the GLMs. 
All models except BN01 tended to under-estimate the amount of deforestation when trained on the 
standard sampled sets (Figure 5-39).  Once the deforestation rate was controlled for the difference 
between the stratified and standard sampling was reduced, but the correction still gave an 
improvement over the standard sampling.  Despite the improvement, most corrected models still 
failed to detect the deforestation in the north-eastern corner.  As it stands, it is unlikely that any of 
the models would be suitable for predicting the amount of deforestation unless the temporal aspects 
can be explicitly modelled.  This is discussed further in Section 8.3.1. 
In addition to these differences in model performance, interesting comparisons can also be made on 
the effects of the sample methods, design requirements and the evaluation metrics used.  These will 
be discussed in the remainder of this section.  A full discussion as to how these results affect a 
methodology’s suitability to different types of deforestation studies is reserved until Chapter Eight, 
where the results of Chapters Six and Seven are also considered. 
5.5.1 Effect of sample methods 
Under sampling did not improve results for predicting the amount of deforestation, but was helpful 
in some models for predicting location (GLMs, ANNs and GPs). This is particularly relevant in 
studies of deforestation, where balanced datasets are unlikely. It also highlights the significance of 
the response variable definition.  In this study, the response variable was altered from being whether 
or not a given pixel was deforested to whether or not there was any deforestation within a 500 m 
target area.  The later definition increased the prevalence rate and, based on these results, likely 
improved the success of the models. 
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5.5.2 Design requirements 
From these initial trials in a single study region, significant differences can be seen in the design 
stage of the methodologies, predominantly in the number of decisions required.  Whereas relatively 
few decisions were needed for the GLMs (inclusion of random effects) and GPs (number of sample 
points for hyperparameters), the ANNs required substantially more decisions (learning rate, initial 
weights, structure, stopping clause and validation set size).  The BNs also had several design 
decisions (discretisation and structure), each of which had to be tested in the preliminary trials 
before the best models could be chosen. The impact of this on methodology selection is discussed 
further in Chapter Eight.  
For the GLMs and the GLMM, the major decision is which variables to include.  Although there is 
the risk of losing variables that may be part of a synergistic relationship or interaction with another 
predictor, choosing which variables to use by way of a factor analysis is reasonably straight forward 
(see Chapter Three).  R also has an automated stepwise selection process for variable selection, thus 
there is little risk to performance from multicollinearity.  The GP’s results show that, for this study, 
model performance was improved by removing redundant variables, however only under the high 
prevalence rates provided by the stratified datasets (Figure 5-28). 
The main design choices for the BNs centre on the discretisation of continuous variables and the 
model structure.  Model structure (naive, TAN or expert designed) had a substantial impact on the 
results of the models and therefore needs to be considered carefully.  The most problematic 
methodology in terms of design decisions was the ANNs.  Components such as number of hidden 
nodes/layers and the amount of data to split into the validation set were shown in this chapter to 
have some impact on model performance (impact on model generalisability will be discussed in 
Chapters Six and Seven).  It is impractical to test every combination e.g. every max fail value, with 
every number of epochs with every validation size of every structure, thus it difficult to ascertain if 
the best model has been chosen.  This is consistent with other findings (Özesmi et al. 2006). 
5.5.3 Evaluation metrics 
The comparison of the various techniques highlighted the importance of the evaluation methods 
used.  The TSS score was found to mask changes in performance, as seen with BN01, which 
obtained essentially the same TSS score for models trained on either the standard or stratified 
datasets (Figure 5-18).  However, when sensitivity and specificity results (Figure 5-19 and Figure 
5-20) are examined, we see that rather than no change, using the stratified dataset increased the 
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sensitivity, but decreased the specificity.  Thus, previous warnings to consider all three metrics in 
any final analysis (Lobo et al. 2008) have indeed proven true.  
This would be especially relevant in any assessments looking to predict the threat of deforestation 
in a specific area, where errors of omission are crucial.  In addition, the AUC score should be 
considered with caution on datasets with low prevalence rates as it is closely linked with overall 
accuracy.  A comparison of Figure 5-32 and Figure 5-35 show that models trained on the standard 
sampled datasets (CA, CB and CC), all scored highly on the AUC metric, but low on the TSS score.  
Rather than indicating exceptional performance, the high AUC scores in this instance are more a 
reflection of the unbalanced datasets.   
Also in relation to model evaluation, the analysis has shown the importance of remembering that 
deforestation is a spatial problem.  While the techniques presented here, with the exception of the 
GPs, have not been developed specifically for use with spatial questions, mapping the results is 
crucial for understanding how the models are behaving.  In this case, models that performed poorly 
on the metrics were shown to be not entirely unreasonable when shown on the map.  An example of 
this is BN04, whose predictions are mapped in Figure 5-40.  From Figure 5-36 it can be seen that 
the TSS score of this model was 2.4 (with 0 being random).   
While the predictive performance of the model based on the TSS score is questionable, when 
looking at the mapped results it can be seen that the false positive values are not an unreasonable 
prediction, and the model correctly identifies large areas that were safe.  Mapping also allows us to 
see in which areas models are performing particularly poorly.  This was also evident when the 
results were mapped by probability rather than the arbitrary 50 % cut off (Figure 5-42 and Figure 
5-43).  Presenting the results in this way allowed for a better analysis of which areas were at 
predicted to be risk, even if that risk was less than 50 % and is possibly a more realistic approach 
when looking to determine all areas that could come under threat. 
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5.6 Conclusions 
 
The observations from this chapter relate to scenarios where the models are trained and tested on 
the same region and time step.  Under these conditions, the Bayesian networks performed better 
than the classical statistics techniques, although there were differences between the naive and 
structured BNs.  ANNs needed more effort to design than the GLMMs, and offered no 
improvement in performance.  GLMMs performed almost as well as GPs when all variables were 
included, without the increased run time.  GPs do however offer good results using only the 
geographic coordinates as predictors.  The following chapter looks to see whether these conclusions 
hold true when the models are used to generalise to a nearby region in a neighbouring state. 
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6 Transferability of Models to Nearby Regions 
 
The design of the models in Chapters Four and Five looked at whether the techniques investigated 
were able to pick a pattern in a dataset and then replicate that pattern, i.e. using the 2000 – 2005 
data from Campeche, can the computer predict the chances of deforestation on an unseen point from 
that dataset.  This is useful if we want to look at what factors are at play (for certain models), or if it 
is assumed that the results can be extrapolated to either a nearby region or to the following time step 
to predict the future.  Chapters Six and Seven examine this assumption further by looking at 
Question Three: 
 
Can the methodology and variables implemented for the initial part of this study be applied to 
develop successful models for other geographic areas or timeframes? 
 
This question has been split into two parts, each focusing on the application of the methodologies in 
the different datasets.  Firstly, the best performing models from the previous chapter were tested on 
a nearby region in Quintana Roo, the neighbouring state of Campeche.  The purpose of this was to 
test if models trained in one region could be used to predict deforestation in a similar area, for 
example, one with less information available.  This is the focus of the current chapter.   
For the second part of Question Three, the methodology used Chapters Four and Five was 
replicated for a region in northern Madagascar.  This data also included the land use change for 
2005 to 2010.  This meant that not only was it possible to confirm if the conclusions on the various 
techniques held true on a separate dataset, but also to examine the second part of Question Three 
and test whether models could predict the following time step.  This analysis is presented in Chapter 
Seven. 
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6.1 Prediction on a Nearby Region 
 
Models can be considered more generalizable if they are able to maintain their predictive capability 
when tested on another region.  The region selected for investigating to what extent models were 
able to achieve this is in the neighbouring state of Quintana Roo.  Despite being geographically 
close and within the same country, there are still differences between the two that could potentially 
affect model’s predictive performance.  One study looking to compare the effects of community 
land management found that for a study area in Quintana Roo, the most significant predictors of 
deforestation were number and size of ejidos (community managed areas of land), distance to 
lowland flooded forest and amount of area under permanent forest area (Ellis and Porter-Bolland 
2008).  In Campeche, the significant predictors were slightly different; population spatial index, 
ejido population and distance to flooded forests.  Data from that study covered the same time period 
as this study and is strongly indicative that different factors may be at play between the two areas in 
determining the chance of deforestation.  The extent to which this affects the predictive capability 
of the models is examined in this chapter. 
 
6.2 Method 
 
Four datasets were created from the study region in Quintana Roo (see Appendix One) using the 
same sample methods and data processing steps as for the Campeche datasets (Section 3.3). These 
datasets are summarised below in Table 6-1. 
Table 6-1: Summary of Quintana Roo datasets. 
Dataset 
No. of Sample 
Points (Master Set) 
Sample Method  
Prevalence 
Rate (%) 
QA 7000 Standard random 7.6 
QB 6000 Random inside PA 2.3 
QC 7000 Random outside PA 8 
QD 7000 
Stratified (under 
sampled) 
50 
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For each of the four approaches investigated in the previous chapters (GLMs, ANNs, BNs and 
GPs), the model designs with the best TSS score were selected for further analysis with the 
Quintana Roo datasets.  The selected models are given below in Table 6-2. 
 
Table 6-2: List of models selected for testing in region Q (Quintana Roo) 
Model 
ID 
Description 
GLM01 Basic GLM with all variables 
GLM04 Mixed effects model with X and Y interaction as random effect 
BN01 Naive BN with all variables 
ANN01 
Single layer ANN with 10 and 60 nodes. Double layer ANN with 5-5, 10-10 and 
30-30 nodes 
GP01  GP with all variables 
 
 
As the X and Y coordinates are different for both regions, these were removed from the list of 
predictor variables for any models trained and tested on different regions.  Due to the fact that the 
best performing GLM, which was the mixed effects model, relied on the inclusion of the X and Y 
coordinates as random effects, GLM01 has also been included to allow for a GLM that can be used 
to predict deforestation in a region other than where it was trained.   The models implemented for 
the first part of Question Three are summarised in Table 6-3.  A full list of models implemented for 
this thesis is given in Appendix Two. 
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Table 6-3: Models implemented to investigate transferability of trained models to nearby regions 
Base Model Model ID 
Includes X and 
Y Coordinates 
Training 
Region 
Testing 
Region 
GLM01 
(Generalised 
linear model) 
GLM05 No Campeche  
Quintana 
Roo 
GLM06 No 
Quintana 
Roo 
Quintana 
Roo 
GLM07 Yes 
Quintana 
Roo 
Quintana 
Roo 
GLM04 
(Generalised 
linear mixed 
model) 
GLM08 
Yes - as random 
effects 
Quintana 
Roo 
Quintana 
Roo 
ANN01 
(Artificial 
neural 
network) 
ANN04 No Campeche  
Quintana 
Roo 
ANN05 No 
Quintana 
Roo 
Quintana 
Roo 
ANN06 Yes 
Quintana 
Roo 
Quintana 
Roo 
BN01              
(Naive 
Bayesian 
network) 
BN06 No Campeche  
Quintana 
Roo 
BN07 No 
Quintana 
Roo 
Quintana 
Roo 
BN08 Yes 
Quintana 
Roo 
Quintana 
Roo 
GP01    
(Gaussian 
process) 
GP04 No Campeche  
Quintana 
Roo 
GP05 No 
Quintana 
Roo 
Quintana 
Roo 
GP06 Yes 
Quintana 
Roo 
Quintana 
Roo 
 
6.2.1 Model baseline for Quintana Roo  
For this analysis, the models were both trained and tested on data from Quintana Roo.  By testing 
the models on the same data as they were trained on, it is possible to set a base rate for their 
predictive performance in this region.  It then becomes possible to compare these results against 
models tested on this same data (Quintana Roo), but trained on a separate region (Campeche) and 
enables comparisons to be made on any difference caused by the cross region training.   
All models trained and tested on Quintana Roo data were tested with and without the X and Y 
coordinates as predictors.  ANNs were implemented for five different network structures (two 
single layer layouts with either 10 or 60 hidden nodes and three double layer networks with either a 
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5-5, 10-10 or 30-30 configuration).  All other models were implemented using the same settings 
used for the Campeche models that were described in Chapter Five. 
6.2.2 Cross region training  
For this analysis, models were trained on the training datasets from Campeche and then tested on 
the corresponding test set for that trial from Quintana Roo.  Data for the GLMs, ANNs and GPs 
were normalised using values from both datasets, to ensure they were on the same scale.  An 
equivalent re-processing was undertaken for the BN discretisation.  ANNs were again implemented 
for five different network structures (either a 10, 60, 5-5, 10-10 or 30-30 configuration) and the best 
configuration selected for comparison. 
 
6.3 Results 
 
Results are first presented for the baseline models, including an analysis of which variables proved 
useful for the GLMs and BNs.  Comparison of baseline and cross region models according to TSS, 
sensitivity, specificity and AUC are then given in Figures 6-10 to 6-13, with results of the cross 
region models being mapped for a spatial analysis in Figures 6-15 to Figure 6-19.  Boxplots show 
the minimum, maximum and median values over the 20 trials, as well as the 25
th
 and 75
th
 
percentiles and outliers (points either 1.5 times the interquartile range above the third quartile or 
below the first quartile).    
6.3.1 Baseline models for Quintana Roo 
This section provides the TSS results of the four methodologies with models trained and tested on 
the Quintana Roo study zone.  One major change in the design of some of these models was the 
exclusion of the X and Y coordinates to allow for comparison with the cross region models.  The 
effect of this on the GLMs is shown in Figure 6-1.   
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Figure 6-1: TSS results for GLMs trained and tested on the Quintana Roo study zone 
 
For the standard GLMs (GLM06 and GLM07), removal of the X and Y coordinates did not 
obviously affect performance.  However, as with the results from Question One covering the 
Campeche study zone (Figure 4-6), the inclusion of the X and Y coordinates as random effects in 
model GLM08 increased the TSS score.  GLM models for Quintana Roo performed comparably to 
those for Campeche, except that there was no increase in TSS for samples taken only in protected 
areas (dataset QB).  Given that this was the same protected area as in the Campeche dataset, this 
difference may possibly be due to the smaller amount of protected area within the Quintana Roo 
study zone (see Appendix One) not being sufficiently representative of the overall area. 
Figure 6-2 and Figure 6-3 show the TSS results for the five different ANN structures (two single 
and three double layers) tested as baseline models.   
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Figure 6-2: TSS results for single layer ANNs trained and tested on the Quintana Roo study zone 
 
Figure 6-3: TSS results for double layer ANNs trained and tested on the Quintana Roo study zone 
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Both the single and double layer ANNs exhibited a slight drop in performance compared to the 
equivalent models trained on the Campeche datasets.  All networks trained on standard sampled 
datasets (QA, QB or QC) had at least one trial with a TSS score of 0 (equivalent to a random result). 
Based on this, these models would be unlikely to be satisfactory for predicting deforestation.  While 
single layer networks with 60 hidden nodes performed slightly better than those with only 10, the 
two layer networks showed no improvements from adding extra nodes.  In most cases, including the 
X and Y coordinates slightly increased the median performance of ANN06 over ANN05.   
TSS results for the BNs are given in Figure 6-4. 
 
Figure 6-4: TSS results for BNs trained and tested on the Quintana Roo study zone 
The results in Figure 6-4 show that the BNs performed slightly worse for the Quintana Roo study 
zone compared to the naive BNs implemented on data from Campeche (Figure 5-32).  This was 
more so for models trained and tested on the standard (QA) dataset.  As with the ANNs, the 
inclusion of the X and Y coordinates has been beneficial to network predictive performance.  The 
BN TSS results were again mostly stable across sampling strategies.  BNs were the only 
methodology that continued the trend from Campeche and had higher TSS results inside protected 
areas.  This is possibly tied to the fact that the BNs predict much higher levels of deforestation, and 
therefore tend to have higher sensitivity scores.    
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The results for the baseline GPs are given in Figure 6-5.  
 
Figure 6-5: TSS results for GPs trained and tested on the Quintana Roo study zone 
 
In contrast with the other methodologies, the GPs performed slighted better, although still poorly, 
with dataset QA (standard sampling), than for the original dataset from Campeche (Figure 5-28) but 
slightly worse when trained on the stratified dataset (QD).  An interesting point to note in these 
results is that exclusion of the X and Y coordinates had very little effect on model 
performance.  This would at first seem counter-intuitive, given the results presented in 5.4.2.6, 
which showed that the GPs were able to produce good results with just these two predictors 
(indicating that they are heavily influential in the model).  However, although still good results, the 
performance of the GPs with just the geographic coordinates were worse than when all variables are 
included. The fact that the results do not appear to be affected by the exclusion of these two 
variables implies that the geographic coordinates are likely acting as proxy variables for some other 
factor.   
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6.3.2 Variable influence 
For the GLMs and the BNs it is also possible to analyse which variables are proving most useful for 
classification.  For the GLMs these are again presented as counts of the number of trials where each 
variable was significant (Figure 6-6).  The mean coefficients for significant variables for GLM07 
are given in Table 6-4. 
P-values for Variables used in GLM07     
(Standard sampled data)   
P-values for Variables used in GLM07 for           
(Stratified sampled data) 
                  
  Count of Trials     Count of Trials 
 
p<.0001 p<.05 
Not 
Significant     
p<.0001 p<.05 
Not 
Significant 
NearFrDist 20 0 0   NearFrDist 20 0 0 
TPforest 20 0 0   TPforest 0 6 14 
NearDeDist 2 18 0   NearDeDist 20 0 0 
NearRdDist 2 18 0   NearRdDist 0 7 13 
NrPADistEd 4 16 0   NrPADistEd 16 4 0 
nearCity 2 13 5   nearCity 20 0 0 
Frc_1km 0 13 7   Frc_1km 0 0 20 
mainPA_ID 0 13 7   mainPA_ID 4 15 1 
POINT_Y 1 10 9   POINT_Y 4 16 0 
pop_3km 0 11 9   pop_3km 0 3 17 
ED_1km 0 6 14   ED_1km 0 0 20 
NrPADistSt 0 6 14   NrPADistSt 4 15 1 
def_1km 0 5 15   def_1km 20 0 0 
Target_Frc 0 3 17   Target_Frc 10 7 3 
POINT_X 0 2 18   POINT_X 2 16 2 
pro_1km 0 2 18   pro_1km 0 6 14 
Target_ED 0 1 19   Target_ED 8 8 4 
SlopeSD 0 1 19   SlopeSD 0 4 16 
pop_1km 0 0 20   pop_1km 0 3 17 
Prx_1km 0 0 20   Prx_1km 0 1 19 
Protected 0 0 20   Protected 5 15 0 
TPDefor 0 0 20   TPDefor 20 0 0 
for_1km 0 0 20   for_1km 20 0 0 
Target_Prx 0 0 20   Target_Prx 0 8 12 
ElevMD 0 0 20   ElevMD 0 0 20 
 
Figure 6-6:  Significance of variables used in GLM07 when trained on either standard sampled (QA) or 
stratified (QD) datasets.  Most common category has been highlighted. 
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 Table 6-4: Mean regression coefficients for significant variables for GLM07 
  GLM07 
  QA QD 
NearFrDist -55.04 -30.96 
Tpforest 5.21  Not significant 
NearDeDist -2.64 -3.11 
NearRdDist -0.80  Not significant 
NrPaDistEd -2.02 -1.90 
NearCity -2.51 -3.35 
Frc_1km -5.83  Not significant 
POINT_Y  Not significant 0.70 
MainPA_ID  Not significant 2.50 
def_1km  Not significant 5.52 
for_1km  Not significant 2.76 
POINT_X  Not significant -1.11 
Protected  Not significant -7.69 
TPDefor  Not significant -4.20372 
 
For the BNs the results take the form of boxplots of the percent variance over the 20 trials which is 
calculated by the Netica software.  These are presented in Figure 6-7 and Figure 6-8.  Full variable 
definitions are given in Table 3-4. 
 
Figure 6-7: Variable influence on probability of deforestation for BNs trained on standard sampled 
dataset (QA) 
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Figure 6-8: Variable influence on probability of deforestation for BNs trained on dataset QD (note 
change of scale from Figure 6-7) 
 
The distance to the edge of the forest (NearFrDist) was important in all models regardless of 
methodology or sample method.  This was also true for the distance to the nearest deforestation 
(NearDeDist), although slightly less.  Both of these variables were also amongst the most influential 
for Campeche (Figure 4-11 and Figure 5-22).  The percentage of the target region that was forested 
(TPforest) was important for both methodologies when trained on the standard sampled dataset 
(QA), but was not significant in every trial for GLMs trained on stratified data (QD).  Distance to 
the nearest city (nearCity) was also used in all models.  The geographical coordinates and amount 
of deforestation in the surrounding neighbourhood were comparatively less influential in Quintana 
Roo than in Campeche. 
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6.3.3 Cross region prediction 
This section compares the performance of the different models in predicting deforestation in a 
neighbouring area.  TSS values for the five ANN structures were used to select which structure to 
compare with the other methodologies and are given in Figure 6-9.  As there was no discernible 
difference between network structures, a two layer network with 10 hidden nodes in each layer was 
selected. 
 
Figure 6-9: TSS Results for ANN04, trained on Campeche and tested on Quintana Roo 
 
Figures 6-10 through to Figure 6-13 give a comparison of model predictions for Quintana Roo 
when trained on either data from that region, or the neighbouring state of Campeche.  Kappa values 
are reported in Appendix Seven.  None of the models included in the plot use X and Y coordinates.  
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Figure 6-10:  TSS results for models tested on Quintana Roo, trained on data from either 
Campeche (C) or Quintana Roo (Q) 
*1. GLMs and ANNs trained on standard sampling failed to predict deforestation 
*2. BNs sampled across the entire area showed at most a very minimal decrease in performance when  
      transferred to a nearby region  
*3. BNs had higher TSS scores than other methodologies when trained on standard sampled data (CA or   
      QA) 
*4. For cross region models trained on stratified sampled datasets, the GLMs and GPs had higher median  
      TSS scores than the ANNs or BNs 
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Figure 6-11: Sensitivity results for models tested on Quintana Roo, trained on data from either 
Campeche (C) or Quintana Roo (Q) 
*1. In some GLMs and BNs, sensitivity scores on the cross region models were higher than the baseline  
      models 
*2. For standard sampling, BNs had the highest sensitivity score 
*3. For stratified sampling, GLMs had the highest median sensitivity value 
 
  
Figure 6-12: Specificity results for models tested on Quintana Roo, trained on data from either 
Campeche (C) or Quintana Roo (Q) 
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Figure 6-13: AUC results for models tested on Quintana Roo, trained on data from either 
Campeche (C) or Quintana Roo (Q) 
*1. Only the cross region ANNs and the cross region GLMs for dataset CC did not perform  
      reasonably on the AUC metric 
*2. GPs performed best on AUC, with the exception of models trained on data from within  
      protected areas.  
 
As with the results from Campeche, the BNs were again more stable across sample methods and 
scored higher values for both TSS and sensitivity on the standard sampled datasets.  For cross 
region models trained on stratified sampled datasets, the GLMs and GPs had higher median TSS 
scores than the ANNs or BNs.  When trained on the standard sampled dataset (CA), the GLMs and 
ANNs failed to predict deforestation when tested in Quintana Roo.   
All models except the BNs showed a noticeable reduction in TSS and AUC scores in the cross 
region models for every sampling method (Figure 6-10 and Figure 6-13).  The BNs showed little 
discernible difference for TSS, except when the samples were split according to protected status 
(datasets B and C), however their scores for AUC showed the same decrease in performance as the 
other methodologies for the cross region models.  For the AUC values, all models showed a similar 
decrease in the mean value, with little change to the size of the range.  Results for the TSS were 
similar, with the exception of the BNs.   The consistent drop in performance for the cross region 
models is not entirely unexpected.  Possible explanations include failure of the models to generalise 
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to the new data and differences in the significance of the variables between the two regions.  These 
are discussed further in Section 6.4.   
6.3.4 Spatial analysis 
The mapped results for the cross region models are given in Figure 6-15 to Figure 6-16.  Maps are 
presented for models trained on the learning set for Campeche (n = 7000) using either standard or 
stratified sampling and are tested on the validation set for Quintana Roo (n = 1000).  Predicted 
probabilities based on the same models are mapped in Figure 6-18 and Figure 6-19.  A map of the 
actual deforested sample points is given for reference in Figure 6-14. 
 
Figure 6-14: Deforested sample points in Quintana Roo study zone 
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Figure 6-15: Mapped results of models trained on the standard sampled dataset from Campeche 
(CA) and tested on the validation set for Quintana Roo (QA) 
 
Figure 6-16: Mapped results of models trained on the stratified sampled dataset from Campeche 
(CD) and tested on the validation set for Quintana Roo (QA) 
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Unlike the mapped results for Campeche, shown in Figure 5-40 and Figure 5-41, the mapped results 
for Quintana Roo show less of a pattern, with high risk areas not being easily discernible.  This is 
most likely a result of the actual deforestation being more evenly dispersed around the study zone.  
To examine whether the areas being incorrectly predicted as deforested were closer than average to 
actual deforestation, the mean value of the false positives was compared against the mean for the 
true negative (see Section 5.4.2 for a complete description of this analysis).  These results are given 
in Table 6-5 and Table 6-6.  Mean distance for GLM05 and ANN04 are not given as they each only 
predicted a single false positive value. 
Table 6-5: Mean distance to nearest deforestation for models trained on standard data. Standard 
deviations are given in brackets. 
 
Trained on 
standard sampling 
(CA) 
BN06 GP04 
Number of sample 
points 
FP 395 3 
TN 529 921 
Mean distance (m) 
and std. dev to 
deforestation 
FP 
1889 
(1532) 
4392 
(5471) 
TN 
3192 
(2309) 
2629 
(2099) 
 
 
Table 6-6: Mean distance to nearest deforestation for models trained on stratified data. Standard 
deviations are given in brackets. 
  
Trained on stratified sampling (CD) 
GLM05 ANN04 BN06 GP04 
Number of sample 
points 
FP 451 315 491 309 
TN 473 609 433 625 
Mean distance (m) 
and std. dev to 
deforestation 
FP 
1994 
(1671) 
1992 
(1690) 
2006 
(1611) 
1959 
(1617) 
TN 
3246 
(2304) 
2968 
(2232) 
3348 
(2375) 
2974 
(2249) 
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These two tables show the results for sample points where no forest was lost in the target region.  
For those that were incorrectly predicted as deforestation occurrence, the average distance from the 
centre of the target region to deforestation in the 2000–2005 time period was more than a kilometre 
closer than the average distance for sample points that were correctly predicted as forest 
persistence.  The exception to this was GP04, however this was based only on three sample points.  
Figure 6-17 further illustrates this by showing the results of BN06 trained on standard sampled data 
on a zoomed in section from the south-western corner of the study zone. 
 
 
Figure 6-17:  Zoomed in map of predictions from BN06 trained on standard sampled data from 
Campeche (CA) and tested on Quintana Roo (QA) 
At this scale it is more obvious that forested areas correctly predicted as safe (true negatives) were 
generally further from deforestation in the prediction time period than the points that were predicted 
as likely suffer deforestation (true positives and false positives).  The true negatives are also more 
likely to be located in the less fragmented forest.  This is consistent with the analysis of variable 
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influence (Figure 6-6 to Figure 6-8) which shows that the deforestation prediction (at least for the 
GLMs and BNs) is heavily influenced by both the distance to the forest edge and distance to the 
nearest deforestation.  The edge density of the surrounding neighbourhood and of the target area 
itself was also influential. 
Figure 6-18 and Figure 6-19 show the predicted probability of the cross region models trained on 
either the standard or stratified datasets.  Close up images of two sections of the Quintana Roo study 
zone are given in Figure 6-20 and Figure 6-21. 
 
Figure 6-18: Mapped probability of predicted deforestation for models trained on the standard sampled 
dataset from Campeche (CA) and tested on the validation set for Quintana Roo (QA) 
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Figure 6-19: Mapped probability of predicted deforestation for models trained on the stratified sampled 
dataset from Campeche (CD) and tested on the validation set for Quintana Roo (QA) 
 
Figure 6-20: Close up of predicted probability of deforestation for models trained on data from 
Campeche (CA) and tested on Quintana Roo (QA) 
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Figure 6-21: Close up of predicted probability of deforestation for models trained on data from 
Campeche (CA) and tested on Quintana Roo (QA) 
 
These two close up figures show similar patterns to Figure 6-17, with all models tending to predict 
a higher chance of deforestation in areas that are more fragmented and closer to the forest edge.  
While the predicted high and low risk areas are not as obvious as in Campeche, Figure 6-22 
highlights some approximate regions of the Quintana Roo study zone where models tended to 
predicted above or below average changes of deforestation. 
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Figure 6-22: Image of region Q showing areas that were generally predicted as higher (red) or 
lower risk (blue) areas for deforestation  
 
Despite the widespread dispersion of the deforestation, it is still possible to highlight which areas 
may be under more threat.  The three general areas that tended to have a higher predicted 
probability of deforestation were centred around highly fragmented forest compared to the lower 
areas which contained more continuous forest.  
 
6.4 Discussion  
 
Most methodologies and models showed a decrease in performance when trained on data from 
Campeche (Region C) rather than being trained on the same region as the test set.  This could be a 
as a result of either poor generalisation of the models due to overfitting, differences in the 
importance of variables between Campeche and Quintana Roo, or the exclusion of some variable 
that is important to deforestation prediction in Quintana Roo.  While generalisation likely plays 
some part, there is evidence for differences in the regional importance of predictors, for example in 
the relationship between deforestation and the distance to roads.   
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Both the GLMs and BNs consistently modelled a significantly negative correlation between the 
distance to a road and the chance of deforestation in the Quintana Roo region.  In Campeche 
however, the relationship was weaker (in many cases insignificant, consistent with earlier results 
shown in Table 4-3).  Figure 6-23 and Figure 6-24 illustrate this with results from an example trial 
for BN06 (Campeche) and BN07 (Quintana Roo).    
 
Figure 6-23: Example findings from BN06, trained on data from Campeche for a sample point 
either close to (left) or far from (right) a road.  ZERO represents forest persistence and ONE 
represents deforestation. Only a small change is seen the chance of deforestation (from 4.77 % to 
6.46 %). 
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Figure 6-24: Example findings from BN07, trained on data from Quintana Roo for a sample point 
either close to (left) or far from (right) a road. ZERO represents forest persistence and ONE 
represents deforestation. Sample points close to roads are more than five times more likely suffer 
deforestation in the target region. 
From these figures it can be seen that in Campeche (Figure 6-23), when the sample point is located 
closer to a road it is slightly (possibly not significantly) less likely to be deforested.  The reverse is 
true in Figure 6-24, which shows that for Quintana Roo, a sample point within 400 m of a road is 
more than five times more likely to be deforested than one which is 15 km or further.   
For the GLMs, near city was negatively correlated in Quintana Roo (Table 6-4) but no significant 
effect was found in Campeche (Table 4-3).  For the BNs on the other hand, while the relationship in 
Quintana Roo was more prominent, the corresponding relationship was still found in models trained 
on Campeche.  As an example, results from the first of the 20 trials for the BNs trained on Quintana 
Roo show that a sample point from the category closest to a city had a 23 % chance of having 
deforestation in the surrounding target region, whereas for sample points furthest away, this was 
reduced to 4.5 %.  In comparison, for the first trial trained on Campeche the reduction in chance of 
deforestation for a sample point that was distant rather than close to a city was from 11 % to 5 %.   
  
228 
The varying relationship of distance to road and distance to city with the chance of deforestation 
supports the observation mentioned in previous research, that it is entirely possible for significant 
predictors to vary between adjacent areas (Agarwal et al. 2005).   It also provides evidence for the 
notion that the different methodologies have the potential to find different relationships in the same 
data.  This is possibly a result of the different underlying algorithms and assumptions of the 
methodologies and may reflect the GLMs reliance on linear relationships (i.e. the BN was able to 
deduce a non-linear relationship between variables that was undetectable to the GLMs).  This would 
have implications for any situations where policies were being designed to consider the results of 
regression models. 
A third point of interest that arises from these findings is the effects of including the geographic 
coordinates in the set of predictor variables.  The effect of this is also evident in Chapter Four, 
where the definition of the X and Y coordinates as random effects in GLM04 (rather than as 
standard predictors as for GLM01), meant that distance to the nearest city was no longer found to be 
significant (see Table 4-3).  In this chapter, the data used for training GLM05 is identical to that 
used in GLM01 in Chapter Four, except the X and Y coordinates have been excluded.  It would 
therefore seem reasonable to assume the same patterns would be found. This was not the case as the 
removal of the geographic coordinates in GLM05 meant that the significance between deforestation 
and distance to city was no longer identified.   
The reduction in performance for the GLM after the removal of X and Y should also be considered.  
Figure 6-1 to Figure 6-5 compare the performance for models trained and tested on the Quintana 
Roo data, with and without the X and Y coordinates.  As a result of being unable to model the 
random effect, the performance of the GLMs suffered more than the other models when the 
coordinates were removed.  This provides a good example of the importance of correctly including 
random effects that, while not logically a predisposing factor, may still have significant influences 
on the results.  
Despite scoring no better than random on the TSS for the non-stratified datasets, the GLMs and 
ANNs still scored reasonably (between 0.7 and 0.9) on the AUC metric (the exceptions being the 
cross-region ANNs and the cross region GLMS outside protected areas).  These results indicate that 
at least some of the models that failed to do well for TSS may have been adversely affected by the 
50 % cut off value imposed by the confusion matrix.  This was also evident when these models 
were mapped by predicted chance of deforestation, which showed a higher than average chance of 
deforestation in some areas, but with few sample points reaching above the 50 % cut off that would 
be considered a positive prediction according to the confusion matrix.  
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6.5 Conclusion 
 
The overall conclusion is that using these datasets, all methodologies were capable to some extent 
of training models that were transferable to a nearby region, however the GLMs and ANNs were 
only able to do this when trained on the stratified data.  While there are indications that there may 
be differences in the influence of several pre-disposing factors between the two study zones such as 
distance to cities or distance to roads, the consistent effect of predictors, such as distance to forest 
edge and distance to nearest deforestation appeared to be sufficient to make a reasonable predictions 
in neighbouring areas.  The BNs in particular appeared to be less affected by the change in location 
for the test data when trained on the standard, rather than stratified, datasets.  The selection of 
metrics had a major impact on evaluation of model quality with some models performing no better 
than random on the TSS, but still achieving a reasonable result for AUC.  
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7 Testing the Conclusions in Madagascar  
 
The results presented thus far have examined the predictive performance of the methodologies and 
datasets when trained and tested for a study area in the Mexican state of Campeche, as well as how 
well they generalise to the neighbouring state of Quintana Roo (a summary of the results for each 
chapter is given in Section 8.1).  The first focus of this chapter is to assess to what extent the results 
from Campeche can be replicated in another country using the same variables.  Objective One is 
therefore: 
 
Objective One: Do the conclusions on comparative performance for the methodologies hold 
true in another country? 
 
This was achieved by re-implementing the models based on datasets from northern Madagascar, 
allowing a review of the conclusions reached in the previous chapters by testing if they are 
applicable to regions outside southern Mexico.  The second part of this chapter addresses the second 
part of research Question Three and investigates to what extent we can use past deforestation 
patterns to predict future deforestation.   
 
Objective Two: Can the methodology and variables implemented be applied to develop successful 
models projecting into the future? 
 
The first analysis presented in this chapter follows the design implemented in Chapters Four and 
Five, presenting models with predictor values representing land use change from 1990 to 2000 and 
a response (target) variable representing deforestation values from 2000 – 2005.  Models are then 
required to predict the chance of deforestation for an unseen sample point.  This is illustrated in 
Figure 7-1.  
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 Figure 7-1:  Design for predicting deforestation on unseen sample points 
 
In addressing the second objective, the models were required to predict future deforestation.  This 
was achieved using datasets from the same sources as previously (land use change, distance to 
cities, roads and rivers, protected areas, slope and elevation, population pressure), but recalculating 
the land use values for the testing set to represent the state of the world in 2005.  The target value 
used for testing these models was the presence or absence of deforestation in between 2005 and 
2010.  This distinction is shown in Figure 7-2. 
 
Figure 7-2: Design for predicting the following time step on unseen sample points 
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 There are several reasons why this second task is more challenging for a machine learning model.  
Firstly, while the response variable in this case represents deforestation in the following 5 years, the 
models are not specifically returning a prediction for one, five or ten years.  Thus it is entirely 
possible that sample points rated as false positives may indeed be deforested after the 2010 cut off 
used in testing (the effects of this are examined in Figure 7-34 Figure 7-35, where maps are 
corrected for the expected amount of deforestation).  Secondly, the factors effecting deforestation 
are not static and it is possible that the influence of certain predictors during the training time period 
may change in the testing period.  While models will only be able to predict a ‘business as usual’ 
scenario there may be influences external to the model, such as political or socio-economic factors 
that affect the rate or location of deforestation in the area. 
 
7.1 Method  
 
All models were trained and tested using the datasets listed in Table 7-1 (datasets are described in 
full in Section 3.5).   
Table 7-1: Datasets used for models implemented for Madagascar 
Dataset Sample method 
Prevalence 
rate 
TA Standard sampling 18 % 
TD Stratified sampling 50 % 
 
The complete set of variables for Madagascar is given in Table 3.9.  These datasets also included 
the land use values from 1990 – 2005 and a future target variable describing whether or not there 
was any deforestation in the target zone between 2005 and 2010.  All models were again run over 
20 trials using the 50/50 repeated random sub-sampling design (see Section 3.3).  Settings for each 
of the methodologies, with the exceptions of the structure of the ANNs and neighbourhood size for 
all methodologies, were left at the same values as for Mexico.  The validation set size for the ANNs 
was reduced from 350 to 300 so as to represent 10 % of the Madagascan sample points.  For the 
GLMs, ANNs and GPs, values for datasets TA and TD were normalised to the same scale. 
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7.1.1 Selection of neighbourhood size and ANN Network structure 
Trials for selecting neighbourhood sizes were run on models trained and tested on the 1990-2000 
land used values.  Where more than one design was tested for a methodology, the simplest version 
was used (GLM09, ANN07, BN09 and GP07, see Table 7-2).  Neighbourhood sizes of 1 km, 2 km 
and 5 km were tested.  A variable specific set of neighbourhoods was not shown to be beneficial in 
the previous investigation on Mexico, and has not been included for Madagascar.   As the results 
from Chapters Five and Six showed very little variation in performance between different ANN 
network structures, a reduced set of structures were tested for Madagascar, consisting of a single 
layer with 2, 5, 20, 60, 90 or 120 nodes and two layer networks with either a 5-5, 10-10 or 30-30 
structure. 
 
7.1.2 Method for predicting on unseen sample points 
Designs from each of the four methodologies were re-implemented following the procedures from 
Chapters Four and Five.  A full list of models is given below in Table 7-2, as well as in Appendix 
Two. 
Table 7-2:  Models implemented for predicting unseen sample points in Madagascar 
Base 
model 
Model ID Description 
GLM01 GLM09 GLM all variables 
GLM02 GLM10 GLM stepwise 
GLM04 GLM11 
GLMM with X and Y 
coordinates as random effects 
ANN01 ANN07 
Fully connected ANN, all 
variables 
BN01 BN09 Naive model, all variables 
BN04 BN10 TAN BN,  all variables 
GP01 GP07 All variables 
GP03 GP08 X and Y only 
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For the GLMs and BNs, variable importance was analysed using p-values of variable correlations 
for the GLMs and percent variance for the BNs.  Predictive performance of all models (for 
predicting location) was assessed using TSS, sensitivity, specificity and AUC over the 20 trials.  
Kappa values are given in Appendix Seven.  Models were then re-trained on the complete dataset (n 
= 7000) and tested on the validation set (n = 1000) in order for the results to be mapped and to 
analyse the amount of deforestation predicted.  As with the results from Campeche, results were 
mapped according to the confusion matrix results, the predicted probability of deforestation and 
after having been corrected for the actual amount of deforestation (see Section 5.4.1 for full 
methodology). 
 
7.1.3 Method for predicting following time step 
The final set of models was designed to predict deforestation in the following time step.  The 
models detailed in Section 7.1.2, were re-tested using predictors describing land use from 1990 – 
2005 and a target value representing deforestation from 2005-2010.  For clarity the re-tested models 
have been renamed as per Table 7-3.  For the land use change data based on deforestation (percent 
deforestation and distance to deforestation), a cell was classed as deforested if forest loss occurred 
anytime between 1990 and 2005.  
Table 7-3: Models implemented for predicting unseen sample points on a future time step in 
Madagascar 
Base model Model ID Description 
GLM09 GLM12 GLM all variables 
GLM11 GLM13 
GLMM with X and Y 
coordinates as random effects 
ANN07 ANN08 
Fully connected ANN,  all 
variables 
BN09 BN11 Naive model, all variables 
BN10 BN12 TAN BN, all variables 
GP07 GP09 All variables 
GP08 GP10 X and Y only 
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For static variables (such as slope, distance to PAs and distance to road) there was no change in 
value from 2000 to 2005.  For dynamic variables, in areas where there is no change in forest cover, 
there will be no changes in the entire set of values (that is, the state of the world in 2000 is the same 
as 2005).  The effect of this is that if a model were trained with a sample point using land use 
change from 1990-2000 and then tested on that same sample point, but with land use values from 
2000-2005, it will have been shown those exact values during training.  To avoid this, the data used 
the same training/test datasets as the previous trials so that different sample points are used for 
training and testing the models. 
 
7.2 Results 
 
Results are first presented for the neighbourhood selection trials in the form of box plots showing 
the median, minimum and maximum values, as well as the 25
th
 and 75
th
 percentiles and outliers.  
An analysis of variable importance is provided for the GLMs and BNs, followed by the 
performance results for the main trials for all methodologies.  Mapped validation sets are also 
given. 
7.2.1 Selection of neighbourhood size 
The results for the selection of neighbourhood size for each methodology, as well as for the various 
ANN structures are given in Figure 7-3 to Figure 7-7.  For single layer ANNs, performance 
improvement ceased after 60 nodes.  For this reason, trials with more than 60 nodes were not 
shown. 
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Figure 7-3: TSS results for GLMs with varied neighbourhood sizes 
 
  
Figure 7-4: Selected TSS results for ANN07 (single layer) for various node structures and 
neighbourhood sizes 
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Figure 7-5: Selected TSS results for ANN07 (double layer) for various node structures and 
neighbourhood sizes 
 
  
Figure 7-6:  TSS results for BN09 with varied neighbourhood sizes 
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Figure 7-7: TSS results for GP07 with varied neighbourhood sizes 
 
For the ANNs, two main trends can be seen.  Firstly TSS score for both single and double layer 
networks decreased when larger neighbourhoods were used for calculating land use values.  
Secondly, comparing the network structures, more complicated models had higher TSS scores, 
except for models that were trained on the stratified dataset (TD) and then tested on the standard 
dataset (TA).  Based on these results, a single layer network of 60 nodes and 10-10 double layer 
network were selected for comparison with the other methodologies.  For all methodologies, a 1 km 
neighbourhood was selected for calculating the land use variables. 
 
7.2.2 Variable influence 
The mean and standard deviation over 20 trials for p-values describing the level of significance for 
each variable in GLM09 are given in Figure 7-8.  Full definitions of variables are given in Table 
3-4. 
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P-values for Variables used in GLM04     
(Sampled Over Entire Region)   
P-values for Variables used in GLM04 for           
(Sampled Within Protected Areas) 
                  
  Count of Trials     Count of Trials 
 
p<.0001 p<.05 
Not 
Significant     
p<.0001 p<.05 
Not 
Significant 
ED_1km 20 0 0   ED_1km 20 0 0 
nearCity 20 0 0   nearCity 0 1 19 
for_1km 5 15 0   for_1km 0 2 18 
NearFrDist 0 20 0   NearFrDist 20 0 0 
NearDeDist 0 17 3   NearDeDist 0 5 15 
POINT_Y 0 16 4   POINT_Y 0 5 15 
Target_ED 0 17 3   Target_ED 11 9 0 
Target_Frc 0 14 6   Target_Frc 0 13 7 
Frc_1km 0 13 7   Frc_1km 0 2 18 
ElevMD 0 12 8   ElevMD 0 0 20 
SlopeMD 0 9 11   SlopeMD 0 3 17 
NrPADistMd 0 8 12   NrPADistMd 0 0 20 
pop_3km 0 4 16   pop_3km 0 10 10 
NearRdDist 0 4 16   NearRdDist 0 0 20 
Prx_1km 0 3 17   Prx_1km 0 11 9 
IUCN4 0 2 6   IUCN4 0 0 8 
pro_1km 0 3 17   pro_1km 0 14 6 
POINT_X 0 3 17   POINT_X 19 1 0 
EcoRegion 0 2 18   EcoRegion 0 0 20 
IUCN1 0 2 18   IUCN1 0 0 20 
IUCN2 0 2 18   IUCN2 0 0 20 
IUCN3 0 2 18   IUCN3 0 0 20 
Target_Prx 0 1 19   Target_Prx 0 6 14 
Protected 0 1 19   Protected 0 7 13 
TPforest 0 1 19   TPforest 3 16 1 
def_1km 0 1 19   def_1km 0 2 18 
TPDefor 0 0 20   TPDefor 0 2 18 
pop_1km 0 0 20   pop_1km 0 0 20 
NearRvDist 0 0 20   NearRvDist 0 6 14 
SlopeSD 0 0 20   SlopeSD 0 10 10 
paArea 0 0 20   paArea 0 0 20 
 
Figure 7-8: Significance of variables used in GLM07 when trained on either standard sampled (TA) or 
stratified (TD) datasets.  Most common category has been highlighted. 
 
For both the standard and stratified datasets, the edge density of the surrounding neighbourhood 
(ED_1km) had the most significant p-values, proving highly significant in every trial.  Distance to 
the nearest forest (NearFrDist), the percentage of neighbourhood forested (for_1km) and the edge 
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density of the neighbourhood (ED_1km) were also consistently significant in all trials.  The mean 
coefficients for significant variables for GLM09 are given in Table 7-4. 
Table 7-4:  Mean regression coefficients for significant variables for GLM09 
  GLM09 
  TA TD 
ED_1km 3.37818 3.035838 
NearCity 3.003575  Not significant 
for_1km 1.652965  Not significant 
NearFrDist -3.44495 -5.455189 
NearDeDist -0.5197844  Not significant 
POINT_Y 2.19555  Not significant 
Target_ED 1.953509 2.432255 
Target_Frc -1.413408 -1.019122 
Frc_1km -1.733459  Not significant 
ElevMD -1.269057  Not significant 
Pro_1km  Not significant -22.24334 
Prx_1km  Not significant -0.8961255 
POINT_X  Not significant 3.668141 
Tpforest  Not significant 1.02879 
 
The percent variance for each variable over 20 trials for the naive BN (BN09) is given in Figure 7-9 
and Figure 7-10. 
 
Figure 7-9:  Variable influence on probability of deforestation for BNs trained on dataset TA  
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Figure 7-10:  Variable influence on probability of deforestation for BNs trained on dataset TD 
(note change of scale from Figure 7-9) 
 
As with the GLMs, the edge density of the surrounding neighbourhood was the most influential 
variable for the BNs in both standard and stratified sampled datasets.  The percentage of forest both 
in the target region (TPForest) and in the surrounding neighbourhood (for_1km) was also 
important.  The latitude of the sample point (POINT_Y) was also an indicator of the chance of 
deforestation.  The prominence of the edge density in predicting the risk of a sample area being 
deforested is in contrast to Mexico, where it was only mildly influential.  To further analyse the 
reasons for this, the data for this variable for both study regions were plotted as histograms (see 
Appendix Eight).  This revealed no major differences in the distribution of deforested and non- 
deforested sample points between the two study zones.   
To examine whether the difference in edge density influence was a possible reflection of different 
deforestation patterns (such as fragmented deforestation as opposed to a deforestation front), a close 
up inspection was made of several areas in each study zone that had either high or low deforestation 
levels.  Example maps are given in Figure 7-11, showing forested and non-forested area in 2000 as 
well as areas that were deforested between 2000 and 2005. 
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Figure 7-11:  Areas of high and low level deforestation in Campeche and Toamasina. Top left: 
Campeche low level, Top right: Campeche high level, Bottom left: Toamasina low level, Bottom 
right: Toamasina high level. Predicted chance of deforestation (GLMMs) is also shown. 
  
The maps showed no visible difference in the pattern between the study zones, with deforestation 
occurring mainly in already fragmented areas.  Evidence for the difference in importance of edge 
density in the two regions is therefore inconclusive. 
 
7.2.3 Results for predicting on unseen sample points 
TSS, sensitivity, specificity and AUC results for each methodology in predicting deforestation on 
unseen sample points are presented in Figure 7-12 to Figure 7-15.  A full list of model descriptions 
is given in Appendix Two and results for Kappa are given in Appendix Seven. 
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Figure 7-12: TSS results for predicting deforestation on unseen sample points in Madagascar 
*1. ANNs had a higher median value than the GLMs and the GLMMs 
*2. Including the random effect improved the performance of the GLMs for standard sampling 
*3. Models showed less of an improvement with stratified sampling than for the Campeche data 
*4. Naive BN was the most stable across sample methods 
*5. GP08 using only X and Y coordinates performed worse than expected based on the results from Mexico 
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 Figure 7-13:  Sensitivity results for predicting deforestation on unseen sample points in 
Madagascar 
*1. ANNs had higher mean and maximum values than the GLMs 
*2. The high sensitivity for naive BNs is partly a manifestation of the model predicting large  
       amounts of deforestation  
  
Figure 7-14: Specificity results for predicting deforestation on unseen sample points in 
Madagascar 
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Figure 7-15:  AUC results for predicting deforestation on unseen sample points in Madagascar 
*1. Despite having the highest TSS score for standard sampling, naive BNs had the lowest median  
     AUC 
*2. GPs using all variables were consistently amongst the best models across all metrics, and had   
     the highest AUC results for all sample methods 
 
 
 
 
Looking at the TSS scores (Figure 7-12) it can be seen that while introducing the X and Y 
coordinates as random effects in a mixed model still improved the results for the standard sampling, 
in this instance the ANNs have outperformed the GLMMs.  While the naive BN was again the most 
stable methodology across the sampling strategies (and the best performing when standard sampling 
is used), the improvement shown by the other methodologies for stratified sampling was less 
pronounced than for Mexico.  This could be caused by the smaller differences in prevalence rates 
(from 7 % to 50 % for Campeche compared to 18 % to 50 % in Toamasina).  For the models trained 
on the stratified dataset.  The ANNs, TAN BN and GP trained on all variables had a higher median 
value than the naive BN or the GLMs.  For the AUC scores (Figure 7-15), the GP trained on all 
variables was the best performing models across all sample methods. 
Compared to the results from Mexico (Figure 5-48), the GP trained on only the X and Y coordinates 
(GP08) performed poorly across all metrics, particularly for three outlying trials.  To examine why 
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this might have occurred, the best and worst trials for this model trained on the stratified data (trial 
03 and trial 14 respectively) were mapped separately.  The results showed that for trial 03, the 
predictions for deforestation were scattered as would be expected around the study zone.  For trial 
14, the results were split down the middle.  Increasing the number of sample points presented to the 
GP for learning the hyperparameters (see Section 5.3.1) removed this effect, as shown in Figure 
7-16. 
 
 
Figure 7-16:  Effect of increasing the number of sample points used for learning the 
hyperparameters for trial 14 of GP08 
  
Increasing the number of sample points used to learn the hyperparameters for each trial in GP08 
(Figure 7-17) increased both the median and minimum values for TSS and also removed all outliers 
from the trials.   
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Figure 7-17:  Effect of increasing the number of points used for learning the hyperparameters over 
20 trials for GP08, trained on the stratified dataset 
 
Based on this evidence, the GPs trained and tested on the validation dataset (used for generating the 
mapped results) were run using 2500 sample points for learning the hyperparameters.  These maps, 
as well as an analysis of the amount of deforestation predicted, are presented in Figure 7-18 to 
Figure 7-24.  For reference, a larger map of the Toamasina study area is provided in Appendix One.   
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Figure 7-18: Results of models trained on standard dataset (TA) and 
tested on unseen sample points  
 
Figure 7-19: Results of models trained on stratified dataset (TD) and 
tested on unseen sample points
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Figure 7-20: Predicted probability of deforestation models trained on 
standard dataset (TA) and tested on unseen sample points 
 
Figure 7-21: Predicted probability of deforestation models trained on 
stratified dataset (TD) and tested on unseen sample points 
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The maps for Madagascar show several trends similar to those for Campeche (see Section 5.4.2).  
All models trained on the standard datasets (Figure 7-18 and Figure 7-20) correctly detected the 
area with the highest deforestation levels (toward the centre of the study zone).  The GLMs and GP 
predicted very little deforestation outside this main area while the BNs and the ANNs predicted at 
least some deforestation in the northern and southern areas of the study zone.  When mapped by 
predictive probability (Figure 7-20 and Figure 7-21) it can be seen that the models are predicting a 
slightly higher probability of deforestation in these areas which is not apparent in the maps of the 
confusion matrix results. 
Although these models are not specifically designed to predict the amount of deforestation (see 
Section 8.3.1 for a full discussion), it is still worth examining to assist in interpreting the metrics.    
The amount of deforestation predicted by each model is shown in Figure 7-22. 
 
Figure 7-22: Amount of deforestation predicted by each of the models when tested on the validation 
set 
 
The trends for the amount of deforestation predicted are similar to the results for Campeche (Figure 
5-39).  When trained on standard sampling, the naive BN (BN09) significantly over predicts the 
amount of deforestation (leading to higher sensitivity scores).  The TAN BN (BN10), was again the 
closest to the actual value (a predicted amount of 239 compared to an actual amount of 189), 
although the ANN was also in this range (140 sample points predicted as deforested).     
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Figure 7-23:  Results of models trained on standard dataset (TA) and 
tested on unseen sample points, corrected for amount of deforestation 
 
Figure 7-24: Results of models trained on stratified dataset (TD) and 
tested on unseen sample points, corrected for amount of deforestation  
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Results for GP08, which was trained with only X and Y coordinates, are mapped below in Figure 
7-25.  Actual deforestation, as well as the results for GP07 (trained with all predictors), have been 
included for comparison. 
 
Figure 7-25: Predicted probability of deforestation for GPs trained with either all predictors or 
only the X and Y coordinates 
When the results are mapped by probability, it can be seen that the high risk areas predicted are not 
random, and roughly follow the map of actual deforestation even when only X and Y coordinates 
are used.   
7.2.4 Results for future predictions 
TSS, sensitivity, specificity and AUC results for predictions on future deforestation on unseen 
points are presented in Figures 7-26 to 7-29. 
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Figure 7-26: TSS results for predicting deforestation on unseen sample points for the following 
time step in Madagascar 
*1. For standard sampling, only the naive BN had a better than random TSS score on every trial 
*2. GP10 did better than expected on the stratified data, given the results of GP08 (Figure 7-12) 
*3. GLMs and ANNs had the highest median value for stratified sampling, which was unexpected for the  
      GLMs  
   
 
Figure 7-27: Sensitivity results for predicting deforestation on unseen sample points for the 
following time step in Madagascar 
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 Figure 7-28: Specificity results for predicting deforestation on unseen sample points for the 
following time step in Madagascar 
  
Figure 7-29: AUC results for predicting deforestation on unseen sample points for the following 
time step in Madagascar 
*1 All models trained on stratified data performed better than random (0.5) but were outside, or at           
the lower edge of what would be considered a good model (0.7 – 0.9) 
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When used to predict future deforestation on unseen sample points using standard sampling 
methods, only one model, the naive BN, performed better than random on the TSS results.  AUC 
results were slightly better, with only the GP trained on geographic coordinates (GP10) scoring 
worse than random (0.5) on any trial.  For the stratified data tested on the standard sampling 
(TD_TA), the standard GLM (GLM09) performed just as well on TSS for future predictions as for 
the unseen sample points with a mean of around 2.5 and a similar range.  The ANNs, GPs and TAN 
BN all had reduced TSS scores when tested on future rather than just unseen sample points. 
Results from GP10, which was trained only on X and Y coordinates and tested on 2005 to 2010 
data, were better than expected given the poor performance of GP08, also trained only on X and Y 
coordinates, but tested on data from 2000 to 2005.  Closer inspection showed these results to be 
artificial.  Given that the geographic coordinates are static and do not change over time, for each 
sample point, the predicted chance of deforestation will be the same regardless of whether it is 
tested on unseen (GP08) or future unseen (GP10) target values.  The premise behind testing GP10 
was that it may predict deforestation that did not occur until after the initial training period.  
However, given the results of GP08 showed at least three outlying trials that failed to produce 
reasonable results (see Figure 7-16), that these same predictions performed well for the future 
deforestation is most likely coincidental.     
To get a better idea of how the remaining methodologies were behaving, the results for models 
trained on the 6000 sample point learning datasets were tested on the validation sets with the land 
use values recalculated for the time next step.  The results are mapped out in Figure 7-30 to Figure 
7-35. 
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Figure 7-30: Results of models trained on standard dataset (TA) and 
tested on future samples 
 
Figure 7-31: Results of models trained on stratified dataset (TD) and 
tested on future samples 
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Figure 7-32: Predicted probability of deforestation models trained on 
standard dataset (TA) and tested on future samples 
 
Figure 7-33: Predicted probability of deforestation models trained on 
standard dataset (TA) and tested on future samples 
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Figure 7-34: Results of models trained on standard dataset (TA) and 
tested on future samples, corrected for amount of deforestation 
  
Figure 7-35: Results of models trained on stratified dataset (TD) and 
tested on future samples, corrected for amount of deforestation
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Figure 7-30 shows that for the standard sampling GLMs, ANNs and GPs are predicting 
deforestation mostly, if not solely, in the northern section of the study zone, which partly explains 
the low TSS scores.  This pattern is still evident when the predictions are corrected for the expected 
amount of deforestation (Figure 7-34).  When the 50 % cut off for a positive sample point is 
removed and the results are mapped by probability of deforestation, all methodologies begin to 
show some chance of deforestation in the higher risk southern regions.  This is consistent with the 
AUC results showing better than random scores.  For the models trained on stratified data, results 
for TSS were higher as the models predicted more deforestation, particularly in the southern region 
where the majority of deforestation occurred.  This meant that the sensitivity results (Figure 2-7) 
were much higher (in many cases from a median value less than 0.2 to a median value above 0.6).  
The less dramatic drop in specificity caused an overall increase in TSS scores. 
There was a reduction in model performance when models were tested on the data from the same 
time series compared to unseen sample points from the same time period.   For most models trained 
on the standard sampled data, the decrease in TSS score was sufficient that the models failed to 
perform better than random.  While there are several reasons why we might expect a decrease in 
performance (such as changes in patterns of land use due to policy changes), examination of the 
mapped results (Figure 7-30 to Figure 7-35) showed a large number of false positive predictions in 
the northern section of the study zone.  Looking at the underlying land use data showed that this 
area was clear of deforestation from 2005-2010, despite being largely fragmented and suffering 
heavy deforestation between 2000 and 2005. 
This possible abnormality in the data results from earlier assumptions made in design stage of the 
study.  As per the methodology in Allnut (2013), the data were coded as a best case scenario in that 
any areas that were obscured by cloud, but forested in the previous time period were classified as 
forest.  This had minimal effect on the data from 2000- 2005, however, remapping the study zone 
with these unknown values for 2005-2010 highlighted (Figure 7-36) shows a large amount of cloud 
cover in the same region as many of the false positive predictions.   
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Figure 7-36:  Land use for Toamasina study zone re-classified to show areas that were forested in 
2005 and obscured between 2005-2010 
 
Discussions via email with Jenny Hewson at Conservation International (17/04/2015) confirmed 
that it was unlikely that this area would have remained completely forested during this timeframe.  
 
7.3 Discussion 
Re-implementing the models for a different country created the possibility to test the comparative 
performance of the methodology on an independent dataset and reassess the usefulness of the 
datasets.  By using land use change data from Madagascar which had deforestation information 
available for an additional time period it was possible to evaluate the assumption that models 
trained on previous deforestation patterns could be used to project future deforestation.   
One observation arising from the Madagascan data was the value of including predictors other than 
the geographical coordinates for spatial models, in this case GPs.  While the results mapped in 
Figure 7-25 show that the GP implemented for this thesis was capable of useful predictions using 
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just geographic coordinates as predictors, the TSS results of over 20 trials (Figure 7-12) indicate 
that without sufficient data to learn from, models did not succeed on every trial.  Including the 
additional predictors made the models more robust as shown by the reduced the range of the TSS 
scores across the trials and the lack of outliers at the lower end. 
The results from re-applying the methodologies to different datasets have confirmed several trends 
from the results of Chapters Four and Five.  Firstly the naive BNs (BN09 and BN11) had better 
sensitivity scores than the other models, due largely to the amount of deforestation predicted.  As 
with Campeche, the methodologies used did not accurately predict the amount of deforestation, 
with all methodologies except the BNs significantly underestimating the extent of deforestation.    
Unlike the models implemented for Campeche, the ANNs outperformed the GLMMs for both TSS 
(Figure 7-12) and AUC (Figure 7-15).  This finding supports the conclusion that ANNs can 
potentially outperform standard statistical models in environmental studies.  GPs trained on all 
predictors again either outperformed or matched the performance of the ANNs, and their results 
could potentially be improved further if presented with additional sample points to learn the 
hyperparameters from.  The maps produced by the GPs that were trained with only the geographic 
coordinates as predictors (Figure 5-51) again provide a reasonable approximation of at risk areas.  
These maps tended to be smoother (less detailed) than maps produced by other models, reflecting 
the models assumption that nearby sample points will behave similarly.  
While TSS results showed improvement in both regions when using stratified as opposed to 
standard sampling, the effect was less dramatic in Madagascar, likely because of the already higher 
prevalence rate in the area (18 % percent compared to 7 % for Campeche).   As with the results 
from Mexico, models which performed poorly on TSS were again able to provide better results 
when mapped according to probability or when predictions were corrected for the amount of 
deforestation. This difference was evident in the AUC scores and confirms the importance of 
selecting the correct metrics for judging a model’s suitability for a task.   The CI land use change 
data again provided the most significant variables, although edge density was in this instance more 
influential than distance to the forest edge. 
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7.4 Conclusions 
 
The methodologies and variables developed for predicting deforestation in Mexico were 
successfully re-implemented to conduct an equivalent analysis for the state of Toamasina in 
Madagascar.  Several insights that were evident from the Mexican analysis were also displayed in 
the Madagascan results such as the stability of the BNs across the sampling methods and the 
improved results of the GLMs when modelling the geographic coordinates as random effects.  The 
naive BNs again predicted substantially more deforestation, resulting in higher sensitivity and TSS 
score on the standard sampled data.  In other cases, the previous findings were not supported, such 
as the ANNs, which outperformed the GLMMs in Madagascar after having failed to do so in 
Mexico. 
While some variables, such as distance to the nearest forest and deforestation were used in both 
areas, the degree of influence differed between study zones. Other variables, such as the edge 
density of the surrounding region had a substantial influence on the predictions for Madagascar, but 
not in Mexico.  This difference in variable importance between countries highlights the importance 
of retraining models when the study regions are not closely related.  
When projecting future deforestation, models performed poorly on TSS using standard sampled 
data, but improved when stratified sampling was used.  When mapped according to probability, 
models produced a reasonable approximation of where deforestation occurred within the five year 
period used for testing.  Model performance on TSS and AUC metrics is likely to be artificially low 
due to cloud cover in the northern section of the study zone during the testing period.  For both 
unseen sample points and future projections, when models were corrected for the amount of 
deforestation there was little difference in the maps produced by each methodology. 
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8 Considering Factors Other Than Performance: A Framework for 
Assessing Suitability of Methodologies 
 
The previous chapters have addressed the first three research questions by evaluating the usefulness 
of the datasets and the performance of the selected methodologies in predicting deforestation under 
various circumstances.  By describing the implementation of models from each methodology, the 
design decisions and limitations of each have also been demonstrated.  This chapter closes this 
thesis by examining these results in the context of Question Four: 
 
What are the relative advantages and disadvantages of the machine learning methodologies tested 
with respect to deforestation management and decision making? 
 
This chapter therefore takes into account not only the predictive performance of the models, but 
also the constraints and difficulties in their implementation and interpretation.  In doing this it 
becomes possible to assess each one in terms of what sorts of deforestation studies they are a best 
suited to addressing.    
To conclude the thesis, a brief review of the results for the first three research questions is 
presented, followed in Section 8.1 by the introduction of a simple framework designed to direct the 
discussion on the characteristics of deforestation research that could be relevant to methodology 
selection.  A brief examination of the different organisations likely to commission deforestation 
studies is also included to provide context for the objective requirements and constraints that form 
the basis of the analysis in this chapter.  The results analysis is then extended in Section 8.3 and 
takes into account not only the performance of the methodologies, but how their implementation, 
interpretability and limitations might affect their suitability to a study.  In Section 8.4 an extract of 
the Verified Carbon Standard (VCS) methodology is presented as a case study for how the different 
methodologies might apply to different components of a project.  Section 8.5 summarises the results 
of this thesis and discusses future possible directions for work on this topic.  
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8.1 Review of Research Questions 
Before considering how the results found in Chapters Four through to Seven can be applied to an 
assessment of methodology suitability, it is worth reviewing the results and key findings for 
research Questions One to Three. 
 
8.1.1 How useful were the datasets? 
Question One (Chapter Four) dealt with whether it was possible the predict deforestation with 
statistical methodologies using freely available datasets.   It was found that certain datasets (notably 
the CI land use data, the NE distance to cities and the WDPA) were able to contribute towards 
creating models with some predictive ability.  This section expands that analysis to take into 
account which datasets proved most useful to both the standard GLMs and the naive BNs as well as 
across the three study zones.  While it is possible to extract information from the ANNs and GPs as 
to which variables are being used, this requires significant expertise in machine learning and is 
outside the scope of this thesis, which is aimed more toward environmental management 
practitioners.   
It should be noted that the analysis of variable usefulness presented here shows which variables 
were shown to have the most effect on the predictions by the GLMs and BNs.  This does not imply 
that the other variables are necessarily unused in the other models.  It is also possible that variables 
not identified in this section are still used in the BNs and GLMs, although to a lesser extent.  These 
less important variables may also be important for other regions that are not examined in this thesis.      
 
 Conservation International land use data 8.1.1.1
The most utilised dataset throughout each for the methodologies and regions was the CI land use 
data.  For Campeche, the distance to the nearest deforestation, the amount of deforestation in the 
surrounding neighbourhood, the distance to the forest edge and the percentage of deforestation in 
the target region were amongst the most significant variables for the GLMs and the most influential 
for the BNs.  The three most significant/influential variables for Quintana Roo (distance to nearest 
deforestation, distance to forest edge and percentage of forest in target region) were also derived 
from the CI data.  Distance to the forest edge in particular had a regression coefficient substantially 
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higher than all other variables.  The most significant/influential variable in Toamasina was the edge 
density of the target region, with percentage of neighbourhood forested also being incorporated by 
both GLMs and BNs.  Distance to nearest deforestation (GLMs) and the percentage of forest in the 
target region (BNs) were also important. 
 
 World Database on Protected Areas 8.1.1.2
Given the findings in other studies (Mas 2005, Gaveau et al. 2009) that PAs can be effective in 
reducing deforestation, the protected area variables were less used than expected.  The data were 
used most in the Campeche region, where distance to a protected area at the start of the study period 
proved highly significant (< 0.001).  For BNs, the variables derived from the WDPA had some 
influence on the results, although not as much as those from the CI dataset.  The results for 
Quintana Roo and Toamasina showed even less correlations between protected areas and 
deforestation, with only one variable, distance to the PA edge at the end of the study area, found as 
significant for the GLMs and all PA variables having very low levels of influence for the BNs in 
both regions. 
The difference in protected area importance between regions could be due to several factors.  It 
could be that the PAs are not effective in reducing deforestation, or that the variables implemented 
were not sufficient to describe the relationship between deforestation and PAs.  For Campeche and 
Quintana Roo, the lower deforestation rates within the PAs are evidence that the former scenario is 
unlikely.   The most likely explanation is that the data for Quintana Roo are unbalanced, with only a 
small number of sample points originating from within a protected area (see Appendix One for an 
illustration of the PAs within each study region).  For Toamasina, it could be either the unbalanced 
data or ineffective PAs within the region.   
The usefulness of the WDPA dataset is naturally affected by the characteristics of the protected 
areas within a study zone.  The Campeche study zone contains large, adjacent, protected areas 
creating an uninterrupted area covering a sizeable section of the study zone, but only one PA was 
present in each represented IUCN category.  In contrast, the Toamasina study zone has multiple 
small protected areas and four IUCN categories, with several PAs in each.  This meant that for each 
study zone, different variables were relevant.  Regardless of which variables are used, one 
advantage of using the WDPA when modelling deforestation is that it allows for a comparison of 
the factors that affect deforestation either inside or outside of PAs.  This was demonstrated in 
Sections 4.2.5 and 5.2.2, where it was shown that the influence of different variables could vary 
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depending on whether models were trained from samples taken exclusively from either protected or 
unprotected areas.  
 Other datasets 8.1.1.3
Of the two datasets included to represent the effects of human habitation, the ‘distance to city’ 
variable from the freely available NE ‘distance to populated places’ dataset proved to be more 
significant and influential than those from the low cost Landscan population pressure data.  The 
distance to the nearest city was both significant and influential for all three study regions (although 
less influential than several of the CI dataset variables).  Population pressure was not found to be 
significant or influential for either Campeche or Toamasina.  While population pressure average for 
the surrounding 3 km was significant in Quintana Roo (p < 0.05), the wide standard deviation 
indicates that it was not significant in every trial.  Distance to nearest river (examined in 
Toamasina) was not found to be useful by either the GLMs or BNs. 
Distance to roads was not used by either GLMs or BNs in the Toamasina dataset, and was only 
significant in Campeche when a mixed effects model was used (GLM04).  For Quintana Roo the 
relationship was significant (p < 0.05) however the BNs showed the variable to be only mildly 
influential.  Of the variables derived from the Landsat DEM, the median elevation was the most 
utilised, being found as significant for both Campeche (< 0.001) and Toamasina (< 0.05).  The 
variable was also reasonably influential to the BNs trained on data from these areas, more so for 
Toamasina.  Median and standard deviation of slope were not found to be significant or particularly 
influential in any region. 
 
8.1.2 How did methodologies’ performance compare  
Research Question Two considered whether ANNs, BNs and GPs could improve on the 
performance of the regression models.  While this was initially examined in Chapter Five for the 
Campeche study region in Mexico, this discussion also considers the findings from Chapter Six 
(Quintana Roo baseline models) and Chapter Seven for models that were trained and tested on 
unseen sample points for Toamasina, Madagascar.  For the TSS scores across all three study regions 
(Figures 5-32, 6-10 and 7-12), the GLMMs outperformed the GLMs, and in all cases trained on the 
standard sampled data, the results could be improved by using one of the ML models.   
In both the Mexican study zones (Figures 5-32 and 6-10), GLMMs out-performed the ANNs, 
however the reverse was true in Toamasina (Figure 7-12).  Within Toamasina, the TAN BNs, 
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ANNs and GPs all out performed the GLMMs.  For Quintana Roo, while the BNs and GPs had 
higher median TSS scores than the GLMs on the standard sampled data, the GLMs had the highest 
TSS scores on the stratified data (Figure 6-10).   AUC values for this region showed that the GLMs 
and GPs had higher median values than the ANNs and BNs (Figure 6-13).  In Campeche, the TSS 
results of the GLMMs on the stratified datasets were comparable to the TAN BNs and the GPs 
(Figure 5-32), and GPs had the highest median AUC values (Figure 5-35). 
Amongst the ML methodologies, the naive BNs had the best sensitivity score over all zones when 
standard sampling was used (Figures 5-33, 6-11 and 7-13), but had lower TSS scores than the other 
methodologies when stratified sampling is used, due to a decrease in specificity.  Naive BNs were 
more stable, showing the least variation in TSS across the sample methods.  They did however 
dramatically over predict deforestation, and as such offered a worst case scenario. 
When implemented with just the geographic coordinates (and given sufficient sample points for 
learning the hyperparameters), the GPs trained on the Campeche data were able to perform almost 
as well as when presented with all variables (Figures 5-48 to 5-50).  For Toamasina, the GPs trained 
on geographic coordinates still performed better than random if given sufficient sample points for 
learning the hyperparameters, however, adding the extra variables both improved the models 
performance and stability across trials (Figures 7-12 and 7-17).  For both study zones tested, when 
mapped according to probability, both GPs were able to create a map that resembled the actual 
deforestation (Figure 7-25). 
 
8.1.3 Were the models transferable to other regions and time steps? 
Question Three, examined in Chapters Six and Seven focused on how transferable the trained 
models were to either a nearby region (Quintana Roo) or the next time step in the same region 
(Toamasina).  For the first part of the question, testing on nearby regions, the BNs again proved 
more robust, with little difference in the TSS scores (Figure 6-10) between the standard models 
(trained and tested on Quintana Roo data) and the cross region models (trained on Campeche and 
tested on Quintana Roo).   It is worth noting though that, despite the TSS score remaining stable, 
this is the result of an increase in sensitivity and a decrease in specificity.  
On the standard sampled datasets, the cross region models for both the GLMs and the ANNs failed 
to predict deforestation (Figure 6-10).  The GPs were able to predict better than random results on 
the cross region models, but not for every trial (two outliers can be seen in Figure 6-10).  Only the 
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BNs were able to reliably score better than random on TSS for cross region models using the 
standard sampling.  Despite this, looking at the AUC scores (Figure 6-13) shows that once the 50 % 
cut off is removed, both the GLMs and GPs score higher than the BNs.  The mapped results for 
predicted probability (Figure 6-18) also show that these models are predicting higher deforestation 
in logical areas.  This would indicate that even those models that failed to predict deforestation are 
generating possibly useful maps showing areas of heightened risk.  For stratified sampling, the GPs 
and GLMs had the best TSS and AUC results.  While the over prediction from all models cluttered 
the maps making it more difficult to spot patterns in the data, it was still possible to discern general 
areas as higher or lower risk (Figure 6-22). 
For the second half of Question Three, the models implemented for Toamasina showed a similar 
pattern to the cross region models for Quintana Roo.  While all models (except the naive BNs) 
failed to correctly predict the location of any future deforestation when trained on the standard 
sampled data, the AUC scores (Figure 7-15) were respectable, ranging from 0.75 to 0.9 (with 0.5 
being a random result).  This is again reflected in the maps of the predicted probability of 
deforestation (Figure 7-32).  TSS results improved when trained on the stratified dataset, although 
the results were still worse than expected.  Further investigation of the data showed that the poor 
performance of the models on the TSS results could be in part due to gaps in the land use change 
data. 
 
8.2 Characteristics of Deforestation Studies 
In order to answer Question Four and assess which methodologies are suitable for which type of 
study, we must first define what is meant by study type and look at which properties of a particular 
methodology make it more or less suited to a given situation.  A simple framework has been 
developed to guide this analysis (Figure 8-1).  
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Figure 8-1: Framework describing how methodology suitability is linked to a deforestation study 
through objectives and constraints 
The above diagram is based on several premises: 
1. A deforestation study has both objectives,  and constraints on meeting these objectives 
2. An objective has objective requirements that need to be met for the objective to be achieved 
3. Any given machine learning methodology has characteristics that dictate if it will meet 
certain constraints and objective requirements 
8.2.1 Role of organisations 
The objectives and constraints of a study will often be influenced by the organisation which is 
undertaking it.  Organisations that study deforestation (or that commission studies on their behalf) 
range from relatively well-funded international conservation bodies, to non-government 
organisations, academic institutions and governments at various administration levels.  A sample of 
organisations is given below in Table 8-1. 
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Table 8-1: Examples of the types of organisations that undertake deforestation studies 
Category Example 
International 
Bodies 
 
Convention on Biodiversity; Subsidiary Body on Scientific, 
Technical and Technological Advice (SBSTTA) 
UN Framework Convention on Climate Change (UNFCC); 
Subsidiary Body for Scientific and Technological Advice 
(SBSTA) 
Forest Carbon Partnership Facility (FCPF) 
UN Reduced Emissions from Deforestation and Degradation 
(REDD) Programme 
UN Forum on Forests 
UN Food and Agriculture Organisation  (FAO) 
Non-Government 
Organisations 
(NGOs) 
Conservation International (CI) 
Wildlife Conservation Society (WCS) 
World Wildlife Fund (WWF) 
Governments 
National (e.g. think tank) 
State 
Local 
Certification  
schemes 
Forest Stewardship Council (FSC) 
Verified Carbon Standard (VCS) 
Academic 
Universities 
Center for International Forestry Research (CIFOR) 
International Institute for Environment and Development 
(IIED) 
Business and 
Private Enterprise 
Rio Tinto 
 
Some of the largest organisations that commission deforestation studies are international bodies, 
such as the UN Food and Agriculture Organisation (FAO), which conducts the Global Forests 
Resources Assessment every five years.  This report is compiled from national resources as well as 
remote sensing data and reports on changes in forest cover and composition, current and future 
drivers of deforestation and the functional value of the forests on a range of levels including 
production, socio-economic and biodiversity (FAO 2015).  While the organisation itself is 
Factors other than performance 
271 
reasonably well resourced, they rely on data from local studies and agencies, which may be less 
well resourced.  
The FAO is also a collaborating agency in the UN REDD Programme, which aims to provide 
technical and financial support to developing countries to assist them in implementing REDD+ 
strategies.  It offers assistance with monitoring, measurement, reporting and verification, a 
component of which is a country setting forest reference levels (baselines) (UN REDD Programme 
2015).  A key requirement of doing this is that the methodologies used are compliant with the 
requirements of the Intergovernmental Panel on Climate Change (IPCC) (UN REDD Programme 
2010). 
NGOs take on several different roles within deforestation research, and will therefore have varied 
objectives and constraints.  Some NGOs such as WWF, act as global multi-lateral funding 
programs, sponsoring both high level reports including the ‘Living Forests’ report (WWF 2015) as 
well as local conservation projects and campaigns.  The Living Forests report covers a range of 
global deforestation issues including identified deforestation fronts, natural resource management 
and biodiversity preservation.  Another NGO, Conservation International (CI) assists with the 
practical costs of conservation (such as protected area management) through their Global 
Conservation Fund.  CI also funds a wide range of environmental research studies aimed at helping 
to understand and protect the natural world.   
National, state and local governments will in many cases be balancing different aims and having 
to weigh up the environmental benefits of natural resource management decisions against 
economic, social and political benefits.  At the national level, this might involve investigating land 
use management strategies, such as working with ejidarios (community land owners) in Mexico.  
Local or state governments may study deforestation with a view to designing forest protection 
strategies.  An example of state government sponsored research is the State-wide Land cover and 
Trees Study, which is a monitoring tool funded by the Queensland State Government in Australia.      
The ongoing study provides digital maps of vegetation changes state wide and is used for 
supporting enforcement of the Vegetation Management Act 1999.  For government sponsored 
studies transparency in decision making and validity of the methods used are likely to be key 
requirements. 
A number of certification schemes exist that also have strict methodological requirements for 
deforestation analysis.  The Verified Carbon Standard (VCS) is an NGO that offers a voluntary 
standard for carbon trading in order to reduce greenhouse gas emissions.  In order to earn carbon 
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credits under VCS from an avoided deforestation project, the project must adhere to the methods set 
out in the framework (VCS 2012).  In particular, a REDD+ methodology framework has been 
devised that outlines the acceptable procedures for the project lifecycle including calculating the 
baseline, quantifying the emission reductions and validating and monitoring the project outcomes.  
A portion of this framework is detailed in Section 8.4 as an illustration of how different statistical or 
ML techniques could be applied to different stages.   
Academic institutions, such as universities or CIFOR, will have a broad selection of objectives 
ranging from examining the drivers of deforestation with a view to determining causality, 
evaluating the effectiveness of protected areas, biodiversity assessments or mapping out at risk 
areas.  Funding levels vary between institutions, but they are likely to have more flexibility to apply 
novel techniques and algorithms, so long as methods used to implement them are valid and can 
withstand peer review. 
Some organisations that commission deforestation studies do not have conservation as their primary 
objective.  Many private enterprises, in particular those like Rio Tinto that focus on natural 
resource extraction, are interested in deforestation patterns with a view to funding biodiversity 
offset projects to counteract environmental damage caused directly by company activities (Rio 
Tinto 2008).  These private organisations are extremely well funded and will be looking to gauge 
the biodiversity values of both the area being deforested and the area ear-marked for conservation 
or restoration. 
 
8.2.2 Objectives and their requirements 
Conservation objectives amongst deforestation studies differ depending on the purpose of the 
analysis.  Investigations may be undertaken for a number of reasons including advising or assessing 
policies, evaluating a biodiversity offset proposal or appraising potential sites as parts of a REDD+ 
program.  Achieving any of these objectives implies meeting certain requirements.  Three different 
objective requirements have been identified that are relevant to methodology selection.  The first is 
to determine the factors that are effecting deforestation.  As outlined in Chapter Two, these can be 
analysed on several different levels (Geist and Lambin 2001)  and may include predisposing factors 
(such as slope or distance to forest edge) as well as measures of direct causes, such as fuel wood 
density.  Thus a study might be directed at either finding out what is causing the areas to be 
threatened or which factors put a given area at higher risk of deforestation. 
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A second possible objective requirement is to look at how much deforestation is expected in the 
following time frame under a business as usual (BAU) scenario, which assumes no changes in 
circumstances (such as government interventions).  This is likely to be the primary requirement for 
those investigations looking to set a baseline for REDD+ payments and is often considered to be 
more difficult than predicting where forest loss will occur (Veldkamp and Lambin 2001).  While 
predisposing factors are still likely to be useful, there are more likely to be economic (costs or 
demands for forest resources) or political factors at play, such as international treaties or local 
policy changes (Veldkamp and Lambin 2001).  A third objective requirement may be to predict 
which areas are at a high risk of deforestation.  This could be for the purpose of evaluating threats to 
biodiversity or as a guideline for where to direct resources.  
These three requirements are not necessarily independent of each other.  As an example, if the 
objective was to predict the counterfactual (BAU) scenario of deforestation, it is necessary to know 
what the drivers of deforestation are and account for whether these are expected to change in the 
future, as these will affect the second requirement of predicting how much deforestation is likely to 
occur.  For example, it may be that the cost of agriculture is expected to change during the study 
period, which if it were a key driver, could affect the rate of deforestation.  Thus, the often made 
distinction made between predictive and explanatory models (Guisan et al. 2002) does not 
necessarily limit one or the other from being useful in a range of circumstances.   
It is also worth noting that the objective requirements do not need to be achieved simultaneously, or 
by the same methodology and it may prove beneficial to use different models for different parts of a 
study.  As an example, one model could be used to determine relevant driving factors, the results of 
which could be used in a second model from a different methodology to predict rate of 
deforestation.  Table 8-2 lists the objectives that are considered in this study and summarises which 
of the three identified requirements relate to each.  This table was compiled based on knowledge 
gained in the literature review, as well as discussion with experts. 
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Table 8-2:  Objectives matched to possible objective requirements 
 
  Objective Requirements (what) 
 
  
Examine/identify 
relevant predictors 
Predict quantity 
(BAU baseline)  
Predict at risk 
areas  
O
b
je
ct
iv
e 
(w
h
y
) 
Design forest 
protection (policy 
selection)  
Essential 
Useful for 
prioritising 
Essential 
REDD+ payment 
amount  
Not required, but 
useful for predicting 
changes in 
deforestation rate 
Essential 
Not required 
within region 
Policy impact 
assessment  
Not required, but 
useful for predicting 
changes in 
deforestation rate 
Essential 
Possibly useful, 
but not required 
within region 
Estimating the 
amount of carbon  
Not required, but 
useful for predicting 
changes in 
deforestation rate 
Essential 
Yes, if landscape 
is not 
homogenous 
Calculating 
biodiversity offset  
Not required, but 
useful for predicting 
changes in 
deforestation rate 
Essential Essential 
Biodiversity risk 
assessment  
Not required, but 
useful for predicting 
changes in 
deforestation rate 
Useful for 
prioritising 
Essential, with a 
focus on 
sensitivity 
Fill in gaps in GIS 
data 
Not required Not required Essential 
 
To design a successful forest protection policy, for example a REDD+ program or protected area, 
the crucial requirement is to understand the driving or predisposing factors.  In addition, it is also 
important to identify high risk sections within the area in question.  Knowing how much 
deforestation is less important, although this information would be useful for prioritising resources. 
For determining REDD+ payments, the critical prediction is how much deforestation has been 
avoided.  To do this, an accurate estimation of the amount of deforestation expected in the 
following time period is needed to develop the counterfactual scenario.  Knowing where the 
deforestation would occur within the region is not required as payments are calculated across the 
whole area. 
Conducting a policy impact assessment is crucial for evaluating the effectiveness of a conservation 
intervention.  In order to assess the impact of a policy (such as creation of a protected area) on an 
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area, it would be important to know the amount of deforestation expected had the policy not been 
implemented (the counter factual scenario).  Knowing the areas within the zone where deforestation 
would have been expected to occur may also be useful if policy changes are likely to affect some 
areas more than others.   While it is acknowledged that any intervention is also likely to require 
additional long term assessment of the drivers involved, we refer here specifically to the primary 
objective of reducing deforestation.   
Estimating amount of carbon saved through a reduction in deforestation within a study area 
primarily requires a projection of how much forest would have been lost should the intervention not 
have occurred.  However, if there is regional variation in the landscape, it is also necessary to know 
where the deforestation was avoided, as different ecosystems will store different quantities of 
carbon (VCS 2012). 
The purpose of a biodiversity offset is to compensate for residual environmental impacts that are 
caused as a results of development (McKenney and Kiesecker 2010).  A key part of this is to 
evaluate whether the proposed actions are sufficient to fully compensate for the damage in another 
area.  If the proposal includes preventing deforestation it is necessary to know how much 
deforestation is being avoided.  However, not all spaces within an area will be equal from a 
biodiversity viewpoint, so knowing where the deforestation will most likely occur is also critical.  
Location is also important for biodiversity offsets as it allows for the resulting (or avoided) forest 
fragmentation to be taken into account.   
A biodiversity risk assessment is an example of where sensitivity will be more important than 
specificity.  Using the precautionary principle, a risk assessment looking to determine the worst 
case scenario would want to make sure that all areas at risk were identified, at the possible chance 
of incorrectly identifying some areas that were not.  Knowing how much deforestation is expected 
is helpful for prioritising areas where heavy deforestation would be expected. 
Missing cell values in forest maps created from satellite images are common, and may be caused by 
issues such as cloud cover, or image corruption.  ML models can potentially be used to fill in the 
gaps in the data if they are able to predict the location of expected deforestation based on the 
available cells in the surrounding area. 
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8.2.3 Constraints 
Every study will have constraints on the resources available and therefore the methodologies which 
may prove useful in the study. Some of these constraints, such as budgets and deadlines, are not 
unique to deforestation studies.  Other limitations may include lack of access to domain experts or 
local knowledge, or lack of expertise in the selected methodology.  Further constraints will be 
introduced by the data itself.  Some of these, for example prevalence rates and variable types 
(continuous, discrete or categorical), can be compensated for with various research design options 
(discussed further in Section 8.3.2).  Others, such as lack of data, may reduce the suitability of 
certain methodologies.  A list of possible constraints is given in Table 8-3. 
Table 8-3:  Possible constraints on a deforestation study 
C
o
n
st
ra
in
ts
 
Available data  
Access to subject experts  
Access to methodology experts  
Computing resources 
Time 
Accepted method required  
 
The available data in this instance refers to both the amount and type of data that is accessible for 
inclusion in a study.  In this context it includes both the information available (such as demographic 
variables or land use change) and the structure of the data, including the size of the datasets and the 
type of variables (categorical, continuous or discrete).  This constraint could also cover whether or 
not there are any missing values within the datasets.  As the datasets for this research contained no 
missing values (those caused by cloud data were removed in the pre-processing stage by assuming 
the value in the previous time step or by removing them from land use totals), there was no 
comparison offered in the previous chapters as to how missing data could affect model 
performance.  There is however sufficient literature for a general analysis of this in this chapter.  
While all models can potentially benefit from having a subject matter expert to help decide on the 
initial variables, some models such as BNs are able to explicitly make use of these experts to define 
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the structure or advise on interactions between the predictive variables.  Having subject experts, 
particularly with knowledge of local deforestation can also be useful in helping to interpret results 
in those cases where the models are able to provide some form of explanation for the predicted 
outcome. 
Access to methodology experts is particularly relevant where a model requires numerous design 
decisions, or where the design decisions have a significant effect on model performance.  For some 
methodologies, particularly the classical statistics models, there are large online communities and 
numerous free resources available to assist those designing the study.  For other, more advanced 
methodologies, assistance is less readily available.  Model implementation is also considered as part 
of this constraint as some methodologies are significantly more intuitive to construct.  
As computers improve, computing resources are becoming less relevant, with many of the 
methodologies discussed in this thesis being able to run successfully on a personal laptop.  
Nevertheless, some models require substantially more processing power to handle the same number 
of sample points.  The cost of software may also be an issue, especially for smaller organisations 
operating on a limited budget, although this too is becoming less of an issue with a steady release of 
more free packages, such as R.     
Deforestation studies are not unique in that they are likely to have time constraints.  The time 
taken to implement a model from a given methodology is a function of a number of factors.  For 
some techniques such as the ANNs, it is impossible to know upfront what the best decisions are. 
Therefore any model based on these methodologies requires the implementation and analysis of a 
large number of preliminary trials.  For other techniques there may be fewer trials required, but each 
trial may take hours, rather than minutes to run.  Another factor is the time taken to actually 
implement the model, although this is heavily dependent on expertise. 
The final constraint discussed, where an accepted methodology is required, is most likely to be 
linked to the study objectives.  Studies that are being conducted as part of an official analysis, such 
as for the allocation of REDD+ funding, will be restricted to those methodologies that can prove 
statistical significance or that have published references detailing their use (VCS 2012).  Other 
models that are more concerned with implementing a local land use policy, for example, may have 
more flexibility in which modelling techniques they have to choose from. 
 
 
  
278 
8.3 Methodology Suitability 
 
Even if a methodology looks as if it would, on paper, meet the objective requirements for the task at 
hand, further investigation may show that given the constraints on the situation, the methodology 
may in fact not be suitable, or a better option may be available.  This section first considers which 
methodologies meet the various objective requirements identified and then goes further to look at 
how each one is able to work within the possible constraints that may occur.  The conclusions 
drawn are based on the results of Chapters Four to Seven, personal experience in implementing 
each model, as well the wider literature.  
 
8.3.1 Meeting objective requirements 
In theory, each of the methodologies implemented are capable of making predictions based on 
previous experience, however the results from this thesis indicated that the various techniques 
demonstrated differences in predictive performance and explanatory capacity. Table 8-4 
summarises these results in relation to how they affect the potential of each methodology to meet 
the objective requirements described in Section 8.2.2. 
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Table 8-4: Summary of how well methodologies met objective requirements 
    
Methodology 
    
Generalised 
Linear Models 
Bayesian 
Networks 
Artificial Neural 
Networks 
Gaussian 
Processes 
O
b
je
ct
iv
e 
re
q
u
ir
em
en
ts
 
Examine/ 
identify 
relevant 
predictors 
Able to give 
statistical 
significance, 
direction and 
magnitude of  
variable influence, 
but normalisation 
of values detracts 
from interpretation 
Able to give 
direction and 
magnitude of 
variable influence, 
but not statistical 
significance.  More 
transparent than 
GLMs 
Not suitable Not Suitable 
Predict 
quantity 
(BAU 
baseline)  
Not shown to be 
useful with current 
variable set, but 
could contribute to 
understanding 
underlying factors 
required for 
predicting changes 
in the BAU  
Not shown to be 
useful with current 
variable set, but 
could contribute to 
understanding 
underlying factors 
required for 
predicting changes 
in the BAU  
Not shown to be 
useful with current 
variable set 
Not shown to be 
useful with current 
variable set 
Predict 
location 
Able to reasonably 
predict at risk areas 
if deforestation 
rates are known or 
when mapped 
according to 
probability rather 
than a 50 % cut off  
Naive BNs 
predicted worst 
case models for 
standard sampled 
sets 
Able to reasonably 
predict at risk areas 
if deforestation 
rates are known or 
when mapped 
according to 
probability rather 
than a 50 % cut off 
Able to reasonably 
predict at risk areas 
if deforestation 
rates are known or 
when mapped 
according to 
probability rather 
than a 50 % cut off 
 
 Examining predictors 8.3.1.1
While both GLMs and BNs are able to describe which variables are important to the prediction 
result, the information provided by each is slightly different (while this is also possible for GPs and 
ANNs, the approaches for doing so are not straight forward and are outside the scope of this thesis).  
Chapter Four (Table 4-4) showed that in the GLMs, the distance to the nearest forest edge was 
several times more influential than any other variable, and that this relationship was statistically 
significant for every trial (p < 0.001).  While it was also influential in the BNs (Figure 5-22), the 
distance to the nearest deforestation was more so.  As with the GLMs, BNs are also able to show 
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the direction and magnitude of the relationship, however statistical significance is not available.  
Whether or not this limitation is important will depend on the constraints of the study.  
The BNs have an advantage over the GLMs in that the way the variables are encoded creates a 
much more interpretable model.  Whereas the GLMs require continuous variables to be normalised 
and categorical variables (such as IUCN category) to be encoded numerically, the BNs retain the 
original values, albeit in a discretised format.  This, combined with the graphical user interface 
(GUI), has a substantial impact on a model’s explanatory capacity.  As an example, consider the 
most influential variable for each model.  For the GLMs we know that distance to the forest edge 
has a strong, significant negative correlation to the chance of deforestation.  That is, we can say that 
the further a point is from the edge of the forest, the less likely that it will be deforested.    
If using a BN for the model, a lot more information is available.  Using the distance to the nearest 
deforestation in BN01 as an example, from the percent variance we know that it is more influential 
than most variables in determining the chance of forest loss (Figure 5-22).  It is also possible from 
the GUI to determine the direction of the influence.  A screenshot from the Netica software (Norsys 
Software Corp 2013) is given in Figure 8-2, showing that a deforested sample point (with a target of 
one) is five times more likely than a forested sample point (with a target of zero) to be within 200 m 
of deforestation. 
  
Figure 8-2:  A screenshot of the Netica software giving an example of BN explanatory capability.  
A target value of ONE represents deforestation, a target of ZERO represents forest persistence.  
Networks show: No scenario (left), forested points (middle), deforested points (right). 
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The key difference here is that it is possible to quantify in meters what is meant by ‘close to 
deforestation’.  It is also possible to detect cut offs in the relationships.  For example, in Figure 8-2 
it can be seen that the majority of deforested sample points fall within 2800 m of existing 
deforestation.  From this it could be inferred that being 8 km from the nearest deforestation is, in 
real terms, no more risky than being 15 km.  BNs also have the advantage that they can be 
structured to examine relationships between predictors.  
An important distinction to be made when interpreting both GLMs and BNs is that identifying 
relevant drivers is not equivalent to determining causation (Kolb et al. 2013).  At most it could be 
said that predisposing factors have been identified.  For example, the relationship found between 
being close to a city and deforestation in Toamasina, Madagascar (Figure 7-22) does not mean that 
that being close to a city is a cause of deforestation.  At best it can be said that being close to a city 
predisposes an area to deforestation.  The mere presence of a correlation is not sufficient to derive 
causation (Basse et al. 2014).  Of the methodologies presented in this thesis, the only one which 
would allow inferences on causation would be the expert derived BNs (assuming all required nodes 
were available).   
 
 Predicting Quantity 8.3.1.2
For both the Mexican and Madagascan datasets, none of the models were able to predict what could 
be considered a reasonable estimate for the amount of deforestation using the freely available 
datasets.  There are several reasons why the design of the models would have prevented them from 
doing so.  Firstly, the variables that were included were generally the predisposing factors of 
deforestation rather than the underlying drivers (Geist and Lambin 2001).  The exception to this was 
the inclusion of the population pressure variables.  According to VCS Approved Methodology for 
Avoided Unplanned Deforestation for (VCS 2012), the predisposing factors are more likely to 
dictate the location of deforestation, rather than the amount, which is consistent with the findings 
from this study.  They also state that variables explaining quantity are likely to be the underlying 
drivers (such as agricultural prices or population pressure).    
Secondly, the temporal aspects of the problem were not specifically modelled.  There was no 
indication given to the models as to whether they should predict where the deforestation would 
occur in the five, ten or twenty years.  For those models trained and tested on the same time frames 
(all of the Mexican models and half of the Madagascan models), this was not anticipated to be an 
issue, as it was expected that they would model the same pattern that they had been trained on.  
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Despite this, model performance for all models trained on the standard samples datasets (with the 
exception of the naive BN) had a significantly higher TSS score when the predictions were 
corrected by selecting the correct number of deforested sample points.  
Another likely reason is that models from the ML and statistical disciplines in general are less 
suitable to this objective than process-based or structural models which are able to incorporate 
changes over time, for example in the driving forces behind deforestation (Veldkamp and Lambin 
2001).  The above does not imply that the methodologies presented are not useful in establishing the 
counterfactual scenario.  Both the GLMs and BNs can be used to help analyse and determine which 
drivers are important for inclusion in process models (indeed a structured BN can be designed as a 
process model).  
 Predicting at risk areas 8.3.1.3
As the study design used random sampling rather than a systematic coverage, it is not possible to 
generate a risk maps for the entire area.  For this reason, no comparisons are possible on the 
structure of the predicted landscape (in terms of fragmentation).  However it is still possible to 
compare the maps produced and judge whether the models were able to accurately predict at risk 
areas when tested on unseen samples.  For the Toamasina models tested on a future time step, the 
cloud cover in the future time step has made this difficult for certain areas, but an overall analysis is 
still possible.  For risk-averse decision makers who are interested in the worst case scenario, the 
sensitivity scores are also of interest, as these identify which models correctly identified the most 
deforested sample points.   
Looking first at model sensitivity (Figures 5-33, 6-11, 7-13 and 7-27), the first obvious result is that 
the naive BNs had a significantly higher sensitivity score than other models when trained on the 
standard sampled data.  Reviewing the mapped results for the validation sets shows that this is due 
primarily to the amount of deforestation predicted which meant that the majority of sample points 
actually deforested were predicted as such.  For Campeche (Figure 5-40), this meant that the naive 
BN (BN01) was the only model to predict the deforestation in the north-eastern corner of the study 
zone.  For Toamasina, while the BNs (naive and TAN) correctly predicted most of the at risk 
regions, the ANN also predicted some deforestation in these areas (Figure 7-18).  The standard 
GLM had the lowest sensitivity results across all regions when trained on the standard sampled sets. 
This is reflected in the mapped results which show that these models failed to predict the majority 
of at risk regions (Figures 5-40, 6-15 and 7-18). 
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When the 50 % cut off is removed, and the models trained on validation sets are mapped according 
to predicted probability (Figures 5-42, 6-18 and 7-20), maps for both the Campeche and Toamasina 
study zones show that all methodologies were able to predict the area where the most deforestation 
occurred as higher risk.   Safer areas, where the predicted probability of deforestation was generally 
below 10 %, were also well aligned with the actual deforestation for all models in both study zones.  
For Quintana Roo, the general areas predicted to be at risk areas are more difficult to determine as 
the actual, and therefore predicted, deforestation is very dispersed.  
When mapped according the confusion matrix, results were improved if predictions were corrected 
for the known amount of deforestation.  When this adjustment was made, the various methodologies 
produced very similar results.  This would imply that if the drivers of deforestation are understood 
sufficiently to be able to predict trends (increase or decrease in deforestation rates), then the models 
could be adjusted accordingly to predict how this might affect the risk map produced and additional 
areas that may come under threat.  The similarity of results in this instance would indicate that 
researchers should consider other criteria (such as simplicity of design) in addition to performance 
when selecting a methodology. 
It was expected that GPs would perform well as they are a spatial model.  Figure 5-51 and Figure 
7-25 showed that they were able to predict general areas of high and low risk when trained with 
only the geographic coordinates as predictors.  There are however several cautions to be considered 
when drawing conclusion from these results.  By using only the X and Y coordinates, deforestation 
for any sample point is predicted not on its characteristics, but rather on the characteristics of the 
surrounding points from the training set.  It is therefore dependent on having sufficient surrounding 
data that is representative of its circumstances.  If for example, a sample point is on steep slope, but 
the nearest surrounding sample points in the training set are not, the often important effect of the 
slope will be discounted.  
It also makes these models less suited to predicting values for future time sets.  As the only 
predictors are the X and Y coordinates, which do not change, and the training target value must 
come from present deforestation (as future deforestation is unknown), variables for the training set 
cannot be modified to represent the state of the world at a new time period (as is possible for 
variables such as distance to nearest deforestation or populated place).  This means that the model 
has no way of distinguishing whether it is predicting existing or future deforestation.  
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8.3.2 Operating within constraints  
As well as objectives, a deforestation analysis will have to work within certain constraints, such as 
those discussed in Section 8.3.2.  Key considerations for each methodology in dealing with these 
constraints are summarised in Table 8-5.  These are then discussed in more detail in the text that 
follows. 
Table 8-5: Summary of key considerations of each methodology for study constraints  
    Methodology 
    GLM BN ANN GP 
C
o
n
st
ra
in
ts
 
Available 
data  
Well suited to 
continuous data, 
but struggled 
with low 
prevalence rates 
Good for categorical 
variables or missing 
values.  Best 
performing model 
across regions and 
the least affected by 
low prevalence rates. 
Well suited to 
continuous data, 
but struggled 
with low 
prevalence rates 
Spatial model 
allows for 
good results 
with fewer 
variables. 
Access to 
subject 
experts  
Experts may be 
used in the 
variable 
selection 
process, 
however 
automated 
stepwise 
regression is 
available.  May 
also assist in 
interpretation of 
significant 
variables. 
All other methods 
are purely data 
driven accept for 
BNs, where experts 
can be used to 
structure models and 
even provide 
probabilities. 
However, experts 
may be used in the 
variable selection 
process for all 
methods. 
Experts required 
for variable 
selection 
process (or 
stepwise 
regression can 
be used) 
Experts 
required for 
variable 
selection 
process (or 
stepwise 
regression can 
be used) 
Access to 
methodology 
experts  
Recommended 
if GLMMs are 
required 
Needed for design 
decisions, CPT 
checking and if 
expert structured 
models are required 
Required for 
selecting 
network 
structure and 
settings 
Not required 
Computing 
resources 
Free software is 
standard. Also 
available in 
standard 
statistics 
packages. 
Licence required for 
Netica and Netica 
API, but free 
software is available 
(R, Genie) 
Free software is 
available, but 
commercial 
applications 
may be more 
suitable. Also 
available in 
standard 
statistics 
packages. 
Free software 
is available, 
but 
commercial 
applications 
may be more 
suitable.  High 
processing 
requirements.  
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Methodology 
 
 GLM BN ANN GP 
C
o
n
st
ra
in
ts
 Time 
Quick to design, 
implement and run 
Quick runtime, but 
some time required 
for design 
implementation  
Reasonable 
runtime, but 
heavy design 
requirements 
Quick to design 
and implement, 
but heavy 
runtime 
requirements 
Accepted 
method 
required  
Statistical methods 
are more accepted 
than ML methods 
because they are 
the traditional 
method and the 
most used method 
Not widely used in 
deforestation 
studies, however 
commonly accepted 
as a modelling 
technique 
Previous use in 
deforestation 
studies makes 
them likely to 
be accepted 
Empirical 
results would 
need to be 
presented 
 
 Available data 8.3.2.1
The availability and structure of the data is likely to be a major consideration when selecting which 
methodologies are most suitable.  Firstly, the structure of the data can influence which models are 
most suitable.  Studies that have many categorical variables may struggle to correctly encode these 
for use in a GLM, ANN or GP, especially if there are a large number of categories for each variable.  
An example from this study is the protected area variables.  IUCN category in Toamasina (Section 
3.5) had to be recoded into four separate variables for inclusion in the above mentioned 
methodologies.  The inclusion of extra variables decreases the model’s interpretability in the case of 
the GLMs and in the case of the ANNs increases the complexity of the model, which can contribute 
to overfitting.   
While the inclusion of four extra variables is unlikely to have a major effect on model performance, 
this would become problematic if there were more (consider that the PA ID variable for Toamasina 
that was excluded during the exploratory factor analysis had eleven values).  If the majority of 
variables are continuous, then these will need to be discretised if used in a BN.  This is less of an 
issue as there are several options for doing this, including automated options within the BN 
software and the minimum points algorithm implemented in this thesis. 
The prevalence rate within the data and the strategies employed for correcting unbalanced data are 
also a possible consideration when selecting a methodology.  For the datasets with the lower 
prevalence rates (Campeche and Quintana Roo), the BNs had a higher TSS and sensitivity score on 
the standard sampled data, where the GLMs in particular struggled.  When stratified sampling was 
used to create an artificial prevalence rate of 50 %, the other three methodologies performed better, 
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with little or no improvement to the TSS score of the naive BNs.  While it is acknowledged that 
these differences cannot be necessarily attributable solely to prevalence rates, it is consistent with 
BNs being considered as generally more stable (Fenton and Neil 2013).  The number of sample 
points in the datasets may limit the available methodologies.  The GPs in particular required a 
certain number of sample points before they were able to identify a pattern (Section 7.2.3). 
Missing data is also frequently an issue.  This includes both values missing from a dataset, or a 
dataset missing altogether.   The sample points and their associated attributes that were used in this 
study contained no missing values as all but one of the variable datasets (the CI land use change 
data) were complete with no missing data.  For the CI dataset, unknown values were excluded from 
the total calculations or assumed based on the previous land use.  This meant that the input data 
used for the models was complete and the impact of missing values on the methodologies was not 
tested in this thesis.  However, from the theory it is known that the BNs are able to process sample 
points with missing attributes (Fenton and Neil 2013), as the missing values can be estimated 
directly by the network.  For the remaining methodologies, missing values must be estimated prior 
to the model training.   
Two scenarios were tested in this thesis for when entire datasets are missing.  The first was to use 
models that were trained on a nearby region (Chapter Six).  When trained on the standard sampled 
data (7 % prevalence rate) only the BNs managed to perform better than random on every trial, with 
TSS scores ranging between 0.3 and 0.4 (Figure 6-13).   Also worth noting is that the BNs were the 
only models where the TSS did not decrease when tested on a nearby region, although this was the 
combination of an increase in sensitivity and a decrease in specificity.  
The second strategy for handling missing datasets was to use a reduced variable set and a spatially 
orientated methodology (GPs).  The GPs were able to give reasonable results for predicting general 
areas using only the X and Y coordinates, however the limitations discussed in Section 8.3.1 are 
still relevant.  The reliability and TSS scores of the GPs were improved when other relevant factors 
were included, so it is not unreasonable to assume that these models would still perform well if only 
some of these additional datasets were available.   
 
 Access to subject experts 8.3.2.2
Experts in local deforestation are likely to prove helpful, if not essential, in both the design and 
evaluation of any deforestation model.  When such experts are available, the BNs in particular are 
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able to benefit if a structured model is required, such as for scenario analysis.  Although in this 
study the TAN BNs outperformed the expert models, a number of reasons have been suggested for 
this such as structural limitations (at most three parent nodes for the target value) and the available 
datasets being outside the domain of expertise of the participants.  A more complete discussion on 
this is given in Section 5.2.3. 
All methodologies included in this study could potentially be affected by multicollinearity if too 
many of the variables are highly correlated.  An expert in local deforestation processes may be able 
to assist with this by advising on relevant variables to include (or exclude).  If no expert is available, 
the GLMs have an automated stepwise procedure in R for finding a parsimonious model.  No such 
functionality is available for the other three methodologies, making the exploratory factor analysis a 
critical step in their design.  While the GLMs and the BNs are able to offer reasoning as to their 
predictions, no such possibility exists for the ANNs and GPs.  The interpretation of these models 
would therefore be limited without a domain expert to put them into context. 
 
 Access to methodology experts 8.3.2.3
The feasibility of actually designing and implementation a methodology will be heavily influenced 
by the skill set available for the study.  Some methodologies are more complicated than others in 
terms of the number of design decisions required, the extent to which these decisions will affect the 
results and the level of experience and background knowledge required to implement them.  All 
methodologies benefit from an expert to ensure the results are interpreted correctly. 
The most commonly used models in this instance were the GLMs.  A basic logistic regression, 
designed to examine correlations for example, is quite easy to implement in R.  The documentation 
is clear and there are numerous online communities and examples to assist.  Free online courses 
such as "Regression Models” and “R Programming” are available through organisations such as 
Coursera (Coursera 2015) and cover both the underlying theory and how to use common software 
packages such as R.  The functionality is also available in most common statistics packages, such as 
SPSS (IBM Corp 2013) or Stata (StataCorp 2015). 
The difficulty arises in how exactly to model the data when predictions are required.  In this study, 
changing the geographic coordinates from fixed to random effects to account for the different 
relationship between them and the other predictors improved the models performance.  
Implementing the models to account for interactions using GLMulti (Calcagno 2013) also improved 
  
288 
model performance, but only when stratified sampling was used.  While there is a lot of information 
available on the definitions of fixed and random effects, implementing them correctly for a given 
problem definition is not always straight forward. 
The theory behind ANNs is an extension of that for the GLMs, and the metaphor of a biological 
neuron is useful when first understanding how the networks function.  As with GLMs, there are a 
range of options for implementing them including some freely available software, such as R or 
Weka.  The ease of implementation and the amount of support available is dependent on the 
software selected.  For R, the documentation is in the standard format and help is available from 
numerous online support communities.  Matlab also offers documentation online and in the 
software help files, however it can be difficult to track down specific information and the online 
support community is substantially smaller than for R.       
The main requirement of ANNs that is likely to require someone with expertise is deciding on the 
network structure and design.  ANNs have more design decisions than most models, and while 
many implementation packages have default settings, these are not always suitable.  For example, in 
this thesis, a series of preliminary trials found that the Matlab default of 1000 epochs was not 
sufficient in every case for models to properly converge.  The MaxFail setting was also adjusted 
from the default.  While these decisions can be made based on the results of experimental trials, it is 
still worth watching the networks train to be able to gauge whether models are over-fitting or 
converging.  Some background in ANNs is required to be able to make this decision.  In this thesis 
the effect on performance of many of these changes was not substantial (see Appendix Two).   This 
result cannot be guaranteed for every dataset, and major errors in design settings could cause 
networks to either over-fit or stop too early, adversely affecting model performance.  
The BNs also have several implementation options.  While designing a BN using the graphical 
interface is reasonably intuitive and a good option for those not familiar with programming, in order 
run numerous trials and create reproducible results, programming is required.  For the Netica 
software, this functionality is available through the API.  Full documentation exists, but there are no 
online support communities.  While automated options are available for discretising continuous 
variables, these options do not necessarily retain the same data distribution required to allow the 
network to fully retain the CPTs.  If an expert designed model is required, it is likely that BN 
modelling experience will also be required, as demonstrated in this study by some of the difficulties 
faced by the deforestation experts.    
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Options for GP implementation are becoming more common with the recent release of an R 
package (MacDonald et al. 2015).  While the only decision required in this study was the number of 
sample points used for learning the hyperparameters, this decision proved to have potentially major 
impacts on the results.  It is unlikely however that an expert would be able to predict the optimal 
number of sample points for a given dataset.  Despite having relatively few design choices, the 
underlying theory is more complicated than for the other three methodologies.       
 
 Time and computing resources 8.3.2.4
The time required for an analysis is dependent on how long it takes to design, implement and run a 
model.  Once the data is normalised, a simple GLM in R requires only a few lines of code to 
implement and just seconds to run.  There are no extra design decisions, so no preliminary trials are 
required. A GLMM or stepwise GLM may take several minutes, depending on the number of trials, 
but coding requirements are still minimal.  A GLM which looks to find interactions between 15 
variables using 3500 sample points and running on a dedicated server takes around ten minutes to 
run 20 trials, providing the genetic algorithm is used.  If an exhaustive search is required for the 
sake of reproducibility, a single trial takes over a month to converge.  
For the ANNs, run on the same computer as the GLMs, twenty trials took between ten and 40 
minutes, depending on the network structure.  The main time requirement with the ANNs is the 
number of preliminary trials that are required to determine the optimal settings (see Appendix 
Two).  Implementation time will depend on the software selected.  The BNs take seconds to run a 
trial once implemented, however a large amount of coding is required in order to automate the 
trials.  Discretising the data may also be time consuming if the default options do not sufficiently 
represent the data.  If an expert structured model is decided on, additional time is required.  GPs 
take relatively little time to design and implement, but in this study required approximately 2.5 days 
to run 20 trials on the server.  This runtime could possibly be reduced if attempts were made to 
optimise the execution of the models, however is outside the scope of this thesis.  
Free software is now available for each methodology, however for this study it was found that 
Matlab offered the best conditions for the ANNs.  The Netica software used for the BNs is free for 
up to 15 nodes, however networks larger than this require a licence.  A separate licence is also 
required for the API.  Other software packages for implementing BNs, such as GeNIe, are free 
(Druzdzel. 1999). 
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 Accepted methodology required  8.3.2.5
Only the GLMs are able to report on the statistical significance of variable relationships.  Being 
from the classical statistics field, they are also the most widely accepted models in situations where 
a proven methodology is required, such as the VCS Methodology for Avoided Unplanned 
Deforestation.  ANNs have been previously used to predict deforestation (Mas et al. 2004, Arekhi 
and Jafarzadeh 2014) and thus may also prove acceptable if predicting the location is the objective.  
While no previous studies could be found that specifically used BNs to study or predict 
deforestation, they have been used in other environmental management fields (Ticehurst et al. 2011, 
Frayer et al. 2014).  The same is true of GPs and kriging (Krause 2007, Galeana-Pizaña et al. 2014). 
 
8.4 Practical Applications of Research 
 
Based on the findings in this thesis, several recommendations can be made on applying statistical 
and ML methodologies to deforestation studies.  This section outlines these recommendations and 
then demonstrates how some of them might be put into practice with an example based on the VCS 
procedure for conducting the preliminary investigation for setting up a REDD+ project. 
 
8.4.1  Recommendations 
Several general recommendations can be made based on the results of this thesis. 
 Look for freely available data 8.4.1.1
The data used in this study was all available either at no or minimal cost and was sufficient for 
predicting areas at risk of deforestation.  They are by no means an exhaustive collection of the 
available datasets, and other variables more relevant to other studies, such as census or economic 
data may also be available.  All variables included in any analysis should be backed by empirical 
evidence to avoid the criticisms of data mining (that with enough different variables it is always 
possible to find two that are correlated).  For deforestation studies, there is extensive literature on 
the causes and predisposing factors of deforestation (a sample of which was presented in Chapter 
Two) which provides a wide range of possible, often correlated, variables to pick from.  Where 
ideal datasets are not available, a correlated variable may be an option.   
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 Do not discount random effects 8.4.1.2
The geographic coordinates of a target region are not in themselves a predisposing factor or driver 
for deforestation and are often excluded from studies.  In this study the mixed effects model with 
the geographic location modelled as random effect improved the performance over a standard 
logistic regression.  While the random term does not necessarily need to be based on the geographic 
coordinates (for example state or mountain bloc might be alternatives), a variable that takes into 
account the spatial nature of deforestation is likely to prove valuable.  Mixed effects models provide 
the same output as standard GLMs and are only marginally more complicated to implement.   
 If p-values are not required, consider a BN for examining drivers  8.4.1.3
Regression models have become the go-to for analysing the drivers of deforestation. They are 
simple to implement using free software and the theory is widely understood and accepted.  They 
are able offer p-vales, allowing researchers to report the statistical significance of drivers and the 
relative degree of influence of each driver is easily derived from the output.  However, as the 
variables are normalised, and in some case transformed, the interpretability of the models is 
diminished.  Results from this study showed that a naive BN trained on the same data was more 
stable across sample methods, had higher TSS scores without the need to use stratified sampling to 
artificially boost prevalence rates and produced comparable results to the GLMs when predictions 
were corrected for deforestation rate.  The similarity of variables selected as influential by the BNs 
and GLMs further indicates that BNs are potentially a suitable substitute.  From the naive BN, it is 
not a large step to implement a TAN or expert structured BN which can then be used to also look at 
scenarios and interactions between predictors.  
 Use a GP over an ANN for predicting location 8.4.1.4
Despite their popularity as a ML technique for deforestation analysis, the ANNs in this study only 
offered improvements on one of the three study zones (Toamasina).  In contrast, the GPs equalled 
or outperformed both the GLMs and ANNs on all three datasets (TSS and AUC scores).  Despite 
the heavy runtime requirements GPs had fewer design decisions than ANNs, reducing the need to 
run extensive pre-trials and make judgement calls on a range of design decisions.  It would also be 
beneficial to carry out a standard regression analysis prior to implementing the GP to remove 
redundant or irrelevant variables as well as set a baseline for model performance.  
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8.4.2 VCS Approved Methodology for Avoided Unplanned Deforestation  
The VCS details the accepted procedure for conducting an analysis prior to the introduction of a 
REDD+ program (VCS 2012).  This provides a good example of how the components of a 
deforestation analysis can have different objectives and potentially be better suited to different 
methodologies.  The document outlines several distinct stages in the process and an extract is 
summarised below, followed by a discussion on how the above recommendations could be applied 
 VCS procedure summary 8.4.2.1
The VCS offers the following steps as guidelines for the preliminary stages of implementing a 
REDD+ project.  The full text is available in the VCS Approved Methodology for Avoided 
Unplanned Deforestation (VCS 2012). 
Step 1: Definition of spatial and temporal boundaries, carbon pools and sources of emissions 
Step 2: Analysis of historical land cover change (base rate)  
Step 3: Analysis of agents, drivers and underlying causes of deforestation and their likely future 
development  
- Identify agents of deforestation (e.g. farmers, loggers) 
- Identification of deforestation drivers (e.g. agricultural commodity prices, population 
pressure) 
- Identification of underlying causes (e.g. land use policies, poverty or war) 
- Analysis of chain of events leading to deforestation  
Step 4: Projection of future deforestation 
- Locate in space and time the baseline deforestation expected to occur within the reference 
region during the first fixed baseline period.  Three approaches are suggested for this step, 
selection of which is dependent on whether the historical rate has been constant and how 
conclusive the evidence for this is. 
o Historical average approach: rate of deforestation is assumed to be the same 
throughout the baseline period (formula provided) 
o Time function approach: extrapolates the historical trend observed within the 
reference region using a statistically sound regression technique 
o Modelling approach: Baseline deforestation estimated by modelling deforestation as 
a function of the driver variables 
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- Projection of future deforestation  
o Preparation of factor maps 
 Identify spatial variables that most likely explain the patterns of baseline 
deforestation, including changes to dynamic variables if possible.  
 Empirical vs heuristic approach 
o Preparation of risk maps for deforestation 
 “Algorithms of internationally peer reviewed modelling tools are eligible to 
prepare deforestation risk maps provided they are shown to conform to the 
methodology at time of validation”  
o Selection of the most accurate deforestation risk map 
o Mapping locations of future deforestation 
Step 5: Definition of the land-use and land cover change component of the baseline 
 Examples of recommendations 8.4.2.2
There are several points in the above procedure where the recommendations from this research 
could prove helpful.  The first point is Step 2 (Analysis of historical land cover change).  At this 
stage a GP would be a suitable option to help fill in any gaps in the satellite data caused by cloud 
cover as their ability to derive information from the surrounding land use makes them likely to 
perform well even if the drivers and predisposing factors for the area are not well understood.   
Two recommendations are relevant for Step 3 (analysis of drivers).  The first is to check thoroughly 
for any freely available data that might be available to assist in the investigation.  Secondly, while it 
is clear that much of this work would take place outside the scope of an ML model (discussion with 
local experts will likely be a key component for example), where data exist for the various drivers a 
BN would be a useful tool for analysing the correlations and relationships between them.  A simple 
GLMM would be useful at this stage as an initial analysis tool to look for statistically significant 
correlations, however a BN is able to give clearer information on the values of the variables (such 
as how far away from a city does the forest need to avoid being at risk, or how steep does an area 
need to be before being considered low risk).  BNs can also be used as an intuitive tool for 
modelling expert knowledge, although the resulting models may not necessarily have better 
predictive abilities than models with either fixed or learned structures such as naive or TAN BNs. 
As the models in this thesis were not explicitly looking to model deforestation rates, limited 
recommendations can be made for the first component of Step 4 (projection of future deforestation), 
save to say if a successful BN was implemented as part of Step 3, it would be a useful tool if a 
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modelling approach was selected.  For the second component, creating a risk map (assuming the 
expected deforestation rate is known), each of the methodologies tested in this thesis performed 
similarly. The deciding factors will therefore most likely be based on the constraints.   
If the drivers are mainly categorical, or key datasets contain missing values, then a BN would be 
ideal (either a TAN or naive BN).  If some datasets are missing altogether, but there are plenty of 
sample points (and sufficient computer processing power available), then a GP would be suitable 
due to its ability to extrapolate spatial patterns.  If time is limited, and then a simple GLMM will 
likely give acceptable results.  GLMMs also have the advantage that they are widely published.  
The constraint that the methodology selected be one that has been published in an international peer 
reviewed journal is explicitly stated in the VCS methodology.  While environmental management 
research using BNs and GPs exists in the literature (refer to Chapter Two for examples), GLMs, and 
to a lesser extent ANNs, are more commonly used for deforestation studies.  If there were concerns 
over the acceptability of the former two methodologies, an initial study with a GLMM should be 
used.  If time was available an ANN could be then used to try and improve results. 
 
8.5 Conclusions and Future Research 
 
Several overall conclusions can be made based on the results presented in this thesis.  The first is 
that freely available datasets are a valuable source of information for studies looking to predict 
areas at risk of deforestation.  While they are unlikely to provide all the variables that would ideally 
be included for a particular study zone and time period (particularly for dynamic variables such as 
distance to roads), the range of data from numerous sources is still extensive.  In some cases where 
the ideal data are difficult to obtain, freely available alternatives may provide a suitable proxy.  This 
would be more likely when concepts that can be quantified in several ways, such as the effects of 
human settlements, are likely to be relevant.  
Conclusions can also be drawn on the different situations where ML techniques provide benefits 
over classical statistics.  BNs proved to be useful in cases where prevalence rates were low or when 
understanding the relationships between the variables was the primary objective of the analysis.  
While not tested in this thesis, they are also able to process cases where datasets have missing 
values.  The GPs had better performance than the classical statistics models as well as the more 
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commonly applied ANNs.  They also had reasonable performance when only the previous 
deforestation and geographical coordinates were available. 
The improvement in predictive performance achieved by using ML techniques does not make 
classical statistics entirely redundant.  These remain well understood and scientifically sound 
models which are easy to implement and ideal for understanding simple correlations between 
variables.  In particular, more advanced regression algorithms such as GLMMs or those that allow 
for interactions in the predictor variables to be explicitly modelled, have the potential to improve 
the predicative capacity without detracting from the general acceptance of the models by the 
scientific community.      
While the expert designed models (in this study, Bayesian networks) failed to outperform those 
where the structure was decided by ML, this does not diminish the value of human experts.  Any 
computer approximation of a system is restricted by the data that it is provided with. The role of 
human experts with knowledge and reasoning outside the world view of the models will always be 
crucial in interpreting the results and predictions.  A data driven model can never explain “why”.  
At most it can provide us with trends and correlations that we otherwise might have missed.  They 
can for example, tell us that an area with a gentle slope is at a higher risk of deforestation than one 
on a steeper slope.  Given enough information the model might also find that certain land uses are 
also linked with flatter areas.  Without a human experts though, it is impossible for the model to 
draw conclusions about causation between these observations.  
Several future research directions arise out of this work.  While it has demonstrated the usefulness 
of several freely available datasets that were available at the start of the study, this was by no means 
an exhaustive collection of what is available today.  New datasets are continually being released, 
with the prime example being the release in 2013 of a global forest loss database on Google Earth 
(Hansen et al. 2013).  Even within the course of this study, updates were being made available to 
datasets, including the release of the land use change data for Madagascar for 2005-2010 which was 
incorporated into Chapter Seven.  Additionally, incorporating other data sources, such as census 
data, would permit an analysis of how other drivers, such as socio-economic factors, could be 
incorporated into ML models.    
Both commercial and free software packages exist that directly integrate the techniques discussed in 
this thesis with explicitly spatial models.  Examples include DINAMICA (Soares-Filho et al. 2002) 
(logistic regression), IDRISI (Clark Labs 2015) (ANNs), and ArcGIS (ESRI 2013a) (geographically 
weighted regression).  Studies utilising these packages to model deforestation are common (Cuevas 
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and Mas 2008, Kolb et al. 2013, Rivera et al. 2013, Arekhi and Jafarzadeh 2014).  Another recently 
released package is GeoNetica from Norsys (Norsys Software Corp 2015), which integrates BNs 
with ESRI ArcGIS to produce risk maps of the subject matter.  Implementing models in these 
packages using the datasets and variables used for this research would provide a further test of the 
conclusions presented, however, variables would need to be re-implemented to be raster, rather than 
point based. 
As with the datasets, the methodologies evaluated in this thesis represent only a subset of those 
available, and additional techniques exist that would also warrant evaluation.  In particular, tree 
based methodologies (Hastie et al. 2009) have been identified as potentially suitable candidates.  
These methodologies have already been used in a range of classification scenarios including species 
distribution modelling (Garzón et al. 2006, Prasad et al. 2006) and forest carbon mapping (Mascaro et 
al. 2014) and would likely perform well in deforestation modelling.  In certain situations they have been 
found to outperform linear models (De'ath and Fabricius 2000) and ANNs (Garzón et al. 2006).  Their 
key benefits include interpretability of variable importance (Garzón et al. 2006) and simplicity of design 
(De'ath and Fabricius 2000).    
Further work is needed to confirm the generalisations made regarding the ability of each 
methodology tested in this thesis to predict future deforestation.  While the initial assumption holds 
that models trained on one time step will be able to predict future high risk areas (assuming the 
effects of the underlying drivers remain relatively constant), this was not tested as thoroughly as 
intended due to gaps in the data caused by cloud cover (Section 7.2.4).  All models predicted large 
numbers of deforested sample points in the large section of land in Toamasina that was, by 
necessity, assumed to continuous forest cover.  The fact that this land was likely to contain at least 
some deforestation means that the results achieved in this thesis are likely to be worst-case scenario 
for model performance in this trial.   
Bayesian networks have been proven as being a potential alternative for examining the drivers and 
predisposing factors for deforestation.  Additional studies would be required to see whether expert 
structured models could be improved by providing experts with a greater variety of data and 
additional assistance in structuring the model.  If this were the case, then BNs would likely be a 
candidate for estimating the quantity of expected deforestation, rather than just the location.  This 
would make them suitable for both for scenario analysis for policy decisions and predicting 
deforestation baselines for REDD+ initiatives.  
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Finally, this research touched on how predisposing factors may differ depending on the protected 
status of the area.  A better understanding of these processes could prove useful in studies where 
protected areas cover a large portion of the study zone.  This would assist policy makers in better 
understanding how the dynamics of deforestation drivers can change when protected areas are being 
considered as a strategy for reducing deforestation.  BNs would be particularly suited to this type of 
analysis due to their interpretability and usefulness as a scenario analysis tool. 
Deforestation remains one of the major contributors to both greenhouse gas emissions (Wang et al. 
2009) and the current epidemic of biodiversity loss (Koh and Wilcove 2008).  The increase in the 
available datasets and number of methodologies available for analysing them has the potential to 
greatly assist researchers in enhancing our understanding of the processes involved and making 
predictions that are essential to better inform policy makers.  In order for this to eventuate, guidance 
is needed on how these datasets can be integrated into research and which of the many available 
ML techniques are suitable for the various objectives of deforestation studies.  The results presented 
in this thesis go some way towards providing this guidance, without which these new technologies 
may go unused. 
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Appendix 1 -  Maps of Study Zones 
Figures A1-1 to A1-3 show the three study areas used for this thesis.  Protected areas as of 2004 
have been overlaid on each for reference. 
 
Figure A1-1: Map of Campeche study zone
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Figure A1-2: Map of Quintana Roo study zone
  
310 
 
Figure A1-3:  Map of Toamasina study zone 
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Appendix 2 – List of Models 
 
Tables A2-1 through to A2-4 list each of the models implemented for this thesis including the 
chapter the model is described in, the structure, included variables and the training and testing 
datasets. 
 
Table A2-1: List of GLM IDs and model design 
Chapter 
Model 
ID 
Structure Variables Training data Testing data 
4 
GLM01 GLM All Campeche Campeche 
GLM02 GLM with 
stepwise 
All Campeche Campeche 
GLM03 GLM with 
interactions 
ElevMD, SlopeSD, 
NearCity, NearDeDist, 
NearFrDist, NrPaDistSt, 
TPForest, POINT_X, 
POINT_Y, Target_ED, 
Target_Prx, Target_Frc, 
For_1km, Def_1km, 
Pro_1km  
Campeche Campeche 
GLM04 GLMM All, X,Y coordinates as 
random effects 
Campeche Campeche 
6 
GLM05 GLM All, except POINT_X and 
POINT_Y 
Campeche Quintana Roo 
GLM06 GLM All, except POINT_X and 
POINT_Y 
Quintana Roo Quintana Roo 
GLM07 GLM All Quintana Roo Quintana Roo 
GLM08 GLMM All, X,Y coordinates as 
random effects 
Quintana Roo Quintana Roo 
7 
GLM09 GLM All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
GLM10 GLM with 
stepwise 
All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
GLM11 GLMM All, X,Y coordinates as 
random effects 
Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
GLM12 GLM All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
GLM13 GLMM All, X,Y coordinates as 
random effects 
Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
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Table A2-2: List of ANN IDs and model designs 
Chapter 
Model 
ID 
Structure Variables 
Training 
data 
Testing 
data 
5 
ANN01-
1L 
ANN with one 
hidden layer with 
60 hidden nodes 
All Campeche Campeche 
ANN01-
2L 
ANN with two 
hidden layers with 
30 nodes in each 
All Campeche Campeche 
ANN02-
1L 
ANN with one 
hidden layer with 
60 hidden nodes 
Significant  variables from GLM 
stepwise: ElevMD, Def_1km, 
For_1km, NearCity, 
NearDeDist, NearFrDist, 
NrPADist, POINT_X, 
POINT_Y, Pro_1km, Protected, 
SlopeSD, Target_ED, 
Target_Frc, Target_Prx, 
TPDefor, TPForest 
Campeche Campeche 
ANN02-
2L 
ANN with two 
hidden layers with 
30 nodes in each 
Significant variables from GLM 
stepwise: ElevMD, Def_5km, 
For_1km, NearCity, 
NearDeDist, NearFrDist, 
NrPADist, POINT_X, 
POINT_Y, Pro_1km, Protected, 
SlopeSD, Target_ED, 
Target_Frc, Target_Prx, 
TPDefor, TPForest 
Campeche Campeche 
ANN03-
1L 
ANN with one 
hidden layer with 
60 hidden nodes 
POINT_X, POINT_Y Campeche Campeche 
ANN03-
2L 
ANN with two 
hidden layers with 
30 nodes in each 
POINT_X, POINT_Y Campeche Campeche 
6 
ANN04-
2L 
ANN with two 
hidden layers with 
10 nodes in each 
All, except POINT_X  and 
POINT_Y 
Campeche Quintana 
Roo 
ANN05-
2L 
ANN with two 
hidden layers with 
10 nodes in each 
All, except POINT_X  and 
POINT_Y 
Quintana 
Roo 
Quintana 
Roo 
ANN06-
2L 
ANN with two 
hidden layers. No 
comparison 
model selected 
All Quintana 
Roo 
Quintana 
Roo 
7 
ANN07-
1L 
ANN with one 
hidden layer with 
60 hidden nodes 
All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
ANN07-
2L 
ANN with two 
hidden layers with 
10 nodes in each 
All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
ANN08-
1L 
ANN with one 
hidden layer with 
60 hidden nodes 
All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
ANN08-
2L 
ANN with two 
hidden layers with 
10 nodes in each 
All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
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Table A2-3:  List of BN IDs and model designs 
Chapter 
Model 
ID 
Structure Variables Training data Testing data 
5 
BN01 Naive BN All Campeche Campeche 
BN02 Naive BN Significant  variables 
from GLM stepwise 
(neighbourhood side 
adjusted to 5 km): 
ElevMD, Def_5km, 
For_5km, NearCity, 
NearDeDist, NearFrDist, 
NrPADist, POINT_X, 
POINT_Y, Pro_5km, 
Protected, SlopeSD, 
Target_ED, Target_Frc, 
Target_Prx, TPDefor, 
TPForest 
Campeche Campeche 
BN03 Naive BN Selected via manual 
stepwise procedure on 
BN01: Def_5km, 
For_5km,  MainPA_ID, 
NearCity, NearDeDist, 
NearFrDist, 
NrPADistEd, POINT_X, 
Pro_5km, Protected, 
TPDefor, TPForest 
Campeche Campeche 
BN04 Tree 
augmented 
BN 
All Campeche Campeche 
BN05 Expert 
structured 
BN 
Expert selected: All 
variables except 
Pop_1km and Pop_3km.  
Campeche Campeche 
6 
BN06 Naive BN All, except POINT_X 
and POINT_Y 
Campeche Quintana Roo 
BN07 Naive BN All, except POINT_X 
and POINT_Y 
Quintana Roo Quintana Roo 
BN08 Naive BN All Quintana Roo Quintana Roo 
7 
BN09 Naive BN All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
BN10 Tree 
augmented 
BN 
All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
BN11 Naive BN All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
BN12 Tree 
augmented 
BN 
All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
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Table A2-4:  List of GP IDs and model designs 
Chapter 
Model 
ID 
Structure Variables Training data Testing data 
5 
GP01 GP All Campeche Campeche 
GP02 GP Significant  variables from 
GLM stepwise: ElevMD, 
Def_1km, For_1km, 
NearCity, NearDeDist, 
NearFrDist, NrPADist, 
POINT_X, POINT_Y, 
Pro_1km, Protected, 
SlopeSD, Target_ED, 
Target_Frc, Target_Prx, 
TPDefor, TPForest 
Campeche Campeche 
GP03 GP POINT_X, POINT_Y Campeche Campeche 
6 
GP04 GP All, except POINT_X and 
POINT_Y 
Campeche Quintana Roo 
GP05 GP All, except POINT_X and 
POINT_Y 
Quintana Roo Quintana Roo 
GP06 GP All Quintana Roo Quintana Roo 
7 
GP07 GP All Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
GP08 GP POINT_X, POINT_Y Toamasina 
(2000 -2005) 
Toamasina 
(2000 -2005) 
GP09 GP All Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
GP10 GP POINT_X, POINT_Y Toamasina 
(2000 -2005) 
Toamasina 
(2005 -2010) 
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Appendix 3 – Results of ANN Preliminary Trials 
The results of the preliminary trials for the ANNs used in the Campeche analysis (Chapter Five) are 
presented here. All boxplots pictured in this section show the minimum, maximum and median 
values as well as the 25
th
 and 75
th
 quartiles.  Outliers (points either 1.5 times the interquartile range 
above the third quartile or below the first quartile) are also shown. 
 
 Number of Epochs 8.5.1.1
Figure A3-1 shows the TSS scores over 20 trials for models allowed to run for either 1000, 3000 or 
5000 epochs.  While the results for the standard sampling show a slight improvement in TSS when 
the number of epochs is increased from 1000 to 3000, no further gains are seen with the additional 
increase to 5000.  The maximum number of epochs was therefore set at 3000. 
 
 
Figure A3-1: TSS results for variances in the maximum allowed epochs 
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MaxFail Setting 
Figure A3-2 shows the best epoch reached for the various max fail settings (for all trials, a 
maximum of 3000 epochs was allowed).  The only difference in the results was a small increase in 
TSS in models trained and tested on the standard sampling method, however this was minor 
(consider the scale on the boxplots).  A value of 300 was chosen as this was determined to be the 
best balance to minimise both early stopping and overfitting. 
 
 
Figure A3-2: TSS results for variances in the max fail setting 
Node structure  
Results for models trained on datasets A, B and C have been plotted separately to those trained on 
dataset D due to allow small variations to be visible along the Y axis.  TSS results are presented 
here for both single layer (Figure A3-3 and Figure A3-4) and double (Figure A3-5 and Figure A3-6) 
layer networks. The results for the single layer networks show little or no improvement in networks 
with more than 60 nodes.  As there was no definitive best structure, ANN01 – ANN03 were tested 
on a range of five structures consisting of single layer network with either 10 or 60 hidden nodes 
and three double layer networks with either a 5-5, 10-10 or 30-30 layout.  
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Figure A3-3: TSS results for a single layer ANN with varying node structures trained on either 
dataset CA, CB or CC 
 
 
Figure A3-4: TSS results for a single layer ANN with varying node structures trained on dataset 
CD
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Figure A3-5: TSS results for a double layer ANN with varying node structures trained on either dataset CA, CB or CC 
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Figure A3-6: TSS results for a double layer ANN with varying node structures trained on dataset 
CD 
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Appendix 4 – Results of ANN main models for Campeche 
Results for the ANN main trials for Campeche (Chapter Five) for sensitivity, specificity and AUC 
are given in Figure A4-1 to Figure A4-12. 
Sensitivity results for single layer networks  
 
Figure A4-1: Sensitivity results for a single layer ANN trained on either dataset CA, CB or CC 
 
Figure A4-2: Sensitivity results for a single layer ANN trained on dataset CD 
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Specificity results for single layer networks   
 
Figure A4-3: Specificity results for a single layer ANN trained on either dataset CA, CB or CC 
 
Figure A4-4: Specificity results for a single layer ANN trained on dataset CD 
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AUC results for single layer networks   
 
 
Figure A4-5: AUC results for a single layer ANN trained on either dataset CA, CB or CC 
 
Figure A4-6: AUC results for a single layer ANN trained on dataset CD 
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Sensitivity results for double layer networks  
 
Figure A4-7: Sensitivity results for a double layer ANN trained on either dataset CA, CB or CC 
 
Figure A4-8: Sensitivity results for a double layer ANN trained on dataset CD 
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Specificity results for double layer networks   
 
Figure A4-9: Specificity results for a double layer ANN trained on either dataset CA, CB or CC 
 
 
Figure A4-10: Specificity results for a double layer ANN trained on dataset CD 
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AUC results for double layer networks   
 
Figure A4-11: AUC results for a double layer ANN trained on either dataset CA, CB or CC 
 
 
Figure A4-12: AUC results for a double layer ANN trained on dataset CD 
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Appendix 5 – BN Instructions Presented to Experts  
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Appendix 6 – Designs of Expert BNs  
Figures A6–1 to A6-5 show the templates returned by the experts for BN05. 
 
Figure A6-1: BN template provided from expert A 
 
 
Figure A6-2: BN template provided from expert B 
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Figure A6-3: BN template provided from expert C 
 
 
 
 
 
 
 
Figure A6-4: BN template provided from expert D 
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Figure A6-5: BN template provided from expert E 
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Appendix 7 – Kappa Results 
Despite their sensitivity to prevalence rates, Kappa results are a frequently reported statistic.  For 
this reason they have not been analysed as part of the model comparisons, but have been included as 
an appendix.  Boxplots showing the Kappa statistic over the 20 trials for the main models for the 
three study regions are given in Figure A7-1 to Figure A7-4.  The boxplots shown represent the 
median, 25
th
 and 75
th
 percentiles as well as the minimum and maximum values over the 20 trials.  
Outliers (points either 1.5 times the interquartile range above the third quartile or below the first 
quartile) are also shown. 
  
 
Figure A7-1: Kappa results over 20 trials for the main models trained and tested on data from the 
Campeche study zone (Chapter Five) 
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Figure A7-2: Kappa Results over 20 trials for models tested on Quintana Roo, trained on data from 
either Campeche (C) or Quintana Roo (Q) (Chapter Six) 
 
 
Figure A7-3: Kappa Results over 20 trials for models trained and tested on the Toamasina study 
zone (unseen sample points, Chapter Seven)  
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Figure A7-4: Kappa Results over 20 trials for models trained and tested on the Toamasina study 
zone (future sample points, Chapter Seven) 
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Appendix 8 – Evaluation of Edge Density 
To examine possible reasons why edge density might be more influential in Toamasina than 
Campeche, histograms were made for edge density in the surrounding neighbourhood (ED_1km).  
Histograms were made for all sample points, forested sample points (target = 0) and deforested 
sample points (target = 1).  These histograms are shown in Figure A8–1. 
 
 
Figure A8-1:  Histograms for edge density in the surrounding neighbourhood 
 
Histograms showed no noticeable differences between Toamasina and Campeche. 
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Appendix 9 – Creation of Datasets 
Figure A9-1 shows the steps taken to create the datasets used in training and testing the models 
 
 
Figure A9- 1: Flow chart for dataset creation  
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Appendix 10 – Model Design and Analysis  
Figure A10-1 shows the steps taken for the model design and analysis 
 
 
 
Figure A10- 1: Flow chart for model design and analysis 
