Abstract Let G = (V , E, w) be a directed graph, where w : V → R is a weight function defined on its vertices. The bottleneck weight, or the capacity, of a path is the smallest weight of a vertex on the path. For two vertices u, v the capacity from u to v, denoted by c (u, v), is the maximum bottleneck weight of a path from u to v. In the All-Pairs Bottleneck Paths (APBP) problem the task is to find the capacities for all ordered pairs of vertices. Our main result is an O(n 2.575 ) time algorithm for APBP. The exponent is derived from the exponent of fast matrix multiplication.
Introduction
Finding optimal paths between pairs of vertices is one of the most fundamental algorithmic graph problems. There are various measures for optimality, depending on the problem to be solved. Commonly, one searches for shortest paths as in the Single Source Shortest Paths (SSSP) problem and the All-Pairs Shortest Paths (APSP) problem [3, 23] . In many other situations, such as in maximum flow algorithms, one searches for paths with maximum bottleneck value, or capacity [3, 13] . In this paper, we consider the fundamental problem of All-Pairs Bottleneck Paths (APBP) in vertex weighted graphs. Given a directed graph G = (V , E, w) where w is an arbitrary real weight function defined on its vertices or edges, the bottleneck weight (or capacity) of a path is the smallest weight of a vertex (respectively edge) on the path. In the vertex weighted case we have the closed variant, in which the weights of the endpoints of a path are taken into account, and the open variant, in which they are not. We refer to the variants as edge-APBP, open-APBP and closed-APBP. In each one of these variants, we let c (u, v) be the maximum bottleneck weight, or maximum capacity, of a path from u to v. In each one of the variants, the goal is to compute the bottleneck weight for all ordered pairs of vertices. As we will show shortly, many problems that have been recently studied reduce to solving an APBP problem with weighted vertices. Let us just mention here one illustrative example: consider the goal of planning routes for trucks going between different cities. One of the main constraints in planning the trucks' routes is the height of the bridges under which the trucks should pass. By solving the APBP problem on a graph in which the vertices are the cities and the bridges, and the weight of a vertex is the height of its bridge, or ∞ if it is a city, one can find the maximum height of a truck that can be sent from city A to city B, for any two cities A and B.
Let n and m denote, respectively, the number of vertices and edges of a given graph. The edge-APBP problem can be easily solved in O(mn) time using, as a main procedure, a variant of Dijkstra's algorithm. For dense graphs this results in a cubic O(n 3 ) time algorithm. A truly sub-cubic algorithm for the edge-APBP problem would imply, in particular, a truly sub-cubic algorithm for min-max products of two real valued matrices. Until the present paper, it was not known whether open-APBP or closed-APBP, i.e., the vertex weighted versions of the APBP problem, are easier than edge-APBP. Our main result in this paper is the first truly sub-cubic algorithm for both the closed-APBP and open-APBP problems.
We mention briefly that bottleneck versions of many other graph optimization problems were considered before. The bottleneck spanning tree problem, for example, can be easily solved, deterministically, in O(m + n) time. Gabow and Tarjan [13] considered bottleneck versions of the directed spanning tree problem and the weighted matching problem.
Before presenting our main result, we need a few definitions. Let ω(r, s, t) be the minimal exponent for which the Boolean product of an n r × n s Boolean matrix and an n s × n t Boolean matrix can be computed in O(n ω(r,s,t) ) time. The exponent ω = ω(1, 1, 1) is usually called the exponent of fast Boolean matrix multiplication. Coppersmith and Winograd [5] proved that ω < 2.376. Let μ be the solution to ω(1, μ, 1) = 1 + 2μ. The results from [4] and [14] show that μ < 0.575.
The New Results
For a directed graph with n vertices, an APBP matrix is an n × n matrix C with rows and columns indexed by the vertices, and C(u, v) = c (u, v) . If there is no path from u to v we let c (u, v 
The main result of this paper is: The APBP problem has several interesting applications. In Sect. 2 we describe three such applications, and show that they can be reduced to special cases of APBP. The first application, considered in [2] , is All-Pairs Lowest Common Ancestors in directed acyclic graphs. The fastest algorithm for this problem, due to Czumaj, Kowaluk, and Lingas [6, 15] , runs in O(n 2+μ ) time. We show that this problem can be easily reduced to a special case of closed-APBP. The second application, first considered by Vassilevska and Williams [19] , is the Largest Weighted Triangle problem. Given a real vertex-weighted graph, find a triangle (if one exists) with maximum total weight. The fastest algorithm for this problem, due to Czumaj and Lingas [7] runs in O(n ω ) time. Clearly, if we can find, for each pair of vertices, the maximum total weight of a 2-path, i.e., a path of length 2, connecting them, we can also find a largest weight triangle. Vassilevska, Williams, and Yuster [20] have shown that the latter problem can be solved in O(n 2+μ ) time. However, this problem can easily be reduced to a special case of open-APBP. The third application, which is in fact used as a subroutine in the proof of Theorem 1, is Maximum Witnesses for Boolean Matrix Multiplication (MWBMM) (see a definition in the next section). Again, the fastest algorithm for this problem, given in [6, 15] When computing shortest paths between pairs of vertices, there is, in many cases, more than one solution. Which solution (namely, which shortest path) should be preferred? Such problems have been considered in, e.g., [22] . In Sect. 4, we look, among all shortest paths between a pair of vertices, for the one having maximum bottleneck weight. More formally, if G = (V , E, w) and w : V → R, let d(u, v) denote the (unweighted) distance from u to v, and let sc (u, v) be the maximum capacity of a path from u to v having length d (u, v 
Recent Results
Since the publication of our results in SODA'07, some of our results have been extended and some have been improved. First, Vassilevska, Williams, and Yuster [21] resolved the main open problem we have raised in the preliminary version of this paper, by showing that the APBP problem can be solved in subcubic time, even when the edges of the graph are arbitrarily weighted. The running time of their algorithm is O(n 2.792 ). The approach taken in [21] is completely different than our approach here. Their result was recently improved by Duan and Pettie [8] to O(n 2.688 ) = O(n (ω+3)/2 ). We note that these two results do not improve upon the algorithm of our main result stated in Theorem 1, which holds for vertex weighted graphs and which runs in O(n 2.575 ) = O(n 2+μ ) time. Duan and Pettie [8] also devised a new algorithm for the APBSP problem, which runs in time O(n 2.657 ) thus improving upon our O(n 2.86 ) time algorithm stated in Theorem 4.
Organization and Overview
The rest of the paper is organized as follows: In Sect. 2 we prove Theorem 1. The main idea is to first solve a special case of the problem in which we only consider paths of constant length, and then use recursion to reduce the general case to this special case. In Sect. 3 we prove Theorem 2 using a series of reductions. In Sect. 3 we consider the undirected versions of the problem and prove Theorem 3. In Sect. 5 we consider the problem of finding shortest paths with maximum bottleneck weight.
The proof of Theorem 4 combines the main idea of the proof of Theorem 1 with a sampling technique used by Zwick [24] . All the algorithms presented in this paper are strongly polynomial. The only operation allowed on real numbers is comparison.
All-Pairs Bottleneck Paths in Vertex Weighted Graphs
An important ingredient in the proof of Theorem 1 is a procedure for computing maximum witnesses for Boolean matrix multiplication. We use this procedure to solve the APBP problem in directed graphs, when restricted to paths of constant length. We then show how to solve the APBP problem for general directed graphs by using recursion together with a reduction to the case of bounded maximum path length. We shall prove Theorem 1 for the closed-APBP case. The proof of Theorem 2, appearing in the next section, supplies, in particular, two easy reductions between open-APBP and closed-APBP, showing their computational equivalence.
Maximum Witnesses for Boolean Matrix Multiplication
Let A and B be two Boolean n × n matrices. The maximum witness matrix of the product C = AB is the n × n matrix W defined as follows. If
A simple randomized algorithm for computing (not necessarily maximum) witnesses for Boolean matrix multiplication, in essentially the same time required to perform the product, is given by Seidel [18] . Alon and Naor [1] gave a deterministic algorithm for the problem. An alternative, slightly slower, deterministic algorithm was given by Galil and Margalit [12] . However, computing the maximum witness matrix seems to be a more difficult problem. Czumaj, Kowaluk, and Lingas [15] proved the following.
Theorem 5 (Czumaj, Kowaluk, and Lingas [6, 15] ) A maximum witness matrix for the product of two n × n Boolean matrices can be computed in O(n 2+μ ) = O(n 2.575 ) time.
Constant Length Paths
Throughout the paper we use A ∧ B to denote the bitwise logical and of two Boolean matrices A and B of the same dimensions. Let G = (V , E, w) be a vertex-weighted directed graph. Since sorting is not a bottleneck for our algorithm, we may assume, w.l.o.g., that V = {1, . . . , n} and that w(i) ≤ w(i + 1) for i = 1, . . . , n − 1. Let c s (u, v) be the maximum bottleneck weight of a path from u to v in G whose length is at most s. For completeness, c s (u, u) = w(u) and c s (u, v) = −∞ if there is no path from u to v whose length is at most s. In this section we show that for any constant positive integer t, we can compute c t (u, v) for all ordered pairs of vertices u, v ∈ V in O(n 2+μ ) time.
For each s = 0, . . . , t we define two n × n Boolean matrices, P s and Q s as follows. P s (u, v We (u, v) in O(t) time by setting w(0) = −∞ and For the other direction, if our choice in (1) yields value w * , then there is a vertex y with w(y) = w * and two paths p 1 , which connects u to y, and p 2 , which connects y to v, of total length at most t such that y has minimum weight on p 1 and p 2 . This means that indeed c t (u, v) ≥ w * , and hence c t (u, v) ≥ w(max 0≤s≤t W s (u, v) ). We have thus proved the following.
Corollary 1 For every integer t there is an O(tn 2+μ ) time algorithm for computing the values c t (u, v) for All-Pairs of vertices in a graph on n vertices.

Proof of Theorem 1
Let G = (V , E, w) be a vertex-weighted directed graph. As in the previous subsection, we assume that V = {1, . . . , n} and that w(i) ≤ w(i + 1) for i = 1, . . . , n − 1. We may and will assume that n is a power of 2, as this does not affect the asymptotic nature of our results. We need to compute the bottleneck weight c (u, v) For every u ∈ B and v ∈ A, we have (u 1 , v 2 ) ∈ E if and only if there is a path from u to v in G whose internal vertices are all from B. Again, using Boolean matrix multiplication we can determine the edges from
and only if c(u, v) = w(v) (recall that we already know c(u, v) at this point). For every u, v ∈ A, we have (u 3 , v 4 ) ∈ E if and only if c(u, v) = w(u).
Finally, for every u ∈ A and v ∈ B we have (u 4 , v 5 ) ∈ E if and only if there is a path from u to v in G whose internal vertices are all from B. Note that G can be constructed in O(n ω ) time.
All the paths in G have length at most 4. By Corollary 1 we can compute a closed-APBP matrix for G in O(n 2+μ ) time. Let u ∈ B and v ∈ A and consider a path from u to v with maximum capacity, whose first vertex in A is x and whose vertex with minimum weight is y. Note that y ∈ A. By definition, we have The running time of the algorithm satisfies the recursion
It is not difficult to modify the algorithm so as to obtain a data structure representing the maximum capacity paths between all pairs of vertices, without affecting the running time. As the details of these variants are similar to those that appeared in several previous papers such as [18, 22, 24] , we omit the details.
Applications and Computational Equivalence
In this section we prove Theorem 2 using a sequence of reductions. Problem A reduces to problem B if a solution of B in f (n) time implies a solution of A in O(f (n)) time. 
Claim 3.1 Closed-APBP reduces to open-APBP. Proof Suppose G = (V , E, w) is a directed graph with w : V → R. We reduce closed-APBP to open-APBP in O(n 2 ) time by creating a graph
G = (V ∪ V in ∪ V out , E ∪ E , w ) as follows. Associate with each v ∈ V two new vertices v in ∈ V in and v out ∈ V out . Let E = {(v, v in ), (v out , v) | v ∈ V }. For every v ∈ V , let w (v) = w(v),
Claim 3.2 Open-APBP reduces to closed-APBP.
Proof We reduce open-APBP to closed-APBP in O(n 2 ) time by creating a graph
Let f (n) = O(n ω ) be the complexity of Boolean matrix multiplication, and of transitive closure; the two are known to be equivalent [9, 11, 16] . Let g(n) = O(n 2+μ ) be the complexity of computing maximum Witnesses for Boolean matrix multiplication. By definition, f (n) ≤ g(n), and the proof of Theorem 1 gives the following corollary.
Claim 3.3 Closed-APBP reduces to MWBMM.
We now show that the converse is also true.
Claim 3.4 MWBMM reduces to Open-APBP.
Proof Let A and B be two Boolean n × n matrices. We create a vertex weighted 3-layered graph G = (V , E, w) with
It is then easy to see that W is the maximum witness matrix for AB.
The above claims imply that the first three problems in Theorem 2 are equivalent. Let us conclude with the last problem. For a real vertex-weighted graph G = (V , E, w), let w 2 (u, v) be the maximum total weight of a path of length 2 from u to v (the weights of u and v being included in the total). We conclude the proof of Theorem 2 with the following claim. As we have discussed in Sect. 1, this claim implies that we can use Theorem 1 to derive the main result of Vassilevska, Williams, and Yuster [20] on finding triangles of maximum weight.
Claim 3.5 Finding all-pairs maximum weight 2-paths is equivalent to open-APBP.
Proof We start with a simple reduction from the all-pairs maximum weight 2-paths problem to the open-APBP. Let G = (V , E, w) be a vertex weighted directed graph. Let w 2 (u, v) denote the maximum weight of a 2-path from u to v in G, or −∞ if there is no such path. Let G = (V , E , w ) , where C(u 1 , v 3 ) , for every u, v ∈ V . A reduction similar to the one given from MWBMM to open-APBP shows the converse.
Let G = (V , E) be a directed acyclic graph (DAG). Vertex u is said to be an ancestor of vertex v in G if and only if there is a directed path from u to v in G. If u is an ancestor of v, then v is said to be a descendant of u in G. A lowest common ancestor (LCA) of two vertices u, v in a DAG is a vertex w that is an ancestor of both u and v, and such that no proper descendant of w is an ancestor of both u and v. Finding LCA's for all pairs of vertices in a tree, or, more generally, in a DAG, has many interesting applications (see, e.g., [2] ). Kowaluk and Lingas [15] gave a reduction from the LCA problem in DAGs to the problem of finding maximum witnesses for Boolean matrix multiplication. The following is a simple reduction from the LCA problem to computing closed-APBP.
Claim 3.6 Finding all-pairs LCA in DAGs reduces to computing closed-APBP (and thus to computing witnesses for boolean matrix multiplication).
Proof Let G = (V , E) be a DAG. Assume that V = {1, . . . , n} and that (i, j ) ∈ E implies i < j (topological sort can be done in linear time). Construct a vertex weighted graph G = (V , E , w ) as follows:
All Pairs Bottleneck Paths in Undirected Graphs
In this section we prove Theorem 3. We begin by showing that the open-APBP problem in undirected graphs is not easier than the open-APBP problem in directed graphs. By Theorem 2, it suffices to reduce MWBMM to open-APBP in undirected graphs. The reduction is very similar to the one used in the directed case, as shown in the previous section. The only difference is that the weights of the vertices in V 1 and in V 3 are now defined to be 0, and that the edges are considered to be undirected. The solution of open-APBP for G implies the maximum witness matrix for AB. Indeed,
Next, we prove that closed-APBP in undirected graphs is not harder than edge-APBP in undirected graphs. Suppose G = (V , E, w) is an undirected graph and that w : V → R. We make G an edge-weighted graph by assigning w(u, v) = min{w(u), w(v)}. It is easy to see that an edge-APBP matrix for the edge-weighted graph is also a closed-APBP matrix for the vertex-weighted graph.
In order to complete the proof of Theorem 3 we present a (n 2 ) time algorithm for edge-APBP. Proof Let G = (V , E, w) is an undirected graph, where w : E → R. We may assume, without loss of generality, that G is connected and that all edge weights are distinct. Let T = (V , E ) be a spanning tree of G of maximum weight. The tree T can be easily computed in O(m + n log n) = O(n 2 ) time using, say, Prim's algorithm [10, 17] . We claim that c(u, v) = c T (u, v) , for every u, v ∈ V . Clearly, c(u, v) ≥ c T (u, v) , for every u, v ∈ V , as T is a subgraph of G. Let p be a path from u to v in G. Each edge e on p closes a cycle with some edge of T . As T is a maximum spanning tree, the weights of all the edges on this cycle are larger than the weight of e. (Recall that all edge weights are distinct.) Thus, every edge of p not in T can be replaced by a path in T of larger capacity. Thus, c(u, v) ≤ c T (u, v) , as required. Now, for every u ∈ V , the capacities c T (u, v) , for all v ∈ V can be easily computed in O(n) time by running BFS. Thus, all the capacities c T (u, v) , and hence c (u, v) , can be computed in O(n 2 ) time, as claimed. Let G = (V , E, w) be a directed graph, with w : V → R, and |V | = n. Let 0 < t < n − 1 be an integer parameter to be chosen later. Suppose T ⊂ V has the property that for any pair of vertices u, v with t < d(u, v) < n, there is a path from u to v of length d (u, v) , containing a vertex from T . A set T having this property is called a t-bridging set. It was shown in [24] , using a simple probabilistic argument, that a random subset of min{n, 9n log n/t} vertices is a t-bridging set, with high probability. It is also shown in [24] that a t-bridging set of size O(n log n/t) can be found, deterministically, inÕ(n 2 t) time. We need here a slight strengthening of the notion of t-bridging sets, as we would like the set T to hit specific shortest paths, namely shortest paths that have maximum capacity: Lemma 5.2 Let G = (V , E) be a directed graph on n vertices and let S be a set of paths connecting distinct pairs of vertices, where each path is of length at least t. Then, a randomly chosen set of vertices B ⊆ V , where each vertex of V is put in B, independently, with probability min{(9 log n)/t, 1}, contains, with high probability, at least one vertex from each path in S.
Proof If (9 log n)/t ≥ 1, then B = V and the claim is obvious. Suppose, therefore, that (9 log n)/t < 1. For a fixed path in S of length k ≥ t, the probability that we do not choose any of the vertices of the path is at most (1 − (9 log n)/t) t n −2 . As S contains at most n 2 paths, we conclude by the union bound that with high probability we "hit" all the paths in S.
Note that Lemma 5.2 implies that the set B can be chosen without knowing S explicitly. It is shown in [24] how to obtain a set B as in Lemma 5.2 deterministically inÕ(tn 2 ) time, given a (partial) representation of S. Such a representation is available in our setting. The details of the deterministic procedure for constructing B are similar to those in [24] so we omit the details. For each s = 0, . . . , t we define two n × n Boolean matrices, P s and Q s as follows. (u,v) min{sc(u, y), sc(y, v)} yields the correct value of sc (u, v) . The overall running time of the algorithm is thereforeÕ t 2 n 2+μ + n 2 n t .
Proof of Theorem 4
Setting t = n (1−μ)/3 we obtain an overall running time ofÕ(n (8+μ)/3 ) = O(n 2.86 ).
The above algorithm solves the case were the edges of the graph are unweighted. The algorithm can be extended to the case of small edge weights as well, that is edge weights from the set {1, . . . , M}. For M = n o (1) we get essentially the same running time. We omit the details.
An Open Problem
Our algorithm for the APBP problem runs in time O(n 2+μ ), which is equivalent to the fastest algorithm [24] for the all-pairs shortest paths problem on directed unweighed graphs. It will be interesting to see if it can be shown that one of the problems is not harder than the other, or if they can be shown to be equivalent.
