Abstract-An ontology is a structural framework for organizing information in a domain. There may be different ontologies describing the same domain. This introduces heterogeneity and difficulty in integrating information. Thus arises the need for finding relations between ontologies. Decision tree classifier is a robust machine learning tool that can be used to learn relations between two ontologies constructed in the same domain and find links between any pair of classes taken from the ontologies.
I. INTRODUCTION
The term "ontology" means different in different fields. In philosophy "ontology" refers to the theory of nature of existence and in artificial intelligence, an ontology gives a formal representation of a domain, a vocabulary of terms and the relations between the terms. The major reason for constructing ontologies is to share and reuse domain knowledge among researchers and enable machine to machine communication [1] . For example, if a group of researchers develop a detailed ontology describing an e-commerce website, then others intending to start an e-business can simply use the information provided in the ontology instead of starting from scratch.
Just as there may be differences of opinion and perceptions among people concerning a matter of interest, different ontologies can be constructed for the same domain of interest. There is a pressing need to integrate and create a common link between them [2] . To make the fact more concrete, take for example, the management committees of two different universities. They may create their own version of a university ontology. An "Assistant Professor" in one university may be referred to as a "Junior Lecturer" in another University. A person who worked as an Assistant Professor in the first University may shift to a Junior Lecturer position in the second University. If the two University ontologies had been linked, then there would be no problem in finding the current job position and location of the person.
Decision tree classifiers are intuitive and easy to assimilate by humans. Their construction does not require any domain knowledge and is therefore appropriate for exploratory knowledge discovery [3] . Decision trees help model data in a tree-like or graph-like structure. They are constructed with the help of a training data matrix which is derived from the input ontologies. Attribute selection measures like Gini index, Information Gain are used to select the attribute that best partitions the matrix rows into distinct classes. Decision trees are constructed in a top-down recursive divide-and-conquer manner, following a hill-climbing greedy approach. The model is then tested using unknown pairs, a path is traced from the root node to the leaf node, and the relation between the two classes each taken from different ontologies, is determined. Many of the branches may reflect noise on the training data matrix [3] various tree pruning attempts help to improve the classification accuracy on the data. Efficiency becomes a cause of concern as the training set may grow too large. Suggestions are given in Section IV-Precautionary Measures.
The major focus of the technique described in the subsequent sections, is on the superclass of relation. [2] describes many efforts to find equivalence relations between pairs of classes each taken from two different ontologies, but the superclass of relation is equally important and the deduction that whether a class from the first ontology is a superclass of a class taken from the second ontology and vice versa, can actually strengthen and "enhance" the discovery of equivalence classes between the two ontologies. Again, a point to note, the technique so described, enhances the discovery of unknown useful relations between two classes taken from two different ontologies, describing the same domain of interest and is not a full-fledged alignment or merging technique.
A perceived advantage of this method is its non-dependence on external resources. The method fully exploits the class pairs from both ontologies while generating the training data matrix. This is in contrast to [4] where there is a detailed description of many similarity based methods which depend on WordNet. There are different strategies for ontology matching like string similarity, synonyms, structure similarity and based on instances. WordNet can help improve such similarity measures. It divides the terms into three databases and groups terms into "Synsets". The ontology matching method can refer to these groups of terms and recognizes equivalent terms while matching pair of concepts between ontologies.
One can perceive a close structural similarity between a decision tree and the tree-like representation of an ontology. The approach can be described in another way as integration of both the ontologies and formation of a new tree-the decision tree, which provides a new perspective to the structure of the two ontologies and thus becomes a useful tool Decision Tree Applied to Learning Relations between Ontologies R. Mirambicka, A. Razia Sulthana, and G. Vadivu to find out the link between the two ontologies.
II. PROBLEM DEFINITION
An ontology O=(S, A) is a pair where S is the ontological signature containing all the terms of the specific domain and A is the set of axioms which clearly specifies the meaning of the terms in the signature [5] . Various relations like subclassOf, superclassOf, equivalence are all set of axioms and are included in A. The ontologies consist of classes, properties, individuals and annotations. The collection of all these terms is the signature. For example, referring to Fig. 1 , of GovernmentX ontology, the classes are GovernmentX, Executive, President, Judiciary and so on. The properties are consists of, is Head of and so on. Properties relate the individuals or instances of one class to another class and they also serve as attributes to the class. Without properties an ontology just becomes a word list with no relevance and meaning. Annotations further clarify the purpose and meaning of classes. They include comments, labels and definitions of terms.
The construction of ontologies requires deep knowledge of the domain of interest. The ontologies consist of several terms arranged hierarchically and having explicit and implicit relationships between them. Finding correspondences between two ontologies in the same domain is where the challenge lies. In [6] , W3C-World Wide Web Consortium has recommended Extensible Mark up Language XML, XML-Schema, Resource Description Framework (RDF), RDF-Schema, and Web Ontology Language (OWL). OWL Language is a by-product of the evolution of these languages and shares the advantages of both XML and RDF. It adds more vocabulary by giving more description to classes, properties, their relationships and so on.
Consider two ontologies O 1 = (S 1 , A 1 ) and O 2 = (S 2 , A 2 ) which describe the same domain and need to be aligned. The objective is to set a relation between a pair of classes (Class1, Class2) where Class1-left-side class is a class in ontology O 1 and Class2-right-side class is from ontology O 2 . This relation can be, for example, equivalence or superclass of relation [6] . Once the relation between the pair of classes is established, it will act as an enhancement tool in the process of alignment or merging of the two ontologies.
The objective of the method proposed is to use the decision tree classifier to deduce whether a pair of classes (Class1, Class2) are related via the superclass of relation i.e. whether Class1 of Ontology O 1 is a superclass of Class2 in Ontology O 2 . The training data matrix consists of rows whose labels have been already deduced; "Yes" if Class1 is a superclass of Class2 and "No" otherwise. Only class pairs which have explicit or implicit property specifications are taken into consideration for this exercise.
III. STEPWISE SOLUTION
The stepwise solution consists of 4 phases: Exploitation phase, Construction of training data matrix, Construction of the decision tree classifier and the testing phase. This is explained diagrammatically in Fig. 3 . Notice in Fig. 3 about the arrows which move from ontologies to the training and testing matrices. The two arrows which point to the training data matrix are separate, which means that the class pairs are taken from separate ontologies. The two arrows are joined together while pointing to the testing data matrix because the left-side class is taken from first ontology and the right-side class is taken from the second ontology.
A. Exploitation Phase
Two ontologies preferably in the OWL-DL language [6] and in the same domain which has been completely synchronized with reasoning tools are considered. For example, Fig. 1 and Fig. 2 depict ontologies in the same domain which are the structures of GovernmentX and GovernmentY. Between each pair of classes there must be some defined relations or inferred relations. Fig. 1 for example, depicts the ontology of GovernmentX with classes like Executive and Judiciary. Arrow tail denotes the domain and Arrow head -range of the properties (like consists of, has Head) marked in italics. The symbol denotes superclassOf derived from common sense reasoning tools and denotes equivalence. For example, GovernmentX is equivalent to Constitution in Fig. 1 . As another example in Fig. 2 , GovernmentY is a superclass of Judiciary which is again a superclass of Legislative. Thus by using reasoning tools it can be inferred that GovernmentY is a superclass of Legislative. The properties clearly describe how the classes are related to each other. For example, in Fig.  1 , Consists of property helps to intuitively recognize that the pair of classes are related by a superclass of relation. While exploiting each of the ontologies, it is sufficient to consider only the properties and classes because if an axiom is true for a class, it is true for all the individuals in the class. Since properties relate each pair of classes in a more or less unique manner they are used as columns for the training data matrix. 
B. Training Data Matrix
Classes from each of the ontologies are taken pair wise where both left-side class and right-side class belong to the same Ontology. In Table I , the columns are the properties listed from both the ontologies. If a property is not associated with any class then mark "None", only left-side class mark "Left", only right-side class mark "Right" and "Both" if association of the property is for both classes. Label column has two values, "Yes" if the left-side class is a superclass of the right-side pair and "No" otherwise. This is the most significant phase in the method. A good choice of the training data matrix is where there is a balance between the "Yes" and "No" rows. A lot also depends on the way the ontology has been constructed and how far the relations between two classes in the same ontology have been exploited by reasoning tools.
C. Construction of the Decision Tree Classifier
Iterative Dichotomiser-ID3-algorithm is used in the model, which is by far the most basic and oldest decision tree algorithm. The primary advantage of using the ID3 algorithm is that it is robust to noisy and missing data. During phase BConstruction of the Training Data Matrix, there are a lot of chances for missing information especially if the ontologies have a lot of abstract classes. The choice of the input training data matrix makes a lot of difference to testing efficiency of the model. The matrix should have equal number of rows marked "Yes" and equal no of rows marked "No". There is always a bias towards more rows marked "No", because majority of the classes will be linked via other relations like equivalence, mismatch or overlapping. Thus the method will be more effective if the ontology trees have a lot of hierarchy levels as it would lead to a better choice of the training data matrix.
Decision trees sort out data in a top-down approach from the root to the leaf nodes, where the leaf nodes marked by the rounded symbol in Fig. 3 , denote the classification labels "Yes" or "No". The rounded rectangles in Fig. 3 denote the property columns like consists of, is Head of etc, and the edges denote the possible values of the properties like "None", "Left", "Right", "Both" and so on. The process is repetitive and iterative, dividing the training data matrix into sub-matrices and goes on till no more rows are available for classification or all the rows in the sub-training matrix is of the same classification label. ID3 uses all the training matrix rows at each stage to generate the decision tree, and thus the model is less sensitive to errors and noise in the training data matrix.
Using the training data matrix as in Table I , each property is tested for information gain. The property column with the highest information gain is the splitting property. The construction of the decision tree classifier allows the formation of decision rules. The rules are formulated from root node to the leaf node. For example, referring to Fig. 1 . there can be a rule like If consists of property is marked "Left" and has Head property is marked "Right" then Label is "Yes". Thus, the decision tree modeling helps in gaining a new perspective to the ontology trees and also helps in finding out new relationships between the terms of the respective ontologies. The ID3 algorithm and methods to prune the tree are explained clearly in [3] , [7] .
Other decision tree algorithms like C4.5 and CART mentioned in [3] , [7] , can also be used to construct the classification model. The algorithmic steps are the same as ID3 but the Attribute Selection Measures are different. C4.5 uses Gain Ratio and CART uses a measure called Gini Index. These alternate measures can be used for a comparative study and the final model can be an average of all the three models.
D. Testing Phase
The testing data matrix is similar to Table I. The only difference is that the left-side class must belong to Ontology O 1 and the right-side class must belong to Ontology O 2 . For example (GovernmentX, GovernmentY) could be a testing class pair. Using the decision tree model, it is possible to predict the relation between two classes. Since the decision tree classifier was constructed by exploiting classes from the same ontologies, the model is applied to predict the relation between a class from ontology 1 and a class from ontology 2. This aids in finding correspondences between the two ontologies and enhances the possible merging of the two ontologies constructed in the same domain.
If say, for example from the decision tree it is analysed that President in O 1 is a superclass of Queen in O 2 and Queen in O 2 is also a superclass of President in O 1 , then President and Queen are equivalent classes. Suppose for both (Class1, Class2) and (Class2, Class1) testing pairs the predicted label is "No", then there is no clear prediction between the relation of Class1 and Class2. They could be equivalent or disjoint. Again suppose for (Class1, Class2), the label is "Yes" and (Class2, Class1) the label marked is "No", then it can be deduced that Class1 and Class2 are connected by a pure superclass of relation.
IV. PRECAUTIONARY MEASURES
One of the most important precautionary step to be taken is the choice of the appropriate dataset for the training data matrix. Decision tree classifier is a probabilistic data mining tool. Whether the model is accurate enough is a huge question which needs to be answered. The method depends heavily on the choice of the training dataset matrix described in Table I . Sampling must be done carefully to avoid overfitting or underfitting of data. In an experimental study [3] , overfitting reduces the accuracy of the tree by 10 to 25 percent. The input training data matrix must neither have too many rows labeled "Yes" nor labeled "No". Both must be given equal preferences. Abstract classes i.e. classes without properties are ignored.
It is interesting to note that individual pairs are not being considered in this method. It is deemed sufficient that if Class1 in O 1 is a superclass of Class2 in O 2 then all individuals in Class2 belong to Class1.
Also the training data matrix tends to grow very large with the size of ontologies. One way to reduce this is that equivalent properties can be ignored in the column list. In Fig  1 " has Head" property is the inverse of the property "is Head of". If the number of properties is too large then one of them, not both can be considered. Nevertheless, it is better to take all the properties into consideration and other methods like SLIQ [8] and SPRINT [9] can handle very large training sets. SLIQ employs a memory-resident entry list and disk resident property column list. Each row in the matrix is identifies by a row-id which links both the entry list and property column list. SPRINT employs different lists for each property column and each row is identified by a row-id. The lists consist of the property column, label column and the row-id. When a split occurs at a tree node, the lists are partitioned and distributed to the child nodes accordingly. The order of the records in the list is maintained and the need for resorting does not arise.
Since the training data matrix grows large, the decision tree also tends to grow very large. Post pruning attempts include converting the tree into decision rules which have been mentioned before and retaining only one of the rules which have an equivalent meaning. In [7] the various advantages of converting the decision tree into rules are described. Rules help improve readability and better interpretation of the data and helps speed up the decision process.
An alternate suggestion is that instead of creating one large tree, a Random forest can be generated which has the advantage of handling very large data and producing accurate results. A Random forest is generated by using a random training row generator and creating different possible trees. The final result can be an aggregate prediction of all the trees generated.
During the testing phase, it is advisable to use class names which have been already used while creating the training data matrix. Since the method is a supervised learning approach, predictions will be more accurate for those pairs already used to train the matrix. For example, if (GovernmentX, Executive) from first Ontology in Fig. 1 and (GovernmentY, Judiciary) from the second Ontology in Fig. 2 are training pairs, then (GovernmentX, Judiciary) and (Executive, GovernmentY) can be used in the generation of the testing matrix. This precautionary measure also avoids rows with missing values in the testing data matrix.
V. CONCLUSION
The method described works very well for ontologies in which every pair of classes have some defined relations between them and whose trees have a lot of levels. This can be used independently and does not depend on external tools and resources to find links between pairs of classes.
The discussed method is just another of the many applications of the decision tree classifier. The same training data matrix can also be used against any other classifier like Naï ve Bayes, Support Vector Machine and so on for cross verification but as stated before decision trees are the most accurate and intuitive of all the other machine learning techniques. It is robust to errors and can handle very large training data sets with ease.
Another perceived advantage of this method is that each property column has only four possible options, "None", "Both", "Left" and "Right". It is mentioned in [7] that the Information gain measure is biased towards columns which have a large number of possible values. Since each column has exactly four possibilities, the bias is avoided and increases the accuracy of the decision tree model.
It is said in the testing phase that if both (Class1, Class2) and (Class2, Class1) testing pairs are marked "No" then no decision can be taken regarding the testing pairs. The aim of the method described is to find out how many class pairs in the testing matrix are related by a superclassOf relation. The same can be applied for other relations and alternative training matrices and corresponding decision trees can be generated. For example, the "Yes" label could mean disjointness relation and the "No" label all other relations.
Further ideas for extension include that instead of just a Yes/No prediction numerical values like "0" for disjoint and "1" for equivalence and 0.5 for superclassOf/subclassOf will give a clearer perspective of the relations between the left and right side classes. 
