We study an overlapping domain decomposition method for solving the coupled nonlinear system of equations arising from the discretization of inverse elliptic problems. Most algorithms for solving inverse problems take advantage of the fact that the optimality system has a natural splitting into three components: the state equation for the constraints, the adjoint equation for the Lagrange multipliers, and the equation for the parameter to be identified. Such algorithms often involve interiterations between the three separate solvers, and the intercomponent iteration is sequential. Several fully coupled or so-called one-shot approaches exist, and the main challenges in these approaches are that the system has stronger nonlinearity, and the corresponding Jacobian system is more ill-conditioned, in addition to being three times larger. Here we investigate a class of overlapping NewtonKrylov-Schwarz algorithms for solving such coupled systems, obtained with a pointwise ordering of the variables, and show numerically that, with a reasonably large overlap, the algorithm is capable of finding the solution even with noise and discontinuous coefficients. More importantly, we show that this approach is fully parallel and scalable with respect to the size of the problems.
Introduction
As parallel computers become more powerful, researchers are paying more attention to inverse problems which are more difficult and expensive to solve than forward problems [1; 11; 15; 24] . A key step in designing a high performance parallel algorithm is to formulate the problem with as few sequential calculations as possible. Here we study a parallel domain decomposition method for solving the system of nonlinear equations arising from the fully coupled finite difference discretization of some inverse elliptic problems in two-dimensional space.
MSC2000: 65N21, 65N55, 65Y05.
Keywords: inverse problems, domain decomposition, parallel computing, partial differential equations constrained optimiztion, inexact Newton. The work of XCC and SL was partially supported by DOE FC02-04ER25595, NSF CNS 0722023 and CCF-0634894; the work of JZ was partially supported by the Hong Kong RGC grants (Projects 404105 and 404407).
Traditionally these problems are solved by using Uzawa-type algorithms which split the system into two or three subsystems solved individually. Subiterations are required between the subsystems. The subsystems are easier to solve than the global coupled system, but the iterations between subsystems are sequential in nature. There are several fully coupled approaches in which all variables are solved at the same time. They are often referred to as the one-shot method or the all-at-once method; see for example [3; 12; 16; 21] . In these approaches, the resulting linear and nonlinear systems of equations are three times larger, have stronger nonlinearity and are more ill-conditioned. Solving these fully coupled systems is a major challenge for any iterative methods.
The focus of this paper is to investigate a parallel domain decomposition preconditioning technique for the coupled systems. We show that with the powerful domain decomposition based preconditioner the convergence of the iterative methods can be obtained even for some difficult cases when the solution is discontinuous and when the observation data has high level of noise.
We consider an inverse elliptic problem [14] : Find the coefficient function ρ(x) in the system −∇ · (ρ∇u) = f, x ∈ , u(x) = 0, x ∈ ∂ .
A widely used approach for solving the inverse problem is the output leastsquares Tikhonov regularization method, which formulates the ill-posed inverse problem into different stabilized optimization problems, depending on the type of data available [6; 8; 13; 14] . For example, when the measurement of u(x) is given, denoted as z(x), the inverse problem can be transformed into the minimization problem:
which is often referred to as the L 2 least-squares problem.
When the measurement of ∇u(x) is given, denoted as ∇z(x), the inverse problem can be transformed into the minimization problem:
which is often referred to as the H 1 least-squares problem. Both minimization problems (2) and (3) are subject to the constraint (1) satisfied by the pair (ρ, u), and the β-term is called the regularization term, and the constant β is the regularization parameter.
Instead of solving the constraint optimization problems (2) and (3), we turn to solving the saddle-point problems associated with the Lagrangian functional ᏸ:
for the L 2 case, or
for the H 1 case [8] . Hence the solutions to both minimization problems can be obtained by solving the corresponding optimality systems: Find (ρ, u, λ) such that
for any ( p, w, µ). More explicitly, we can reduce (6) to
in the L 2 case. Similarly, in the H 1 case, we have
Both systems (7) and (8) use the same boundary conditions
on ∂ . The Dirichlet boundary conditions for u and λ are natural. The homogeneous Neumann boundary condition on ρ is the side effect of the H 1 regularization in (2) and (3). A derivation of the boundary condition ∂ρ/∂n = 0 is given in the Appendix. For solving the coupled systems, several techniques are available. For example, in [6; 13; 14] , an augmented Lagrangian method was used and the solution was obtained by Uzawa-type algorithms, which decouples the problems into subproblems associated with ρ, u and λ separately, and as a result, only smaller problems need to be solved. The global convergence of these approaches was established in [7; 13] . In [2] , a fully coupled discretization was used for some source term inverse problems, and the coupled system was first reduced by block eliminations and then solved by a conjugate gradient (CG) method. Tremendous progress has been made in using domain decomposition methods for optimization problems with partial differential equations constraints [1; 2; 17; 18; 19] . The Newton-KrylovSchwarz methodology [18] studied here is a general purpose approach that is not attached to any specific formulation of the inverse problem. We require a globally convergent inexact Newton's method with line search for the nonlinear systems; a Krylov subspace method for the Jacobian systems; and, most importantly, an additive Schwarz preconditioner, which works well with a scheme we use for the orderings of the unknowns and the functions. Although we are still unable to show theoretically that the linear and nonlinear iterative solvers are convergent, our parallel numerical experiments have shown clearly that this approach works well for some rather difficult test cases with jump coefficients and a high level of noise.
Section 2 addresses some basic properties of the linear and nonlinear systems and a reordering scheme to avoid zero pivoting. We also describe a Newton-KrylovSchwarz algorithm for solving the fully coupled systems. We give numerical experiments in Section 3, followed by concluding remarks in Section 4.
Scalable solvers
2.1. A reordered fully coupled system. We use the so-called fully coupled ordering, by which we mean that all three variables defined at the same mesh point are always together throughout the calculations. The unknowns are ordered mesh point by mesh point, in contrast to physical variable by physical variable as required by most existing sequential quadratic programming (SQP) methods. At each mesh point, x i j , the unknowns are ordered in the order of ρ i j , u i j , λ i j , that is, U = (ρ 11 , u 11 , λ 11 , ρ 21 , u 21 , λ 21 , . . . , ρ nx ny , u nx ny , λ nx ny )
T .
If we order the functions in exactly the same order,
then the Jacobian in the L 2 case is a symmetric matrix of the form (12) with dense 3 × 3 blocks of the form (13)
where × = * * * * * * * * 0 3×3 .
However, the zero value on the diagonal of (13) causes a pivoting problem in our LU factorization based solvers. To avoid the zero pivot situation, we reorder the unknowns (switching the u variable with the λ variable):
. . , ρ nx ny , λ nx ny , u nx ny )
but keep the ordering of the functions unchanged as in (11) . This reordering of function values does not change the block structure of the matrix, but the 3 × 3 block now takes the form:
which is no longer symmetric. In this paper, our algorithms are not based on the structure of (13), but on the structure of (15), which is based on the ordering scheme (11) + (14) . For the purpose of parallel processing, the mesh points are ordered subdomain by subdomain. The ordering of the subdomains is not important since we use an additive method whose performance has nothing to do with the subdomain ordering.
2.2.
Newton-Krylov method. The Newton-Krylov-Schwarz (NKS) methods [4] are a family of general-purpose parallel algorithms for solving systems of nonlinear algebraic equations. NKS has three main components: (i) an inexact Newton method for the nonlinear system; (ii) a Krylov subspace linear solver for the Jacobian systems (restarted GMRES [20] ); and (iii) a Schwarz type preconditioner [22; 23] . We only study the regular additive Schwarz preconditioner in this paper, even though in some cases, the restricted version of the additive Schwarz method [5] maybe better.
We carry out the Newton iterations:
where U 0 is an initial approximation to the solution, J (U k ) = F (U k ) is the Jacobian at U k , and λ k is the steplength determined by a linesearch procedure [9; 10] . The inexactness of Newton's method is reflected in the fact that we do not solve the Jacobian systems exactly. The accuracy of the Jacobian solver is determined by some η k ∈ [0, 1) and the condition
The overall algorithm can be described as follows:
(1) Inexactly solve the linear system J (U k )s k = −F(U k ) for s k using a preconditioned GMRES(30).
(2) Perform a full Newton step with λ 0 = 1 in the direction s k .
(3) If the full Newton step is unacceptable, we backtrack using the cubic backtracking procedure until a new λ is obtained that makes U + = U k + λ k s k an acceptable step.
(4) Set U k+1 = U + and return to step 1 unless a stopping condition has been met.
In step 1 above we use a right-preconditioned restarted GMRES to solve the linear system; that is, the vector s k is obtained by approximately solving the right preconditioned Jacobian system
where M −1 k is a one-level additive Schwarz preconditioner and
2.3.
One-level additive Schwarz preconditioning. To formally define M −1 k , we need to introduce a partition of . We first partition the domain into nonoverlapping subdomains l , l = 1, . . . , N , where N is the same as the number of processors (np). In order to obtain an overlapping decomposition of the domain, we extend each subdomain l to a larger region l , that is, l ⊂ l . Only simple box decomposition is considered in this paper -all the subdomains l and l are rectangular and made up of integral numbers of fine mesh cells. The size of l is H x × H y and the size of l is H x × H y , where the H s are chosen so that the overlap (ovlp) is uniform in the number of fine grid cells all around the perimeter, that is,
for interior subdomains. For boundary subdomains, we simply cut off the part that is outside .
On each extended subdomain l , we construct a subdomain preconditioner B l which is the discretization of the Frechet derivative taken at the current iteration,
In the L 2 case, the Frechet derivative at the point (ρ, λ, u) takes the form
Similarly, in the H 1 case, we have
Using the derivative and some boundary conditions, we can define the subdomain problems. For example, in the L 2 case, we have
The solution ( p, w, µ) and the right side (g 1 , g 2 , g 3 ) of the subdomain problem are not important at all. We only need the operator form (21) to construct a local solver B l defined on the subdomain ∂ l . Note that homogeneous Dirichlet boundary conditions are used on the internal subdomain boundary, and the original boundary conditions are used on the physical boundary, if present. A similar system is used for the H 1 least-squares problem. Alternatively we can obtain B l by extracting its elements from the global Jacobian matrix; that is, B i, j l = {J i j }, where the node indexed by (i, j) belongs to the interior of l . The entry J i j is calculated with finite differences
1 is a constant. The additive Schwarz preconditioner can be written as
Let n be the total number of mesh points, and n l the total number of mesh points in l , then I l is an 3n × 3n l extension matrix that extends each vector defined on l to a vector defined on the entire fine mesh by padding an 3n l × 3n l identity matrix with zero rows.
Numerical experiments
In this paper, we assume the problem is defined on = (0, l x ) × (0, l y ), which is covered by a uniform mesh of size h. To discretize the equations we use the usual 5-point central finite difference method for all variables. For the L 2 formulation (7), we define
where the half-point values of ρ are calculated using the average of the two neighboring values. Similarly, we obtain the discretization of the H 1 formulation (8):
To form an algebraic system of nonlinear equations from the finite difference equations, we need to order the unknowns and the corresponding functions. The ordering of the unknowns and the equations is not a big deal at all for accuracy concerns, but is critically important for the linear Jacobian solver and for the preconditioning techniques. For example, if we order the unknowns variable by variable -that is, first ρ values for all mesh points, and second u values for all mesh points, and last λ values for all mesh points, then the Jacobian matrix takes the following block form:
Many interesting algorithms are designed based on the particular block structure of (23), and many algorithms fail to work also because of the structure of (23).
We study the performance of the proposed algorithm using four test cases. The first test case is from [14] , and the purpose is to verify the accuracy of the algorithm. To understand the scalability of the algorithm, we introduce three more test problems.
To test the robustness of the algorithms, we add some noise to the observation data as
or
depending on whether the formulation is L 2 or H 1 . Here rand (x, y) is a random scalar function available in the C library, and δ is responsible for the magnitude of the noise. Some results with different levels of noise (δ = 0%, 1% and 10%) will be presented. Since u needs to satisfy the elliptic equation, we assume that u has some continuity and differentiability, as does ∇u. Therefore, we smooth u in L 2 formulation or ∇u in H 1 formulation before we start the Newton iteration. This is necessary especially when the noise level is high. In particular, when the noise level is 10%, we replace the value of u or ∇u by the weighted average value around it. And the weight function is defined as .
We repeat this operation 3 times in all of our tests when δ = 10%. No smoothing is applied when δ is smaller than 10%.
To measure the accuracy of the numerical solution, we assume that the exact solution of the test cases are known, and error u and error ρ are the normalized discrete L 2 norms of the errors defined by
where h x and h y are mesh sizes along x and y directions, and l x and l y are sizes of the computational domain along the x and y directions, respectively. In Newton's method, we use the initial guess
For the L 2 formulation, z is the observation value. For the H 1 formulation, z is not directly available, but is obtained as a line integral of ∇ x z or ∇ y z along the x or y direction from one of the boundary points. In our test, at the point (x i , y j ),
if we take the integral along the x direction, or
(∇ y z)| y l h y if we take the integral along the y direction.
In the test runs, we stop the Newton iteration if the following condition is satisfied
For the Jacobian solver, the GMRES iteration is stopped if
All the subdomain problems are solved with LU factorization. We implement the proposed algorithms using the Portable Extensible Toolkit for Scientific Computation (PETSc), developed at Argonne National Laboratory. Note that the timing results are obtained on a cluster of Linux PCs. The timings are just for references and should not be taken too seriously since the network of the PC cluster is slow and is also shared by many users.
Test cases. We next describe four test cases with the observation function
z(x, y) = sin(π x) sin(π y), and several different ρ functions and on several different computational domains. Test 1. In the first test we take = (0, 1) × (0, 1), and the right side f is constructed such that ρ = 1 + 6x 2 y (1 − y) is the elliptic coefficient to be identified. Note that this function does not satisfy ∂ρ/∂n = 0 on the north boundary (y = 1), the south boundary (y = 0) and the east boundary (x = 1) of the domain. Test 2. In the second test we take = (0, 1) × (0, 1) and the right side f is chosen so that the elliptic coefficient to be identified is
Note that this function satisfies ∂ρ/∂n = 0 on the entire boundary of the domain. Test 3. In the third test we take a domain = (0, l x ) × (0, l y ) and the right side f is chosen so that the elliptic coefficient to be identified is
, l i and l j are integers less than l x and l y , respectively. We mention that ρ is a smooth function. Several different values of l x and l y are tested and the details are given where the test results are shown.
Test 4. In the fourth test we take a domain = (0, l x ) × (0, l y ) and the right side f is chosen so that the elliptic coefficient to be identified is
when l i is even, x ∈ [l i , l i + 1) and
when l i is odd, x ∈ [l i , l i + 1), and l i is an integer less than l x . This is a piecewise constant function defined on the computational domain and this function has several jumps along the x-direction. Our discretization scheme and the solution algorithms do not require any a priori knowledge of the locations of the jumps. We mention that there are several techniques that are designed specifically for problems with discontinuous coefficients [6; 7; 14].
Results and discussions of numerical experiments.
3.2.1. Test 1. In this test, we solve the Jacobian systems using a global Gaussian elimination, therefore the domain decomposition preconditioned iterative solver introduced in the previous section plays no role at all. As mentioned earlier, this equation does not satisfy the boundary condition ∂ρ ∂n = 0.
We see from Figure 1 that the numerical solution has some visible difference from the exact solution. To satisfy the above boundary condition, the numerical solution has some distortion on the north, south and east boundaries. This is more obvious near the two corners. Nevertheless, the results match that of [14] . When the noise level is high, the effect of ∂ρ/∂n = 0 is larger near the corners for the L 2 formulation of the inverse problem. The H 1 formulation is less sensitive to this boundary condition.
From Table 1 , we see that our method converges well. It takes about 3-5 Newton iterations to converge. For a given level of noise, the results are more accurate when we choose a finer mesh. When the noise level is high, we need larger β values for the Newton to converge. Comparing the solution plots in Figure 1 , we see that the H 1 formulation generally gives us better solutions than the L 2 formulation, but somehow it takes slightly more Newton iterations to converge than the L 2 case. This is also true for our other test problems.
Test 2.
The exact and numerical solutions are shown in Figure 2 . It can be seen that the numerical solutions are quite accurate (Table 2) in the whole domain since the equation satisfies the Neumann boundary condition ∂ρ/∂n = 0 on all its boundary. This is different from Test 1 where the accuracy is low near the corners. We tested three meshes 41×41, 81×81, and 161×161. When the Jacobian systems are solved exactly with a global Gaussian elimination, the total number of Newton iterations ranges from 3-6, and the iteration numbers are not sensitive to the level of noise.
We next look into the performance of the Newton-Krylov-Schwarz algorithm, in particular, we would like to know how the convergence depends on the mesh size, the number of subdomains, and the overlapping size. First, we study the processor-scalability. We solve the problem on a 321 × 321 mesh using different numbers of processors. We show the results, in terms of iteration numbers and the computing time totals, in Table 3 . The number of Newton iterations does not change when we change the number of processors or the overlapping size. If we fix the number of subdomains or the number of processors, as we increase the overlapping size, the number of GMRES iterations decreases. The computing time decreases to a point and then begins to increase. This suggests that an optimal overlapping size exists if the goal is to minimize the total computing time when the number of processors is not changed. On the fixed mesh, and with a fixed overlapping size, the number of GMRES iterations increases as we use more processors. This is expected since this is a single-level algorithm. Second, we check the h-scalability of our algorithm. Here, we increase the mesh size for the test problem and the number of processors at the same ratio in order for each processor to have a fixed number of mesh points. Table 4 shows the results with different overlapping sizes for np= 4, 16 and 64. Both the number of Newton iterations and the number of GMRES iterations are almost constants. The computing time is close to be quadrupled when the size of the problem is quadrupled with np fixed.
Test 3.
For forward elliptic problems, one can always obtain a large test problem (with a large number of degree of freedoms) by refining the mesh, but for inverse elliptic problems, sometimes it does not make sense to use a very fine mesh since the accuracy is determined by the mesh size and the level of noise. When the level of noise is fixed, one may not always obtain a better solution even if a finer mesh is used. To test the scalability of the proposed algorithm and software, we construct larger test problems by increasing the computational domain.
In this test case the solution has multiple peaks, and the exact and numerical solutions are shown in Figure 3 . We observe that the errors are kept at the same level when we change the size of the computational domain for different numbers of processors. The H 1 results are a little better than the L 2 results. According to the results shown in Table 5 we see that the number of Newton iterations is almost a constant for different numbers of processors, but the number of GMRES iterations slightly increases, which is expected for a single-level method. In some cases when the computational domain is very large and the noise level is high, Newton fails to converge unless we use a larger β.
Test 4.
This problem is also defined on a large domain as in Test 3. The difference is that ρ is a discontinuous function with several jumps in the x-direction as shown in Figure 4 . The surface plots of the computational results of ρ in L 2 and H 1 formulation are shown in Figure 4 . The results obtained with the L 2 formulation are continuous and quite smooth even if the actual solutions should have jumps. The H 1 formulation leads to piecewise continuous solutions and keeps the discontinuity much better than the L 2 formulation. As for the scalability of the algorithm, Table  6 shows that the performance is very similar to that of Test 3.
Concluding remarks
A parallel one-level Newton-Krylov-Schwarz method was investigated for solving the nonlinear system of algebraic equations arising from the fully coupled finite difference discretization of inverse elliptic problems in both the L 2 and H 1 formulations. We tested the algorithms for problems with smooth solutions and for problems with discontinuous solutions. Acceptable solutions were obtained even when the level of noise is quite large. The mesh and processor scalabilities of the algorithm were studied for meshes up to 641 × 641 in two dimensions and with up to 64 processors. The iterative method was optimally scalable with respect to the mesh size. The number of iterations increases as the number of processors increases, which was expected for the one-level method. The algorithmic and software framework is applicable to a wide range of inverse problems, and our future research includes the extension of the algorithms to three dimensions, the study of other regularization techniques and their impact on the linear and nonlinear solvers, and the development of multilevel versions of the algorithm which will be needed for parallel computers with a large number of processors.
Appendix
In this section, we prove that if we choose the regularization term 
