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This i s  one of three final reports on a program t o  complete the analysis 
of exis t ing aerothermodynamic test  data obtained during the X - 2 0  program. The 
work has been accomplished by The Boeing Company under Contract NAS 1-4301 
with NASA Langley Research Center, Hampton, Virginia. A. L. Nagel w a s  the 
program manager, H. L. Giles was the pr incipal  invest igator ,  and M. H. Bertram 
was the NASA contract monitor. Final reports have been prepared f o r  each of 
three tasks : 
Task I - Analysis of Hypersonic Pressure and Heat Transfer 
Tests on Delta Wings with Laminar and Turbulent 
Boundary Layers. 
Task I1 - Analysis of Hypersonic Pressure and Heat Transfer 
Tests on a Flat  Plate with a Flap and a Delta Wing 
with a Body, Elevons , Fins, and Rudders. 
Task I11 - Analysis of Pressure and Heat Transfer Tests on 
Surface Roughness Elements with Laminar and 
Turbulent Boundary Iayers. 
Results of Task I11 are presented i n  this report .  
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LAYER DISPLACEMEXC THICKNESS 
V 
ANALYSIS OF PRESSURE AND HEAT TRANSFER TESTS 
ON SURFACE ROUGHIESS EIEMEIWS WITH 
E3y C. L. Jseck 
SUMMARY 
An analysis is  presented of data obtained during the X-20 program i n  
which the   e f f ec t  of surface roughness on heat  t ransfer  and pressure w a s  
measured. Experimental data for both laminar and turbulent flow and at 
Mach numbers from 6.9 through 15  are presented for three basic types of 
surface  distortions:   (1)  surface waves, (2) grooves or   cavi t ies ,  and 
( 3 )  aft facing steps. Configurations tested included convex waves  on 
sharp and blunt leading edge f la t  plates, concave waves on a sharp lead- 
ing cage f la t  plate ,  a V - g r o o v e  and an af t  facing step on a swept-hemi- 
cylinder leading edge, a V-groove and a T-groove on hemisphere cylinder, 
circumferential grooves on a de l t a  Xing leading edge, and transverse and 
swept grooves on a wind tunnel w a l l .  
Data are compared with theory and previously published empirical 
approaches. I n  the case of surface waves, laminar heat t ransfer  data 
are compared with a ehellaw wave theory presented i n  an appendix of t h i s  
report. Surface wave heat  t ransfer  data  are presented f o r  various geometry 
and flaw conditions up t o  Mach 15  i n  air. Geometric variables studied were 
wave sveep angle, wave height and width, and the spacing between multiple 
waves. 
Turbulent flow over waves was also studied. The laminar shallow wave 
theory was empirically extended to   tu rbulen t  flaw using both X - 2 0  and NASA 
data.  The turbulent "theory" adequately predicts the increase of the heat- 
ing rate on the first wave, but underpredicts the maximum heating rate to 
the second wave. 
The maximum increase i n  laminar heating rate f o r  grooves and cavi t ies  
-8 correlated using a Nusselt number based on cavity width in the 
d i rec t ion  of flow. The da ta  co r re l a t ed  in  th i s  m a n n e r  show that  the heat-  
ing increases as width t o  depth ra t io  i s  decreased. Data are also presented 
for an aft facing step on a hemicylinder leading edge. A semi-empirical 
method waa developed to   p red ic t  the maximum heating at reattachment dam- 
stream of the step. This method is  based on empirical  correlations of the 
step base pressure and maximum reattachment pressures. 
Heat  transfer  prediction  methods  generally  assume  that  the  body  surface 
I s  smooth.  However,  manufacturing  requirements,  load  deformations,  and  thermal 
upanslon effects  can  be  expected  to  cause  surface  roughness  to  exist on f u l l  
scale vehicles. For this  reason  the X-20 aerothermodynamic  program  included a 
series of tests  to  determine  the  effect  of  typical  surface  distortions on aer - 
thermodynaaic  heating  and  pressure.  Seven  series of tests  were  conducted  in 
IASA, Air  Force,  and  private  facilities.  Roughness  elements  included  waves, 
grooves, and steps  mounted on flat plate,  cylinder  and  delta  wing  models. 
The analysis of these  data  vas  not  completed  at  the  time  the X-20 program 
was terrinated;  indeed,  some of the  tests  were  still  in  progress.  Since  the 
models  tested  were  basic  shapes  rather  than  specific X-20 onfigurations,  and 
provide research  results not otherwise  available, NASA has  financed  the  contin- 
ued  analysis  and  publication of the  data  that  had  been  obtained. 
During and after  the X-20 program, work of other  investigators was appear- 
ing In the  literature. Bertram and  Wlggs,  reference (l), presented  heat  trans- 
fer  data for unswept  steep  waves in laminar  flow;  reference (2) presented 
experirental  results  for  unsvept  waves  in  turbulent f w. A theoretical  cal- 
culation of boundary  layer  over a small  wave,  using  finite  difference  methods 
was published  by  Flugge-Lotz and Baxter  (ref. 3). Various other  authors  (for 
example,  references 4 through 13) have  presented  experimental  results  for 
g ~ o o v c s ,  carities,  and  steps. 
The present  report  provides  information several  geometries  not  previously 
tested,  including  swept  waves,  swept  grooves,  and  grooves  and  steps in th  
presence  of  pressure  gradients. A wave  analysis,  similar  to  that of reference 
3, but  more  detailed,  and  including  real  gas  effects,  is  presented  in  an 
appendix of this  report.  The  analysis  is  verified  and  extended  with  the  aid  of 
the experhental date. 
Two other reports in  this  series,  references (14) and (l5), present  the 
results of delta  wing  studies  and  flow  separation  studies  that  were  conducted 
as a part of the X-20 program. 
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Tea t  F a c i l i t i e e  
The X-20 surface roughness program consisted of 8even tests. Five tests 
w e r e  conducted in three conventional wind tunnels, and two t f S t t 3  In  the Cornell 
Aeronautical Laboratories (CAL) shock tunnel. A l l  tests were conducted i n  air. 
"he three conventional wind tunnels  ut i l ized w e r e :  
1. Boeing Hypersonic Wind Tunnel (BHWT) 
2. Arnold Engineering Developnent Center Wind Tunnel C  (AEDC-C) 
3. Jet Propulsion Laboratory 21-inch Hypersonic W i n d  Tunnel (JPL) 
These f o u r   f a c i l i t i e s  w i l l  be discussed briefly,  start ing with 
conventional wind tunnels. 
Be ing  Hypersonic Wind !Tunnel. - The Boeing Hypersonic 12-inch W i n d  
Tunne l  i s  a blowdarn tw providiw steady flow for periods up t o  two minutes, 
depending upon flow conditions. Stagnation pressure and temperature maximuma 
u t i l i zed  were UOO ps ia  and 15OO0R, respectively.  A 12" x 12" Mach 7 
contoured two-dimensional nozzle and quick start  equipment were added t o   t h i s  
wind tunnel  for  the surface roughness test .  The surface roughness panels 
were mourited i n  the tunnel tes t  sect ion w a l l .  Transient model temperature 
measurements for   hea t   t ransfer  data were recorded on multi-channel oscillo- 
grapha. Pressure data  were punched d i r e c t l y  i n t o  IBM cards from a scanning- 
valve transducer system. 
Arnold Engineering Development Center Tunnel C. - "he Mach 10 Tunnel C at 
Arnold Engineering Developnt  Center  i s  of the continuous flow, closed-test- 
section type. Stagnation pressure6 and temperatures u t i l i zed  were 340 and 1640 
pia, 1720 and 1880°R, respectively.  The corresponding free stream Reynolds 
numbers were 5 x 105 and 2 x 106 per foot. Sting mounted models were protected 
from the flow by a cooling chamber below the tunnel tes t  section. To expose 
the  model, cooling chamber doors were retracted and the  model raised into the 
tunnel. The movement of the model from tunnel w a l l  to  tunnel  center l lne,  vas  
accomplished i n  approximately .5 seconds. Model temperature data were 
recorded on magnetic tape from the output of a d i g i t a l  voltmeter which scanned 
each thermocouple 20 times px- second. hessure data  were similarly recorded 
on magnetic tape from a scanning-valve transducer system.Reference 16 may 
be consulted for further faci l i ty   infonnat lon.  
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Jet Propulsion hboratory Hypersonic Tunnel. - The 21-inch Jet Propulsion 
Laboratory W i n d  Tunnel provided continuous flow at Mach 8.04 and a free streem 
Reynolds number  of .76 x 106 per foot.  Total  pressure waa 250 p s i s  at a 
t o t a l  temperature of 1660%. This tunnel ut i l ized  a r-able cooling-shroud 
to  p ro tec t  the s t ing  mounted model from the flow. Shroud removal took 
approximately 0.25 second. Temperature and pressure data w e r e  recorded on 
magnetic tape d i r ec t ly  from digi ta l  readout  system. Each thermocouple w a s  
read 20 times per second. 
CorneU. Aeronautical Laboratory Shock Tunnel. - The Cornell Aeronautical 
Laboratory Shock Tunnel t e s t s  w e r e  conducted i n  a 48-Inch contoured nozzle 
having a Mach number of 15, and a 24-inch contoured nozzle having a nominal 
Mach  number of 6. The to ta l  p ressure  in  these tests were up t o  700 p i a  aad 
the t o t a l  temperature w a s  up t o  5,95OoR. Fu r the r  f ac i l i t y  details may be 
obtained from reference 17. 
A brief description of each test and i t s  associated models appears 
below. Nominal a n d  tunnel flow conditions are summarized in Table I while 
d e t a i l s  of model geometry are shown I n  figure 1. 
In  the remainder of this report  the t e s t s  w i l l  be re fer red  to  by t h e i r  
respective Wing Model numbers, such as AD465M-1. 
Models and Tests 
AD465M-1: - The AO465M-1 model shown in   f i gu re  l (a )  I s  a 73' -sharp prow 
d e l t a  wing with circumferential leading edge grooves. The test  program was 
conducted i n  the Jet Propulsion Laboratories 21" Hyper onic Tunael a t  a Mach 
number of 8 and freestream Reynolds number of 4.7 x 10 E based on leading edge 
diameter. For some tests the leading edge grooves w e r e  f i l led with cement t o  
obtain smooth body data. 
AD633M-l and R e r u n ?  - HD633M-1 model shuwn i n  f i g u r e  l ( b )  i s  a f la t  b 
pla te  w i t h  roughness inserts t h a t  was tested at Arnold Center Tunnel C at a 
Mach  number of 10. The roughness i n se r t s  are shown i n  figwe l ( c )  and 
included an unsxept sine wave, unswept c i rcu lar  a rc  waves of two d i f fe ren t  
heights, and a c i rcu lar  a rc  wave swept 70" t o  the flaw. The model was equipped 
Data reports are identified by alphabetical  superscripts and may be 
obtained on loan from The W i n g  Campany, Seattle, Washington. 
a Data Report JTL 21-83 Heat Transfer and Pressure Test on a Slotted ksding 
Edge Wing Model, Boeing Document D2-80491, June 27, 1962. 
Data Report AEDC-C, AD633M-1, Boeing Document De-80767, Ju~e 1963. 
Data Report AEDC AD633~-1 R e r u n ,  B o e i n g  Document D2-80767-1, September 1963. 
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with separate heat  t ransfer  and pressure inserts and both sharp and blunt 
leadinfi edges. The sharp leading edge configuration was tes ted a t  -5', O0, 
and 10 angles of a t tack  a t  free stream Reynolds numbe s (based on t h e  sharp 
leading edge model length) of 1.16 x lo6 and 4.66 x 10 . "his configuration 
was teated a t  the high Reynolds number both with and without boundary layer 
t r i p  w i r e s .  The blunt configuration w a s  tested only at the high Reynolds 
number and without t r i p  w i r e s .  Both configurations were tested with end plates 
In order t o  avoid three-dimensional flow ef fec ts .  Many data runs  i n  the 
or ig ina l  AD633M-ltests were spoiled when s t icking of the inject ion system 
caused excessively long model inject ion times. Some of these  tes t s  were 
remated in the AD633M-lC rerun series.  Only the sharpoleading edge configura- 
t i o n  was retested and only a t  angles of a t tack  of Oo, 5 and loo. 
AD633M-2. - The AD633M-1 sharp leading edge model was re tested in AEDC d 
Tunnel C with di f fe ren t  roughness i n se r t s  and designated as KD633M-2. The 
roughness elements are shown i n  f i g u r e  l ( d )  and include four waves, one of 
which was swept 70' t o  the flov; an  Inverted circular arc wave and a groove. 
Test conditions were the same as for  the uD6334-1 rerun. 
AD642M-1: - AD642M-1 included a series of basic shapes which were teated 
in the CorneU Aeronautical Laboratory Hypersonic Shock Tunnel. These shapes 
Included a sharp nosed hemicylindrical leading edge tes ted a t  sweep angles of 
55: ,  60:, 65', and a hemisphere cylinder tested at angles of a t tack  of 0', 
10 20 , and 50'. Sketches of the two models are  shown in f igu res  l ( e )  and 
l ( f  ). Heat t ransfer  and pressure measurements were obtained i n  laminar flow 
at  a Mach number of 15  and in  turbulent  flow a t  a Mach  number of 6 over a 
wide range of Reynolds numbers. A sharp f l a t  p la te ,was  a l so  tes ted  andl 
reported under Task I1 of the  present contract. 
AD647M-1! - AD64v-1 was t o  have been a ser ies  of t e s t s  of roughness 
elements mounted i n   t h e  w a l l  of a 12" x 12" Mach 7 contoured nozzle for  the 
B o e i n g  Hypersonic Tunnel. The two-dimensional nozzle w a s  specially constructed 
t o  simulate f l ight  values  of roughness height relative to the turbulent boundary 
layer thickness with very large roughness elements that  would allov dense 
instrumentation. A t  the time of X-20 program termination, only one run 
on each of three elements had been completed. Sketches of the nozzle and 
roughneee panels are presented i n   f i g u r e s   l ( g )  and l (h . )  
Data Report AEDC-C, AD633M-2, B o e i n g  Document D2-80912, dated June 1963. 
e Turbulent Reference, Roughness Leakage, and Deflected Surface Heat Transfer 
and Pressure Tests f o r  The B o e i n g  Company Conducted on the CAL 48" 
m r s o n l c  Shock Tunnel, Boeing Document  D2-80910, dated January 3, 1963. 
Boeing Hypersonic Wind Tunnel No. 062 Heat Transfer and Pressure %st8 on 
AD64W-1, a Surface Roughness Model i n  a 'IVo-DimensIonal !Pest Section, 
B o e i n g  Document E-81248, dated March 1964. 
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ADn3M-lF - The ADn3M-1 eharp f la t  p la te  model, presented i n  figure l ( i ) ,  
:as tested in the CAL 48" shock tunnel at a Mach number of 15. The model wan 
Lested without side plates during the  en t i r e  t e a t  ser iee .  Pmseurs and lamiaar 
meat t ransfer  dietr ibut ions were obtained on a 70. swept wave and 70' swept 
rrao1e 1l;fsert.s. Data obtained at two Reynolds numbers and at angles of at tack 
1.f 0 5 , lo', 15'. 
ExpERI?MENTAL TECHNIQIE AND DATA REDUCTION 
Preesure Data 
Conventional Wind Tunnels. - Conventional w i n d  tunnel presrure meaeuring 
iechnlquee w e r e  used in tests AD465M-1, -4721-1, and AD633M-1. Piezoelectric 
rjreseure transducers were employed throughout. Model preseure readings w e r e  
scanned p r i o r  t o  recording t o  ensure stable conditions. Data w e r e  read 
simultaneously with the tunnel  total  preesure and temperature. 
Where p r e ~ e ~  and heat  t ransfer  models were combined, the pressure tape 
snd thermocouple instrumentation were i n a t a l l e d  on opposite side8 of the model 
t o  avoid heat sink effects. 
Heat "ransfer Data 
Conventional Wind Tunnels. - Heat t ransfer  data from all conventic&l wind 
iunnel t e s t s  were obtained by the well-known thin skin calorimeter technique. 
This method coneists of measuring the rate of temperature increase of the 
thin metal  skin of the model exposed t o  aerodynamic heating. A local heat 
balance on the thin skin relates the hea t ing  ra te  to  the  ekin temperature ae 
f O l l W B  : 
where p, c, and k are! density,  specific heats and thermal conductivity of the 
model skin. The term pc T~~~ represente  the net rate at which heat 
i e  being edded t o  the skin;  the term k 7 (a2Tdax2 + a2Tv/&z2) represent6 
only   tha t  rate of heat addition by conduction along the model skin. 
' Hypreonic Shock Tunnel T e a t  of Two Roughened Fla t  P la tes  for The Bwing 
Company, B o e i n g  Document De-80955, dated July 1963. 
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R i o r   t o  each run the model8 were i so la ted  from the wind tunnel flow and 
cooled i n  order t o  maximize the aerodynamic heating rate and t o  minimize 
conduction e f f ec t s  due t o  initial skin temperature gradients. Models were 
then exposed t o   t h e  flaw by model inJect ion ( U r n - C )  or shroud I . e m o v a l  (JPL) 
as quickly as possible. The time required for shroud removal and model 
in jec t ion  w a s  approxlmtely .25 and .5 seconds respectively. 
The w a l l  temperature, Tw, was measured with No. 30 gage (.010 inch 
diameter) chromel-alumel thermocouples spotwelded to  the inside surface of the 
model skin. The skin was made su f f i c i en t ly  th in  so that temperature differences 
between the  in te rna l  and external surfaces of the skin were negligible. Nominal 
skin thickness for each calorimeter model a re  shown on figure 1. 
The l o c a l  aerodynamic heat  t ransfer  ra te  was calculated using the relation: 
where, 
p a skin density 
c a skin specific heat 
7 P skin thickness 
I the adiabatic w a l l  (local recovery) temperature 
I the w a l l  temperature 
TW 
where aiocal i s  the angle between the free stream velocity vector and the 
local tangent plane. The recovery factor, r, was taken a8 0.85 f o r  laminar 
flow and 0.9 for  turbulent  flow. Although equation ( 3 )  is not exact except 
at the wing leading edge, the  e r ror  w i l l  be small because of the s m a l l  value 
of (1-r) . 
The symbol T i n  equation (2)  i s  the  loca l  r a t io  of the skin volume to 
the heated surface - ac tua l ly  [ d (skin volume)/d (skin external surface area)]- 
which f o r  a f la t  surface i s  Just  the measured skin thickness. On models with 
curved  skins  the [d (skin volume)/d (skin external surface mea)] i s  no 
longer the measured skin thickness, 7 ,  but an effective thickness,  7eff, 
which is a function of 7 .  A correction was applied t o  the measured heat 
transfer coefficient t o  account f o r  the change of skin volume per unit 
I 
surface area on curved surfaces. 
7 ef f P 'eff Tw 
hcorr T hm I -  - -d t  
For cylindrical  surfaces,  the measured heat   t ransfer   coeff ic ient  may be 
corrected  approximately by: 
T - I 1" eff  7 
7 2R 
where R is  the radius of curvature. The maximum voluma correction ueed In 
t N e  report occurs on the AD465M-1 leading edge. For th i s  pos i t ion  
7 = .94 7 ef f 
The model sk in  properties were determined from published data. The 
values used are as follows: 
Nickel: 
P - 554 (Lbm/ft . 3  1 
c = .053@ + 12529 x lom3 Tw - 506% X loo7 Tw2 (BtW'lbm-. R) 
Stainleee Steel 
p = 492.5 (Lbm/ft.3) 
c = 9.27286 x + 4.23286 x 10-5Tw - 6.57l43 x lo-' T t  (Btu/lb m -OR) 
Thermocouple measurements w e r e  recorded i n   d i g i t a l  form a t   t he  rate of 
twenty times per second for each thermocouple f o r  5 t o   1 0  seconds depending 
upon the severity of the heating rates.  The temperature-time derivative 
(dTw/dt ) were evaluated a t  the midpoint of It or 21 point second degree 
l e a s t  squares curve (one second dura t ion )  f i t t ed  to  the  d ig i t a l  data. A 
separate curve f i t  was made for each time at which heating data were desired. 
Usually heat transfer coefficients w e r e  calculated at ten   d i f fe ren t  times 
during the test  run in   order  t o  determine conduction effects. 
A l l  calorimeter model heat   t ransfer  data were corrected  for lateral 
conduction by the Thomas-Fltzsirmnons method, which was developed in the 
course of the X-20 program. This method which I s  described In d e t a i l  In 
reference 15 , used the time variation of the measured temperature rise 
rate to evaluate conduction errors. In essence the mthod consiets of 
3 
extrapolating the curve of. heat transfer coefficient versus time (or  
temperature) back t o  an ef fec t ive  start of the tes t  run. For data reduction 
purposes, the test  run was assumed t o  start a t  the time the model entered the 
Inviscid core of the tunnel flow. A sample raw data  t race  from a AD633 
model is shown i n  figure 2. In  th i s  ca se  the  time of tes t  i n i t i a t i o n  w a s  
taken t o  be at point A. An i l l u s t r a t i o n  of the. temperature extrapolation 
process ie shuwn I n  figure 3. 
Shock Tunnel. - Tests AD642M-1 and ADnw-1 (CAL Shock tunnel)  ut i l ized 
th in  f i lm hea t  t ransfer  gages  to  measure heating rates. The t h i n  gages have 
the necessary rapid response time for use in shock tunnels. Thin film gages 
consis t  of a platinum film vacuum deposited over a pyrex glass substrate. 
The surface temperature h is tory  of the glass  defines the aerodynamic heating 
rate by use of the solutions of the heat conduction equation for a semi- 
i n f i n i t e  slab (references 18 and 19). Because of the short  tes t  t i m e ,  
lateral conduction of the type experienced i n   t h i n  skln calorimeter models 
l e  i n s ign i f i can t .  
DATA APPRAISAL 
Wind tunnel testing for surface roughness effects on aerodynamic heating 
is unusual ly  diff icul t .  The requirement t o  s c a l e  the size of the roughness 
element t o   t h e  boundary layer thickness limits model size and multiplies 
e r ro r s  due t o  conduction. Large variations i n  t h e  local heating rate occur 
that not only increase conduction effects but also make it very d i f f i c u l t  
t o  ensure that instruments are placed at peak heating locations.  Accordingly, 
the  first phase of this study was an appraisal of the qual i ty  of  the exis t ing 
da ta  wi th  par t icu lar  a t ten t ion  to  the  e f fec ts  of conduction, boundary layer 
trips, and tunnel flow i r r egu la r i t i e s .  
Pressure Data 
Conventional Wind Tunnel Pressure Data. - No unusual  diff icul t ies  arose 
I n   t h e  measurement of pressure data In conventional wind tunnels except i n  
tes t  AD46W-1. These,pressure data exhibited a s igni f icant  var ia t ion  with 
time. Since there w e r e  few pressure gages located along the s lo t ted  leading 
edge, pressure data have been omitted frdm t h i s  report. Pressure data from 
other conventional wind tunnel t e s t a  exhibited good repeatabi l i ty .  
neat Transfer Data 
Heat transfer data are subjec t  to  numerous and of ten large sources of 
error, which may be either systematic or random. Systematic errore may 
arise from conduction, m o d e l  thermal d is tor t ion ,  o r  gage temperature e f f ec t s .  
Random e r ro r s  may arise from lack  of complete control  of test conditiona, 
malsurement errors, and human er ror .  
In the present study, careful consideration ~ 8 8  given to sources of 
error and steps were taken to prevent,  minimize or  correct  for  them wherever 
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possible.  Due t o  the large quantity of data in the present report, 
individual  at tention  could  not be given t o  all apparent data discrepancies. 
Data obviously erroneous were omitted whenever noticed. In turbulent flaw, 
data from several  different ,  but  eimilar,  models and tests are presented. 
Agreement between such data is ,  a t  times, only fair and is a t t r i b u t e d   t o  
t r ans i t i ona l  flow. The major  problems encountered and the corrective action 
taken are described below. 
Conduction Effects.  - For the thin skin calorimeter heat t ransfer  models, 
the major systematic error was l a t e r a l  conduction i n  t h e  model skin. To 
estimate the degree t o  which the present data are affected by conduction 
e r rors ,  a sample of data uncorrected for conduction and corrected by the 
method of reference (15) has been compared i n  figure 4. A l l  of the AD633 
model heat   t ransfer  data or ig ina l ly  documented pr ior   to   the   cont rac t  w e r e  
either uncorrected or corrected using a correction given by 
It i s  assumed in  equat ion ( la )  that only temperature gradients in the streanrwise 
direction are important for two dimensional, t h i n  skin models.  "he spa t i a l  
der ivat ive a2Tw/dx2  was approximated by a three-point, parabolic curve fit. 
The AD633 data, even when corrected i n  t h i s  manner, were not considered 
sat isfactory,  inasmuch as the corrected data exhibited irregular -mriationa 
of the heat transfer coefficient wi th  time. "he data were therefore reduced 
from the original time-temperature data and corrected by the method of 
reference (15). As shown i n  figure 4, even on the relat ively large models 
of the present test ,  conduction effects at the peak heating locations were an 
appreciable percent of the observed roughness e f f ec t .  I n  view  of the large 
model s izes  employed, the correction methods tha t  w e r e  used, and the self- 
consistency of the data, It is f e l t  that  the AD633 da ta  are among the most 
re l iable  surface roughness data In exfstence.  
Other Systematic Errors. . Other systematic errors in heating data have 
been considered. The heat  s ink effect  of No. 30 gage thermocouple wire has 
been estimated to  contr ibute  less than 1 percent error. Errors due to 
radiation are similarly considered negligible.  Model skin thickness was 
carefully  controlled in manufacture and loca l ly  measured t o  O.OOO5 inch, 
or approximately 1 percent. The spec i f ic  heat of the skin perhapa accounts 
fo r  t he  second largest systematic error, b u t  i s  f e l t  t o  be known t o  about 3 
percent. 
i 
Boundary Layer !l?ripping Devices. - Boundary layer wire devices were used 
to  ob ta in  tk ibu len t  flow on the  ~ ~ 6 3 3  f l a t   p l a t e  models. The w i r e  spanned the 
p l a t e  at a distance of 12 inches from the leading edge. The wire diameter 
was .035 inches, about 1/2 the laminar  boundary layer displacement thickness. 
The t r i p  wire did not always cause t ransi t ion,  and Its effectiveness could 
only be judged by observing trends ddmstrem of the t r i p .  Comparisons Of 
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measured and theoret ical  heat ing rate8 are not  def ini t ive,  s ince the effect  
of the t r i p  on the external  f l a r  and the effect ive or igin of turbulent boundary 
layer i s  not known. I n  view of the general  lack of data on roughness effects 
in turbulent flow, the tr ipped boundary layer data are included i n   t h i s  
report .  I n  all cases the upstream data are presented 60 t h a t  the reader can 
Judge the  va l id i ty  of the conclusion drawn. k sample of the AD633 tr ipped 
da ta  m e  presented in figure 5 and compared with both laminar and turbulent 
predictions by the p CL method (reference 15). Both predictions are based on 
distance from t h e   l e h r n g  edge. 
Flow Irregularities. - The only flow i r r egu la r i ty  known t o  be present i n  
AE3X-C %unnel dnta i s  an axial Mach number gradient of approximately 0.01 
per foot .  This e f fec t  i s  considered t o  be negligible.  
CAL Gwe Calibration. - The CAL heat t ransfer  data are obtained w i t h  a 
gage tha t  cons is t s  of a th in  f i lm of platinum fused t o  a glass substrate.  The 
platinum film is used as a resistence thermometer t o  masure the increase 
in  subs t ra te  sur face  temperature during the  tes t .  The heating rate can be 
determined from the temperature increase if the densi ty ,  specif ic  heat ,  
and thermal conductivity of the substrate  are known. The quant i ty  actual ly  
required i s  the square root of their  product ( pck ) which i s  determined 
from a calibration procedure in which a step pulse  e lectr ic  current  i s  
passed through the  platinum film. The small amount of resistance heating 
causes a s l ight  temperature  increase and allows lpck t o  be determined at 
the initial gage temperature. The var ia t ion of with temperature i s  
obtained by preheating the gage i n  an e l e c t r i c  oven and repeat ing the electr ic  
pulse heating  calibration. 
Some time after the AD642 tests were completed, CAL made new measurements 
of \Ipck t ha t  lead t o  a considerably different variation with temperature 
than previously indicated. It w a s  not feasible to rereduce the data a t  the  
time t h i s  report was writ ten.  It was determined, however, t h a t  the laminar 
da ta  sham would be lowered by 0 t o  6 percent on the basis of the  n e w  calibra- 
t ion.  The highest heating rate data (obtained on the leading edge model i n  
turbulent flow) would be reduced by up t o  about 30 percent. 
After examining the  e f f ec t s  of the "new" ca l ibra t ion  would have on the 
data ,  par t icular ly  such trend6 as heat ing rate  versus  time during the tes t  
run, the authors feel that ~ome uncertainty in calibration remains. A test 
w i l l  be made i n  1966 as a par t  of an A i r  Force research contract that  i s  
expected t o  provide additional information. 
The dnta nre presented as or ig ina l ly  reduced. The PB642M-1 heat data 
analyzed in this report are used i n  the form of  ra t ios ,  tha t  is, the measured 
roughness heat rate are compared t o  t h e  measured smooth body heating rate. Thus 
the effect of gage ca l ibra t ion  errors should be minimized. 
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RESULTS AND DISCUSSIOH 
Protruding  Surface  Waves 
Pressure  data.-  Pressures  were  measured on protruding  surface waves on 
both  blunt and sharp leading  edge  flat  plates.  The sharp plate was tested  at 
each  of two Reynolds  numbers.  Pressure  measurements from wave inserts on both 
flat  plate  configurations  are  presented in figures 6 through 13. Data  both 
on the  waves and forward  of  the  waves  are  presented. 
The  pressure  data  forward  of  the waves on the  smooth  portion of the  sharp 
flat  plate  are  compared  with  both o li  ue  shock  theory  and  unpublished 
viscous  interaction  method  of  Bertram ? ref. 20). The  law  Reynolds  number 
sharp  plate  data,  presented .in figures 6 ,  7, and 8, are  shown  to  be 15 to 20 
percent  higher  than  wedge  theory.  Correction for viscous  effects  are  seen to
improve  the  agreement.  There  is  however an uncertainty in the  pressure c m -  
parisons  since  the  temperature  of  the  pressure  models was not  measured. 
Therefore,  the  viscous  interaction  effect on pressure  was  computed  for  both 
the  adiabatic  conditions  and  the  nominal  model  temperature (520OR). The  pres- 
sure  data  tend  to  agree  more  closely  with  the  interaction  calculation  based 
on adiabatic wall temperature,  as  is  shown  in figures 6 through 11. At h i g h .  
angles of attack  the  viscous  interaction  of  Bertram  method  (ref. 20) is  in 
good agreement  with the data;  however  at  law  angles  this  method  under  predicts 
the  data. The data  at a- Oo presented  in  figures 6 and 7 show some  variation 
between  repeat  tests on each  of  the  two  wave  inserts. 
Inspection  of  the  smooth sharp flat  plate  pressure  data  at  the  high 
Reynolds  number,  figures 9 through 11, show a reduced  effect  of  viscous  inteT- 
action.  The  viscous  interaction  method  of  Bertram i s  in  excellent  agreement 
with  the  data,  assumlng  the  model  is  at  the  adiabatic  wall  tempereture. 
Smooth  blunt  plate  pressure  data  are sham in figures 12 and 13 to be  in 
excellent  agreement  with  the  method  Bertram  and  Bardell  (ref. 21). 
Thus far  only  the  smooth  body  pressure  data  have  been  examined  and 
analyzed.  The  smooth  body  pressures  were  shown t  be  Influencedlby  the  boun- 
dary layer. The  pressure  distribution  over  the  wave  is  also  strongly in- 
fluenced  by  the  boundary  layer,  whlch  has a smoothing  effect on the  pressure 
distributions.  According  to  local  flow  wedge  (oblique  shock)  theory  for  the 
conditions of figure 6, the  peak  pressure  ratio  at 10" angle of 'attack would 
be 95, or  more  than 8 times  higher  than  the  observed  value.  Pressure  data 
on the  swept  wave,  figure 8, show a similar  effect,  as may be  seen  from  the 
wedge-expansion  theory  curve  also sh wn. 
The  existence of the  smoothing  effect of the  boundary  layer  is  Further 
confirmed  by the observation  that  the igh Reynolds  number  data,  figure 9 
through 11, consistently  show  larger  pressure  perturbations  for  each  wave 
shape than  do  the  low  Reynolds  number  data,  figures 6 th ough 8. Consistent 
with  this  trend  is  the  increase  of  the  pressure  perturbations  with  angle  of 
attack  which  reduces  the  boundary  layer  thickness.  The  edge  Mach  number  is 
also  reduced,  but  linear  theory  calculations  indicate  that  the  effect  of  Mach 
number  differences  is mall. 
Similar  comparisons  of  pressure  data  from  waves on   blunted  plate, 
figures 12 and 13 cannot  be  made  since  data  are  available  at  only  one  free- 
stream  Reynolds  number.  However,  the  high  Reynolds  number  data  from  the 
blunt  leading  edge  model  show  smaller  pressure  effects  than  do  the  low  Rey- 
nolds  number  data  from  the  sharp  leading  plate.  Calculation  show  both  the 
local  Mach  number and Reynolds  number  are  lower  on  the  blunted  plate  and 
this  result I s  therefore  consistent  with  the  previously  noted  trends. 
Comparisons  are  presented  in  figures 14 through 15 of  the maximum pres- 
sure measured on the  first  wave  with  that  predicted  by  the  shallow  wzve 
theory  of  Appendix A. The  comparisons  are  presented as a function of angle of 
attack,  due  to  the  dependence  of  maximum  wave  pressure on both the  local  Mach 
number  and  the  boundary  layer  displacement  thickness.  Since  the  model  tem- 
perature is not known, the  theory  was  evaluated  for  both  the  model  initial 
temperature  and  for  adiabatic  wall  temperature.  The  displacement  thickness 
was  calculated  with  the  curves  of  Appendix B. 
The  measured  pressure  increase  is  within  the  sprehd  of  the  theory  for 
the  three  unswept  waves.  Considering  that  the  inviscid  theory  predicts 
values 5 to 10 or more  times  higher  than  the  observed effect, the  agreement 
with  the  shallow  wave  theory  is  considered  excellent. 
For the  swept  wave,  and  for  the  blunt  leading  edge  plate  date  the  pre- 
diction  is  much  less  successful,  although  again  the  comperison  with  the 
inviscid  prediction  shows  that  the  viscous  theory is correct in predicting 
that  the  actual  pressure  perturbation s a small  fraction of that  predicted 
by  inviscid  theory. 
Wave  pressure  data  from  the  sharp  leading  edge  plate  at a ength  Reynolds 
number  of 4.66 x 1 6  are  not  compared  to  the  laminar  theory  because  the  heat 
transfer  data  of  figure 5 indicate  that  the  boundary  layer  wzs  transitional 
(Cy= O", 5" ) or  turbulent (Cy = 10" ). Since  a  theory  does  not  exist  for 
turbulent  flow,  the  shallow  wave  theory  must  be  extended  empirically.  The 
data  are  presented  in  figure 16 compared  with  the  laminar  shallow  wave  theory 
and  an  empirical  modification  for  turbulent  flow. The turbulent  prediction 
is  based  on a fit  to  the  heat  transfer  data,  as  described  under  "Heht  transfer 
data - turbulent  flow."  The  two  methods  are  compared  with  data  in  figure 16. 
The  turbulent  displacement  thickness u ed in  the  theoretical  predictions 
shown  in  figure 16 are  calculated  with  the  curves  of  lppendix B and based on 
the  distance  from  the  leading  edge.  The  agreement  obtained  is  only  fair. As 
with  the  laminar  data,  agreement  is  poorest  for  the  swept  wave. 
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Heat  transfer  data - laminar flow.- Isminar  heat  transfer  data for three 
types of protruding  waves on sharp  and  blunt  leading  edge fldt plates  have 
been  analyzed. The three  wave  configurations  are:  circular  arc  protruding 
waves,  convexo-concave  sine  wave,  and 7w swept  circular  arc  waves.  Heat 
transfer  distributions on unswept  circular  arc  waves  are  presented  in  figures 
17 through 19. Heat  transfer  data  for a series of six succcssive  waves  are 
presented in figure 17. These  data  show  little  reduction  in  the  peak  wave 
heating on the  downstream  waves  relative to the  smooth  body val;es. The boun- 
dary  layer  remains laminar, even  after  flowing  over  the sir waves  as  indicated 
by  the  agreement of the  smooth  body  data  art of the  waves  with laminar flat 
plate  theory. 
Since  the  peak  heating  relative to the  smooth  body  value  did not change 
significantly  over  the  rmultiple  surface  distortions,  only  the  data from the 
initial  waves  were  conduction c mected and  analyzed for the  remaining  tests. 
The data  for  the  saooth s arp flat  plate,  figures 17 and 18 show good agree- 
ment  with  the  flat  plate p CC theory  (ref. 15). The  theory  predictions  are 
based on nominal  measured  pressures  forward  of  the  first  wave,  but  neglecting 
variation  of  pressure  with  distance. 
r r  
Maximum vave  heating  rates as predicted  by  the  shallow  wave  theory of 
Appendix A are  shown  in  figures 18 for  comparison  with  the  experimental re- 
sults  and  the  empirical  equation  of  Bertram and Wiggs  (ref. 1). The effect of 
pressure  gradients has been  neglected in all calculations  of  the  smooth  body 
displacement  thickness. The data  agree  well  with  the  shallow  wave  theory, 
but  are  below  the  pzedictions of reference 1. Both  methods  indicate  the  wave 
heating  rate (&/qam) should  decrease  slightly  over  the  multiple  wave  due 
to  an  increase in smooth  body  displacement  thickness.  The  data  show  little 
reduction of the maxl.mm wave  heating  rate  ratio (i&dism). The  data  pre- 
viously  shown  indicate  that  boundary  separation has occurred  over  the  waves. 
The shallow  wave  theory  however  assumes  attached  flow.  Analysis of flow  over 
a deflected  flap  model  (ref. 14) with  separation  indicated  that  the peak or 
reattachment  heating  rate  is  less  than  or  equal  to  that  predicted  by  attached 
flow  theory,  from  which  it  appears  that  attached flow theory  should  also 
predict  the maximum heating  rate  due  to  the  wave. A further  example of the 
attached flow theory  applied  to a flow separation  case  is  presented in +.his 
report in the  section on a f t  facing  steps. 
Data  for  the  same  wave  shape  tested  on a blunted  plate  are  presented in 
figure 19. The  first  wave  peak  heating  data  show  fair  agreement  with  the 
shallow  wave  theory  and  reference 1 with  the  latter  giving  slightly  better 
agreement.  Both of these  predictions  are  based on flow conditions  obtained 
from  the  measured  pressures  and  normal  shock  entropy. 
Heating  rates  at 10 degrees  angle  of  attack,  figures 19 and 20, show a 
rising  trend  with  distance. This trend  is  believed. to indicate  boundary  layer 
transition. Wansition appears  to  have  begun  slightly  before or over  the 
first  wave  and  appears fu l ly  turbulent  aft  of  the  waves. 
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To verify  that  boundary  layer  transition  has  occurred  the  data  are  com- 
pared  with  the  laminar-turbulent pr pr theory.  Turbulent  theory  lines  are 
shown in  figure 20, for four virtual flaw origins.  Their  agreement  with  the 
data  indicates  that  the  boundary  layer  is  fully  turbulent  aft  of  the  waves. 
A s-ry of laminar  heat  transfer  data  from  waves on a sharp  flat  plate 
is  presented in figures 21 and 22 and  shows  good  agreement  with  the  predict- 
ions of the  shallow  wave  theory. The maximum  heating  rate  on  the waves were 
nondimensionalized  using  the  smooth  body  heating  rate  obtained  from  the  gages 
forvard of the  wave  vlth a 1/ extrapolation. Only the  gages  unaffected by 
the waves were  considered in this  extrapolation.  The  extrapolation  was  com- 
pared  with  theory  for  several runs, found  to  agree  well,  and  therefore  used 
for the  other  comparisons. 
. ... 
The  boundary  layer  displacement  thicknesses  were  calculated  using  the 
curves  presented in Appendix B, using  nominal  measured  pressures  and  oblique 
shock  theory. 
"he  effect of distance  between  multiple  waves  is  shown  in  figure 22. 
Tests  were run  on inserts  containing  similar  waves  but  wlth  different  spacing 
to  determine  the  effect on the maximum wave  heating.  Comparisons of the  data 
from  the  three  wave  inserts  show no conclusive  results,  however. 
Heat  transfer  data  from a second  wave  configuration,  that  of  the  con- 
vexo-concave  sine  wave  are  presented  in  figures 23 and 24. The  data  from 
sharp  and  blunt  plates  are  compared  with  the  shallow  wave  theory  and  the 
empirical  relationship  of  reference 1. The  shallow  wzve  theory  is  in  excel- 
lent  agreement  with  the  data,  while  reference 1 is higher  than  the  deta. How- 
ever,  both  methods  show  good  agreement  with  the  blunt  plate-wave  data  at 
a = 0" as  is  shown  in  figure 24. The a = 10" data  show a rising  trend  over 
multiple  waves  and  indicates  boundary  transition  is  occurring. 
The  heat  transfer  distributions  for  the  third  wave  configuration,  the 
swept  wave,  are  presented  in  figures 25 and 26. The  Mach 10 distribution, 
figure 25 resembles  the  previous  unswept  wave  results,  with  the maxim being 
observed  near  the  wave  peak. In  contrast  to  the  previous  Mach 10 dzta,.the 
Mach 15 data  presented  in  figure 26 show the  points  of maximum heating  forward 
of the  wave  peaks.  The  observed  difference  between  two  sets of swept  wave 
data  may  be  the  result  of  three  dimensional  flow  effects  since  the CAL mod l
was tested  without  side  plates.  The  heating  rate  increase on the  second  wave 
is not  significantly  different  from  that  observed on the  first  wave. 
Figures 27, 28, and 29 present  data  and  theory  comparisons  for  the  effect 
of  sweep on maximum  heating  rate  for  three  waves. The shallow  wave  theory 
was  developed  for  two  dimensional  flow. A question  therefore  arises  whether 
to  evaluate  the  Mach  number  and W/R in  the  direction of flow or normal  to 
the  swept  wave.  Comparison  of  the  two  methods  yielded  approximately  the  same 
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n\naerical  results.  Figures 27 and 28 indicate  that maximum heating  rate on 
the  swept  wave  is  as  high or  higher  than  that obsemed on an unswept  wave of 
the  same  geometry.  The  shallow  wave  predictions  indicate a d crease in heat- 
ing  as a result of sweeping  the  wave,  however  the  theory  does  not  consider 
three  dimensional  effects. 
The  upper  bound  predicted  by  the shallow wave  theory is shown in figure 
29 to  agree  well  vith all the CAL data  taken  at  Mach  number  of 15, the  data 
ranging  fram lo$ below  the  theory to a maxjmum of 145 above.  the  theory for  
the  high  Reynolds  number  at 1 5  degrees  angle of attack. It  should be noted 
that  the  shallow  wave  calculation  for  the  heat  transfer  distribution  over  the 
wave  does  not  lead  to a single  value  of q/q for  each  value  of R/ &*. A 
typical  calculated  distribution  is plotted figure 30 where it  is seen that 
the  theory  predicts  slightly  higher  values on the  downstream  side of the  wave. 
These  higher  values,  are  due  to  the  effects  of  pressure  gradients,  which  are 
adverse on the  forward  face  of  the  wave  and  favorable on the  lee  side.  The 
theoretical  trend  is  not  confirmed  by  the  test  data,  however,  and  the maximum 
experimental  values  invariably  occur on the  forward  face of the  wave. This 
slight  difference  in  character  could  be  due to the  existence  of  secondary 
shocks  or  Mach  waves in the  tests,  phenomena  which  are  not  described  by  the 
boundary  layer  equations. 
Heat  transfer  data - turbulent  flow.- A limited  amount of turbulent  heat- 
ing  data on surface  waves  was  obtained  during  test ~~633. A s  previously  dis- 
cussed  under DATA UPRAISAL, tripping  attempts  are  usually  successful,  and 
most  of  the  data  were  transitional.  The  boundary  layer is considered to be 
f'ully turbulent  ahead of the  first  wave  in  only  one run at a = 100 On 
the  sharp  leading  edge  model. In two  additional runs the  data  ahead  of  the 
wave  have  reached  turbulent  levels,  but  still  show a slight  positive  gradient 
indicating  that  transition  is  not  complete. All three  sets  of  data  are 
presented  in figure 31. 
Heat  transfer  distributions for three  wave  laodels for tripped flow at 10 
degrees  angle  of  attack  are  presented  in  figure 31. The  heat  transfer  is 
observed  to  increase  aft  of  the  trip  vire  and  approaches  the  flat  plate  value 
for fully developed  turbulent flow as  given by the p, p theory  (ref. IS), 
based  on  distance  from  the  leading  edge.  The  heat trander coefficients on 
the .07" unswept  wave are slightly  higher on the  second  wave  than on the  first 
wave,  which  could  indicate  that fully developed  turbulent  flow was not  attained. 
However,  the  flat  distribution of heating  ahead  of  the  wave  indicates  that  the 
flow is f U l y  turbulent, so that  the  increase in heating on the  second  wave 
may  indicate  the  effect of changing  edge  conditions  or  boundary  layer  character- 
istics.  Unfortunately, no more  definitive  data  were  obtained  ib  the  present 
tests. 
Additional  turbulent  wave  data  were  obtained  from  test AD64"-1, which 
was a roughness  panel  in  the  tunnel  wall.  Unfortunately,  this  test was dis- 
continued  after  only  one  dzta run due  to  the X-20 program termination.  The 
single AD64W-1 heat  transfer  distribution for fully turbulent  flow  over a 
wave  is  presented in figure 31 (a). Data  are  presented  only f o r  the  first 
wave,  due  to  loss of the  oscillograph  traces  for  the  second  wave. 
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A summary of maximum turbulent  heating  rates  to  the  waves  is  presented I 
in  figure 32. All the maximum heating  rates  except  that  for Mm=6.95 were non- 
dimensionalized  using  the p ~1 theory  values.  That  datum  which  was  taken 
from  the m647 test, was ratioed  to  the  measured smooth body  heating  rate, 
since  there v a s  no reliable  way  to  evaluate  the  correct  effective  origin  of 
the  turbulent  boundary  layer on the  tunnel  wall. 
r r  
The displacement  thicknesses for the AD633 runs were  complted  uslng  the 
method  presented  in  Appendix B. The  displacement  thickness  for  the LD64m-1 
test was obtained  from a probe  survey of the  boundary  layer. 
For turbulent  flow  over  waves.- No analytic  method  is  available  for  pre- 
dicting  heating  effect of waves  in a turbulent  boundary  layer.  The  laminar 
shallow  wave  method  suggests a form of  correlation  in  which  the  constants A, 
€3, and C of  equations (A7), (A8) and  (Ag) are evaluated  empirically.  "he 
best  overall  agreement  with  the  present  data was obtained  using: 
A =  0 
B = 2.5 
C =  1 
r 1 
I l l  1 
This empirical  method  is  based on only  the  first  wave  maximum  heating 
points.  The  darkened  symbols  shown  in  figure 32 represent  the maxirmrm heating 
rate on the  second  wave.  Equation (4) is  compared  with  wave  data  from  refer- 
ence 2, in  figure 33. Although  the  data  reported in reference 2 are  taken 
from  three-dimensional  "bumps"  rather  than  waves,  the  data  are  also  seen  to 
agree  reasonably  well  with  equation 4, which  it  appears  that  three-dimensional 
effects  are  not  large  for  sinusoidal  waves in turbulent  boundarylayers., 
Grooves  and  Inverted  Waves 
Pressure  data.-  Pressure  distributions  over  an  inverted  circular  arc 
wave and two  swept  grooves  are  presented  in  figure 34 through 36. The  smooth 
plate  pressure  data  forward  of  the  grooves  are  comparedwith  oblique  shock  theory 
and  the  viscous  interaction  method  of Bertrm (ref. 20). The  oblique  shock 
theory  corrected  for  viscous  effects  is  in  good  agreement  with  the  data  for 
M a =  10, as shown  in  figures 34 and 35. The  viscous  interaction  method  (ref. 
20) predicts a larger  effect  for  the M,= 15 data  presented  in  figure 36. 
The w a l l  temperature  used  in  these  calculations was 520'R. 
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In the  case of the  inverted  wave  the flow expands  into  the  cavity  and 
recompresses  downstream of the  cavity. As shown  in  figure 34 the peak pres- 
sure  increase  at  reattachment  does  not  change  significantly w th angle of 
attack.  The  peak  pressure  does  however,  change  xith  cavity  width, as is 
shown  by  the  lower  peaks  aft of the  second  cavity. 
The  pressure  distributions for the 70' swept groove, figure 35, show 
little or no effect of the  grooves.  The  higher  Mach  number  data of figure 36 
also  show no effect.  However,  there  is only one gage downstream of the  groove, 
so that  the  absence of pressure  effects  is not well  established in this  case. 
Heat  transfer  data - laminar flow.- Data frcm four groove or cavity  con- 
figurations  were  analyzed  during  this study. Laminar  heat  transfer  distri- 
butions  are  presented in figures 37 through 42 for the four groove  types  which 
are : 
(a) Two unswept,  concave  circular  arc or inverted  waves  in a sharp  lead- 
ing  edge  flat  plate at M-= 10, figure 37. 
(b) A 70" swept  curve  bottom  groove in a sharp  leading  edge  flat  plate 
at MI = 10, figure 38. 
(c) A 70" swept  rectangular  cross  sectional  groove  in a sharp  leading 
edge  flat  plate  at M,= 15, figure 39. 
(d) A circumferential  rectangular  groove on the  cylindrical  leading 
edge  of 73" sharp  prow  delta wing, at M., = 8, figures 40, 41 and 
42. 
Inspection of the  data  for  the  four  configurations  reveals  much  the  same 
heating  distributions  for a l l  models. The heat  transfer  distributions  are 
characterized  by a sharp  decrease  over  the  groove,  followed  by a rise  above 
smooth  body  values  downstream  of  the  groove. In  all  cases  the point of max- 
imum heating  occurs  at  the  downstream  groove  edge or outside of the  groove. 
This  is  apparently  due  to  boundary  layer  separation  beginning  at  the  groove 
followed  by  reattachment  downstream  of  the  groove.  Bertram  and  Wiggs  (ref. 1) 
previously  observed  such  an  effect  in  oil fl w patterns on a sine  wave  cavity. 
The  heating  distributions  for  circumferential  leading  edge  grooves,  are 
presented  in  figures 40 through 42. In order  to  more  easily  examine  the  max- 
imum heating  rate,  the  data  are  plotted  against  distance  from  the  nearest  up- 
stream  groove.  Data  from  several  stations  were  found to agree  well  when 
plotted in this  manner. 
Zero  angle of attack,  zero  yaw  stagnation  line  data  are shown in figure 
40 (a). As shown  in  figure 40 (a), heating  rates  downstream of the  groove 
are  approximately 35 percent  above  the  smooth  cylinder  theory,  and  remains 
above  the  theory for about 10 groove-widths. 
21 
A n  attempt  was  nade to obtain  smooth  body  heat  transfer  coefficients  by 
retesting  the  model  with  the  leading  edge  grooves  filled  with  cement.  These 
data  are  also  shown i  figure 40 (b). The  filled groove data  show  effects 
that  are  similar to, but  smaller  than  those  exhibited  by  the  open  groove  data, 
which may be  the  result of some  slaall  remaining  surface  distortions.  The 
effect  could  also  be  due to differences i n  surface  temperature  caused  by  dif- 
ferences i n  thermal  properties of the  cement  and  the  base  metal. 
Data f r o m  the same model  at 10 degrees  angle of attack,  or 10 degrees 
angle  of  yaw  (figure 41) show  effects  similar  to  those  of  figure 40, with 
sllghtlylargerpercentage increases.  The  largest  percentage  increases, how- 
ever  (as  compared  to  the  theoretical  smooth  cylinder  theory),  are  observed  at 
locations  away  from  the  stagnation  line.  Those  data,  shown  in  figure 42, a
in  some  cases  as  much  as 90 percent  above  the  smooth  cylinder  theory.  However, 
part of the  increase  may  be  due  to  the  effect  of  the  wing,  since  the  filled 
groove data  also  fall well above  the  cylinder  theory.  Therefore, a line  was 
faired  through  the  filled  groove  data,  ignoring  data  in  the  proximity of the 
groove.  When  compared  to  this  faired  line,  the  increase  due  to  the  groove  is 
still  over 50 percent,  however. 
Since  an  analytic  solution  for  flow  over  grooves  does  not  exist,  empir- 
ical  correlations  were  attempted.  The  best  correla3ion  was  obtained  using a 
Russelt  number  based on groove  width  (hsmW/k,) and the  groove  width  to  depth 
ratio.  The  fisselt  number so evaluated  represents 2 ratio  of  groove  width  to 
8 boundary  layer  or  film  thickness.  The  groove  width (w) is  taken ut the model 
surface i n  the  direction  of  flow, and the  depth (E)  is  the maximum vhlue. 
The  proposed  correlation  is  presented  in  figure 43, using  the  observed 
maximum  heating  rates  for  several  types of grooves.  Some  additional  data 
from  references 1 and 4 8re  also  presented.  The  smooth  body  heating  rate  for 
the  reference 4 data  was  calculated  from prDr theory. 
The  data  are  seen  to  increase  vith  the  Nusselt  number  hsmW/kw, and to 
decrease  with W/H.. It  is of Interest  to  note  that  the  data from circumferen- 
tial  grooves  located on a delta  wing  leading  edge  are  also  correlated.  (The 
non stagnation  line  data  are  ratioed  to  the  filled  groove  data  rather  than 
to  the  cylinder  theory. ) The  agreement  of  the  leading  edge  data  with  the 
general  correlation  suggests  that crossflov pressure  gradients  have  no  large 
effect on groove  heating. 
Heat  transfer  data - turbulent  flow.- Two turbulent  heating  distributions 
for  grooves  are  shown  in  figure 44. These  data  are  from  tests  conducted  in 
the  Baeing  Hypersonic  Tunnel  with  roughness pn l mounted i n  the  tunnel  wall. 
Placing  the  roughness  panels i n  tunnel  wall  allowed  detail  instnunentation  on 
large d e l s  i n  the  presence  of a turbulent  boundary  layer  two  inches  deep. 
The turbulent  flow  heating  distributions  are  similar to the  laminar  dis- 
tributions  presented  previously  with  the  point of maximum heating  occurring 
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damstream of  the  cavity.  Canparison of the  two  curves  indicates  that for
similar  test  conditions  and  W/H,raunding  the damstream corner of the  groove 
does  not  significantly  reduce  the  peak  heating. 
V-Grooves 
A hemisphere  cylinder  and a swept  leading  edge  model  provided  with V- 
grooves  were  tested  at  the C.G shock  tunnel. The  V-grooves  are  located down- 
stream of the  lower  surface  shoulder of both  models,  and  have a width  to 
depth  ratio  of  approximately 1.0. 
Hemisphere  cylinder  model.- Laminar and  turbulent  heating  distributions 
are  presented  in  figure 45 and 46 for both  the  smooth  and  grooved  surface of 
the  hemisphere  cylinder  model.  "he  smooth  body  data  were  obtained from gages 
on  opposite  side of the  small  model.  The  peak  heating  in  all  cases OCCUTS 
downstream  of  the  groove  as  with  all  previous  groove  data. 
Maximum  measured  heating  rates  in  the  vicinity  of  the  groove  are  present- 
ed In  figure 47. Also sham in  figure 47 is  the  faired  curve  for  W/H = 1.66 
from  figure 43. The  laminar  data re not  grossly  inconsistent  with  the  figure 
43 curve,  excepting  the  unexplained  high  data  point  at a Nusselt  number  of 1.6. 
The  V-groove  data  show  an  increase  of  about 30 percent  at  the  lowest  Nusselt 
number  tested, a characteristic  also  exhibited  by  the  data of figure 43 for 
small values  of W/H. Close  agreement  between  the  two  sets  of  data  is  not to 
be  expected,  however.  The  V-groove  data  are  subject  to  three-dimensional 
flow  effects  and  streamwise  pressure  gradients  not  present  in  the  data of 
figure 43. 
The  turbulent  flow  data  show a consistent  increase  of  about 25 percent, 
again  excepting a single  higher value. The  smooth  body  data  for  the  same 
run conditions show a local maximum In the  heating  rate  approximately 2 inches 
f r o m  the  hemisphere  shoulder,  from  which  it  appears  that  the  boundary  layer 
may  not  be  fully  turbulent  at  the  groove  location. 
Sweut  leadinR  edRe  model.-  The AD642 swept  leading  edge  model,  which  was 
provided  with a V-groove  downstream of lower  surface  shoulder,  was  tested  at 
sweep  angles  of 55", 600, 650. Smooth  body  measurements  were  obtained  from 
gages  located  on  the  upper  surface.  Spanwise  laminar  and  turbulent  distri- 
butions  are  presented  in  figure 48 and 49. The  heating  rates  have  been  non- 
dimensionalized  with  the pr pr theoretical  stagnation  line  heating  rate,  and 
are  compared  with  the pr p theoretical  heat  transfer  distributions. The 
laminar  leading  edge  data  are in good  agreement  with  the  theorjr. The  turbul- 
ent  data  however  fall  somewhat  below  the  theoretical  distributions  near  the 
shoulder. 
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The laminar  data from the  grooved  side  of  the  model  show  little  or no 
increase  in  heating  except at a sweep  angle of 55". For this  reason  only  the 
data  at A =  55" are  shoun in the  correlation  presented In figure 50. The 
peak  heating  rates  presented in figure 50 were  normalized  with  the  measured 
smooth  body  values  and  pres  nted  as a flmction of the  width  Nusselt  number. 
There  appears  to  be a slight  increasing  trend  with  Nusselt  number,  but  much 
less  than  that  shown  in  figure 43. As with  the  hemisphere  model,  the  number 
of gages  that  could  be  installed  on  the  model  was  limited,  and  the  observed 
values  may  not  be  the  actual maxirmms. 
T-Groove  on a Hemisphere  Cylinder  Model 
The  T-groove was prodded to  simulate a joint on a nose  cap  constructed 
of ceramic  tiles.  The  groove  shape,  and  location  are  shown  in  figure l(e). 
Figure 51 presents  laminar  heat  transfer data taken  both  within  and  outside 
of the  T-groove,  and-are  compared  with  the  theoretical  smooth  body  distributions. 
The  theoretical  distribution  were  obtained  from  the  Nonslmilar  Boundary  Layer 
Computer  Program,  which  is  discussed  in  Appendix C of  this  report.  The  data 
have  been  normalized  with  the  respect  to  the  theoretical  stagnation  point 
heating  rate.  Some of the  data  near  the  stagnation  point  are  higher  than  the 
predicted  values,  which  is  attributed  to  vorticity  interaction  effects. 
Turbulent  heat  transfer  distributions  are  presented  in  figure 52. The 
data  have  been  normalized  with  the  theoretical p 1 turbulent  heating  rate 
on a 60’ swept  infinite  cylinder.  The  turbulent  data  indicate  the  heat  rate 
in the  groove  is  nearly  equal  to  the  smooth  body  heating  rates. 
r r  
It was found  that  the  laminar  heat  transfer  data  from  gage 27, which  is 
located  at  junction of the T, could  be  correlated as a function  of  Reynolds 
number  based on  local  properties  and  slot  width.  This  correlation,  shown  in 
figure 53, indicates  the  heating  rate in the  groove  increases  as  the 1.8
power of the  Reynolds  number. As shown in  figure 53, the  laminar  data  are 
well  predicted  by: 
Aft  Facing  Step 
Pressure  data.-  Figure 54 shows  aft  facing  step  base  pressure  coefficient 
pressure  data a s  a f’unction of  edge  Mach  number.  Since  the only aft step 
tested  during  the X-20 Program was  that  on  the AD64W-1 swept  leading  edge, 
data  of  other  investigations  (such as and  footnoted  below)  are  used  in 
the  comrwrison.  The  pressure  coefficient  for  the  turbulent  boundary  layer 
Strack, S. L. : Heat  transfer  at  Reattachment  of a Turbulent  Boundary  Layer. 
D2-22430. Available on loan  from  The  Boeing  Company 
Strack, S. L. and  Lorenz, G. C. : Heat  transfer  at  Reattachment  of a Tur- 
bulent  Boundary  Layer  at M = 6. ~2-23058. Available on loan  from The 
Boeing  Company. 
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data  shows a general  correlation  with  edge  Mach  number,decreasing  approx- 
imately as the  inverse-square of the  Mach  number.  The  few laminar data  avail- 
able  exhibit a similar  trend.  The  cylindrical  leading  edge  data (AD64W-1) 
show  slightly  higher  values  than  the  other  data  for  both  laminar  and  turbul- 
ent  boundary  layers.  Generally,  however,  the  data  show  little  effect of body
geometry. 
In order  to  determine  boundary  layer  effects,  the  same  data  are  plotted 
in  figure 55 .  The ratio of step  height  to  undisturbed  boundary  layer 
momentum  thickness  has  been  chosen as the  scaling  parameter.  This  selection 
was made  for  convenience;  displacement  thickness  would  be  equally  satisfactory. 
Figure 55 shows  Mach  number  to  be  the  primary  variable.  The  effect of  H/0i s  
confined  to  the  region  where  H/8  is  less  than  about 20. The faired  lines of 
constant  Mach number are  seen  to amee well  rlth  the liplit  established  the 
theory  of  Korst  (ref. 9 ) for  large  values of H/0. 
Figure 56 shows a correlation  of  the maximum pressure  ratio  near e- 
attachment  with  the  parameter  Me  sin A U  for  constant  values of H/8, where 
Me  is  the  Mach  number  of  the  inviscid  flow  after  expansion  over  the  step 
and Avis the  Prandtl-bleyer  expansion  angle  at  separation  corresponding  to 
the  measured  base  pressure.  The AD642 data  are  from  the  farthest  downstream 
gage  which was always  the  highest  value of the  three  gage  measurements.  The 
dashed lines in  figure 56, indicete  the  apparent  trends of the maxinnim pres- 
sure  ratio  for  constant  values  of H/e. The  solid  line  in  this  figure  re- 
presents  the maximum pressure  ratios  which  were  calculated  by Roshko and 
T h d e  (ref. 8) using  Korst  results. 
Heat  transfer  data - laminar  flow.-  Figure 57 shows  heat  transfer  dis- 
tributions fo r  laminar  boundary  layer  flow  over  the AD64W-1 model.  These 
distributions  were  normalized  with  the  measured  stagnation  line  values  and 
show a marked decrease  in  the  heat  transfer  rate  at  separation  with a grad- 
ual  Increase  to  the  attached  value. The reattachment  points  shown were pre- 
dicted using measured  base  pressure  and assuming a linear  separating  stream- 
line  and  compression  through a plane  oblique  shock. The predicted  re- 
attachment  heating  rates  were  obtained  using  equation (6) below. 
hreattachment . (' *e)reattachment 
hf3II-l (P Ue)sm 
_ _ -  - 
This  approximate  relation  is  based on the  equation: 
a 
which is a  slight  generalization of an equation by Lees (ref. 22). In 
equation (7) n is one for laminar flow and 4 for turbulent flow. The star (*) 
denotes evaluation at the reference temperature condition defined as 
T* = .5  Tw + .28 T, + .22 Taw 
( 8 )  
To evaluate the effect of a sudden compression on heat transfer coef- 
ficent as given by  equation (8) we write 
1 /n+ 1 
h+ - ( 9 )  
h- * * l/n Ue) 
"
- 
where subscripts + and - indicate evaluation just  downstream and just up- 
stream of the compression respectively. If the compression occurs over a 
small distance the two Integrals  must be equal, since 
p *  p *  ue dx = p*  p *  U, dx + (X+ - X-) p *  p *  ue + .. . (10) 
0 0 
and for small values of (x+ - x,) 
Therefore equation (9) reduces to : 
Since the change In  T+ are small and changes in T+ and M* tend to compensate 
equation (12) reduces to 
Since no assumption has been made regarding boundary layer state, 
equation (6) applies to either laminar or turbulent flow. Equation (6) 
would also be applicable In the presence of flow separation  provided no 
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appreciable  increase in the integral of equation (9) occurred over  the separ- 
ated region. Since the integral represents the effect of wall shear on the 
boundary layer growth, it seems  reasonable that small shear forces In the 
separated region are also negligible. In the case of separation the sub- 
scripts + and - w o u l d  refer to conditions  just  ahead of separation and  just 
downstream of reattachment  respectively. 
The aft facing step  heat transfer predictions  presented in this report 
are obtained  equation (6) . Since the velocity change-is small, a pre- 
diction based on the pressure ratio alone would give nearly the same result 
as equation (6) . 
The point of peak heating and pressure are assumed to occur at the re- 
attachment point. In the physical case the point of reattachment is forward 
of the point of peak pressure (ref . 8 and 10) 
The kD642M-1 lamlnar heat transfer data were campared with that of R o r  
and Seglner (ref. 7). Rao! and Seglner indicated an increase in heatlng aft 
of the step of seven times smoth body values. These data  arc  believed to be 
high because of incorrect  smooth  values due to boundary layer transition. 
Data f r can  a  gage  aft of the  reattachment  point  show  a  trend vith Reynolds 
munber to the .8 power, which indicates transition occurred between the step 
and the reattachment point. 
Heat transfer data - turbulent flow.- Figures 58 and 59 shows AD64w-1 
heat transfer distributions  across the step for various edge conditions. 
These distributions  show that the heat transfer rates decrease to a very 
low value in the separated region with rather abrupt  increase across the re- 
attachment  zone with a maximupl occurring  just  downstream of reattachment. 
After reaching a maximum, there is  a tendency for the heat transfer rates to 
decrease slightly. The mutinrum heat transfer rates in these distributions 
appear to be less than have previously been observed for reattaching flows 
(ref. 5, 6 and 12). The point of peak heating,  however, may have been nissed 
due to insufficient instmentation. 
The heat transfer rates sham are referenced to the heat transfer up- 
stream from the step edge and not the heat transfer rate at the step edge. 
k capparloon  of the theoretical heating rates,  based on p p theory (ref. 
15) are presented in figure 60. The data sham in this figure indicate that 
stagnation line heating rates agree with the theory upstream of the step. 
However,  just  ahead (.Ut' from step) of the step edge the measured heating 
rate departs from the theoretical values. "he  erratic behavior of the heat- 
ing rates in this area  might  be  suspected to be the result of pressure dis- 
turbances being transmitted upstream from the separated  zone through the sub- 
sonic portion of  the boundary layer or flow acceleration. The.lirited amount 
of pressuxw  data  available did not show a variation other than data scatter. 
Additional experimental investigation would be advisable to detefmine whether 
a critical condition erists in this area. 
r r  
The peak heating rates aft of the step are presented in figure 61 as a 
function of base pressure and H/9. The curves sham represent the heat 
transres oacfficient ratios calculated using equation (6) and the pressure 
correlations in fi s 55 and 56. Although there is considerable data 
scatter, equation F a p a r s  to predict the general level of the data. 
An snalpis of experimental data was perfom& to determine the effect 
of surface waves, grooves and a f t  facing steps on heat transfer and pressure. 
The data show that large increases in local heating rates can result f’rom 
s a l l  irregularities. In contrast to =st aerodynamic heating effects, 
the effect of surface m@ness on the heating rate vas found to be much 
greater than the acco~pmying eifect on the local pressure. Comparison of 
the wave pressure data with the calculated  inviscid value indicates the 
presence of the boundary layer has a significant smthing effect on the 
presmmz distribution. 
For  the  conditions  of  the  test,  the  increase  in  heating  due  to  a  wave  has 
been  shown  to  be  primarily  dependent  on  roughness  height  and  Mach  number.  The 
effect  of  wave  shape  and  sweep  on  heating  are  secondary  of  importance.  Sweepin 
a  wave  generally  resulted  in a little  or  no  reduction  of  peak  heating  rate  as 
compared  with  a  wave  of  similar  cross  section.  Data  from  one  swept  wave  was 
shown  to  be  higher  than  the  unswept  values. 
Theoretical  considerations  suggest  the  trends  observed  are  not  general. 
For  waves  that  are  small  compared  to  the  boundary  layer  thickness,  theory 
indicates  the  heating  effect  is  primarily  due  to  the  protrusion  of  the  waves 
into  the  hot  boundary  layer.  In  this  case  the  external  flow is relatively 
unaffected  and  the  heating  increase  depends  primarily  on  the  wave  height to 
boundary  layer  thickness  ratio.  If  the  wave  is  large  compared  to  the  boundary 
layer  thickness,  however,  the  effect  on  the  external  flow  will  be  much  more 
important.  For  very  large  waves  the  discussion  of  reference 14 suggests  that 
the  heating  trends  may  be  expected  to  be  qualitatively  similar to the  p essure 
distribution  and  thus  would  be  affected by wave  sweep  and  wave  shape. 
An apalytic  solution for laminar attached flow m e r  two-dimensional 
shallow waves has been shown to be in good agreement with u r p e m n t a l  re- 
sults. The-attached flow theory was indicated to represent the maxiwua in- 
crease in heating even for  the separated  case  and  compared well with data 
where separation had occurred  ahead of  the waves. 
Analytical predictions for the swept wave were not as good. The theory 
predicted a decrease in heating rate  due to sweeping  a wave, while a limited 
m t  of d a t a  indicated the peak heating rate on the swept wave to be equal 
to or greater than on the sape unswept wave of similar geometry. The theory 
-ever does  not consider three dimensional effects,  and this may account for 
some of the observed  difference between the theory and data. 
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Maxlmm heating rate increase due to a  groove or cavity occurs  downstream 
of the groove. The aRrimrm heating rate  data from @moves of many different 
geometric  shapes  and test conditions  correlate well with the use of a Husselt 
number based on groove width and a ratio of ep.oove width to depth. Data irom 
V - m v e s  on a henisphere cylinder and  swept  heaicyllnder-flat  plate  models 
fall below the proposed  correlation. The models, however did not contain 
sufficient  instrumentation  downstream of the groove to measure peak heating 
rate. The cavity  data  correlated in this manner indicated the heating rate 
increase to be independent of the local Mach number which was also observed by 
Bertram and Wiggs (ref. 1). Pressure gradient  effects on araxlmum groove heat- 
ing were observed to be small as  shown by coeparison of data from a  grooved 
delta wing leading edge model vith that from a flat plate. 
A semi-empirical  method to predict  aft facing step  reattachment heating 
based on step base pressure and a marlmum reattachment  pressure correlation 
was in agreement with the data. The base pressure data approach the values 
predicted  by the thin boundary layer theory of Korst (ref. 9) .  
The overall pressure change (reattachlent to value at top of step) was 
shown to be smell. Since  heat transfer is  related to pressure, the small 
obsenred  changes in peak heating at reattachment are therefore  consistent 
with the pressure. Comparison of data from a step on a  swept leading edge 
with results from flat  plates  show little effect of pressure  gradient on 
peak  heating. 
Heat transfer data from a gage  located  just upstream of the step indic- 
ated heating substantially above that predicted by swept  cylinder  theory. The 
pressure  data from the same location did  not show an effect other than data 
scatter. Further experbental investigation may be required to determine if 
a heating  problem  exists at the upstream edge of the step. 
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By R. T . Savage and A. L. Nagel" 
Shallow  surface waves can originate because of thermal buckling or  can 
be intentionally  introduced during fabrication to stiffen surface panels. 
Because of the relatively  smooth  contours  presented by  this  type of surface, 
the local boundary layer flaw is more amenable to analysis than that over 
other types of surface  irregularities. The analysis  presented in this section 
is  limited to attached flow over two-dimensional waves with a height to width 
ratio sufficiently small so that the usual baundarg layer concepts are valid. 
For sinusoidal waves this  condition  is  satisfied if: 
where 61s the boundary layer thickness. 
These criteria were obtained from an  6rder of magnitude  analysis  of the 
terms usually neglected in the boundary  layer  solutions. Application of the 
theory beyond these limits  require experimental verification before the 
results can be accepted with confidence. 
1 
The variation in distance of a streamline  outside of the boundary layer 
is given  by the displacement  thickness. The displacement thickness fer a1 
smothlplate I s  given by: 
- .  - "- - " _" - - "" * The Shallow Wave Analysis was developed by R.  T. Savage and A. L. Nagel 
during the X-20  development period. This analysis was further extended 
during Contract NAS 8-11321. 
where Yref is equal to or greater than the boundary layer thickness. 
The displacement thickness over the wave I s  given by: 
where Ay is the 
conservation of 
+&-R 
Y,,f + Ay - R - Cref dy 
(P ,  Ue) 
streamline  displacement due to the wave. In order to satisfy 
mass 
CeffDyR p u d y =  (P U)sm 'Y 
Substituting ( A l )  and (A2) into (A3)  and rearranging  gives 
If it is assumed that the pressure  distribution can be computed from S&U. 
perturbation theory, the maximum change i n  pressure over a sinusoidal surface 
I s ,  for supersonic flow, 
P - P  Y T M e  2 
max sm - 4r 
Psm [Me2 - J 'I2 
Hence, 
Substituting (A5a) into (Ah) eves 
+ * Y r M e  2 R  
Equation (A5b) I s  rearranged to give 
1 [Me2 - l] 1/2 
2 (Ap/P) W/R 
M e  1 
Defining the following: 
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also, 
equation (A6) can be< transformed Into 
we can replace bp wlth Qa using (A9) . 
How, 
P Q 
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or 
T h i s  can be expanded t o  
Collecting conunon powers of 
b C  + CD (R/6 *sm)] r+r + [I + ABC + (BCD - 1) R/6 h q 49 q 
- B (R/6 *sm) = 0 (A15) 
or 
Then can be obtained using the quadratic  equation as given by 
Q 
qmax 
- 
qsm = $ (- K 1  + [K12 + 4 K2]1'2} 
qsm , 
where 
K 1  = [l + ABC + (R/6*sm) (BCD - 1,I (AC + CD R/6*sm) (A18) 
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.. .... _. ._.""." " - 7  
K2 = (R/a sm) B (AC + CD R / b t s m )  
* 
Correlations of parameters B and C have  been  obtained  for  laminar  flows 
using  the  Aonsirilar  Boundary  Layer Program (Appendix C ) .  The  effects  of 
sinusoidal  pressure  perturbations on peak  heating  rates  are  shown  in  figures 
62 and 63. Results  shown  in  figure 62 indicate  that  the peak heating  rate  is 
nearly  proportional  to  the  pressure  rise  except  when  boundary  layer  separation 
is  approached. This linearity  is  used  in  establishing  the  correlation sham
in  figure 63. Results  indicate  that  the  increase  in  heating  is  independent 
of Mach  number, but is  somewhat  dependent on w a l l  cooling.  It  is  seen  that 
C z 1/( -78 + -84 HJH,) except  for  very  highly  cooled  surfaces. This expres- 
sion  is  reconmended for all surface  cooling  ratios,  since  any  inaccuracies 
should lead  to  increased  estimates of heating  rate. 
A similar  approach  is  used  to  determine  the  effects of sinu oidal  pres- 
sure perturbations on displacement  thickness.  Again,  the  displacement  thick- 
ness  parameter (b*sm-b+min)/a*an is  nearly  proportional  to  the  pressure  rise 
AP/P. The  value  of  1/BC  is  seen to be  roughly .4 except  at  for  highly  cooled 
surface.>. As rlth  the  heat  transfer  correlation,  assuming a constant  value 
of .4 all lead  to  conservative  estimates  of (Qmax-qsm)/qs, 
It appears  reasonable  to assume that  Yre~fs,- For supersonic  flow 
[ peue-(Peue)sm]/(Peue) is  roughly  proportional  to  the  pressure  rise AP/P. 
Hence,  the  parameter AC should  remain  approximately  constant. The value  of 
AC has been  selected  as . 3  based on analysis of experimental  heating  transfer 
data. 
The 
equation 
R/b" and 
increase in heating  due  to a wave in laminar  flow as calculated  usinn 
presented  in  figures 64, 65, and 66, for 
- 
e 
I 
APPENDIX B 
METRODS FDR C0"I'IXG BOUNDARY LAYER DISPLACEMENT THICKRESS 
Laminar  flow.- The 6* presented  herein  were  obtained from 
program, which  solves  the  laminar  boundary  layer  equations for  
flow  of  real  gas.  The  equations  were  solved in the  similarity 
restricted  to  flat  plate  flaw.  The  results  are  represented  by 
- K e = B M e 2 + C -  8 *  Tw 
X Te 
a computer 
compressible 
form and  are 
the  expression 
The values for the  coefficients B and C are  presented in figures 67 and 
68. "he calculations  for B and C coefficients  were  made  for a constant 
pressure  of .01 atmospheres.  It  was found that  pressure has very  little  effect 
on 6* C e / x  for  edge  temperatures  less  than  about 6000'R. The  Reynolds 
number I s  based  on flow condition at the  boundary  layer  edge. 
The above  calculations  were  made  by W. K. H. Kressner of The Boeing 
Company. 
Turbulent  flaw.-  The  turbulent 6* used  herein  were  obtained  from the 
fonn  factors of figure 69 and  momentum  thicknesses  from  the pr pr method 
(reference 15). The turbulent fonn factors  presented  were obtained by R.T. 
Savage of The  Boeing  Company  using  the  Crocco  energy  integral (Pr = 1) and 
the 1/7 parer law. The results are supported  by  experimental  data  presented 
by  Sivells and Payne  (reference 23). 
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The  purpose of the rSonsMlar Boundary  Layer Program is to  integrate  the 
1-r boundary partial differential  equations using finite  difference  methods, 
but without  the  use of slmilarlty  assumptions. 
nearly  all  published  exact  laminar  boundary  layer  solutions  have  been 
obtained using the  concept of similarity.  These  solutions,  which  must  be  ob- 
tained  numerically,  require  that  the  viscous  flow  partial  differential  equa- 
tions  be  transformed  to a set of ordinary,  non-linear  differential  equations. 
In the transfomed system  the  flow  properties  are  expressed a8 functions  of a 
single  similarity  variable,  and  are  therefore  independent of chordwise  location. 
Unfortunately,  the  transformation  is  possible  only  for  special  flow  conditions 
which are rarely  realized on realistic  configurations.  The W i n g  Nonsimilar 
Program was developed to avoid  such  limitations. 
The  Nonsimilar Program can  calculate  either  stagnation  or  nonstagnation 
boundary  layers  with  arbitrary  pressure  gradients,  wlth or i out mass in- 
jection.  Three  dimensional  flaw  effects  are  calculated  using  the zero cross- 
flow approximation,  which  implies no rotation  of  the  velocity  vectors  within 
the  boundary  layer.  The  program is also  limited  to  attached  flow. The 
program is capable of initiating its own boundary  layer  solutions,  given 
only external flow properties, for either  the  stagnation  point  or  sharp  tip 
cones and plates. 
The program  described  herein  treats  air in chemical  equilibrium.  The 
program can  be  applied  to  ideal  gas  and  other  fluids  by  changing  the  tabulated 
gas transport  property  tables. 
Specific  inputs  required for the  program  are:  pressure.  wall  enthalpy, 
a three dimensional flow parameter, r, and  its  derivative, , streamKise 
velocity  gradient  and  the  normal  velocity  at  the  wall, as functions  of  stream- 
wise  distance (x). !The user  must  also  specify an iziitial  and f i n a l  value  of 
dx 
x, x-increncnts,  printout  instructions,  and a limit  value q,, (described 
below) . 
* !Chis coQIpnter program was developed  by A. L. Nagel  and R. T. Savage  during 
the X-20 development program. 
I "  
Basic equations.- The equations solved by this computer  program are the 
standErd boundary layer equations of state, continuity, x-mmentum and  energy. 
These equations are given below in the form used by the program for evalu- 
ation at a vertical position in the boundary layer yi. 
EQUATION OF STATE 
P p =- 
R (zT) 
where subscript  i - 1 refers to y = YI - AY- 
X"0" 
ax pu 
ENERGY 
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Equation (C2) is  obtalned f'rom the  continuity  equation  by  introducing 
equation  (C3) and (C4) to eliminate au/ax and )H/ax. ?io atomic  diffusion 
terms  are  required in equation  (C4) as this  mode of energy  transport  has  been 
included in the  FVandtl  number. The numerical form of these  equations a s  
used by the  program  is  obtained  by  replacing l l  y-derivatives with 3-point 
central  differences. 
Forward intearatlog.-  Since v is  expressed  as a Arnction of input  data, 
v can  be  detemined  explicitly  at  each  point in the  boundary  layer  at  the 
initial or start  position.  With v defined  and  the  initial u and H profiles, 
au/)x and )H/8x can now be  determined.  With h/)x and  aH/ax  determined, 
the  profiles  at  the next station can be obtained  by  forward  integration  using 
equations ( ~ 5 )  and ( ~ 6 )  
U 
x+Ax = + + y  X AX 
Hx+Ax -Hx+g A x  - X 
This scheme of calculation  is  presented  in  the  sketch  below: 
u,H,P,  etc 
z,T, P, p,Pr, HY /2, and  y-derivatives 2 
alculate v 
au/ax, OH/~X 7 
jr 
* 
(1) Calculate new u and H 
(2) Calculate p ,  b,Pr,  y-derivatives,  etc 
(3)  Calculate v 
(4) Calculate au/)x, a H/)x 
4 
Repeat  above  procedure  until 
end x is  reached. 
- x  
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I I 
The sequence  of  calculations is es follows: 
1) Calculate v, du/ax and )H/ ) x  for Y = UY, x = xoy beginning with 
i = 1 and  continuing  until  reaches a limit  selected  by  the  user 
as described  below. 
2) Calculate u (xo +Ax) and R (xo + Ax) using  equations  C5  and ~ 6 .  
3) Repeat  step 1 at x = x. +Ax, repeating  steps 1 and 2 until 
x = Xfinal, where Xfinal is a limit  established by the  user. 
At  each  point in the  boundary  layer, a similarity  parameter Q I s  cal- 
culated  using  equation (C7) 
A value of flmaxis  an  item of input  used  to  limit  the  number of calcul- 
ations in the  Y-direction,  which are to be printed out. 
Also calculated  at  each  station (x )  are  the  boundary  layer  displacement 
thickness,  heating  rate  and  shear  at  the wall, using  equations (CS), (Cg)  and 
(c10). 
b * = ( [ l - & ]  Pe ue dy 
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The  heating  rate  and  shear  at  the  wall  are  calculated  using  the  energy 
and mamentum  integral  equations  rather  than  the  definitions  because  much 
greater  accuracy is obtained  than  by  using  numerical forms of 
TW = LA ($)w 
and 
qw = k(E) W 
For problems  without  vorticity, re= 0. For  cases  with  vorticity, 
(&/a), is input  as a Function of x. 
Stamation m i n t  calculation.- The Bonsimilar  Program  has  also been used 
to  calculate  stagnation  point  boundary  layer  characteristics  by integmting 
with  respect  to a fictitious  distance 8 ,  as follows: 
H i  = Hi  + - 
Where x. = initial x location 
AS - a fictitious  Increment of length 
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dH/ )x and )u/)x are calculated  exactly as before. In equation  C13 x. is 
a location  arbitrarily  near  the  stagnation  point.  Initial  y-profiles ofuand 
H must  be  provided  at x = xo; however,  these may consist of values at only 3 
points . 
The  velocity and enthalpy  profiles  are  corrected until the  following  con- 
vergence  criteria  is  satisfied  at  each  position  in  the  boundary  layer. 
where u is a value from the  input  velocity  profile. LIST 
The tolerance on the  convergence  criteria may seem  unnecessarily  large, 
however  comparison of shear znd heating  rate  results  with  other  theories  have 
been  in  excellent  agreement. 
Once  the  convergence  criteria  has  been  satisfied,  the  calculations pro- 
ceed around the body as discussed in  the  previous  section. 
Gas  properties.- "be program  treats  air in chemical  equilibrium.  The 
program  can  be  applied  to  air as an  ideal g a s  and to other  fluids  by  changlng 
the  tabulated gas transport  property  tables. 
The transport  properties  for  equilibrium  air  were  based on a nine  species 
model (N9, 02, NO, N, 0, N+, OC, NO+ and  e-)  and  computed  using  the  collision 
integrd method of Chapnen and Enskog (ref. 24). The transport  properties 
are built  into  the  program  as  tabular  functions of e thalpy and pressure 
L. 
T = f(P, H - $) 
z = f ( P ,  H - 2  u > 
p = f ( P ,  H - $ )  
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The integral of the Randtl number  is  used to eliminate  errors  intro- 
duced  Into  the  finite  difference  calculations by the  oscillations  in  the 
Prandtl  number, as sketched  below: 
Enthalpy 
The oscillations  cause a large  Prandtl  number  gradient  to  exist  between 
adJacent  nodes  at  which  claculations  are made, leading  to  oscillations  in  the 
calculated  heating  distributions.  Therefore an zveraged  Prandtl  number  is  cal- 
culated  over two nodes by: 
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I 
where 1 refers to evaluation  at yi 
1 + 1 refers to evaluation  at  yi + A 7  
1 - 1 refers to evaluation at  yi - A y  
Humerical 1nstabilitu.- One of the major problems of the solution of 
partial differentlal equations by numerical methods is the stabillty of the 
numerical procedure. The finite  difference  solution I s  sa id  to be n\tlerically 
unstable if any small emor introduced into the calculations  increases  as 
the computations  progress. 
A stability  criteria was obtained  by  applying the small disturbance 
approach to the xlpomentum  equation. The resulting stability  criteria I s :  
A x 5  c b y 2  
P 
where c is a constant on the order of 1. An analysis of the energy  equation 
will yield  similar  results. This criteria is applicable  at  any  point in the 
flow. The program uses the same Ax for all values of y and the minimum A x  is 
used to insure stability. 
For incompressible flows, A x  is smallest  at the first  point (Y= Ay) in 
the boundary layer.  Therefore,. 
2 
PWALL A Y ~  PWALL u, AY 
A X~~~~~ 5 PWALL U A y -   ALL 
where lV is the number of points in the  boundary  layer. 
For the case of a highly  cooled w a l l A x  I s  generally  snallest  at STABLe 
the boundary layer edge. This leads to 
m e  maximum A k B m  that the nonsiailar program w i l l  accept  and still rearaln 
stable is the  smallest of the tV0 values from the above rclhtlons. 
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Sample solutions.- This p r o m  has been used with success on problems 
Involving mass injection, mass removal (leakage), and shallow surfhce waves. 
A calculation of the incompressible flow flat plate boundary layer is compared 
wlth the classic solution In figure 70. 
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, 
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f 
l l  
M e 1  
total 
presrurc 
Po- Psi1 
hock I 
amber 
AD46y-1 - 1 2.06 
.%5 
h . b  
10.1 .5 x 10 6 3 4 0  10.68 x 10 6 
10.2  2.0 x 10 1640 11.85 x 10 6 
10.1 .5 x lo6 340 10.66 x lo6 
10.2  2.0 x 10 1640 11.85 X 10 
6, 15 l.6-14 x lo6 700 - 3300 13-44 x 10 
6, 15 .12-16 x 10 6 1200 - 3900 13-w, X 10 6 
6 
I 6 
AD63jn-1 
AD63Jn-2 
e m  and 
1964211-1 
ID647M-1 
AmC sharp f l a t   p l a t e  
tnnuel "C" with aide plates 
CIL Halsphere cylindex 
Shock Swept leading bdge 
t m e l  
Boeing Boughnrr p n e l  
Eypermonlc mmtrd in t m a e l  
vind tamnal W d l  
model 
C I L  sharp f la t  plat. 
Shock 
izxmcl 
O I o  
14.7  .073 x lo6 1oM) y3 x 10 6 
15.2 .260 x 106 3900 30.5 x 10 6 4.45 1 1.14 10 15 
Table 1.- Nominal t e s t  conditions. 
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c 
I> 
Beat transrer 
X Leading edge heat transfer gages . 
Section A-A 
(a) AD465M-1 Delta wing model 
Ngure 1.- Model drawings 
Note: Instruments  loaated along centerline of plate for svept 
vave or groove insertm. For unsvept roughness inserts 
gages located on centerline and 0.5 inches ircm centerline. 
I 16 I 
I 
t 
b) AD633 Fla t  plate  models. 
Figure 1.- Continued. 
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7 
r 
Insert material 
321 etainless steel 
Insert W' - R S 
" 
I1 .7" 
I2 
I4 
I4 -7n .04" . 5" 
.07" .5" 
7" *07" .5" 
+" See Below - 
1.1 Sine Wave 
A r 7 
OD .9111 .035it1- .0365- 
70' .9l" .035i' - .0362" 
0. "-c .0316 - .0363" u 
O0 1 . 57'' .0363" - .037i' 
( c )  AD633M-1 Re-run surface  roughness  inserts 
Figure 1 .  - Continued 
(d) AD633M-2 Surface roughness inserts 
Figure 1.- Continued 
@Heat transfer gage. 
(e) AD642M-1 Hemisphere  Cylinder Model 
Figure 1.- Continued 
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Span extensions for 
(f) AD6bW-1 Swept hemicylinder leading edge model 
Figure 1.- Continued 
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A B 
Note: Heat transfer gages located along centerline, prcseure 
gages -75 Inches off the centerline. 
( g )  AD64pf-1 2-D Iozzle and roughness panel insert 
Figure 1.- Continued 
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- .. 
Note: Al horiooatal dlmenmioarr QP 
panel centerline 
(h) ADf347M-1 Surface  roughness  panel  inserts 
Figure 1. - Continued 
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- 9" 1 
Note: Osges are located along centerline of d e l .  
I) AD713 X-1 f lat  p lnte  model and roughness inserte .  
Figure 1. - Concluded. 
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Figure 2.- Thermocouple  trace 
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Figure 3.- ~ ~ 6 3 3 ~ - 2  Conduction correction of heat transfer data based on Thamas- 
Fitzsimons method. 
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Figure 4.- Conduction  error  in  surface  roughness  heat  transfer  data 
p pr f l a t  p l a t e  theory, turbulent 
flw, origin at leading edge. 
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Figure 5 .  - Effect of trip  wire on the wave heating 
distribution. M, = 10.2 , P I o  = 4.48 
psia; Ho = 11.85 x lo6 ft2/sec2, 'JRe,L = 
4.66 x lo6 
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Figure 6.- Pressure distributions on an unswept  circular arc y8ye on 
a sharp flat  plate. M, = 10.1; PI, = .965 psia, H, = 
10.68 x lo6 ft2/sec2; = 1.16 x lo6 
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Oblique shock theory 
"- Bertram (ref. 20) Tu I *au 
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Figure 7.- Pressure  distributions on an unswept  sine  wave  on a sharp 
flat  plate. M, = 10.1; P', = .965 psla, Ho = 10.68 x lo6 
ft2/sec2; NRe,L = 1.16 x lo6. 
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Figure 8 . -  Pressure distributions on a 70" swept circular arc 
wnve on a sharp flat plate. M, = 10.1; P '  = 
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Figure 9.- Pressure  distributions on an unewept  circular  arc 
wave on a sharp flat  plate. M, = 10.2; P', = 
4.48 psia; H, = 11.85 x lo6 ft2/eec2, IVRe,L - 
4.66 x lo6. 
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Figure 10.- Pressure distributions on an  unswept  sine wave on a 
sharp  flat  plate. M, = 10.2; PIo = 4.48 psia; H, = 
11.85 x lo6 ft2/sec2/ NRe,L = 4.66 x 10 6 . 
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Figure 11.- Pressure distributions on a 70" swept circular arc wave 
on a  sharp f lat  plate .  M, = 10.2; P '  = 4.48 psla; H, = 
11.85 x lo6 ft2/sec2; NRe,L = 4.66 x lo6. 
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Figure 12- Pressure distributions on unewept circular arc wave on a 
blunt f l a t  plate. M, = 10.2; PIo = 4.48 psla; Ho = 
11.85 x 10 6 ft2/sec2; NRe, L = 4.56 x lo6 
Bertram and Bardell (ref. 21) 
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Figure 13.-  Pressure distribution on an unswept sine wave  on a blunt 
f la t  plate.M, = 10.2; PIo = 4.48 psia; Ho = ll.85 x lo6 
ft2/sec2; NR,, = 4.56 x 10 6 . 
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Figure 14.-  M a x i m u m  pressure data - theory comparison fo r  waves on 
a sharp f la t  plate. -- Laminar flow, M, = 10.1; P', = 
.965 psia; Ho = 10.68 x 10 6 2  f t  /sec2; N R ~ , ~  = 1.16 x 10 6 . 
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(b) Unewept ciroular arc wave W/R = 10 
Figure 14. - Continued 
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Figure 14.- Continued 
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Figure 14. - Concluded. 
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Figure 15.- M a x i r m u n  pressure data - theory comparison for waves on 
a blunt f lat  plate . - -  Laminar flow; M, = 10.2; P', = 
4.48 psla; Ho = 11.85 x lo6 f't2/sec2; HRe,L = 4.57 x 10 . 6 
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Figure 15.- Concluded. 
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(n) Sine wave protuberance W/R = 7-5 
Figure 16.- Maximum pressure data - theory comparison for waves on 
a sharp f lat  p late .  M, = 10.2; PIo = 4.48 psla; Ho = 
11.85 X lo6 ft2/sec2; NReaT, = 4.66 X 10 . 6 
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Figure 16. - Continued. 
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(c) 70' Swept curcular  arc wave W/R - 46 
Figure 16.- Concluded. 
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Figure 17.- Heat  transfer  distribution over multiple  waves on a sharp flat plate. a =loo; 
M, = 10.1; P', = . ~ 5  psia; H, = 10.68 x 106 ft2/sec2; N ~ ~ , ~  = 
1.16 X 10 6 
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Figure 18.- Laminar  heat transfer distributions on circular 
arc waves on a sharp  flat  plate. M, = 10.1; 
P', = .965 psia; H, = 10.68 x 106 ft2/sec*; 
h,L = 1.16 X io 6 
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Figure 19.- Heat t ransfer   d i s t r ibu t ion  on unswept c i rcu lar   a rc  waves 
on a blunt f l a t  plate. M, = 10.2; P', = 4.48 psia;  
6 2  = 4.56 X 10 6 . = 11.85 x 10 ft /sec2; NRe,L Ho 
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Figure 20.- Heat transfer distribution over multiple unswept circular arc wave8 
on a blunt flat plate. (Y = 10" ; M m =  10.2; P' = 4.48 pala; H = 
11.85 x 10 ; ?$e,L = 4.56 x 10 . 6 8 0 
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Figure 21.- Comparison of first wave data and shallow wave 
theory fo r  e f f ec t  of wave height   to  width r a t i o .  
M a  = 10.1; PIo = .965 psia;  Ho = 10.66 x lo6 
ft2/sec2; NRe,L = 1.16 X 10 . 6 
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Figure 22.- The effect  of wave spacing on maximum wave heating. 
M, = 10.1; P', = .965 psia; R, = 10.68 x 10 6 
ft2/sec2; N R ~ , ~  = 1.16 X 10 . 6 
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Figure 23.- Laminar heat transfer distribution on an unswept 
sine wave. M, = 10.1; P' = ,965 psia; H = 
10.68 x lo6 ft2/sec2; NRe,L = 1.16 X 10 . 
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Figure 24.- Heat transfer distribution on an unswept  sine wave 
on a blunt  flat  plate. M, = 10.2; P', = 4.48 psia; 
Ho = 11.85 x lo6 ft2/sec2; = 4.56~10~ 
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Figure 25.- Laminar heat transfer distributions on a 70" swept circular 
arc  wave. M, = 10.1; P', = .965 psia; Ho = 10.68 x 10 6 
ft2/sec2; NRe,L = 1.16 X 10 6 . 
86 
. . . .. " .. .. ... .... . 
2 
1 
00 
.6 
I 
3 
2 
1 
00 
5 
4 
3 
2 
X/L 
Figure 26.- Laminar  heat transfer distributions  over two 70" swept 
circular  arc  waves. M, = 15 2 ;  P I,, = 1.14 psia; H, = 
30.5 x lo6 ft2/sec2; %e,L = .48 x 10 . 6 
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Figure 27.- Comparison of data and the 6hallOW wave theory fo r  
the effect of sweep  angle on maximum wave heating. 
M, = 10.1; P' = .965 psia; Ho = 10.68 x 10 6 
0 
ft2/sec2; N ~ ~ ,  = 1.16 X 10 . 6 
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Figure 28.- Comparison of data and the shallow wave theory for 
the effect of sweep angle on maximum wave heating. 
M, = 10.1; pl0 = .%5 psia, H, = 10.68 x 106 
ft2/sec2; NR=,L = 1.16 x 10 . 6 
n. 14.7 
Po, psia lo00 
Po, Pnia -344 
Ho, ft2/eec2 30 x lo6 
I 
NIb,L .137 x lo6 
a - 0. 0 
5' 0 
10 - a 
15 0 
15.2 
3900 
1.14 
30.5 x loG 
.48 x lo6 
d Shallow wave theory 
d 
6 - - - -- Shallow wave theory 
/ 
"
/ 
/ 
/ 
0 .2 .4 .6 .8 
R/6*am 
Figure 29.- Comparison of laminar heat transfer data and the  shallow 
wave theory for a 70" swept circular arc  wave. W/R = 46, 
= .O7 inches. 
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Figure 30.- Analytical laminar  heat transfer 
distribution over a wave. Me = 
8.0, H,$I = .5. 
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Figure 31.- Turbulent heat transfer  distribution on waves. 
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Figure 31.- Continued 
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Figure 31.- Concluded. 
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Figure 32.- Comparison of turbulent heating data from circular arc 
and sinusoidal surface waves. 
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Figure 33.- Cmparison of turbulent heating data from 
sinusoidal  skin  buckles (ref. 2) and the 
modified shallow wave theory. o( = 0"; M, = 
8 
3.0; Pb = 200 psia; 80 = $b"R; %e/Ft = 
14 x 10 . 
2 
1 .s 
1 
5 
3 
10 
8 
6 
Figure 34.- Pressure distribution on two unswept  inverted  waves on D. 
sharp f l a t  plate. M, = 10.1; P'  = .%5 psia; Ho = 
10.68 x lo6 ft2/sec2; N R ~ , L  = 1.16 x lo6. 0 
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Figure 35.- Pressure distribution on h 70" 8 M,= 10.1; 
1.16 x 106. 
P', = .(%5 psia;  H, = 10.60 X 10 
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Figure 36.- Sharp flat  plate pressure distribution. 
a =  0". 
99 
z 
c, 
v) z 
2 
1 
.8 
.6 
.4 
Figure 37.- Laminar heat  transfer  distributions on two unswept  inverted 
waves on a sharp flat  glate. M,= 10.1; Pd = .965 psia; 
Ho = 10.68 x 10 ft2/sec2; NRe, = 1 .16x106 
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Figure 38.- Laminar heat transfer distribution on a 70" swept groove on 
a sharp f lat  p late .  & =  10.1; P', = .965 psia; H, = 10.68 x 
ft2/sec2; NRc,L = 1.16 X 10 6 
101 
3 
2 
1 
.0 
.6 
Figure 39.- Laminar heat transfer distribution on R 0" swept groove. 
NRe, L = 0.48 x 106 
M,= 15.2; pfO=l.14 psh; Ho = 30.5 x 10 f? ft2/sec2; 
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Figure 40.- Laminar  stagnation  line  heat  transfer  distribution on a 
circumferential Wooved leading edge. M- = 8.05; PIo = 
2.06 psia; Ho = 10.35 X 106 ft2/aec2; D .D 4.7 x lo6; 
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Figure 40.- Concluded. 
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Figure 41.- Laminar stagnation l ine heat transfer distribution on a 
circumferential grooved l e  ding  edge. M, = 8.05; P' = 
2.06 psia; Ho = 10.35 x 10 8 ft2/sec2; N R ~ , L  = 4.7 x PO6. 
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Figure 43.- Correlation of the maximLlpl increase in laainar   heat ing 
rates caused by grooves. 
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Figure 44.- Turbulent heat transfer distributions on two grooved panels 
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Figure  45.- Effect of 8 V-groove aft of the shoulder of a hemlsphere- 
cyl inder on laminar heating rates. a = Oo 
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Figure 46.- Effect of V-graove a f t  of the shoulder of a hemisphere cylinder on turbulent heating rates. 
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Figure 47.- Maximum Increase due to a V - g r o o v e  downstream of the 
shoulder of a hemisphere cylinder 
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Figure 48.- Laminar  heat  transfer  distribution  due to a V-groove a r t  
of the  shoulder of a swept leading  edge  model. d. - 0" . 
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Figure 48.- Continued. 
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Figure 48.- Concluded. 
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Figure 49.- Turbulent heat  transfer distribution due to a 
V - g r o o v e  aft of the shoulder of a swept leading 
edge d e l .  
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Figure 49. - Continued 
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F'igure 50.- Correlation of heating rate increase due to  a V-groove 
located at the shoulder of a swept leading edge model. 
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Figure 51.- T-groove laminar heat transfer distribution. a= 0'
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F'igure 52.- T-groove heat transfer distributions. 
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Figure 52 .- Concluded. 
Figure 53.- Correlation of lamlnar heat transfer at the  intersection 
of a "T" slot on a hemisphere nose. - M,= 15, W = 
0.032 inches. 
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Figure 54.- Aft  facing  step  base  pressure  coefficient 
correlation. 
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Figure 55.- A f t  facing step base pressure  correlation. 
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Figure 56.- Maximum pressure ratio at  reattachment - aft-facing 
step, turbulent flow. 
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Figure 57.- Laminar heat transfer distribution  for an 
aft,-facing step on a swept leading edge 
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Figure 58.- Turbulent heat.transfer distribution for an 
aft-facing step on a swept leading edge. 
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Figure 59.- Turbulent heat transfer distribution for an 
aft-facing step on a swept leading edge. 
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Figure 60.- AD64W-1 Swept leading edge stagnation  line heat transfer data - 
turbulent flow. 
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Figure 61.- Maximum aft-facing  step  reattachment  heat  transfer  coefficients. 
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Flgure 62 .- Effect of wall cooling 1 on the ratio of peak heat,* rate to mnxlmm 
pressure r l s e .  
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Figure 63.- Effect of wall cooling on displacement  thickness with a sinusoidal 
pressure  perturbation. 
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Figure 64.- Theoretical increase i n  laminar wave heating rate - UHo = 0.50, Y = 1.4. 
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Figure 66. - Theoretical increase in  laminar wave heating rate - 
HJH0 = 0.85, Y = 1.4. 
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Figure 67.- Laminar boundary layer correlat ion coeff ic ient .  
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Figure 68. - Laminar boundary layer displacement  thickness  correlation 
coefficient. 
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Figure 69.- Flat plate turbulent form factor, 
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Figure 70.- Incompreesible flow on a f la t  plate. 
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