This paper is concerned with the problem of error-free communication over an i.
Introduction and Preliminaries
Channels with synchronization errors are somewhat notorious for resisting the attempts of researchers to quantify even their basic information-theoretic limits. Starting with Levenshtein's work on the insertion-deletion channel [15] , this and related models have inspired a significant amount of research due to both their practical relevance and theoretical appeal (see the surveys [16, 19] ). In the present paper, we consider a particular type of channels with synchronization errors that are usually referred to as duplication channels, or sticky-insertion channels. These channels model the communication scenario in which the receiver's sampling rate is faster than the transmitter's clock, causing some of the received symbols to be read more than once. A more general model, in which blocks of ℓ consecutive symbols are being duplicated, has also attracted some interest lately (e.g., [9] ) due to its relevance for modeling tandem-duplication mutations of DNA sequences in DNA-based data storage systems.
With the above information transmission and storage scenarios as motivating examples, we study the problem of reliable communication in the presence of duplication errors. In particular, we present a characterization of the zero-error capacity of such channels, which is the largest rate at which information can be transmitted through them in an error-free manner. The methods used in the analysis are extensions of the known methods for discrete memoryless channels (DMCs). Nonetheless, the obtained results are interesting in that they provide one of the first examples of a realistic and non-trivial discrete-time channel with synchronization errors for which such a coding theorem has been established.
In the remainder of this section we describe the channel model, introduce some basic terminology, and list the relevant literature. Our results are presented in Section 2.
1.1. The Channel Model. The channel alphabet is denoted by A q := {0, 1, . . . , q− 1}. For clarity, we start with the description of the model for the special case ℓ = 1.
Consider the channel that acts on an input stringx =x 1 · · ·x n by inserting a random number of copies of each symbolx i next to the original symbol. More precisely, for every i = 1, . . . , n, the channel inserts c i copies of the symbolx i next to it, where it is assumed that Pr{c i = k} > 0 for k = 0, 1, . . . , r and r k=0 Pr{c i = k} = 1, and that the random variables c i and c j are independent for any i = j. Thus, the maximum number of inserted copies at every position is r ∈ {1, 2, . . .}, a fixed parameter. The specific values of the probabilities Pr{c i = k} are irrelevant for the problems addressed in this paper; only the assumption that they are all strictly positive for k = 0, 1, . . . , r is needed. We refer to the channel just described as the q-ary (1, r)-duplication channel, where the word q-ary is often omitted as the alphabet is understood from the context.
As an example, consider the following input stringx ∈ A 7 3 and the corresponding stringỹ ∈ A 11 3 obtained at the output of the ternary (1, 2)-duplication channel:
(1.1)x = 1 0 1 2 2 1 2 y = 1 0 0 1 1 1 2 2 2 1 2.
The inserted duplicates underlined. The total number of duplication errors that occurred in the channel is 4. By using the transformation 1 φ :
where subtraction is performed modulo q and it is understood that x 0 = 0, it is easy to see that duplication errors are essentially equivalent to insertions of zeros. For example, for the strings in (1.1) we would have:
(1.2) x = 1 2 1 1 0 2 1 y = 1 2 0 1 0 0 1 0 0 2 1.
We can thus define the q-ary (1, r)-0-insertion channel as the channel which acts on an input string x = x 1 · · · x n by inserting c i zeros after the symbol x i (independently of everything else), where Pr{c i = k} > 0 for k = 0, 1, . . . , r and r k=0 Pr{c i = k} = 1. By using the bijective mapping φ, one can easily switch between the (1, r)duplication and the (1, r)-0-insertion channels, as well as between the corresponding codes, so we shall use both of these equivalent descriptions interchangeably.
Consider a string x = σ 1 0 u 1 · · · σ w 0 uw , where σ i ∈ A q \{0} and 0 u denotes a block of u zeros. This representation is particularly useful for the 0-insertion channel as this channel affects only the runs of zeros in an input string x. A simple but important observation here is that the effect of the channel on the segment σ i 0 u i is independent of its effect on any other segment σ j 0 u j , i = j. Therefore, the (1, r)-0insertion channel is equivalent to a DMC with alphabet {σ 0 u : σ ∈ A q \{0}, u ≥ 0}. Apart from the alphabet of this DMC being infinite, each element of the alphabet has a "cost" assigned to it [18] . Namely, the element σ 0 u is assigned a cost of u + 1, equal to its length when considered as a string over A q , i.e., the cost is the number 1 Here A * q is the usual notation for the set
of symbols from A q that need to be transmitted in order for this element to be "transmitted" over the equivalent DMC.
Let us now introduce a more general model in which blocks of length ℓ are being duplicated, where ℓ ∈ {1, 2, . . .} is a fixed parameter. The (ℓ, r)-duplication channel is a channel that acts on an input stringx by inserting after the symbolx i at most r copies of the substringx i−ℓ+1 · · ·x i , for every i = ℓ, . . . , n. Again, by using a suitable transformation φ ℓ (x i ) =x i −x i−ℓ [9] , this channel is easily seen to be equivalent to the channel which inserts up to r blocks 0 ℓ after the symbol x i , for every i = ℓ, . . . , n. For simplicity, we shall consider a slight variation of the latter model: let (ℓ, r)-0-insertion channel be the channel which inserts up to r blocks 0 ℓ after the symbol x i , for every i = 1, . . . , n. The difference is only in the possibility to insert blocks 0 ℓ after the first ℓ − 1 symbols, which is clearly irrelevant for the asymptotic analysis and, in particular, for calculating the capacity.
1.2. Terminology. Two strings x, y ∈ A * q are said to be confusable in a given communication channel, if they can produce the same string at the output of that channel. They are said to be non-confusable otherwise. A set of strings C ⊆ A * q is said to be a zero-error code [22] for a given channel, if every two different codewords x, y ∈ C are non-confusable.
For technical reasons that will be made clear later, we consider codes whose codewords are of length ≤ n, rather than being exactly equal to n, and whose first symbol is non-zero. More precisely, the codes are defined in the space
For any such code C, its rate is defined in the usual way as 1 n log |C|, where log is the logarithm to the base 2. The zero-error capacity of a channel is the lim sup n→∞ of the rates of optimal zero-error codes in S q (n). The zero-error capacity of the q-ary (ℓ, r)-duplication channel is denoted by C dupl 0 (q, ℓ, r).
Related Work and Main
Results. The binary (1, ∞)-0-insertion channel was first studied in [14] , where a construction of codes correcting t such errors was given, and asymptotic bounds on the cardinality of optimal codes derived for any fixed t < ∞ and n → ∞. Another construction for same model was later given in [2] . Generalizations of the constructions from [14] and [2] for the (ℓ, ∞)-duplication channel were given in [12] and [13] , respectively. The best known asymptotic bounds for the (ℓ, ∞)-duplication channel in the regime of fixed t and n → ∞, were reported in [12] , where the upper bound from [14] (for ℓ = 1) was improved for every t > 2, and the bounds were also generalized to the case ℓ > 1.
The zero-error capacity of the q-ary (ℓ, ∞)-duplication channel was determined in [9] . We should note, however, that for ℓ = 1, which is the main motivating model in the present paper, the zero-error capacity of the (1, ∞)-duplication channel is trivially log(q − 1), so the mentioned results from [9] are only interesting for ℓ > 1. The zero-error capacity of a model that can be seen as the continuous-time version of the (1, r)-duplication channel was determined in [23] .
Notice that, in all of the above-mentioned works with the exception of [23] , no upper bound on the number of inserted duplicates at each position was assumed, i.e., r is taken to be ∞. We find the assumption r < ∞ realistic, especially in the context of the model with synchronization errors that inspired introducing the duplication channel in the first place. Our main results here are a construction of optimal zeroerror codes and a characterization of the zero-error capacity of the (ℓ, r)-duplication channel, for any fixed ℓ and r. We recover the mentioned results from [9] as a special case when r → ∞, and we also obtain the discrete-time analogs of the results from [23] as a special case when ℓ = 1. Moreover, and further generalizing our results, we obtain a characterization of the constant-weight zero-error capacity of the (ℓ, r)-0insertion channel.
We mention in this context several more works on duplication channels that are information theoretic in nature, but are concerned with different problems. The Shannon capacity of duplication channels-the largest rate achievable in the vanishingerror, rather than the zero-error regime-was studied extensively [1, 3, 7, 10, 17, 18, 21] . Tight bounds on the capacity were obtained in these works, but the exact value remains elusive even for the most basic models. The power of duplications as a generative process was studied in the recent works [4, 5, 8 ].
Error-Free Communication in the Presence of Duplication Errors
This section presents a complete solution to the zero-error communication problem in the (ℓ, r)-duplication channel.
2.1. Optimal Zero-Error Codes. Let B q,ℓ,r be the set of all finite q-ary strings consisting of a non-zero symbol followed by a block of zeros of length (ri+1)(rℓ+1) j −1 r − 1, for some i ∈ {1, 2, . . . , ℓ} and j ≥ 0,
In the important special case ℓ = 1, this reduces to
2)
and further specializing to q = 2, r = 1, we get
Define the code C q,ℓ,r (n) to be the set of all strings of length ≤ n that are composed of blocks from B q,ℓ,r , namely
The following theorem states that this code is an optimal zero-error code for the q-ary (ℓ, r)-0-insertion channel. Theorem 2.1. C q,r,ℓ (n) is a zero-error code for the (ℓ, r)-0-insertion channel. Moreover, every zero-error code C ⊆ S q (n) for the (ℓ, r)-0-insertion channel satisfies |C| ≤ |C q,r,ℓ (n)|.
Proof. To prove the first part of the statement, we need to demonstrate that any two distinct codewords from C q,ℓ,r (n) are non-confusable in the (ℓ, r)-0-insertion channel. Since all codewords are composed of blocks from B q,ℓ,r , and since the channel acts independently on the component blocks of a codeword, it is enough to show that any two distinct blocks from B q,ℓ,r are non-confusable. So consider two such blocks,
There are two cases to examine: 1.) i = k, and 2.) i = k but j < m (the case j > m will follow by symmetry). In the first case, since |x| ≡ i (mod ℓ) and |y| ≡ k (mod ℓ), we see that |x| ≡ |y| (mod ℓ). Since the channel preserves the lengths of strings modulo ℓ (as it inserts only blocks 0 ℓ ), we conclude that x and y cannot produce strings of the same length at the channel output and are therefore non-confusable. In the second case, since the maximum number of inserted zeros in x is |x|rℓ, the maximum length of the resulting string at the channel output is
Since the channel can only increase the length of the transmitted string, we conclude that y can never produce the same strings at the channel output that x can, and therefore, x and y are non-confusable. This proves that B q,ℓ,r is a zero-error code for the (ℓ, r)-0-insertion channel, which further implies that C q,ℓ,r (n) is a zero-error code as well.
We now prove the second part of the statement which claims that the codes C q,ℓ,r (n) are optimal. Let f : S q (n) → S q (n) be a mapping defined as follows: for any string x ∈ S q (n), f (x) is obtained by removing from each run of zeros in x as many blocks 0 ℓ as is necessary and sufficient in order to obtain a run of zeros whose length is of the form (ri+1)(rℓ+1) j −1 r − 1, with 1 ≤ i ≤ ℓ and j ≥ 0. We claim that f has the following property: if two strings x, y are non-confusable in the (ℓ, r)-0-insertion channel, then their images f (x), f (y) are non-confusable as well. Again, in order to show this, we may assume without loss of generality that x and y are of the form x = σ 0 u , y = σ 0 v , for some σ ∈ A q \ {0}, in which case we have f (x) = σ 0
Then, since f (x), f (y) ∈ B q,ℓ,r , it follows from the first part of the proof that we must have f (x) = f (y), i.e, (i, j) = (k, m). By the definition of f , we then conclude that |x| ≡ |y| ≡ i (mod ℓ) and that
This further implies that |y| − |x| is a multiple of ℓ, and that |y| − |x| ≤ (ri + 1)(rℓ + 1) j ℓ − ℓ = (ri+1)(rℓ+1) j −1 r rℓ ≤ |x|rℓ. This means that the string y can be obtained from the string x by inserting |x|r blocks 0 ℓ in the latter, and therefore x and y are confusable in the (ℓ, r)-0-insertion channel. We have thus established the claimed property of f : if f (x) and f (y) are confusable, then so are x and y. Now let C ⊆ S q (n) be an arbitrary zeroerror code for the (ℓ, r)-0-insertion channel, and denote by f (C) the image of C under the mapping f . We first notice that f (C) is itself a zero-error code, because f (C) ⊆ C q,ℓ,r (n) by the definition of f . Moreover, |f (C)| = |C|, i.e., f is injective over any zero-error code C. This follows from the above-mentioned property of f : since any two different codewords x, y ∈ C are non-confusable, their images f (x), f (y) are necessarily non-confusable as well and, in particular, f (x) = f (y). To sum up, what we have just shown is that every zero-error code C for the (ℓ, r)-0-insertion channel can be bijectively mapped to a subcode of C q,ℓ,r (n), implying that C q,ℓ,r (n) is optimal.
Remark 2.2 (Adjacency reducing mappings). The mappings having the property that the images of two non-confusable inputs are themselves non-confusable, such as the one from the preceding proof, were referred to by Shannon [22] as "adjacency reducing mappings". It was shown in [22, Thm 3] that, if an adjacency reducing mapping f : A q → A q exists for a DMC such that all letters in f (A q ) are nonconfusable, then the zero-error capacity of that DMC equals log |f (A q )|. This result does not directly apply in our case because the DMC to which the (ℓ, r)-0-insertion channel is equivalent has an infinite alphabet, as well as costs assigned to the letters in this alphabet (see Section 1.1). However, one can see from the proof of Theorem 2.1 that the main idea is still the same and that only several modifications to the method from [22] are needed. For example, in our setting the images f (x) do not all have the same length (or "cost"), even if the originals x do. This is why we have assumed that codeword lengths are upper-bounded by n, as opposed to being exactly equal to n (see (1.3) and (2.4)). Needless to say, this assumption does not affect the asymptotic analysis; in particular, the zero-error capacity is the same under both definitions.
2.2.
Decoding Algorithm. Proof of Theorem 2.1 also outlined a simple lineartime decoding algorithm for the codes C q,ℓ,r (n), which we state here explicitly. The decoding procedure consists in applying the function f to the received string z, i.e., to decode z, one only needs to shorten each run of zeros in z by removing as many blocks 0 ℓ as needed so that the length of the resulting run is the largest integer of the form (ri+1)(rℓ+1) j −1 r − 1, 1 ≤ i ≤ ℓ, j ≥ 0. More precisely, for z = σ 0 u , |z| = u + 1, the decoder outputs f (z) = σ 0 (ri+1)(rℓ+1) j −1 r −1 , where i is the unique integer in {1, . . . , ℓ} satisfying
and j is computed as (2.7) j = log rℓ+1 r(u + 1) + 1 ri + 1 .
2.3.
Zero-Error Capacity. Define the function
In the special case ℓ = 1 this reduces to
and further specializing to q = 2, r = 1, we get Proof. By Theorem 2.1, the zero-error capacity of the (ℓ, r)-duplication channel is equal to the asymptotic rate of the codes C q,ℓ,r (n), namely lim n→∞ 1 n log |C q,ℓ,r (n)|. By considering which of the blocks from B q,ℓ,r is the first block in each particular codeword of C q,ℓ,r (n), we conclude that the following recurrence relation holds:
The theorem is then obtained by a standard application of the results of analytic combinatorics [6] after noting that the characteristic equation of the relation (2.11) is
Namely, the exponential growth rate of a quantity defined by a linear recurrence with characteristic equation of the form (2.12) is determined by the complex root of that equation that is closest to the origin. It is known [6, Sec. IV.3] that equations of the form (2.12) (where the function v q,ℓ,r (x) has only positive coefficients) have a unique positive root and that this root is necessarily closest to the origin.
Remark 2.4 (Finding ρ). While the root ρ and the capacity − log ρ are not (and most likely cannot be) given in an explicit form, their values can easily be computed/approximated numerically. Since the powers in the sum (2.8) grow exponentially fast, if one wishes to compute the first d digits of ρ, then it is sufficient to approximate the infinite sum in (2.12) with its first ∼ log d summands and find the positive root of the resulting polynomial. Moreover, this root is guaranteed to be in the range 1 q , 1 q−1 , which further simplifies the numerical procedures for finding it. For example, for the binary (1, 1)-duplication channel we get ρ ≈ 0.659 and C dupl 0 (2, 1, 1) = − log ρ ≈ 0.602.
The following proposition shows how the zero-error capacity C dupl 0 (q, ℓ, r) behaves as a function of its parameters. The statement is intuitively clear so we omit the formal proof (for example, increasing r means that the channel is getting "noisier", so the resulting capacity must be smaller). To conclude this subsection we note that the statements [9, Thm 16 and Cor. 18] , which characterize the optimal zero-error codes and the zero-error capacity for the (ℓ, ∞)-duplication channel, can be recovered as a special case of Theorems 2.1 and 2.3 above. To see this just observe that, as r → ∞, (2.1) transforms to
and (2.8) to
We also note that, in another special case (ℓ = 1; see (2.2) and (2.9)), our Theorems 2.1 and 2.3 represent discrete-time analogs of the results reported in [23] .
2.4. The Constant-Weight Case. In this subsection we extend the results presented above to the case where all codewords are required to have the same Hamming weight. The need to analyze constant-weight codes for the 0-insertion channel comes naturally as this channel preserves the Hamming weight of the transmitted sequence and, therefore, an optimal code is a union of optimal constant-weight codes over all possible weights. In particular, the subcode of C q,ℓ,r (n) consisting of all codewords of weight w, denoted C q,ℓ,r (n; w), is an optimal zero-error code of length n and weight w for the (ℓ, r)-0-insertion channel.
Constant-weight codes are interesting in the present context for another reason -they solve quite easily the issue with codeword concatenation, i.e., transmission of several codewords in succession. Namely, since the 0-insertion channel affects the length of the transmitted sequence, if multiple codewords are being sent in succession the receiver may not be able to infer the boundaries between the output sequences that correspond to different codewords, and to decode them correctly. If one uses constant-weight codes of weight w, however, the receiver can recognize the boundaries by simply counting the non-zero symbols and partitioning the output sequence into segments of the form σ 1 0 u 1 · · · σ w 0 uw , where σ i = 0.
Remark 2.6. We should emphasize that we are analyzing here constant-weight codes for the 0-insertion channel, and not constant-weight codes for the duplication channel. For example, recalling the transformation φ that translates codes for one into codes for the other (see Section 1.1), we see that a constant-weight requirement in the (1, r)-0-insertion channel corresponds to a constant-number-of-runs-of-identicalsymbols requirement in the (1, r)-duplication channel.
For ω ∈ [0, 1], let C 0-ins 0 (ω; q, ℓ, r) denote the largest rate that is achievable by zeroerror codes of length n → ∞ and weight w ∼ ωn in the (ℓ, r)-0-insertion channel, i.e., the zero-error constant-weight capacity of the (ℓ, r)-0-insertion channel. where ρ is the unique positive solution to v q,ℓ,r (x) = 1, and this value is C 0-ins 0 (ω * ; q, ℓ, r) = C dupl 0 (q, ℓ, r).
Proof. By the observation from the first paragraph of this subsection, we conclude that C 0-ins 0 (ω; q, ℓ, r) = lim n→∞ 1 n log C q,ℓ,r (n; ωn) . Determining this limit, which represents the exponential growth rate of C q,ℓ,r (n; ωn) , is analogous to the derivation of [11, Lem. 1], so we omit the details. The main difference with respect to [11] is that the building blocks of codewords are in the present case from B q,ℓ,r , instead of from {1 0 d , . . . , 1 0 k }.
Therefore, the constant-weight codes C q,ℓ,r (n; ω * n) achieve the zero-error capacity of the (ℓ, r)-0-insertion channel.
