ABSTRACT. The extension of the coefficient test of Mensov and Kaczmarz ensuring the a.e. (C, 1, l)-summability of double orthogonal series has been stated by two authors. Unfortunately, their proofs turned out to be deficient. Now we present a general theory, in the framework of which a complete proof of this test can also be obtained.
Introduction.
Let (X, 7, p) be a positive measure space and {(¡>ik(x) :i,k = 1,2,...} an orthonormal system on X. We will consider the double orthogonal series (1-2) ££<& <oo.
¿=1fc=l
By the Riesz-Fischer theorem there exists a function f(x) G L2 = L2(X,7,p) such that series (1.1) is the Fourier series of f(x) with respect to the system {<j>ik(x)} and the rectangular partial sums m n smn(x) = ££a¿fc0¿fc(x) (m,n= 1,2,...) ¿=1 k=l converge to f(x) in the L2-metric:
/ [smn(x) -f(x)}2 dp(x) -> 0 as min(m, n) -» oo.
Here and in the sequel, the integrals are taken over the entire space X.
F. MÓRICZ
It is well known that condition (1.2) does not ensure the pointwise convergence of Smn(x) to f(x). The extension of the Rademacher-Menáov theorem proved by a number of authors (see, e.g. [1, 11] S2p,2»(x) -f(x) = ox{l} a.e. as min(p,g) -» oo.
In this paper, the logarithms are to the base 2.
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Besides, we will consider the arithmetic means with respect to only m:
and those with respect to only n:°m
The following two theorems are Kolmogorov type results for double orthogonal series (cf. [8] The last two results can be considered as the extensions of the coefficient test of MenSov [9] and Kaczmarz [7] License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
(ii) Similarly, Theorems 3 and 4 remain true if in the statements (2.7)-(2.9) the subsequences are replaced by {kp} and {Xq}, respectively, where {kp} and {Xq} are sequences of positive integers for which there exist constants v, pi and qi such that (3.2) 1e±1<v<CX) (p>Pf) and
(hi) Consequently, Corollaries 1 and 2 remain also true if the subsequences {2P} and {29} are replaced by sequences {kp} and {Xq} of positive integers for which both (3.1) and (3.2) are satisfied.
(iv) Corollary 4 was firstly stated by Fedulov [4] . Unfortunately, there are two essential defects in his proof. First, a false statement which says that, merely under condition (1.2), (v) The lack of a statement of type (2.9) is the second defect in Fedulov's proof attempt in [4, pp. 437-438] . Instead, he proves (2.7) for every fixed n, (2.8) for every fixed m, and (7.1) below. But the a.e. equiconvergence of the sequences {o~2p,2i(x)} and {omn(x)} does not follow from these three statements.
This circumstance escaped the attention of Csernyák [3] who takes this unproven statement for granted.
(vi) The convergence notion used in the above theorems and corollaries is the socalled convergence in Pringsheim's sense (see, e.g. [12, p. 303 or 11] ). But Theorem A, Corollaries A and B are true (cf. [11] ), and Corollaries 3 and 4 remain true if this convergence notion is replaced in them by regular convergence. The latter convergence notion was introduced by Hardy [5] and for a double sequence {/mn} it requires the fulfillment of the following two statements:
(a) {fmn} as a double sequence converges in Pringsheim's sense; (b) for each fixed n, {fmn} as a single sequence (in m) converges, and for each fixed m, {fmn} as a single sequence (in n) converges.
This kind of convergence was rediscovered by the present author in [11] , introducing the notion of convergence in a restricted sense whose definition turned out to be equivalent to the notion of regular convergence.
For instance, we show that in Corollary 4 we can state the regular convergence of {o~mn(x)} a.e. Statement (a) is satisfied a.e., this is the conclusion of Corollary 4. To check the a.e. fulfillment of statement (b), let us fix n say. We can rewrite Step 1. First we treat the special case n = 2q (q = 0,1,...) and prove Ff2(x)dp(x) = Yz2(r + i)2z2 E fc^-î p=lr=0 ¿=2fc=2'-1 + l Step 2. Let 2" < n < 2q+1 for some q > 1. Then clearly 2" n . _ j E E -ôÉ-^fc&fcO*) 
Accordingly, we divide the proof of (2.6) into three parts. hence (2.7) immediately follows.
We will prove again in two steps, using the representation
(m = 2,3,...;n = l,2,...).
Step 1. First we prove (6.1) in the special case n = 2q: F2(x)dp(x)=¿:zZ™(r + l)2i: E X-V» Hence B. Levi's theorem implies (6.3).
Step 2. We proceed similarly to Step 2 in the proof of Theorem 1. Let q > 1.
Then by (6. it follows immediately that
According to this estimate, the proof is made in three parts. Part 1. It was proved by Fedulov [4] , that under condition (1.2), (7.1) Apy(x) = ox{l} a.e. as max(p,q) -► oo.
For the sake of completeness, we insert here the estimation the proof is based on:
Part 2. We will prove that under condition (5.1), First, using the same "contraction" technique as in the proof of Part 1 during the proof of Theorem 2, from estimate (6.1) we can deduce that under condition (5.1), (7.4) uniformly in q. Hence B. Levi's theorem implies (7.5).
Collecting (7.3), (7.4) and (7.5) yields (7.2). AÍV (x) -ox{l} a.e. as q -► oo uniformly in p, can be proved similarly.
