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Abstract
This is the first of two papers treating faithful actions of simple algebraic
groups on irreducible modules and on the associated Grassmannian varieties; here
we consider the module itself and its projective space, while in the second paper
we handle the varieties comprising the subspaces of the module of fixed dimension
greater than one. By explicit calculation, we show that in each case there is a
dense open subset any point of which has stabilizer conjugate to a fixed subgroup,
called the generic stabilizer . We provide tables listing generic stabilizers in the
cases where they are non-trivial; in addition we decide whether or not there is a
dense orbit, or a regular orbit for the action on the module.
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CHAPTER 1
Introduction
In this chapter we state the main results which we shall prove, establish notation
which will be used throughout, and prove some preliminary results.
1.1. Statement of main results
Let G be a simple algebraic group over an algebraically closed field K of char-
acteristic p; for convenience we shall take p = ∞ if K has characteristic zero. Let
V be a non-trivial irreducible G-module of dimension d. Recall that for k ∈ N the
Grassmannian variety Gk(V ) consists of the k-dimensional subspaces of V , and has
dimension k(d−k); as the action of G on V is linear, it extends naturally to Gk(V ).
This is the first of two papers treating the actions of G on V and on the
Grassmannian varieties Gk(V ) for 1 ≤ k ≤ ⌊d2⌋ (the reason for the upper bound is
that Gk(V ) is naturally isomorphic to Gd−k(V ∗), where V ∗ is the dual of V ). Here
we shall consider actions on V and G1(V ); in the sequel [13] we shall deal with
actions on Gk(V ) for k > 1.
If X is a variety on which G acts, we write GX for the kernel of the action of
G on X ; by definition G/GX then acts faithfully on X . (Observe that if in fact X
is a Grassmannian variety Gk(V ) with V non-trivial, then the kernel GX is equal
to the centre of G, since any central element acts on V as a scalar and hence fixes
any line in V .) Our concern is with the stabilizers of points in this faithful action.
To begin with, if x ∈ X has trivial stabilizer in G/GX , we say that its orbit is
regular . We then make the following definition.
Definition. If Xˆ is a non-empty open set in X with the property that for all
x, x′ ∈ Xˆ the stabilizers in G/GX of x and x′ are conjugate subgroups, we say that
the action has a generic stabilizer , whose conjugacy class is that containing each
such subgroup CG/GX (x) for x ∈ Xˆ .
Generic stabilizers have been studied extensively in characteristic zero. In that
case it follows from a result of Richardson in [30] that, if G is a reductive group
acting on a smooth affine variety, then there is always a generic stabilizer. In
positive characteristic, by contrast, the corresponding statement is false in general,
although in many cases generic stabilizers do exist (as we shall find). See [1, 6, 26]
for original results and [27, 8.7] for a very nice survey and detailed bibliography.
Related problems include classifying actions with a dense orbit, or a regular
orbit, and determining whether or not there is a dense subset which is a union of
regular orbits. There are also applications to invariant theory, Galois cohomology
and essential dimension: see [7, 25, 29] for the theory and [3, 8, 16, 22, 23] for
specific applications. For some of these applications, it is necessary to know the
generic stabilizer as a group scheme; the results of this paper will be combined with
those in [9, 10, 11] to determine this for the actions treated here.
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Our most basic result here, proved by exhaustively considering all possibilities,
is the following.
Theorem 1. If X = V or G1(V ), then the action of G on X has a generic
stabilizer.
(In [13] we shall see that the corresponding statement when X = Gk(V ) for
k > 1 is almost but not quite true: there is essentially a single counterexample.
In the light of [13, Lemma 1.4.1], this implies that Theorem 1 does not extend to
general semisimple groups; it therefore seems unlikely that there would be a proof
which does not involve consideration of cases.) Note that if the generic stabilizer is
trivial, the open set Xˆ is a union of regular orbits.
In order to state our remaining results, we need a little more notation. Let T
be a maximal torus of G, and Φ be the root system of G with respect to T ; let
Π = {α1, . . . , αℓ} be a simple system in Φ, numbered as in [2], and ω1, . . . , ωℓ be
the corresponding fundamental dominant weights. If λ is a dominant weight, write
L(λ) for the irreducible G-module with highest weight λ.
Note that throughout these two papers we work modulo graph automorphisms;
thus for example if G = Aℓ we treat just one of the modules L(ωi), L(ωℓ+1−i).
Moreover, for G of type Bℓ, Cℓ and Dℓ we normally assume ℓ ≥ 2, ℓ ≥ 3 and ℓ ≥ 4
respectively; occasionally it is convenient to relax this assumption, in which case
we say so explicitly.
Given G, λ, p and k as above, and V = L(λ), according as we let X be V or
Gk(V ) we say that we are considering the triple (G, λ, p) or the quadruple (G, λ, p, k);
each quadruple (G, λ, p, k) is said to be associated to the triple (G, λ, p). The triple
or quadruple is called large or small according as dimX > dimG or dimX ≤ dimG.
We say that a triple or quadruple has TGS if the corresponding action has trivial
generic stabilizer. According as G is of classical or exceptional type, we say that
the triple or quadruple is classical or exceptional . According as k = 1 or k > 1
we say that (G, λ, p, k) is a first quadruple or a higher quadruple, and the variety
Gk(V ) is a first Grassmannian variety or a higher Grassmannian variety. Thus in
this work we consider triples and first quadruples, while in the second paper [13]
we treat higher quadruples.
Clearly any large triple or first quadruple has no dense orbit. Moreover, a
straightforward check shows that we only have dimL(λ) = dimG if L(λ) is the
Lie algebra of G, in which case any semisimple element is stabilized by at least a
maximal torus, and the complement of the set of semisimple elements has positive
codimension; thus in such a case no point can have a finite stabilizer. In partic-
ular small triples have no regular orbits, and both they and the associated first
quadruples do not have TGS.
Our main results will be given in three tables, which between them list all
instances of triples and associated first quadruples where the generic stabilizer is
non-trivial: Table 1 concerns triples which are large, Table 2 those which are small
and classical, and Table 3 those which are small and exceptional. The first few
columns of each table specify the actions by listing G, λ, ℓ if the group is classical,
and p. The next two columns give the generic stabilizers, denoted by CV and CG1(V )
for the triple and first quadruple respectively; the notation used for these groups
is explained in the following section. The penultimate column of Table 1 states
whether or not the triple has a regular orbit; the corresponding column in Tables 2
and 3 states whether or not the triple or first quadruple has a dense orbit (each
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Table 1. Large triples and associated first quadruples not having TGS
G λ ℓ p CV CG1(V ) regular? reference
Aℓ 3ω1 1 ≥ 5 Z3 S3 yes∗ 3.1.6
3ω1 2 ≥ 5 Z32 Z32.Z2 yes 3.1.2
4ω1 1 ≥ 5 Z22 Z22 yes 3.1.3
2ω2 3 ≥ 3 Z24 Z24 yes 3.1.3
ω3 8 6= 3 Z34.Z(2,p) Z34.Z2 yes 3.1.1
ω3 8 3 Z3
2
Z3
2.Z2 yes 3.1.4
ω4 7 ≥ 3 Z26 Z26 yes 3.1.1
ω4 7 2 Z2
3
Z2
3 yes 3.1.4
ω1 + ω2 3 3 Alt5 S5 no
∗ 3.1.7
ω1 + qω1 ≥ 1 <∞ PSUℓ+1(q) PGUℓ+1(q) no∗ 3.1.8
ω1 + qωℓ ≥ 2 <∞ PSLℓ+1(q) PGLℓ+1(q) no∗ 3.1.8
Bℓ 2ω1 ≥ 2 ≥ 3 Z22ℓ Z22ℓ yes 3.1.3
ω1 + ω2 2 5 {1} Z2 yes 3.1.5
Cℓ ω3 4 3 {1} Z2 yes 3.1.5
ω4 4 ≥ 3 Z26 Z26 yes 3.1.2
Dℓ 2ω1 ≥ 4 ≥ 3 Z22ℓ−2 Z22ℓ−2 yes 3.1.3
ω8 8 ≥ 3 Z28 Z28 yes 3.1.1
ω8 8 2 Z2
4
Z2
4 yes 3.1.4
entry consists of two words ‘yes’ or ‘no’, with the first relating to the triple and the
second to the first quadruple). In addition, in four rows of Table 1, indicated by
asterisks in the penultimate column, the dimension of the module exceeds that of
the group by one, so that the triple is large but the associated first quadruple is
small; we find that in each such case the first quadruple has a dense orbit (whereas
of course the triple cannot). The final column in each of the three tables gives the
reference to the Proposition in which the information provided is established; note
that the existence or otherwise of a dense orbit follows immediately from comparing
the codimension of the generic stabilizer to the dimension of the variety, and will
not be mentioned in the statement of the Proposition concerned.
Throughout this work, if a parameter ‘q’ occurs then the characteristic p is
finite and q is a power of p.
Our result for large triples and associated first quadruples is the following.
Theorem 2. The generic stabilizer for a large triple or associated first quadru-
ple which does not have TGS is given in Table 1.
In particular we see that all large exceptional triples and associated first quadru-
ples have TGS. (We shall find in [13] that the same conclusion holds for all large
exceptional higher quadruples.) Note that Table 1 contains two instances where
the triple does have TGS, but the associated first quadruple does not.
Our result for small triples and associated first quadruples is the following.
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Table 2. Small classical triples and associated first quadruples
G λ ℓ p CV CG1(V ) dense? reference
Aℓ ω1 ≥ 1 any Aℓ−1Uℓ Aℓ−1T1Uℓ yes yes 3.2.2
2ω1 ≥ 1, odd ≥ 3 D 1
2 (ℓ+1)
D 1
2 (ℓ+1)
.Z2 no yes 3.2.4
2ω1 ≥ 2, even ≥ 3 B 1
2 ℓ
B 1
2 ℓ
no yes 3.2.4
ω2 ≥ 3, odd any C 1
2 (ℓ+1)
C 1
2 (ℓ+1)
no yes 3.2.4
ω2 ≥ 4, even any C 1
2 ℓ
Uℓ C 1
2 ℓ
T1Uℓ yes yes 3.2.4
ω3 5 any A2
2.Z(2,p) A2
2.Z2 no yes 3.2.7
ω3 6 any G2 G2 no yes 3.2.16
ω3 7 any A2.Z(2,p) A2.Z2 no yes 3.2.17
ω1 + ω2 2 6= 3 T2 T2 no no 3.2.1
ω1 + ω2 2 3 T2.Z3 T2.S3 no yes 3.2.1
ω1 + ω3 3 any T3.Z(2,p)
2 T3.Z(2,p)
2 no no 3.2.1
ω1 + ωℓ ≥ 4 any Tℓ Tℓ no no 3.2.1
Bℓ ω1 ≥ 2 ≥ 3 Dℓ Dℓ.Z2 no yes 3.2.2
ω1 ≥ 2 2 Bℓ−1U2ℓ−1 Bℓ−1T1U2ℓ−1 yes yes 3.2.3
ω2 2 any A1U3 A1T1U3 yes yes 3.2.2
ω2 ≥ 3 ≥ 3 Tℓ Tℓ.Z2 no no 3.2.1
ω2 ≥ 3 2 B1ℓ B1ℓ no no 3.2.6
2ω2 2 ≥ 3 T2 T2.Z2 no no 3.2.1
ω3 3 any G2 G2 no yes 3.2.10
ω4 4 any B3 B3 no yes 3.2.8
ω5 5 any A4.Z(2,p) A4.Z2 no yes 3.2.7
ω6 6 any A2
2.Z(2,p)
2 A2
2.Z(2,p).Z2 no no 3.2.9
Cℓ ω1 ≥ 3 any Cℓ−1U2ℓ−1 Cℓ−1T1U2ℓ−1 yes yes 3.2.2
2ω1 ≥ 3 ≥ 3 Tℓ Tℓ.Z2 no no 3.2.1
ω2 3 6= 3 C13 C13 no no 3.2.5
ω2 3 3 C1
3.Z3 C1
3.S3 no yes 3.2.5
ω2 ≥ 4 any C1ℓ C1ℓ no no 3.2.5
ω3 3 ≥ 3 A˜2 A˜2.Z2 no yes 3.2.7
ω3 3 2 G2 G2 no yes 3.2.11
ω4 4 2 C3 C3 no yes 3.2.11
ω5 5 2 A˜4.Z2 A˜4.Z2 no yes 3.2.11
ω6 6 2 A˜2
2.Z2
2 A˜2
2.Z2
2 no no 3.2.11
Dℓ ω1 ≥ 4 any Bℓ−1 Bℓ−1 no yes 3.2.2
ω2 ≥ 4 ≥ 3 Tℓ Tℓ.Z(2,ℓ) no no 3.2.1
ω2 4 2 T4.Z2
3.Z2
2 T4.Z2
3.Z2
2 no no 3.2.1
ω2 ≥ 5 2 Tℓ.Z2ℓ−1 Tℓ.Z2ℓ−1 no no 3.2.1
ω5 5 any B3U8 B3T1U8 yes yes 3.2.8
ω6 6 any A5.Z(2,p) A5.Z2 no yes 3.2.7
ω7 7 any G2
2.Z(2,p) G2
2.Z2 no yes 3.2.9
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Table 3. Small exceptional triples and associated first quadruples
G λ p CV CG1(V ) dense? reference
E6 ω1 any F4 F4 no yes 3.2.12
ω2 any T6 T6 no no 3.2.1
E7 ω1 any T7.Z(2,p) T7.Z2 no no 3.2.1
ω7 any E6.Z(2,p) E6.Z2 no yes 3.2.7
E8 ω8 any T8.Z(2,p) T8.Z2 no no 3.2.1
F4 ω1 ≥ 3 T4 T4.Z2 no no 3.2.1
ω1 2 D˜4 D˜4 no no 3.2.13
ω4 6= 3 D4 D4 no no 3.2.12
ω4 3 D4.Z3 D4.S3 no yes 3.2.12
G2 ω1 ≥ 3 A2 A2.Z2 no yes 3.2.14
ω1 2 A1U5 A1T1U5 yes yes 3.2.14
ω2 6= 3 T2.Z(2,p) T2.Z2 no no 3.2.1
ω2 3 A˜2 A˜2.Z2 no yes 3.2.15
Theorem 3. The generic stabilizer for a small triple or associated first quadru-
ple is given in Table 2 or 3 according as the triple or first quadruple is classical or
exceptional.
Inspection reveals that Theorems 2 and 3 have some immediate consequences.
To begin with we have the following, which follows from the proofs of the theorems.
Corollary 4. A triple or first quadruple has TGS if and only if, for any group
element which is either semisimple of prime order modulo the centre, or unipotent
of order p, the codimension of its fixed point variety is strictly greater than the
dimension of its conjugacy class.
The remaining consequences apply to triples. Firstly we have the following,
one direction of which has already been noted.
Corollary 5. The triple (G, λ, p) is large if and only if it has a finite generic
stabilizer.
Secondly we see that in most cases (including all cases in characteristic zero)
the existence of a regular orbit is linked to the finiteness of the generic stabilizer.
Corollary 6. With the exception of the triples (G, λ, p) = (A3, ω1 + ω2, 3),
(Aℓ, ω1 + qω1, p) and (Aℓ, ω1 + qωℓ, p) (with p < ∞ in the last two cases), in the
action of G on L(λ), there is a regular orbit if and only if the generic stabilizer is
finite.
Thirdly we observe that the existence of a dense orbit is linked to the structure
of the generic stabilizer.
Corollary 7. In the action of G on L(λ), there is a dense orbit if and only
if the generic stabilizer has non-reductive connected component.
Fourthly we have the following, where given a weight µ of G we write Vµ for
the corresponding weight space in the G-module V .
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Corollary 8. If dimL(λ)µ > 1 for some non-zero weight µ, then the triple
(G, λ, p) has TGS.
The structure of the remainder of this work is as follows. This chapter has
five further sections: in Section 1.2 we establish notation; in Section 1.3 we give
some preliminary results; in Section 1.4 we explain the key idea of localization to a
subvariety, which will frequently be employed to determine generic stabilizers which
are not trivial; finally in Sections 1.5 and 1.6 we consider two approaches using this
which may be applied to most of the cases listed in Tables 1, 2 and 3.
The next chapter concerns cases having TGS. We show that any large triple
or associated first quadruple not listed in Table 1 has TGS: we start by giving
a series of conditions which imply that a triple or quadruple has TGS, and then
develop and apply increasingly refined methods to show that the large triples and
first quadruples concerned satisfy them.
The final chapter concerns cases not having TGS. We complete the proofs of
Theorems 2 and 3 by establishing each entry in Tables 1, 2 and 3.
It should be mentioned that for the work on large triples having TGS, much of
the general strategy employed here is adapted from the PhD thesis [17] of Kenneally,
written under the supervision of the second author; this work tackled only part of
the present problem, proving results about eigenspaces of semisimple elements but
not addressing the action of unipotent elements, and considering only actions on
modules but not on Grassmannian varieties. It seems rather surprising that in
virtually all stages of the analysis here it proves possible to treat semisimple and
unipotent elements in parallel. As a consequence there will be no need to refer to
specific results obtained by Kenneally, since the calculations which he performed
need to be extended to treat unipotent elements; but we acknowledge here that most
of the results obtained in the present work on the action of semisimple elements on
modules may be found in [17].
The authors are grateful to Martin Liebeck, Alexander Premet and Donna
Testerman for a number of helpful conversations and discussions at various stages
of this project.
1.2. Notation
In this section we establish notation to be used throughout the work.
To begin with, we let K be an algebraically closed field of characteristic p, and
H be a simple algebraic group over K, of rank ℓH ; we write Z(H) for the centre
of H . We take a maximal torus TH of H , and let NH be its normalizer in H and
WH = NH/TH be the Weyl group of H . We let ΦH be the irreducible root system
of H with respect to TH ; for each α ∈ ΦH we let Xα be the corresponding root
subgroup of G, and xα : K → Xα be an isomorphism of algebraic groups. As is
usual, we assume that the maps xα are chosen so that the Chevalley commutator
relations hold, and so that for all t ∈ K∗ the element nα(t) = xα(t)x−α(−t−1)xα(t)
lies in NH and hα(t) = nα(t)nα(−1) lies in TH ; for α ∈ ΦH we set nα = nα(1) and
wα = nαTH ∈WH .
We write ΠH = {β1, . . . , βℓH} for a simple system in ΦH , numbered as in [2].
We let ΦH
+ and ΦH
− be the corresponding sets of positive and negative roots in
ΦH , and write w0 for the long word of WH , so that w0(ΦH
+) = ΦH
−. We let
UH be the product of the root subgroups Xα corresponding to positive roots α,
and BH = UHTH be the standard Borel subgroup. We shall often represent the
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root
∑
miβi as the ℓH -tuple of coefficients (m1, . . . ,mℓH ) arranged as in a Dynkin
diagram; thus for example if H = E8 the highest root of H is denoted
2465432
3 .
Given α ∈ ΦH , we write ht(α) for the height of α.
We write L(H) for the Lie algebra of H ; more generally, for each closed sub-
group H ′ of H we write L(H ′) for the Lie algebra of H ′, which we view as a
subalgebra of L(H). For each α ∈ ΦH we take a root vector eα in L(Xα), and
we write hα for the vector [eα, e−α] in L(TH). The structure constants of H are
defined by [eα, eβ] = Nαβeα+β whenever α, β, α+ β ∈ ΦH ; if H = E6, E7 or E8 we
shall take those given in the appendix of [20] unless otherwise stated.
Let e(ΦH) be the maximum ratio of squared root lengths in ΦH , so that
e(ΦH) =


1 if ΦH = Aℓ, Dℓ, E6, E7, E8,
2 if ΦH = Bℓ, Cℓ, F4,
3 if ΦH = G2.
Note that if e(ΦH) = 1 we shall choose to regard all roots as short rather than long,
which is not the usual convention. Given a subsystem Ψ of ΦH , we write Ψs and
Ψl respectively for the sets of short and long roots of ΦH lying in Ψ.
Given h, h′ ∈ H , we write hh′ = h′−1h = h′−1hh′; if h ∈ H and A is a subset
of H , we write Ah = {ah : a ∈ A} = h−1A and hA = {ha : a ∈ A}. Then hH is
the conjugacy class of h in H , and we write CH(h) = {h′ ∈ H : hh′ = h} for the
centralizer of h in H .
If X is a variety on which H acts, given h ∈ H and x ∈ X we write h.x for
the image of x under the action of h, and CX(h) = {x ∈ X : h.x = x} for the
fixed point variety of h; given A ≤ H we write A.x = {h.x : h ∈ A} for the A-orbit
containing x, and CA(x) = {h ∈ A : h.x = x} for the A-stabilizer of x; given
Y ⊆ X , we write Y for the closure of Y , and TranH(x, Y ) = {h ∈ H : h.x ∈ Y } for
the transporter, which is closed in H if Y is closed in X .
For the majority of the present work we shall take H to be the group G with
which we are concerned. In this case we shall mostly drop the subscript ‘H ’, so that
the rank of G is ℓ and we have the maximal torus T with normalizer N , Weyl group
W , root system Φ, simple system Π, sets Φ+ and Φ− of positive and negative roots,
unipotent group U and Borel subgroup B (although we shall still have centralizers
CG(h) and stabilizers CG(x)); in addition we shall write Π = {α1, . . . , αℓ}. The
reason for beginning this section with H rather than G is that sometimes we will
wish to view G as a subgroup of a larger group H ; then we may need to distinguish
between maximal tori, Weyl groups, root systems and so on of the two groups.
Given w ∈ W , we write Uw for the product of the root groups Xα for which
α ∈ Φ+ and w(α) ∈ Φ−. The Bruhat decomposition then allows us to write any
element of G uniquely in the form u1nu2, where u1 ∈ U , n ∈ N and u2 ∈ Uw where
w = nT ∈ W . We write Gu and Gss for the sets of unipotent and semisimple
elements in G respectively.
If G is of classical type, we shall sometimes use the standard notation for its
root system: we take an orthonormal basis ε1, . . . , εℓ′ of ℓ
′-dimensional Euclidean
space, where ℓ′ = ℓ + 1 if G = Aℓ and ℓ
′ = ℓ if G = Bℓ, Cℓ or Dℓ, and take simple
roots αi = εi − εi+1 for i < ℓ and αℓ = εℓ − εℓ+1, εℓ, 2εℓ or εℓ−1 + εℓ according
as G = Aℓ, Bℓ, Cℓ or Dℓ. Accordingly, we shall sometimes view the Weyl group
W as consisting of signed permutations of the set {1, . . . , ℓ′}, where the number of
minus signs is zero if G = Aℓ, arbitrary if G = Bℓ or Cℓ, and even if G = Dℓ. In
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addition, we shall write Vnat for the natural G-module; in what follows, we always
take 1 ≤ i < j ≤ ℓ′, and when we describe the action of a root element xα(t), any
basis element whose image is not given explicitly is fixed. (See [4, Theorem 11.3.2].)
If G = Aℓ then Vnat has basis v1, . . . , vℓ+1; root elements act by
xεi−εj (t) : vj 7→ vj + tvi,
x−εi+εj (t) : vi 7→ vi + tvj .
If G = Cℓ then Vnat has (hyperbolic) basis e1, f1, . . . , eℓ, fℓ; root elements act by
xεi−εj (t) : ej 7→ ej + tei, fi 7→ fi − tfj ,
x−εi+εj (t) : ei 7→ ei + tej , fj 7→ fj − tfi,
xεi+εj (t) : fj 7→ fj + tei, fi 7→ fi + tej ,
x−εi−εj (t) : ej 7→ ej + tfi, ei 7→ ei + tfj ,
x2εi (t) : fi 7→ fi + tei,
x−2εi(t) : ei 7→ ei + tfi.
If G = Dℓ then Vnat has basis v1, v−1, . . . , vℓ, v−ℓ; root elements act by
xεi−εj (t) : vj 7→ vj + tvi, v−i 7→ v−i − tv−j ,
x−εi+εj (t) : vi 7→ vi + tvj , v−j 7→ v−j − tv−i,
xεi+εj (t) : v−j 7→ v−j + tvi, v−i 7→ v−i − tvj ,
x−εi−εj (t) : vj 7→ vj − tv−i, vi 7→ vi + tv−j .
If G = Bℓ then Vnat has basis v0, v1, v−1, . . . , vℓ, v−ℓ; root elements act by
xεi−εj (t) : vj 7→ vj + tvi, v−i 7→ v−i − tv−j ,
x−εi+εj (t) : vi 7→ vi + tvj , v−j 7→ v−j − tv−i,
xεi+εj (t) : v−j 7→ v−j + tvi, v−i 7→ v−i − tvj ,
x−εi−εj (t) : vj 7→ vj − tv−i, vi 7→ vi + tv−j ,
xεi (t) : v0 7→ v0 + 2tvi, v−i 7→ v−i − tv0 − t2vi,
x−εi(t) : v0 7→ v0 − 2tv−i, vi 7→ vi + tv0 − t2v−i.
We write Λ for the weight lattice of G with respect to the maximal torus T ,
and let ω1, . . . , ωℓ be the fundamental dominant weights of G corresponding to the
simple roots α1, . . . , αℓ respectively. If λ is a dominant weight of G, we write L(λ)
for the irreducible G-module with highest weight λ.
Given a G-module V , we write Λ(V ) for the set of weights in Λ for which
the weight space in V is non-zero; we describe such weights as occurring in V . If
µ ∈ Λ(V ), we write Vµ = {v ∈ V : ∀s ∈ T, s.v = µ(s)v} for the corresponding
weight space; if s ∈ Gss and κ ∈ K∗, we write Vκ(s) = {v ∈ V : s.v = κv} for the
corresponding eigenspace.
Given a ∈ N, we write Za for the cyclic group of order a, Dih2a for the dihedral
group of order 2a, and Sa and Alta for the symmetric and alternating groups of
degree a; in addition we write Ua for a connected unipotent group of dimension a.
Given a ∈ N and κ1, . . . , κa ∈ K, we write diag(κ1, . . . , κa) for the diagonal
a× a matrix whose (i, i)-entry is κi.
Given a, b ∈ N, we write (a, b) for their highest common factor, and we set
ζa,b =
{
1 if a divides b,
0 otherwise.
Finally, given r ∈ N, we let ηr be a generator of the group of rth roots of unity
in K∗ (so that if (p, r) = 1 then ηr is a primitive rth root of unity); we assume this
is done in such a way that whenever r = r1r2 with r1, r2 ∈ N we have ηrr1 = ηr2 .
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1.3. Preliminary results
In this section we prove some preliminary results. The first of these will be
used frequently.
Lemma 1.3.1. If V is a G-module with submodule V ′, then for all g ∈ G we
have dimCV (g) ≤ dimCV ′(g) + dimCV/V ′(g).
Proof. Let π : V → V/V ′ be the quotient map; then the restriction of π to
CV (g) has kernel CV ′(g) and image contained in CV/V ′(g).
Our next result is simple but of fundamental importance.
Lemma 1.3.2. Let u1, u2 ∈ G be unipotent such that u1G lies in the closure of
u2
G, and V be a G-module; then dimCV (u1) ≥ dimCV (u2), and if 1 ≤ k ≤ 12 dim V
then dimCGk(V )(u1) ≥ dimCGk(V )(u2).
Proof. Let X be either V or Gk(V ). The set
{g ∈ GL(V ) : dimCX(g) ≥ dimCX(u2)}
is closed and contains u2
G, so it contains the closure u2G and hence u1
G; the result
follows.
The next is a technical result concerning the tensor product of two Jordan block
matrices.
Lemma 1.3.3. If J1 and J2 are matrices comprising single Jordan blocks with
eigenvalue 1, of sizes r1 and r2 respectively, then J1⊗J2−I has nullity min(r1, r2).
Proof. We may assume r1 ≤ r2. For t = 1, 2 let Vt be a vector space of dimension
rt with basis v
t
1, . . . , v
t
rt ; take the map θt : Vt → Vt defined by
θt(v
t
i) =
{
vti + v
t
i−1 if i > 1,
vt1 if i = 1,
so that Jt is the matrix of θt with respect to the basis v
t
1, . . . , v
t
rt . Set V0 = V1⊗V2,
and for i ∈ [1, r1] and j ∈ [1, r2] write vij = v1i ⊗ v2j . Consider the map φ =
θ1 ⊗ θ2 − 1 : V0 → V0; we have
φ(vij) =


vi,j−1 + vi−1,j + vi−1,j−1 if i, j > 1,
vi−1,1 if i > j = 1,
v1,j−1 if j > i = 1,
0 if i = j = 1.
We claim that the vectors φ(vij) with i ∈ [1, r1] and j ∈ [2, r2] form a basis of imφ.
First suppose we have coefficients ρij ∈ K satisfying
0 =
r1∑
i=1
r2∑
j=2
ρijφ(vij),
so that
0 =
r2∑
j=2
ρ1jv1,j−1 +
r1∑
i=2
r2∑
j=2
ρij(vi,j−1 + vi−1,j + vi−1,j−1).
For j ∈ [2, r2], equating coefficients of vr1,j−1 shows that ρr1,j = 0; now for j ∈
[2, r2], equating coefficients of vr1−1,j−1 shows that ρr1−1,j = 0; continuing in this
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way we see that ρij = 0 for all i ∈ [1, r1] and j ∈ [2, r2]. Thus the vectors specified
are linearly independent; let Z be their span. To show that Z = imφ, since
φ(v11) = 0 it suffices to show that if i ∈ [2, r1] then φ(vi1) = vi−1,1 ∈ Z. We
use induction on i to show that if i + j ≤ r2 then vij ∈ Z: if i = 1 and j ≤
r2 − 1 we have vij = φ(v1,j+1) ∈ Z, while if i > 1 and j ≤ r2 − i we have
vij = φ(vi,j+1)− vi−1,j+1 − vi−1,j ∈ Z by inductive hypothesis. Thus in particular
v11, . . . , vr1−1,1 ∈ Z; so we do indeed have Z = imφ, and the result follows.
In the case where r1 = r2 = r, we may view this result as saying that if
u ∈ Ar−1 is a regular unipotent element, then dimCL(ω1)⊗L(ω1)(u) = r. Our next
result treats similarly two submodules of L(ω1) ⊗ L(ω1); in fact we shall require
this result only in the sequel [13], but it makes sense to give it here.
Lemma 1.3.4. Let u ∈ Ar−1 be a regular unipotent element. Then
(i) if V = L(ω2), then dimCV (u) = ⌊ r2⌋;
(ii) if V = L(2ω1) with p ≥ 3, then dimCV (u) = ⌈ r2⌉.
Proof. We prove (i); the proof of (ii) is entirely similar — alternatively the
result follows from (i) and Lemma 1.3.3, since if p ≥ 3 we have L(ω1) ⊗ L(ω1) =
L(ω2)⊕ L(2ω1).
Take a basis v1, . . . , vr of the natural module for Ar−1, such that
u.vi =
{
vi + vi−1 if i > 1,
v1 if i = 1.
For 1 ≤ i < j ≤ r write vij = vi ⊗ vj − vj ⊗ vi, so that V = 〈vij : 1 ≤ i < j ≤ r〉.
Let φ : V → V be the map v 7→ (u − 1).v; we have
φ(vij) =


vi,j−1 + vi−1,j + vi−1,j−1 if j − 1 > i > 1,
vi−1,i+1 + vi−1,i if j − 1 = i > 1,
v1,j−1 if j − 1 > i = 1,
0 if j − 1 = i = 1.
We claim that the vectors φ(vij) with either i < j − 1 or i = j − 1 > ⌊ r2⌋ form a
basis of imφ. First suppose we have coefficients ρij ∈ K satisfying
0 =
∑
(i,j)
ρijφ(vij),
where the sum runs over pairs (i, j) with either i < j− 1 or i = j− 1 > ⌊ r2⌋, so that
0 =
∑
j>2
ρ1jv1,j−1 +
∑
1<i<j−1
ρij(vi,j−1 + vi−1,j + vi−1,j−1)
+
∑
i>⌊ r2 ⌋
ρi,i+1(vi−1,i+1 + vi−1,i).
We show that all ρij are zero, working in order of decreasing i+ j. If i+ j = 2r− 1,
then (i, j) = (r−1, r); equating coefficients of vr−2,r shows that ρr−1,r = 0. Suppose
we have shown that whenever i + j > h we have ρij = 0. If h > r + 1, taking
successively i = 1, 2, . . . , ⌊ 2r+1−h2 ⌋ and equating coefficients of vh−r−2+i,r+1−i shows
that ρh−r−1+i,r+1−i = 0. If h ≤ r + 1, taking successively i = ⌊h2 ⌋ − 1, . . . , 2, 1 and
equating coefficients of vi,h−i−1 shows that ρi,h−i = 0. Thus the vectors specified
are linearly independent; let Z be their span. To show that Z = imφ, since
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φ(v12) = 0 it suffices to show that if 2 ≤ i ≤ ⌊ r2⌋ then φ(vi,i+1) = vi−1,i+1+vi−1,i ∈
Z. We use induction on i to show that if i + j ≤ r then vij ∈ Z: if i = 1 and
j ≤ r − 1 we have v1j = φ(v1,j+1) ∈ Z, while if i > 1 and i < j ≤ r − i we
have vij = φ(vi,j+1) − vi−1,j+1 − vi−1,j ∈ Z by inductive hypothesis. Thus in
particular v12 + v13, v23 + v24, . . . , v⌊ r2 ⌋−1,⌊
r
2 ⌋
+ v⌊ r2 ⌋−1,⌊
r
2 ⌋+1
∈ Z; so we do indeed
have Z = imφ, and the result follows.
We may use Lemma 1.3.3 to obtain the following.
Lemma 1.3.5. If A is a group of type A1 and u ∈ A \ 1 is unipotent, then for
any non-trivial irreducible A-module V˜ we have codimCV˜ (u) ≥ 12 dim V˜ .
Proof. Let V˜ be a non-trivial irreducible A-module with highest weight mω,
where ω is the fundamental dominant weight for A, so that m ∈ N. Let p be
the characteristic of the field over which A and V˜ are defined, and write m =
m0 +m1p+ · · ·+mtpt with each mi ∈ [0, p− 1] and mt > 0. Accordingly we have
V˜ = V˜0 ⊗ V˜1 ⊗ · · · ⊗ V˜t where V˜i = L(miω)(pi); write V˜ ′ = V˜0 ⊗ · · · ⊗ V˜t−1, so that
V˜ = V˜ ′⊗ V˜t. The matrix representing the action of u on V˜t is a single Jordan block
of size r = mt + 1; let the matrix representing the action of u on V˜
′ be a sum of
Jordan blocks of sizes r1, . . . , rs. By Lemma 1.3.3, the tensor product of any such
Jordan block of size ri with the single Jordan block of size r is a matrix of size
rir such that subtracting the identity leaves a matrix of nullity min{ri, r} ≤ 12rir;
summing over i gives the result.
The next result is very straightforward.
Lemma 1.3.6. Given a parabolic subgroup P = QL of G, where Q is the unipo-
tent radical of P and L the Levi subgroup, let P− = Q−L be the opposite parabolic
subgroup, so that Q ∩Q− = 1; then G = PP−P = QLQ−Q.
Proof. First take the case where P = B, so that Q = U and L = T ; write U− for
the product of the root subgroups corresponding to negative roots, so that Q− =
U−. Take g ∈ G, and write g ∈ Bx for some x ∈ G; use Bruhat decomposition to
write x = bnv where b ∈ B, n ∈ N and v is a product of root elements corresponding
to positive roots made negative by nT . Thus g ∈ Bnv, so we may write g = (us)nv
where u ∈ U and s ∈ T ; write u = u1u2 where u1 and u2 are products of root
elements corresponding to positive roots such that conjugation by n keeps those in
u1 positive and makes those in u2 negative, then we have
g = v−1u1
n.sn.u2
sn.v,
with v−1u1
n, v ∈ U , u2sn ∈ U− and sn ∈ T as required. Now for the general case
take g ∈ G and by the above write g = v1sv2v3 with v1, v3 ∈ U , v2 ∈ U− and s ∈ T ;
for i = 1, 2, 3 write vi = qili with q1, q3 ∈ Q, q2 ∈ Q− and l1, l2, l3 ∈ L. Since L
normalizes both Q and Q− we have
g = q1l1sq2l2q3l3 = q1.l1sl2l3.q2
l2l3 .q3
l3 ,
with q1, q3
l3 ∈ Q, q2l2l3 ∈ Q− and l1sl2l3 ∈ L as required.
The following result will be used repeatedly without comment.
Lemma 1.3.7. If the connected algebraic group H acts on the variety X, and
x ∈ X, then dim(H.x) = dimH − dimCH(x).
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Proof. Consider the morphism φ : H → H.x defined by φ(h) = h.x; since H
is irreducible, so are H.x and H.x. Thus φ is a dominant morphism of irreducible
varieties, so there is a non-empty set U ⊆ φ(H) which is open in H.x such that
if we take y ∈ U then each component of φ−1(y) has dimension equal to dimH −
dim(H.x); as all fibres are cosets of CH(x), the result follows.
The next result is elementary.
Lemma 1.3.8. Let r ≥ 0 be fixed, and φ : X → Y be a dominant morphism
of varieties. Suppose that for all y ∈ imφ the fibre φ−1(y) has dimension r; then
dimX = dimY + r.
Proof. Let X1, . . . , Xs and Y1, . . . , Yt be the irreducible components of X and Y
respectively. Each set φ(Xi) is irreducible, so lies in some Yj ; and as Y = φ(X) =
φ(X1) ∪ · · · ∪ φ(Xs), for each j there exists i with Yj = φ(Xi). After renumbering
we may assume that dimY1 ≥ dimYj for all j > 1, and that Y1 = φ(X1); then
dimY = dim Y1. The restriction φ : X1 → Y1 is then a dominant morphism of
irreducible varieties, so there is a non-empty set U ⊆ φ(X1) which is open in Y1 such
that if y ∈ U then each component of φ−1(y) in X1 has dimension dimX1−dimY1;
as all fibres have dimension r, we have dimX1 = dimY1 + r = dim Y + r. Now
take i > 1, and let j be such that φ(Xi) ⊆ Yj ; then φ : Xi → φ(Xi) is a dominant
morphism of irreducible varieties, so as before we obtain dimXi = dimφ(Xi)+ r ≤
dimYj + r ≤ dimY1 + r = dimY + r. Thus X1 has maximal dimension among the
irreducible components of X , and so dimX = dimX1 = dimY + r.
The final result in this section is simple, but underlies the technique which will
be used to show that almost all large triples and quadruples have TGS.
Lemma 1.3.9. Let X be a variety on which G acts. If g ∈ G with CX(g)
non-empty, then we have
dim
⋃
g′∈gG
CX(g′) ≤ dim gG + dimCX(g).
Moreover if X is a G-module V , then for g ∈ Gss and κ ∈ K∗ we have
dim
⋃
g′∈gG
Vκ(g′) ≤ dim gG + dimVκ(g).
Proof. Write S = {(g′, x) : g′ ∈ gG, x ∈ X, g′.x = x}; let π1 : S → gG
and π2 : S → X be the projections on the first and second components. Then
π1 is surjective, and for all g
′ ∈ gG we have π1−1(g′) = {(g′, x) : x ∈ X, g′.x =
x} ∼= CX(g′) ∼= CX(g), so dimπ1−1(g′) = dimCX(g); hence by Lemma 1.3.8
dimS = dim gG + dimCX(g). Since imπ2 =
⋃
g′∈gG CX(g
′), the first statement
follows; the proof of the second is entirely similar.
1.4. Localization to a subvariety
In this section we explain an approach which will be used repeatedly in the
determination of generic stabilizers which are not trivial.
Let X be a variety on which G acts. Given a subvariety Y of X , the morphism
φ : G × Y → X defined by φ((g, y)) = g.y is known as the orbit map; clearly its
image is the union of those G-orbits in X which meet Y . Our first result here
concerns dimensions of transporters.
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Lemma 1.4.1. With the notation established, given y ∈ Y we have
(i) dimTranG(y, Y ) = dimφ
−1(y);
(ii) codimTranG(y, Y ) = dim(G.y)− dim(G.y ∩ Y ).
Proof. We have
φ−1(y) = {(g, y′) : g ∈ G, y′ ∈ Y, g.y′ = y}
= {(g, g−1.y) : g ∈ G, g−1.y ∈ Y }
∼= {g−1 : g ∈ G, g−1.y ∈ Y }
= TranG(y, Y );
this proves (i). The fibre φ−1(y) is closed in G × Y ; let π2 : φ−1(y) → Y be the
projection on the second component. Then
imπ2 = {y′ ∈ Y : ∃g ∈ G with g.y′ = y} = G.y ∩ Y,
so that the morphism π2 : φ
−1(y) → G.y ∩ Y is dominant; for each y′ ∈ imπ2
we have π2
−1(y′) = {(g, y′) : g ∈ G, g.y′ = y} ∼= {g ∈ G : g.y′ = y} which is
a coset of CG(y), so all fibres of π2 have dimension equal to dimCG(y). Thus by
Lemma 1.3.8 we have dimφ−1(y) = dim(G.y ∩ Y ) + dimCG(y). Since dim(G.y) =
dimG− dimCG(y), using (i) we have
codimTranG(y, Y ) = dimG− dimTranG(y, Y )
= (dim(G.y) + dimCG(y))− dimφ−1(y)
= dim(G.y)− dim(G.y ∩ Y );
this proves (ii).
We shall be interested in subvarieties Y which are ‘sufficiently representative’,
in the sense that almost all orbits in X meet them, with the intersections having
the appropriate dimensions. In order to give a condition for this, we make the
following definition.
Definition. Given a subvariety Y of X , a point y ∈ Y is called Y -exact if
codimTranG(y, Y ) = codimY.
Note that by Lemma 1.4.1(ii) a point y ∈ Y is Y -exact if and only if
dimX − dim(G.y) = dimY − dim(G.y ∩ Y );
in other words, the codimension in X of the closure of the orbit containing y is
equal to that in Y of the closure of the orbit’s intersection with Y .
Our result is then as follows.
Lemma 1.4.2. Let Y be a subvariety of X, and Yˆ be a dense open subset of Y ;
suppose that all points in Yˆ are Y -exact. Then φ(G × Yˆ ) contains a dense open
subset of X.
Proof. Take y ∈ Yˆ ; by assumption and Lemma 1.4.1(i) we have
dimφ−1(y) = dimTranG(y, Y )
= dimG− (dimX − dimY )
= dim(G× Y )− dimX.
Let X ′ = φ(G× Y ), and regard φ as a morphism G × Y → X ′; both G × Y and
X ′ are irreducible, and here φ is dominant. By [15
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of φ−1(y) thus has dimension at least dim(G × Y ) − dimX ′; so by the above
dimX ′ ≥ dimX , and as X is irreducible and contains the closed set X ′ we must
have X ′ = X . Thus the morphism φ : G× Y → X is dominant.
Since Yˆ is a dense open subset of Y , we see that G × Yˆ is a dense open
subset of G× Y , and hence constructible; as morphisms send constructible sets to
constructible sets, φ(G × Yˆ ) is constructible. Moreover the closure of φ(G × Yˆ )
contains φ(G × Yˆ ) = φ(G×Y ), so it contains φ(G× Y ) = X . As any constructible
set contains a dense open subset of its closure, we see that φ(G × Yˆ ) contains a
dense open subset of X .
As a consequence we have the following.
Lemma 1.4.3. Let Y be a subvariety of X, and Yˆ be a dense open subset of Y ;
let C be a subgroup of G containing GX . Suppose that for each y ∈ Yˆ the following
are true:
(i) y is Y -exact;
(ii) the stabilizer CG(y) is a conjugate of C.
Then C/GX is the generic stabilizer in the action of G on X.
Proof. From (i) we know by Lemma 1.4.2 that φ(G× Yˆ ) contains a dense open
subset Xˆ of X . As elements of X lying in the same orbit have conjugate stabilizers,
from (ii) we know that each element of Xˆ has stabilizer equal to a conjugate of C;
taking the quotient by the kernel GX proves the result.
This result may be seen as localizing the problem: we seek a subvariety Y
of X , and a dense open subset Yˆ of Y , all of whose points are Y -exact and have
conjugate stabilizers. In practice we want Y to be a relatively small subvariety, since
we need to determine both transporters and stabilizers of all points in the dense
open subset Yˆ ; of course, since the transporter TranG(y, Y ) contains the stabilizer
CG(y), identifying the former takes us some way towards finding the latter. In fact,
often we are able to arrange things such that the stabilizer of each point in Yˆ is
conjugate to the subgroup C by an element of T , as opposed to a general element
of G.
1.5. Semisimple automorphisms
In many of the cases where a triple (G, λ, p) or quadruple (G, λ, p, k) fails to
have TGS, it turns out that we may locate G inside a larger simple algebraic group
H and the module V = L(λ) inside L(H). Usually we do so by taking a maximal
parabolic subgroup P of H , such that G is the derived group of the Levi subgroup
of P while V lies in the Lie algebra of the unipotent radical of P . In this section,
however, we discuss a slightly different set-up.
As in Section 1.2, take a simple algebraic group H over the algebraically closed
field K of characteristic p, with maximal torus TH , Lie algebra L(H) and so on; we
shall assume that H is of simply connected type. Let θ be a semisimple automor-
phism of H of order r coprime to p; we may assume θ preserves the torus TH . Then
L(H) decomposes as the direct sum of r eigenspaces for θ; for 0 ≤ i < r denote
the eigenspace corresponding to the eigenvalue ηr
i by L(H)(i). We have L(H)(0) =
L(CH(θ)); we shall focus on the eigenspace L(H)(1), which is clearly a CH(θ)-
module. Set L(TH)(1) = L(TH) ∩ L(H)(1) and Z(L(H))(1) = Z(L(H)) ∩ L(H)(1),
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and let Y = L(TH)(1)/Z(L(H))(1). Write
(WH
‡)(1) = {w ∈ WH : ∃ζ ∈ K∗, ∀y ∈ Y, w.y = ζy},
(WH
†)(1) = {w ∈ WH : ∀y ∈ Y, w.y = y};
let (NH
‡)(1) and (NH
†)(1) be the pre-images of (WH
‡)(1) and (WH
†)(1) respectively
under the quotient map NH →WH . We then have the following result.
Lemma 1.5.1. With the notation established above, write G = CH(θ) and V =
L(H)(1)/Z(L(H))(1).
(i) Suppose GV = G∩Z(H), and v ∈ L(UH)∩ L(H)(1) is a regular nilpotent
element such that G ∩ CUH (v) = {1}; then in the action of G on V the
orbit containing v + Z(L(H))(1) is regular.
(ii) Suppose dimL(H)(1)−dimL(TH)(1) = dimG−dim(G∩TH), and L(TH)(1)
contains regular semisimple elements; then the generic stabilizer for the
action of G on V is C(NH†)(1)(θ)/GV , while that for the action of G on
G1(V ) is C(NH‡)(1)(θ)/Z(G).
Proof. (i) As v ∈ L(UH) is regular nilpotent, we have CH(v) = CUH (v)Z(H);
thus as G ∩ CUH (v) = 1 we have CG(v) = G ∩ Z(H) = GV . Moreover the only
nilpotent element in the coset v+Z(L(H))(1) is v itself; so the G-orbit containing v
must meet v+Z(L(H))(1) simply in v, and thus CG(v+Z(L(H)(1)) = CG(v) = GV .
Therefore the stabilizer in G/GV of v + Z(L(H))(1) is trivial as required.
(ii) Suppose v ∈ L(TH)(1) is regular semisimple. Since any H-orbit in L(H) has
finite intersection with L(TH), there are only finitely many elements z ∈ Z(L(H))(1)
such that v + z lies in H.v; thus CH(v + Z(L(H))(1)) is a finite union of cosets of
CH(v), and so dimCH(v + Z(L(H))(1)) = dimCH(v). Hence v + Z(L(H))(1) ∈ Y
is also regular semisimple. Let Yˆ1 be the set of regular semisimple elements in Y .
Now given w ∈ WH \ (WH †)(1), take n ∈ NH with nTH = w; by assumption the
set of elements of Y fixed by n is a proper closed subvariety of Y . Let Yˆ2 be the
complement of the union of these subvarieties as w runs over WH \ (WH †)(1). Set
Yˆ = Yˆ1 ∩ Yˆ2; as both Yˆ1 and Yˆ2 are dense open subsets of Y , the same is true of Yˆ .
Take y ∈ Yˆ . We have CH(y) = (NH†)(1), and hence CG(y) = G ∩ (NH†)(1) =
CH(θ) ∩ (NH†)(1) = C(NH†)(1)(θ), which is the union of a finite number of cosets
of CTH (θ) = G ∩ TH . Thus we have dim(G.y) = dimG − dim(G ∩ TH), while
dim(G.y ∩ Y ) = 0 because of the observation above about orbits having finite
intersection with L(TH); therefore
dimV − dim(G.y) = (dimL(H)(1) − dimZ(L(H))(1))− (dimG− dim(G ∩ TH))
= dimL(TH)(1) − dimZ(L(H))(1)
= dimY − dim(G.y ∩ Y ).
Hence y is Y -exact. Thus the conditions of Lemma 1.4.3 hold; so the generic
stabilizer for the action of G on V is C(NH†)(1)(θ)/GV as required. Replacing Y
by G1(Y ), and (NH†)(1) and (WH †)(1) by (NH‡)(1) and (WH ‡)(1) respectively, in
an exactly similar fashion we see that the generic stabilizer for the action of G on
G1(V ) is C(NH‡)(1)(θ)/Z(G).
To apply the second part of this result we need to determine the subgroup
G ∩ TH = CTH (θ) of TH , the subspace L(TH)(1) of L(TH), and the subgroups
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(WH
‡)(1) and (WH
†)(1) of WH . The first two involve straightforward calculations;
and to see that L(TH)(1) contains regular semisimple elements it is enough to check
that for each α ∈ ΦH there exists v ∈ L(TH)(1) with [veα] 6= 0, which is routine
(and needed only if L(TH)(1) 6= L(TH)). However, identifying the subgroups ofWH
can be more involved; the remainder of the present section is devoted to this issue.
Observe that the set {hβ : β ∈ ΦH} is a root system dual to ΦH , with simple
system {hβ1, . . . , hβℓH }; given β =
∑
aiβi with the coefficients ai ∈ Z, we have
hβ =
∑ ai〈βi,βi〉
〈β,β〉 hβi (note that [19, Lemma 1.2] shows that if e(ΦH) > 1 then β is
long if and only if e(ΦH) divides each ai for which βi is short, so the fraction always
gives an integer, which may then be regarded as an element of K). Moreover given
w ∈ WH we have w.hβ = hw(β).
If L(TH)(1) = L(TH) (which occurs if either r = 1, or r = 2 and the automor-
phism θ acts on L(TH) by negation), we shall abbreviate (WH
‡)(1) and (WH
†)(1)
to WH
‡ and WH
† respectively. Here we have the following result.
Lemma 1.5.2. With the notation established, we have the following.
(i) If H = A1 with p = 2, then WH
‡ =WH
† =WH ∼= Z2.
(ii) If H = A2 with p = 3, then WH
‡ = WH ∼= S3, and WH† = 〈wβ1wβ2〉 ∼=
Z3.
(iii) If H = A3 with p = 2, then WH
‡ = WH
† = 〈wβ1wβ3 , wβ1+β2wβ2+β3〉 ∼=
Z2
2.
(iv) If H = B2 with p = 2, then WH
‡ =WH
† =WH ∼= Dih8.
(v) If H = Bℓ or Cℓ for ℓ ∈ [3,∞) with p = 2, then WH‡ =WH † ∼= Z2ℓ.
(vi) If H = D4 with p = 2, then WH
‡ =WH
† ∼= Z23.Z22.
(vii) If H = Dℓ for ℓ ∈ [5,∞) with p = 2, then WH ‡ =WH† ∼= Z2ℓ−1.
(viii) If H = A1, Bℓ for ℓ ∈ [2,∞), Cℓ for ℓ ∈ [3,∞), or Dℓ for even ℓ ∈ [4,∞),
with p 6= 2, then WH ‡ = 〈w0〉 ∼= Z2, and WH† = {1}.
(ix) If H = E7, E8, F4 or G2, then WH
‡ = 〈w0〉 ∼= Z2, and WH † = {1} or
〈w0〉 according as p ≥ 3 or p = 2.
(x) If H = A2 with p 6= 3, or A3 with p 6= 2, or Aℓ for ℓ ∈ [4,∞), or Dℓ for
odd ℓ ∈ [5,∞) with p 6= 2, or E6, then WH ‡ =WH† = {1}.
Proof. Note that as L(TH)(1) = L(TH) we have Z(L(H))(1) = Z(L(H)); and if
Z(L(H)) 6= {0} then H = Aℓ with p a factor of ℓ + 1, or Bℓ, Cℓ, Dℓ or E7 with
p = 2, or E6 with p = 3. We shall start with the cases where Z(L(H)) = {0}.
First suppose e(ΦH) = 1, so that H = Aℓ, Dℓ, E6, E7 or E8, and we assume p
is not a factor of ℓ+1 in the first of these cases, p 6= 2 in the second and fourth, and
p 6= 3 in the third. Here the root system {hβ : β ∈ ΦH} is isomorphic to ΦH . The
result is clear if H = A1, so assume this is not the case. We claim that, for each j, if
β =
∑
aiβi is any root other than ±βj then the highest common factor in Z of the
coefficients ai for i 6= j is 1. It suffices to consider β positive. If H = A2 and i 6= j
then the only positive roots other than βj have ni = 1. If H = Aℓ for ℓ ≥ 3, or Dℓ
for ℓ ≥ 4, or E6, then given any j there exists i 6= j such that the coefficient of βi in
the highest root is 1; then ai is either 0, in which case β lies in a proper subsystem
and the claim follows by induction, or 1, in which case the highest common factor
is certainly 1. If H = E7, then for j 6= 7 we may take i = 7 and the same argument
applies; if instead j = 7 we take i = 1 and observe that ai ∈ {0, 1, 2} — the cases
ai = 0 and ai = 1 are as before, while ai = 2 only occurs if β =
234321
2 , when the
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highest common factor is 1 by inspection. Finally if H = E8 and j 6= 8 we may
take i = 8 and observe that ai ∈ {0, 1, 2} — again the cases ai = 0 and ai = 1
are as before, while ai = 2 only occurs if β =
2465432
3 , when the highest common
factor is 1 by inspection; if instead j = 8 we take i = 1 and again observe that
ai ∈ {0, 1, 2} — once more the cases ai = 0 and ai = 1 are as before, while this
time ai = 2 implies a3 ∈ {3, 4}, and a3 = 4 implies a4 ∈ {5, 6}, and a4 = 6 implies
a2 = 3, so that again the highest common factor is 1. Now that the claim has
been proved, it follows that any w ∈ WH‡ must send each βj to ±βj , since p must
divide w.hβj − ζhβj for some ζ; the connectedness of the Dynkin diagram forces
all the signs to be the same, since if βj and βj′ correspond to adjacent nodes then
βj + βj′ is a root while βj − βj′ is not; thus w must be either 1 or −1, with the
latter occurring only if H = A1, Dℓ for ℓ even, E7 or E8. Hence in these cases we
have WH
‡ = 〈w0〉, and so WH† = {1} or 〈w0〉 according as p ≥ 3 or p = 2; in the
cases where H = Aℓ for ℓ ≥ 2, or Dℓ for ℓ odd, or E6, we have WH ‡ =WH † = {1}.
Next suppose e(ΦH) = 3, so that H = G2. Given w ∈ WH we have w.hβ2 ∈
{±hβ2,±(hβ1 + hβ2),±(hβ1 +2hβ2)}; thus if w ∈ WH‡ we must have w(β2) = ±β2,
so that w ∈ {1, wβ2 , w0, w0wβ2}. Certainly w0 = −1 ∈ WH ‡. However if w = wβ2
then w.hβ1 = hβ1 + 3hβ2 while w.hβ2 = −hβ2; thus the condition w.hβ1 = ζhβ1
forces p = 3 and ζ = 1, so we do not have w.hβ2 = ζhβ2 . Therefore WH
‡ = 〈w0〉,
and so WH
† = {1} or 〈w0〉 according as p ≥ 3 or p = 2.
Now suppose e(ΦH) = 2, so that H = Bℓ, Cℓ or F4, and we assume p 6= 2 in the
first two cases; take w ∈ WH ‡. If H = Bℓ for ℓ ≥ 3, then for j < ℓ the coefficient
of hβℓ in w.hβj lies in {0,±1}; as before it cannot be ±1, so it must be 0 and then
arguing in the subsystem of type Aℓ−1 we see that w(βj) = ±βj . Again the signs
must all be the same, so as w0 = −1 we see that either w or w0w must fix each βj
for j < ℓ; but the only element of WH which does this is 1, so WH
‡ = 〈w0〉 and
WH
† = {1}. If H = Cℓ for ℓ ≥ 2, the elements hβ for β long are of the form
hβi + hβi+1 + · · ·+ hβℓ
for i ≤ ℓ; thus w(βℓ) must be ±βℓ. For β short the coefficient of hβℓ in hβ lies
in {0,±2}. Thus for each j < ℓ we must have w(βj) ∈ 〈β1, . . . , βℓ−1〉; arguing in
the subsystem of type Aℓ−1 we see that we must have w(βj) = ±βj, from which it
follows as before that w ∈ {1, w0}, so that WH‡ = 〈w0〉 and WH † = {1}. Finally if
H = F4, for j ∈ {1, 2} the coefficient of hβ4 in w.hβj lies in {0,±1,±2}, and if it
is 2ǫ for ǫ = ±1 then the coefficient of hβ3 is 3ǫ — so again w(βj) = ±βj , and the
signs for j = 1 and j = 2 must be the same. As w0 = −1, either w or w0w must fix
both β1 and β2, so must lie in 〈wβ4 , wβ1+2β2+3β3+β4〉 ∼= S3; of these six elements,
four map hβ3 to either hβ3 + hβ4 or −(2hβ1 + 4hβ2 + 2hβ3 + hβ4), and a fifth fixes
hβ3 but maps hβ4 to −(2hβ1 + 4hβ2 + 3hβ3 + hβ4), so the only one lying in WH‡ is
1. Thus WH
‡ = 〈w0〉, and WH † = {1} or 〈w0〉 according as p ≥ 3 or p = 2.
We now turn to the cases where Z(L(H)) 6= {0}. Note that WH ‡ ⊳WH .
First suppose H is of exceptional type. If H = E6 with p = 3, then WH ∼=
S4(3).Z2; asWH
‡ clearly does not contain S4(3), we must haveWH
‡ =WH
† = {1}.
If H = E7 with p = 2, then WH ∼= S6(2) × Z2, where the Z2 is 〈w0〉; as w0 = −1,
and WH
‡ clearly does not contain S6(2), we must have WH
‡ =WH
† = 〈w0〉.
Next suppose H = Aℓ with p a factor of ℓ+ 1; then WH ∼= Sℓ+1. If ℓ = 1 and
p = 2 we have L(TH) = 〈hβ1〉 = Z(L(H)), so WH‡ = WH† = WH . If ℓ = 2 and
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p = 3 we have L(TH) = 〈hβ1 , hβ2〉 and Z(L(H)) = 〈z1〉, where z1 = hβ1−hβ2. Since
dimL(TH)/Z(L(H)) = 1, all elements of WH act on L(TH)/Z(L(H)) as scalars,
so WH
‡ = WH ; the transposition wβ1 negates hβ1 , and sends hβ2 to hβ1 + hβ2 =
−hβ2 + z1, so it acts on L(TH)/Z(L(H)) as −1; similarly each of the other two
transpositions acts as −1, and so the 3-cycles act as 1, whence WH † = 〈wβ1wβ2〉 ∼=
Z3. If ℓ = 3 and p = 2 we have L(TH) = 〈hβ1 , hβ2 , hβ3〉 and Z(L(H)) = 〈z1〉, where
z1 = hβ1 + hβ3 . The double transposition wβ1wβ3 negates both hβ1 and hβ3 , and
sends hβ2 to hβ2+z1, so it acts on L(TH)/Z(L(H)) as 1; similarly each of the other
two double transpositions acts as 1, and as the 3-cycle wβ1wβ2 sends hβ1 to hβ2
and so does not act as a scalar, we see that WH
‡ = WH
† = Z2
2. If ℓ ≥ 4 then the
only proper non-trivial normal subgroup of Sℓ+1 is Altℓ+1; asWH
‡ clearly does not
contain Altℓ+1, we must have WH
‡ =WH
† = {1}.
Next suppose H = Bℓ for ℓ ≥ 2 with p = 2; then WH ∼= Z2ℓ.Sℓ. We have
L(TH) = 〈hβ1 , . . . , hβℓ〉 and Z(L(H)) = 〈z1〉, where z1 = hβℓ . If ℓ = 2 then
dimL(TH)/Z(L(H)) = 1, so all elements of WH act on L(TH)/Z(L(H)) as scalars,
and hence WH
‡ = WH ∼= Dih8; indeed any w ∈ WH fixes hβ2 and maps hβ1 to
either ±hβ1 = hβ1 or ±hβ1 + hβ2 = hβ1 + z1, so WH† = WH . Now assume ℓ ≥ 3
and take w ∈ WH‡. Given j < ℓ, if j > 1 the coefficient of hβ1 in w.hβj lies in
{0,±1}, so must be 0; arguing similarly we see that for each i < j the coefficient
of hβi in w.hβj must be 0, so that w(βj) ∈ 〈βj , βj+1, . . . , βℓ〉; this gives w(βℓ−1) ∈
{±βℓ−1,±(βℓ−1+2βℓ)}, while if j < ℓ−1 the coefficient of hβj+1 in w.hβj cannot be
±1, so must be 0 or ±2, whence w(βj) ∈ {±βj,±(βj +2βj+1+ · · ·+2βℓ−1+2βℓ)}.
Now if we identify the dual root system {hβ : β ∈ ΦH} with the standard root
system of type Cℓ, then for each j < ℓ we must map εj − εj+1 to ±εj ± εj+1; the
elements concerned are those which map each εi to ±εi with independent choice of
signs, so we have WH
‡ =WH
† ∼= Z2ℓ.
Now suppose H = Cℓ for ℓ ≥ 3 with p = 2; then WH ∼= Z2ℓ.Sℓ. We have
L(TH) = 〈hβ1 , . . . , hβℓ〉 and Z(L(H)) = 〈z1〉, where z1 =
∑⌈ℓ/2⌉
i=1 hβ2i−1 . Take
w ∈ WH‡. Here the elements hβ for β long are of the form
hβi + hβi+1 + · · ·+ hβℓ
for i ≤ ℓ, while those for β short are of the form
hβi + hβi+1 + · · ·+ hβj
for i < j < ℓ; thus w(βℓ) must be ±βℓ. Provided ℓ 6= 4, we see that for each j < ℓ
and κ ∈ K∗ the element κhβj + z1 is not of the form κ′hβ for any root β and any
κ′ ∈ K∗, so we must have w.hβj = hβj ; arguing just as in the previous paragraph
shows that w(βℓ−1) ∈ {±βℓ−1,±(βℓ−1 + βℓ)}, while if j < ℓ − 1 then w(βj) ∈
{±βj,±(βj + 2βj+1 + · · ·+ 2βℓ−1 + βℓ)}. If however ℓ = 4 then as z1 = hβ1 + hβ3
we have hβ3 = hβ1 + z1 and hβ1+β2+β3 = hβ2 + z1; as a result we can initially
conclude only that w(β1), w(β3) ∈ {±β3,±(β3 + β4),±β1,±(β1 + 2β2 + 2β3 + β4)}
and w(β2) ∈ {±β2,±(β2+2β3+β4),±(β1+β2+β3),±(β1+β2+β3+β4)}. However,
the fact that w(β1) and w(β2) must be orthogonal to w(β4), while w(β3) + w(β4)
is a root, reduces to the possibilities given before. Now if we identify the dual root
system {hβ : β ∈ ΦH} with the standard root system of type Bℓ, then we must map
εℓ to ±εℓ, and for each j < ℓ we must map εj − εj+1 to ±εj ± εj+1; the elements
concerned are those which map each εi to ±εi with independent choice of signs, so
we have WH
‡ =WH
† ∼= Z2ℓ.
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Finally suppose H = Dℓ for ℓ ≥ 4 with p = 2; then WH ∼= Z2ℓ−1.Sℓ. We
have L(TH) = 〈hβ1 , . . . , hβℓ〉 and Z(L(H)) = 〈z1〉 or 〈z1, z2〉 according as ℓ is
odd or even, where z1 = hβℓ−1 + hβℓ and if ℓ is even z2 =
∑ℓ/2
i=1 hβ2i−1 . Clearly
wβℓ−1wβℓ fixes hβi for i < ℓ − 2, negates both hβℓ−1 and hβℓ , and sends hβℓ−2 to
hβℓ−2 + hβℓ−1 + hβℓ = hβℓ−2 + z1, so it acts on L(TH)/Z(L(H)) as 1; similarly each
of the other elements of the normal subgroup Z2
ℓ−1 acts as 1. Since the 3-cycle
wβ1wβ2 sends hβ1 to hβ2 and so does not act as a scalar, we see that if ℓ ≥ 5 then
we must have WH
‡ = WH
† = Z2
ℓ−1. If however ℓ = 4, then wβ1wβ3 negates both
hβ1 and hβ3 , fixes hβ4 and sends hβ2 to hβ1 + hβ2 + hβ3 = hβ2 + z2, so it acts on
L(TH)/Z(L(H)) as 1; similarly each of the other double transpositions acts as 1,
and so WH
‡ =WH
† = Z2
3.Z2
2.
In each of the remaining cases it will turn out that Z(L(H)) = {0}, so we shall
be concerned simply with the action of WH on L(TH)(1). Rather than presenting a
series of seemingly unmotivated results here, we shall include the determination of
the subgroups (WH
‡)(1) and (WH
†)(1) ofWH within the proofs of the results giving
the generic stabilizers concerned. However, we make some general comments here
on an approach which may often be applied.
Take w ∈ WH with the property that there exists ζ ∈ K∗ such that for all
y ∈ L(TH)(1) we have w.y = ζy. Suppose L(TH)(1) contains a vector of the form
y = κhβj+κ
′hβj′ for κ, κ
′ ∈ K∗ and two simple roots βj and βj′ of the same length;
then κhw(βj)+κ
′hw(βj′ ) = ζκhβj +ζκ
′hβj′ . As above we may write w(βj) =
∑
aiβi
and w(βj′ ) =
∑
ai
′βi where all ai, ai
′ ∈ Z; then hw(βj) =
∑ ai〈βi,βi〉
〈βj ,βj〉
hβi and
hw(βj′) =
∑ ai′〈βi,βi〉
〈βj′ ,βj′〉
hβi (where we must now regard the coefficients as lying in K).
Thus for i 6= j, j′ we must have κai〈βi,βi〉〈βj ,βj〉 +κ′
ai
′〈βi,βi〉
〈βj′ ,βj′ 〉
= 0, so as 〈βj , βj〉 = 〈βj′ , βj′〉
we have ai
′ = − κκ′ ai; we say that the roots w(βj) and w(βj′ ) are proportional outside{βj, βj′}. Often inspection of the root system (regarding coefficients as lying in K)
reveals that the only possibility is that there exists ǫ ∈ {±1} such that for all
i 6= j, j′ we have ai′ = ǫai; and if κκ′ 6= ±1, then for all i 6= j, j′ we must have
ai = ai
′ = 0, so that w preserves 〈βj , βj′〉.
1.6. Generalized height functions
In this section we make some definitions and prove some results which will
be of use in determining transporters for suitably chosen subvarieties of either a
G-module or a Grassmannian variety. Recall that Λ is the weight lattice of G.
Definition. A generalized height function is a linear function Λ → Z whose
value at each simple root is non-negative; we refer to the value at any weight as the
generalized height of the weight. A generalized height function is strictly positive if
the generalized height of each simple root is in fact positive.
There are of course many generalized height functions; in a given context we
shall define the particular one being considered. Recall that the set of weights of
G has the partial order ≺ defined by µ ≺ ν if and only if ν −µ is a non-empty sum
of positive roots; thus if µ ≺ ν, then for any strictly positive generalized height
function the generalized height of µ is strictly less than that of ν.
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Let V be a G-module. Given a generalized height function, for i ∈ Z we write
Λ(V )[i] for the set of weights in Λ(V ) whose generalized height is i, and set
V[i] =
⊕
ν∈Λ(V )[i]
Vν ;
we write Λ(V )[−] =
⋃
i<0 Λ(V )[i] and Λ(V )[+] =
⋃
i>0 Λ(V )[i], and set
V[−] =
⊕
i<0
V[i] =
⊕
ν∈Λ(V )[−]
Vν , V[+] =
⊕
i>0
V[i] =
⊕
ν∈Λ(V )[+]
Vν ,
so that
V = V[−] ⊕ V[0] ⊕ V[+].
In addition we let Φ[0] be the set of roots of generalized height 0, and write
G[0] = 〈T,Xα : α ∈ Φ[0]〉,
and
U[0] =
∏
α∈Φ+∩Φ[0]
Xα, U[+] =
∏
α∈Φ+\Φ[0]
Xα.
so that U = U[0]U[+] = U[+]U[0] and U[+] ∩U[0] = {1} (and if the generalized height
function is strictly positive we have G[0] = T , U[0] = {1} and U[+] = U). Finally
we write WΛ(V )[0] for the stabilizer in W of Λ(V )[0], and NΛ(V )[0] for the preimage
in N of WΛ(V )[0] .
Definition. With the notation established, a subset ∆ of Λ(V )[0] has ZLC
(denoting ‘zero linear combination’) if there is a linear combination
∑
ν∈∆ cνν = 0
in which for all ν ∈ ∆ we have cν ∈ N. A subset ∆ of Λ(V )[0] has ZLCE (denoting
‘zero linear combination extended’) if all subsets ∆′ of Λ(V )[0] with ∆ ⊆ ∆′ have
ZLC.
Note that for a subset ∆ of Λ(V )[0] to have ZLCE it is sufficient merely that
all subsets ∆′ of Λ(V )[0] with ∆ ⊆ ∆′ and |∆′ \∆| ≤ 1 have ZLC: if this weaker
condition holds, then given any subset ∆′ of Λ(V )[0] with ∆ ⊆ ∆′, for each weight
ν in ∆′ \ ∆ we may take the corresponding linear combination of the weights in
∆∪{ν}; summing them all together then gives a linear combination of the weights
in ∆′ as required.
Our first result here gives partial information on certain transporters.
Lemma 1.6.1. Let X be either V or Gk(V ) for some k ∈ N. Given a generalized
height function on the weight lattice of G, let Y be a subvariety of either V[0] or
Gk(V[0]). Assume WΛ(V )[0] stabilizes Φ[0]. Suppose y ∈ Y has the property that for
all u ∈ U[0] the set of weights occurring in u.y has ZLCE; take g ∈ TranG(y, Y ) and
set y′ = g.y ∈ Y . Then we may write g = u1g′u2 with u1 ∈ CU[+](y′), u2 ∈ CU[+](y),
and g′ ∈ G[0]NΛ(V )[0] with g′.y = y′. In particular G.y ∩ Y = G[0]NΛ(V )[0] .y ∩ Y ,
and CG(y) = CU[+](y)CG[0]NΛ(V )[0] (y)CU[+](y).
Proof. Suppose y, g and y′ are as given; use the Bruhat decomposition and
the factorization U = U[0]U[+] = U[+]U[0] above to write g = u1u1,[0]nu2,[0]u2 with
u1, u2 ∈ U[+], u1,[0], u2,[0] ∈ U[0] and n ∈ N , such that if we write w = nT ∈W then
u2, u2,[0] ∈ Uw. We have n.(u2,[0]u2.y) = u1,[0]−1u1−1.y′; write u1′ = u1u1,[0] and
u2
′ = u2
u2,[0]
−1
, so that u1
′, u2
′ ∈ U[+], and set y1 = u2,[0].y and y1′ = u1,[0]−1.y′,
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then we have n.(u2
′.y1) = u1
′−1.y1
′. Let ∆ be the set of weights occurring in y1;
by assumption ∆ has ZLCE. Write ∆ = {ν1, . . . , νr}, and let c1, . . . , cr ∈ N be such
that c1ν1 + · · ·+ crνr = 0.
First suppose X = V . We have y1, y1
′ ∈ V[0]; since adding a non-empty sum
of positive roots to any νi gives a weight of positive generalized height, we see that
both u2
′.y1 − y1 and u1′−1.y1′ − y1′ must lie in V[+]. Since all weights νi occur in
y1, they therefore occur in u2
′.y1; thus all weights w(νi) occur in n.(u2
′.y1), and
as u2
′ ∈ Uw we see that each term in n.(u2′.y1) − n.y1 corresponds to a weight ν′
such that for some i we have ν′ ≺ w(νi). As n.(u2′.y1) = u1′−1.y1′, each weight
w(νi) occurs in u1
′−1.y1
′, so lies in Λ(V )[0] ∪Λ(V )[+]; as c1w(ν1) + · · ·+ crw(νr) =
w(c1ν1 + · · · + crνr) = 0, for each i we must have w(νi) ∈ Λ(V )[0]. Since then
n.(u2
′.y1) − n.y1 ∈ V[−], we must have n.(u2′.y1) − n.y1 = 0 = u1′−1.y1′ − y1′, so
that u1
′ ∈ CU[+](y1′) and u2′ ∈ CU[+](y1), while n.y1 = y1′. Since u1′ = u1u1,[0]
and y1
′ = u1,[0]
−1.y′ we have u1 ∈ CU[+](y′); likewise as u2′ = u2u2,[0]
−1
and
y1 = u2,[0].y we have u2 ∈ CU[+](y); and u1,[0]nu2,[0].y = y′. Moreover, as ∆
has ZLCE, for each ν ∈ Λ(V )[0] \ ∆ there exist c1∗, . . . , cr∗, c∗ ∈ N such that
c1
∗ν1 + · · · + cr∗νr + c∗ν = 0, and so c1∗w(ν1) + · · · + cr∗w(νr) + c∗w(ν) = 0; as
each w(νi) ∈ Λ(V )[0] we must also have w(ν) ∈ Λ(V )[0]. Thus w ∈ WΛ(V )[0] ; since
NΛ(V )[0] normalises G[0] because WΛ(V )[0] stabilizes Φ[0], if we set g
′ = u1,[0]nu2,[0]
then g′ ∈ U[0]NΛ(V )[0]U[0] = G[0]NΛ(V )[0] and g′.y = y′. The result follows.
Now suppose X = Gk(V ) for some k ∈ N. Write y1 = 〈x1, . . . , xk〉; since each
weight νi occurs in some basis vector xj , by changing basis if necessary we may
ensure that each νi occurs in each xj . For each j the argument of the previous
paragraph now applies to the vectors xj and u1
′nu2
′.xj ; the result follows.
Note that the assumption that WΛ(V )[0] stabilizes Φ[0] does not always hold.
For example, let G = A6 and V = L(ω1); then Λ(V ) = {ω1, ω1 − α1, ω1 − α1 −
α2, . . . , ω1−α1−· · ·−α6}. If we take the generalized height function on the weight
lattice of G whose value at α1 and α6 is 0 and at each other simple root αi is 1, then
the generalized height of ω1 =
1
7 (6α1+5α2+4α3+3α4+2α5+α6) is 2, and as ω1
and Φ generate the weight lattice it follows that the generalized height of any weight
is an integer; the generalized heights of the weights in Λ(V ) are 2, 2, 1, 0, −1, −2,
−2, so Λ(V )[0] = {ω1 − α1 − α2 − α3}, and hence WΛ(V )[0] = 〈wα1 , wα2 , wα5 , wα6〉,
which does not stabilize Φ[0] = 〈α1, α6〉. However, we shall see that in the cases
where we wish to apply Lemma 1.6.1 the assumption does hold.
In the case of a strictly positive generalized height function we can go further;
here of course Φ[0] is empty so the assumption automatically holds.
Lemma 1.6.2. Let X be either V or Gk(V ) for some k ∈ N. Given a strictly
positive generalized height function on the weight lattice of G such that Λ(V )[0]
has ZLC, let Y be a subvariety of either V[0] or Gk(V[0]). Suppose y ∈ Y has the
property that each weight in Λ(V )[0] occurs in y; take g ∈ TranG(y, Y ) and set
y′ = g.y ∈ Y . Then we may write g = u1nu2 with u1 ∈ CU (y′), u2 ∈ CU (y),
and n ∈ NΛ(V )[0] with n.y = y′. In particular G.y ∩ Y = NΛ(V )[0] .y ∩ Y , and
CG(y) = CU (y)CNΛ(V )[0] (y)CU (y).
Proof. Clearly if Λ(V )[0] has ZLC it has ZLCE. Since the generalized height
function is strictly positive, we have U[0] = {1} and U[+] = U ; the result thus
follows from Lemma 1.6.1.
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Note that in the case where X = V , Λ(V )[0] = {0} and Y = V0 (the 0 weight
space), we conclude that two elements of Y lie in the same G-orbit if and only if
they lie in the same N -orbit, which is the statement of [14, Lemma 2.1]; our results
in this section are intended to generalize this result.
Many of the results of Section 3.2, where we determine generic stabilizers for
small triples and associated first quadruples, will use this approach. In most cases
the generalized height function chosen will be strictly positive, so we can apply
Lemma 1.6.2. The details will of course vary from case to case, but typically we
proceed as follows.
We identify the set Λ(V )[0], and show that it has ZLC and find its stabilizer
WΛ(V )[0] ; we set Y = V[0], choose a dense open subset Yˆ of Y , and pick y0 ∈ Yˆ . We
define a subgroup C of G such that C ≤ CG(y0); our aim is to show that we have
equality. Using WΛ(V )[0] we determine NΛ(V )[0] .y0 as a small number of cosets of
T.y0 (often it is just T.y0 itself); we then show that CNΛ(V )[0] (y0) = C ∩N . Next
we choose a subset Ξ of Φ+ and set U ′ =
∏
α∈ΞXα such that U
′ is a complement
to C ∩ U in U ; by considering sums νi + α for νi ∈ Λ(V )[0] and α ∈ Ξ we argue
that CU ′(y0) = {1}, whence CU (y0) = C ∩ U . Lemma 1.6.2 now shows that we
do indeed have CG(y0) = C, and identifies G.y0 ∩ Y . Finally given an arbitrary
y ∈ Yˆ we observe that there exists h ∈ T with CG(y) = hC, and find G.y ∩ Y ; by
comparing dimensions we see that y is Y -exact, and then Lemma 1.4.3 gives the
result for the triple (G, λ, p). Indeed, as explained at the start of Chapter 3, we
may simultaneously obtain the result for the associated first quadruple (G, λ, p, 1),
by taking similarly a subgroup C′ of G such that C′ ≤ CG(〈y0〉 and arguing in
parallel to show that with y and h as above we have CG(〈y〉) = hC′.
In the present work there is in fact just one case (the last in Section 3.2) where
we have to work with a generalized height function which is not strictly positive,
and thus cannot apply Lemma 1.6.2 but must instead employ the more complicated
result Lemma 1.6.1. However, when we deal with higher quadruples in the sequel
[13], there will be several instances where we make use of Lemma 1.6.1.
CHAPTER 2
Triples and first quadruples having TGS
In this chapter we develop and then apply techniques to show that a triple or
quadruple has TGS. In Section 2.1 we give a number of conditions which imply that
a triple or quadruple has TGS; in particular we shall see that in many cases a triple
having TGS implies that the associated first quadruple does as well. For the next
five sections we concentrate on large triples (G, λ, p) in which λ is p-restricted. In
Section 2.2 we obtain criteria which imply that a large triple satisfies the strongest
conditions of Section 2.1. In Sections 2.3 and 2.4 we use these criteria, firstly
in broad terms to restrict the form of the weights λ which require consideration,
and then in more detailed fashion to produce a list of large triples which must
be treated. In Sections 2.5 and 2.6 we employ successively more careful types of
analysis of weights to show that the remaining large triples not listed in Table 1
satisfy some of the weaker conditions of Section 2.1. Finally in Section 2.7 we deal
with large triples (G, λ, p) in which λ is not p-restricted.
2.1. Conditions implying TGS
Let (G, λ, p) or (G, λ, p, k) be a triple or quadruple; write V = L(λ) and set
X = V or Gk(V ) respectively. In this section we produce a series of conditions which
show that the triple or quadruple has TGS. We shall subsequently obtain criteria
which may be used to show that the triple or quadruple satisfies one or more of
these conditions. Although in the present work we are concerned only with triples
and first quadruples, we shall not limit ourselves to these in this section as some of
the results proved will be used in the sequel [13] concerning higher quadruples.
Set
M = |Φ| = dimG− rankG = dimGu.
Let g 7→ g¯ = gZ(G) be the projection G→ G/Z(G). For r ∈ N set
G(r) = {g ∈ G : o(g¯) = r}.
In [18] a lower bound dΦ,r is given for codimG(r), with dΦ,r ≥ rankG. Write
Mr = dimG− dΦ,r;
thus M ≥ Mr ≥ dimG(r). For convenience we give the values M2 and M3 in the
following table.
G M2 M3 G M2 M3
Aℓ ⌊ 12 (ℓ + 1)2⌋ 2⌊ 13 (ℓ + 1)2⌋ E6 40 54
Bℓ ℓ(ℓ+ 1) 2⌊ 13ℓ(2ℓ+ 1)⌋ E7 70 90
Cℓ ℓ(ℓ+ 1) 2⌊ 13ℓ(2ℓ+ 1)⌋ E8 128 168
Dℓ 2⌊ 12ℓ2⌋ 2⌊ 13ℓ(2ℓ− 1)⌋ F4 28 36
G2 8 10
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First observe that if the stabilizer in G of a point in X contains the non-
central element g, then by taking a suitable power of g we may assume that either
g ∈ Gss \ Z(G) or g ∈ Gu \ {1}; indeed in the former case we may further assume
that g¯ has prime order, while in the latter we may assume that g has order p. Our
basic strategy is then to seek to show that the set of points in X whose stabilizer in
G contains such an element lies in a proper subvariety of X ; as we shall see below,
this implies that the triple or quadruple has TGS. It will in fact turn out that we
are able to do this for all large triples and first quadruples other than those listed
in Table 1; much of this chapter is devoted to the proof of this. The triples and
first quadruples listed in Table 1 will then require further individual investigation.
It is thus natural to subdivide the problem into consideration of semisimple
elements and of unipotent elements. For each such type of element we shall obtain
a hierarchy of conditions. The most basic are as follows. We say that the triple
(G, λ, p) or quadruple (G, λ, p, k) satisfies condition (∗)ss if⋃
s∈Gss\Z(G)
CX(s) lies in a proper subvariety of X,
and condition (∗)u if⋃
u∈Gu\{1}
CX(u) lies in a proper subvariety of X.
Our first result is then the following.
Proposition 2.1.1. If the triple (G, λ, p) or quadruple (G, λ, p, k) satisfies both
(∗)ss and (∗)u, it has TGS.
Proof. If the triple (G, λ, p) or quadruple (G, λ, p, k) satisfies both (∗)ss and (∗)u,
then the intersection of the complements of the two proper subvarieties concerned
is a non-empty open set each of whose points has stabilizer contained in Z(G). For
each z ∈ Z(G) \ GX , the fixed point set CX(z) is a proper subvariety of V ; since
Z(G) is finite, the complement of the union of these is another non-empty open
set. The intersection of these two non-empty open sets is then itself a non-empty
open set each of whose points has trivial stabilizer in G/GX ; so the triple (G, λ, p)
or quadruple (G, λ, p, k) has TGS.
We now give further conditions involving semisimple elements. The first of
these concerns triples only; recall that given s ∈ Gss and κ ∈ K∗ we have Vκ(s) =
{v ∈ V : s.v = κv}. We say that the triple (G, λ, p) satisfies condition (∗′)ss if⋃
s∈Gss\Z(G)
⋃
κ∈K∗
Vκ(s) lies in a proper subvariety of V.
(There is no corresponding condition for quadruples, since in actions on projective
varieties the concept of eigenvalues other than 1 does not arise.)
Proposition 2.1.2. If the triple (G, λ, p) satisfies (∗′)ss, it satisfies (∗)ss.
Proof. If s ∈ Gss\Z(G), the eigenspace V1(s) is just the fixed point space CV (s);
thus the union in condition (∗)ss is a subset of that in condition (∗′)ss.
In order to obtain a criterion which enables us to deduce that (∗)ss or (∗′)ss
holds for a given triple or quadruple, we shall employ a modified form of the ap-
proach taken by Kenneally in [17]. We shall say that the triple (G, λ, p) or quadruple
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(G, λ, p, k) satisfies condition (⋄)ss if
for all primes r 6= p and all s ∈ G(r) we have codimCX(s) > dim sG,
and that the triple (G, λ, p) satisfies condition (⋄′)ss if
for all primes r 6= p, all s ∈ G(r) and all κ ∈ K∗ we have codimVκ(s) > dim sG.
Proposition 2.1.3. If the triple (G, λ, p) satisfies (⋄′)ss, it satisfies (⋄)ss.
Proof. Again, this follows because for all s ∈ G(r) we have V1(s) = CV (s).
Proposition 2.1.4. If the triple (G, λ, p) satisfies (⋄)ss or (⋄′)ss, it satisfies
(∗)ss or (∗′)ss respectively; likewise if the quadruple (G, λ, p, k) satisfies (⋄)ss, it
satisfies (∗)ss.
Proof. Set Γ = {1} or K∗. Let S be the set of elements s of Gss \ Z(G) such
that s¯ has prime order. Recall that T is a fixed maximal torus of G, so that each
conjugacy class in S meets T . View V as a direct sum of weight spaces for T ; since
there are only finitely many ways of grouping these weight spaces into eigenspaces
for an individual element of T , there exist m ∈ N and t1, . . . , tm ∈ T ∩ S such that
if t ∈ T ∩S then there exists i ∈ [1,m] such that t and ti have the same collection of
eigenspaces with eigenvalues in Γ (although if Γ = K∗ the eigenvalues themselves
need not be the same). Note that this means that t and ti have the same fixed
point variety in the action on Gk(V ), because any k-dimensional subspace of V is
fixed by a semisimple element if and only if it has a basis consisting of eigenvectors.
Now given s ∈ S there exists t ∈ T ∩ S conjugate to s, and so s has the same
collection of eigenspaces with eigenvalues in Γ as some conjugate of some ti. Thus,
writing Γi for the finite set of eigenvalues in Γ in the action of ti on V , we have⋃
s∈Gss\Z(G)
⋃
κ∈Γ
Vκ(s) =
⋃
s∈S
⋃
κ∈Γ
Vκ(s) =
m⋃
i=1
⋃
s∈tiG
⋃
κ∈Γ
Vκ(s) =
m⋃
i=1
⋃
κ∈Γi
⋃
s∈tiG
Vκ(s);
so using Lemma 1.3.9 we obtain
dim
⋃
s∈Gss\Z(G)
⋃
κ∈Γ
Vκ(s) = max
1≤i≤m
max
κ∈Γi
dim
⋃
s∈tiG
Vκ(s)
≤ max
1≤i≤m
max
κ∈Γi
(
dim ti
G + dimVκ(ti)
)
= dimV − min
1≤i≤m
(
min
κ∈Γi
codimVκ(ti)− dim tiG
)
.
Taking Γ = K∗, we see that if the triple (G, λ, p) satisfies (⋄′)ss, then
dim
⋃
s∈Gss\Z(G)
⋃
κ∈K∗
Vκ(s) < dimV,
so it satisfies (∗′)ss; likewise taking Γ = {1}, we see that if it satisfies (⋄)ss, it
satisfies (∗)ss. Finally by taking Γ = {1} and replacing each V1(s) by CGk(V )(s) we
see that if the quadruple (G, λ, p, k) satisfies (⋄)ss, it satisfies (∗)ss.
Our next result links conditions for triples and the associated first quadruples.
Proposition 2.1.5. If the triple (G, λ, p) satisfies (⋄′)ss, the associated first
quadruple (G, λ, p, 1) satisfies (⋄)ss.
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Proof. Write d = dimV ; then dimG1(V ) = d − 1. Take s ∈ G(r) for some
prime r 6= p, and let d1 be the maximal dimension of an eigenspace Vκ(s). Then
dimCG1(V )(s) = d1 − 1, so codimCG1(V )(s) = (d− 1)− (d1 − 1) = d− d1, which is
greater than dim sG if the triple (G, λ, p) satisfies (⋄′)ss.
We next consider a slightly stronger condition than (⋄′)ss. We say that the
triple (G, λ, p) satisfies condition (†)ss if
for all primes r 6= p, all s ∈ G(r) and all κ ∈ K∗ we have codimVκ(s) > Mr.
Proposition 2.1.6. If the triple (G, λ, p) satisfies (†)ss, it satisfies (⋄′)ss.
Proof. This is immediate since if s ∈ G(r) for a prime r 6= p then Mr ≥
dimG(r) ≥ dim sG.
Our final condition on semisimple elements is the strongest of all. We say that
the triple (G, λ, p) satisfies condition (‡)ss if
for all primes r 6= p, all s ∈ G(r) and all κ ∈ K∗ we have codimVκ(s) > M.
Proposition 2.1.7. If the triple (G, λ, p) satisfies (‡)ss, it satisfies (†)ss.
Proof. This is immediate since for all r ∈ N we have M ≥Mr.
We now turn to further conditions involving unipotent elements. We say that
the triple (G, λ, p) or quadruple (G, λ, p, k) satisfies condition (⋄)u if
for all u ∈ G(p) we have codimCX(u) > dimuG.
Proposition 2.1.8. If the triple (G, λ, p) or quadruple (G, λ, p, k) satisfies (⋄)u,
it satisfies (∗)u.
Proof. As mentioned above, if x ∈ X is stabilized by an element of Gu \ {1}
then it is stabilized by an element of G(p); so⋃
u∈Gu\{1}
CX(u) =
⋃
u∈G(p)
CX(u).
As G has only finitely many unipotent classes, there exist m ∈ N and u1, . . . , um ∈
G(p) such that G(p) =
⋃m
i=1 ui
G; thus
⋃
u∈G(p)
CX(u) =
m⋃
i=1
⋃
g∈uiG
CX(g),
and so using Lemma 1.3.9 we obtain
dim
⋃
u∈Gu\{1}
CX(u) = max
1≤i≤m
dim
⋃
g∈uiG
CX(g)
≤ max
1≤i≤m
(
dim ui
G + dimCX(ui)
)
= dimV − min
1≤i≤m
(codimCX(ui)− dimuiG).
Thus if the triple (G, λ, p) or quadruple (G, λ, p, k) satisfies (⋄)u, it satisfies (∗)u.
Our next result again links conditions for triples and the associated first quadru-
ples.
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Proposition 2.1.9. If the triple (G, λ, p) satisfies (⋄)u, the associated first
quadruple (G, λ, p, 1) satisfies (⋄)u.
Proof. Replace s ∈ G(r) by u ∈ G(p) in the proof of Proposition 2.1.5.
We now produce a stronger condition than (⋄)u. We say that the triple (G, λ, p)
satisfies condition (†)u if
for all root elements u we have codimCV (u) > Mp.
Proposition 2.1.10. If the triple (G, λ, p) satisfies (†)u, it satisfies (⋄)u.
Proof. It is well known that the closure of any non-identity unipotent class in
G contains root elements (see for example [31]); since Mp ≥ dimG(p), the result
follows from Lemma 1.3.2.
Our final condition on unipotent elements is the strongest of all. We say that
the triple (G, λ, p) satisfies condition (‡)u if
for all root elements u we have codimCV (u) > M.
Proposition 2.1.11. If the triple (G, λ, p) satisfies (‡)u, it satisfies (†)u.
Proof. This is immediate since M ≥Mp.
Thus if a large triple satisfies any one of the conditions in this section concerning
semisimple elements, and any one of those concerning unipotent elements, it has
TGS. Moreover if it satisfies (⋄′)ss and (⋄)u, by Propositions 2.1.5 and 2.1.9 the
associated first quadruple also has TGS.
2.2. Criteria involving bounds for codimensions
Let (G, λ, p) be a large triple; write V = L(λ). If λ is a p-restricted dominant
weight for G, we shall call (G, λ, p) a p-restricted large triple. Large triples (G, λ, p)
which are not p-restricted will be considered in Section 2.7.
Observe that conditions (‡)ss and (‡)u of Section 2.1 both require certain sub-
spaces of V to have codimension greater than M . In this section we shall produce
a value determined by λ which will be a lower bound for both types of codimension
(if Φ has two root lengths, two values may be required); then wheneverM is strictly
less than this value (or these values) we know that (G, λ, p) satisfies both (‡)ss and
(‡)u, and thus has TGS.
We shall frequently employ the following slight abuse of terminology: given
κ ∈ K∗ and a weight µ, we say that µ lies in the eigenspace Vκ(s) if µ(s) = κ.
Recall that we define e(Φ) as the maximum ratio of squared root lengths in Φ,
and that if e(Φ) = 1 we choose to regard all roots as short rather than long. A
subsystem of Φ which is generated by a subset of Π will be called standard . Given
a standard subsystem Ψ of Φ, we let W (Ψ) be the Weyl group of Ψ, and define
rΨ =
|W :W (Ψ)|.|Φs \Ψs|
2|Φs| , rΨ
′ =
|W : W (Ψ)|.|Φl \Ψl|
2|Φl| if e(Φ) > 1.
Given a dominant weight µ =
∑ℓ
j=1 ajωj, set Ψ = Ψ(µ) = 〈αi : ai = 0〉 and
define
rµ = rΨ, rµ
′ = rΨ
′ if e(Φ) > 1.
Given a p-restricted dominant weight λ, set
sλ =
∑
rµ, sλ
′ =
∑
rµ
′ if e(Φ) > 1,
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where each sum runs over the dominant weights µ ≤ λ.
For p > e(Φ) we may apply Premet’s theorem, which enables us to prove the
following.
Proposition 2.2.1. Let (G, λ, p) be a p-restricted large triple; write V = L(λ)
and assume p > e(Φ). Then
(i) for all s ∈ Gss \ Z(G) and κ ∈ K∗ we have codimVκ(s) ≥ sλ;
(ii) for all α ∈ Φs we have codimCV (xα(1)) ≥ sλ;
(iii) if e(Φ) > 1, for all β ∈ Φl we have codimCV (xβ(1)) ≥ sλ′.
Proof. Take a dominant weight µ ≤ λ; the assumption on p implies that µ
occurs in V by Premet’s theorem [28]. Write Ψ = Ψ(µ); then for α ∈ Φ we
have 〈µ, α〉 = 0 ⇐⇒ α ∈ Ψ. Thus Φs \ Ψs consists of the short roots in Φ
not orthogonal to µ. The stabilizer of µ in W is W (Ψ), so the orbit W.µ has
size |W : W (Ψ)|; thus the number of pairs (µ′, α) ∈ W.µ × Φs with 〈µ′, α〉 6= 0
is |W : W (Ψ)|.|Φs \ Ψs| = 2rΨ|Φs|, and so for any given α ∈ Φs the number
of weights µ′ ∈ W.µ not orthogonal to α is 2rΨ = 2rµ. Letting µ run over the
dominant weights ≤ λ we see that, for a fixed α ∈ Φs, the number of weights in
V not orthogonal to α is 2sλ. Moreover if e(Φ) > 1, an exactly similar argument
shows that, for a fixed β ∈ Φl, the number of weights in V not orthogonal to β is
2sλ
′.
Now take s ∈ Gss \ Z(G) and κ ∈ K∗; then there exists α ∈ Φs with α(s) 6= 1
(note that if e(Φ) > 1 then any long root is a sum of two short roots). For this α we
consider the α-strings among the weights in V ; since α(s) 6= 1, two weights which
are adjacent in an α-string cannot both lie in Vκ(s). An α-string of even length
contains no weight orthogonal to α, and the contribution to codimVκ(s) is at least
half of its length; an α-string of odd length contains exactly one weight orthogonal
to α, and the contribution to codimVκ(s) is at least half of one less than its length.
Summing over the various α-strings gives codimVκ(s) ≥ sλ, proving (i).
Now take α ∈ Φs and write A = 〈X±α〉 ∼= A1; again consider the α-strings
among the weights in V . Given such an α-string
µ′, µ′ − α, . . . , µ′ − tα,
the sum of the corresponding weight spaces in V is an A-module, and V is the
direct sum of these A-modules. For each such A-module, take a composition series,
and consider one of the composition factors. If it is trivial, the weight µ′ − iα
above to which it corresponds is orthogonal to α (so i = t2 ). If instead it is non-
trivial, it is a sum of 1-dimensional weight spaces corresponding to distinct weights
µ′ − iα, and Lemma 1.3.5 shows that the codimension of the fixed point space of
xα(1) on it is at least half of its dimension. Summing over the various composition
factors in the different α-strings, and using Lemma 1.3.1 repeatedly, we see that
codimCV (xα(1)) is at least half of the number of weights in V not orthogonal to
α, i.e., codimCV (xα(1)) ≥ sλ, proving (ii).
Finally if e(Φ) > 1, an exactly similar argument proves (iii).
Corollary 2.2.2. Let (G, λ, p) be a p-restricted large triple; assume p > e(Φ).
If sλ > M , and also sλ
′ > M if e(Φ) > 1, then the triple (G, λ, p) has TGS.
Proof. The hypotheses imply that the triple (G, λ, p) satisfies both (‡)ss and
(‡)u; the result now follows from the propositions in Section 2.1.
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However, for p ≤ e(Φ) we cannot use Premet’s theorem; here a slightly different
approach is required. Given a dominant weight µ, define
rµ,p =
|W.µ|
|Φs| .|{α ∈ Φs : 〈µ, α〉 = p
m for some m ≥ 0}|.
Given a p-restricted dominant weight λ, set
sλ,p =
∑
mµrµ,p, sλ,p
′ =
∑
mµrµ
′,
where each sum runs over the dominant weights µ ≤ λ and µ occurs in L(λ) with
multiplicity mµ ≥ 0.
Proposition 2.2.3. Let (G, λ, p) be a p-restricted large triple; write V = L(λ)
and assume p ≤ e(Φ). Then
(i) for all s ∈ Gss \ Z(G) and κ ∈ K∗ we have codimVκ(s) ≥ sλ,p;
(ii) for all α ∈ Φs we have codimCV (xα(1)) ≥ sλ,p;
(iii) for all β ∈ Φl we have codimCV (xβ(1)) ≥ sλ,p′.
Proof. An argument very similar to that in the first paragraph of the proof of
Proposition 2.2.1 shows that, for a fixed α ∈ Φs, the number of weights µ′ in V
(counted with multiplicity) such that 〈µ′, α〉 = pm for somem ≥ 0 is sλ,p. Likewise,
for a fixed β ∈ Φl, the number of weights µ′ in V (counted with multiplicity) such
that 〈µ′, β〉 > 0 is sλ,p′.
Take s ∈ Gss\Z(G) and κ ∈ K∗; as in the proof of Proposition 2.2.1 there exists
α ∈ Φs with α(s) 6= 1. Observe that if the weight µ′ in V satisfies 〈µ′, α〉 = pm for
some m ≥ 0, then the two weights µ′ and wα(µ′) = µ′ − pmα cannot both lie in
Vκ(s), since α(s) 6= 1 =⇒ (pmα)(s) 6= 1. Summing over the weights in V (counted
with multiplicity) we see that codimVκ(s) ≥ sλ,p, proving (i).
Now take α ∈ Φs; arguing again as in the proof of Proposition 2.2.1, we see
that codimCV (xα(1)) is at least half of the number of weights in V (counted with
multiplicity) which are not orthogonal to α, which equals the number of weights
µ′ in V (counted with multiplicity) such that 〈µ′, α〉 > 0. This number is certainly
at least as great as the number of weights µ′ in V (counted with multiplicity) such
that 〈µ′, α〉 = pm for some m ≥ 0, so we have codimCV (xα(1)) ≥ sλ,p, proving (ii).
Finally take β ∈ Φl; an exactly similar argument shows that codimCV (xβ(1))
is at least half of the number of weights in V (counted with multiplicity) which are
not orthogonal to β, which equals sλ,p
′, proving (iii).
Corollary 2.2.4. Let (G, λ, p) be a p-restricted large triple; assume p ≤ e(Φ).
If sλ,p > M and sλ,p
′ > M , then the triple (G, λ, p) has TGS.
Proof. The argument is identical to that in the proof of Corollary 2.2.2.
Corollaries 2.2.2 and 2.2.4 will form the basis of our strategy for showing that
all p-restricted large triples which are not listed in Table 1 have TGS. We call a p-
restricted large triple (G, λ, p) excluded if it satisfies the conditions of Corollary 2.2.2
or 2.2.4 according as p > e(Φ) or p ≤ e(Φ), and unexcluded otherwise. Following
some preliminary work on subsystems and weights in Section 2.3, we shall determine
the unexcluded p-restricted large triples (G, λ, p) in Section 2.4. These unexcluded
triples will then require further investigation in the sections which follow.
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2.3. Relevant subsystems and dominant weights
Let Ψ be a proper standard subsystem of the irreducible root system Φ. Then
Ψ will be called relevant if rΨ ≤ M , or if e(Φ) > 1 and rΨ′ ≤ M ; it will be called
irrelevant if it is not relevant. Observe that if Ψ1 and Ψ2 are standard subsystems
of Φ with Ψ1 ⊂ Ψ2, then rΨ1 > rΨ2 , and if e(Φ) > 1 then rΨ1 ′ > rΨ2 ′; thus if Ψ2 is
irrelevant, so is Ψ1.
In this section, for each irreducible root system Φ we shall identify its relevant
subsystems, up to automorphisms of Φ. Once this is done we shall consider the
associated dominant weights for a simple algebraic group having root system Φ.
Proposition 2.3.1. Let Φ be of type Aℓ; then the relevant subsystems of Φ are
as follows: Aℓ−1 for ℓ ∈ [1,∞); A1Aℓ−2 for ℓ ∈ [3,∞); A2Aℓ−3 for ℓ ∈ [5,∞);
A3Aℓ−4 for ℓ ∈ [7, 11]; A4A4 for ℓ = 9; Aℓ−2 for ℓ ∈ [2,∞); A1Aℓ−3 for ℓ ∈ [4, 8];
and ∅ for ℓ = 3.
Proof. We have M = ℓ(ℓ+1). Let Ψ be a standard subsystem of Φ of corank c;
then we may write Ψ = Ak1−1Ak2−1 . . . Akc+1−1, where
∑
kj = ℓ+ 1 and 1 ≤ k1 ≤
k2 ≤ · · · .
First suppose c = 1; then rΨ =
(
ℓ−1
k1−1
)
. If k1 ≥ 6 we have rΨ ≥
(
ℓ−1
5
)
> M ; if
k1 = 5 we have rΨ =
(
ℓ−1
4
)
> M for ℓ ≥ 10; if k1 = 4 we have rΨ =
(
ℓ−1
3
)
> M for
ℓ ≥ 12; in all other cases we have rΨ ≤M . Thus the relevant subsystems of corank
1 are as stated.
Next suppose c = 2. If k1 ≥ 2 then rΨ ≥ rA1A1Aℓ−4 = (ℓ − 1)(ℓ − 2)2 > M ; if
k1 = 1 and k2 ≥ 3 then rΨ ≥ rA2Aℓ−4 = 16 (ℓ − 1)(ℓ − 2)(4ℓ − 9) > M ; if k1 = 1
and k2 = 2 then rΨ =
1
2 (ℓ − 1)(3ℓ − 4) > M for ℓ ≥ 9; in all other cases we have
rΨ ≤M . Thus the relevant subsystems of corank 2 are as stated.
Finally suppose c ≥ 3. If k3 ≥ 2 then rΨ ≥ rA1Aℓ−4 = 12 (ℓ− 1)(ℓ− 2)(4ℓ− 7) >
M ; if k1 = k2 = k3 = 1 then rΨ ≥ rAℓ−3 = 3(ℓ− 1)2 > M for ℓ ≥ 4; the only other
case is Ψ = ∅ for ℓ = 3, for which rΨ = 12 =M . The result follows.
Proposition 2.3.2. Let Φ be of type Dℓ; then the relevant subsystems of Φ are
as follows: Dℓ−1, A1Dℓ−2 and Dℓ−2 for ℓ ∈ [4,∞); A2Dℓ−3 for ℓ ∈ [5, 6]; Aℓ−1 for
ℓ ∈ [5, 10]; and Aℓ−2 for ℓ ∈ [4, 5].
Proof. We have M = 2ℓ(ℓ− 1). Let Ψ be a standard subsystem of Φ of corank
c.
First suppose c = 1; then Ψ is either Ak−1Dℓ−k for some k ∈ [1, ℓ−2], or Aℓ−1.
We have rAℓ−1 = 2
ℓ−3 > M for ℓ ≥ 11. For k ∈ [1, ℓ − 2] set f(k) = rAk−1Dℓ−k =
2k−2
(
ℓ−1
k−1
)
4ℓ−3k−1
ℓ−1 ; then if k < ℓ − 2 we have f(k + 1)/f(k) = 2(ℓ−k)(4ℓ−3k−4)k(4ℓ−3k−1) , and
we find that f(k + 1)/f(k) > 1 ⇐⇒ k < 13 (2ℓ − 1). Thus as k runs from 1 to
ℓ − 2 the values f(k) increase to a maximum at k = ⌈ 13 (2ℓ − 1)⌉ (provided ℓ ≥ 5)
and then decrease. If k = 1 we have f(k) = 2; if k = 2 we have f(k) = 4ℓ − 7;
if k = 3 we have f(k) = 2(ℓ − 2)(2ℓ − 5) > M for ℓ ≥ 7; if k = 4 we have
f(k) = 23 (ℓ−2)(ℓ−3)(4ℓ−13) > M ; if k = ℓ−2 we have f(k) = 2ℓ−5(ℓ−2)(ℓ+5) > M
for ℓ ≥ 6. Thus the relevant subsystems of corank 1 are as stated.
Next suppose c = 2. From the previous paragraph, we see that the only Ψ
which do not lie in an irrelevant subsystem of corank 1 are the following: Dℓ−2
for ℓ ∈ [4,∞); Aℓ−2 and A1Aℓ−3 for ℓ ∈ [4, 10]; A1Dℓ−3 for ℓ ∈ [5, 6]; and A2A2
for ℓ = 6. We have rDℓ−2 = 4(2ℓ − 3); rAℓ−2 = 2ℓ−3(ℓ + 2) > M for ℓ ≥ 6;
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rA1Aℓ−3 = 2
ℓ−4(ℓ2 + 3ℓ − 8) > M for ℓ ≥ 5; rA1Dℓ−3 = 2(ℓ − 2)(6ℓ − 13) > M ;
and rA2A2 = 256 > M for ℓ = 6. Thus the relevant subsystems of corank 2 are as
stated.
Finally suppose c ≥ 3. If ℓ ≥ 6, the previous paragraph shows that Ψ lies
in an irrelevant subsystem of corank 2. If ℓ = 5, Ψ must lie in A2, A1A1 or D2,
and hence lies in A2A1 or A1D2, both of which are irrelevant. If ℓ = 4, we have
rA1 = 44 > M . The result follows.
Proposition 2.3.3. Let Φ be of type Bℓ; then the relevant subsystems of Φ
are as follows: Bℓ−1 for ℓ ∈ [2,∞); A1Bℓ−2 and Bℓ−2 for ℓ ∈ [3,∞); A2Bℓ−3 for
ℓ ∈ [4,∞); Aℓ−1 for ℓ ∈ [2, 9]; Aℓ−2B1 for ℓ ∈ [5, 6]; and Aℓ−2 for ℓ ∈ [2, 4].
Proof. We have M = 2ℓ2. Let Ψ be a standard subsystem of Φ of corank c.
First suppose c = 1; then Ψ is Ak−1Bℓ−k for some k ∈ [1, ℓ]. For k ∈ [1, ℓ] set
g(k) = rAk−1Bℓ−k = 2
k−1
(
ℓ−1
k−1
)
, and f(k) = rAk−1Bℓ−k
′ = 2k−2
(
ℓ−1
k−1
)
4ℓ−3k−1
ℓ−1 . Then
f is the same function as in the proof of Proposition 2.3.2, so as k runs from 1 to
ℓ the values f(k) increase to a maximum at k = ⌈ 13 (2ℓ − 1)⌉ and then decrease.
Similarly we see that g(k + 1)/g(k) = 2(ℓ−k)k , so g(k + 1)/g(k) > 1 ⇐⇒ k < 2ℓ3 ,
and hence as k runs from 1 to ℓ the values f(k) increase to a maximum at k = ⌈ 2ℓ3 ⌉
and then decrease. If k = 1 we have g(k) = 1, and f(k) = 2; if k = 2 we have
g(k) = 2(ℓ − 1), and f(k) = 4ℓ − 7; if k = 3 we have g(k) = 2(ℓ − 1)(ℓ − 2), and
f(k) = 2(ℓ−2)(2ℓ−5) > M for ℓ ≥ 8; if k = 4 we have g(k) = 43 (ℓ−1)(ℓ−2)(ℓ−3) >
M for ℓ ≥ 6, and f(k) = 23 (ℓ − 2)(ℓ − 3)(4ℓ − 13) > M for ℓ ≥ 6; if k = ℓ − 1 we
have g(k) = 2ℓ−2(ℓ − 1) > M for ℓ ≥ 6, and f(k) = 2ℓ−3(ℓ + 2) > M for ℓ ≥ 7; if
k = ℓ we have g(k) = 2ℓ−1 > M for ℓ ≥ 9, and f(k) = 2ℓ−2 > M for ℓ ≥ 10. Thus
the relevant subsystems of corank 1 are as stated.
Next suppose c = 2. From the previous paragraph, we see that the only Ψ
which do not lie in an irrelevant subsystem of corank 1 are the following: Bℓ−2 for
ℓ ∈ [3,∞); A1Bℓ−3 for ℓ ∈ [4,∞); Aℓ−2 for ℓ ∈ [2, 9]; A1Aℓ−3 for ℓ ∈ [4, 9]; A2Aℓ−4
for ℓ ∈ [6, 9]; and Aℓ−3B1 and A1Aℓ−4B1 for ℓ ∈ [5, 6]. We have rBℓ−2 = 4(ℓ− 1),
and rBℓ−2
′ = 4(2ℓ − 3); rA1Bℓ−3 = 6(ℓ − 1)(ℓ − 2) > M , and rA1Bℓ−3 ′ = 2(ℓ −
2)(6ℓ − 13) > M ; rAℓ−2 = 2ℓ−1ℓ > M for ℓ ≥ 5, and rAℓ−2 ′ = 2ℓ−2(ℓ + 2) > M
for ℓ ≥ 5; rA1Aℓ−3 = 2ℓ−2ℓ(ℓ − 1) > M , and rA1Aℓ−3 ′ = 2ℓ−3(ℓ2 + 3ℓ − 8) > M ;
rA2Aℓ−4 =
1
3 .2
ℓ−2ℓ(ℓ− 1)(ℓ− 2) > M , and rA2Aℓ−4 ′ = 13 .2ℓ−3(ℓ− 2)(ℓ2+5ℓ− 18) >
M ; rAℓ−3B1 = 2
ℓ−2(ℓ − 1)2 > M , and rAℓ−3B1 ′ = 2ℓ−3(ℓ2 + 3ℓ − 6) > M ; and
rA1Aℓ−4B1 = 2
ℓ−3(ℓ − 1)2(ℓ − 2) > M , and rA1Aℓ−4B1 ′ = 2ℓ−4(ℓ − 2)2(ℓ + 7) > M .
Thus the relevant subsystems of corank 2 are as stated.
Finally suppose c ≥ 3. From the previous paragraph, we see that the only
Ψ which does not lie in an irrelevant subsystem of corank 2 is ∅ for ℓ = 3, and
r∅ = r∅
′ = |W |/2 = 24 > M . The result follows.
Proposition 2.3.4. Let Φ be of type Cℓ; then the relevant subsystems of Φ are
as follows: Cℓ−1, A1Cℓ−2 and Cℓ−2 for ℓ ∈ [3,∞); A2Cℓ−3 for ℓ ∈ [4,∞); Aℓ−1 for
ℓ ∈ [3, 9]; Aℓ−2C1 for ℓ ∈ [5, 6]; and Aℓ−2 for ℓ ∈ [3, 4].
Proof. The proof may be obtained from that of Proposition 2.3.3 by interchang-
ing the values of rΨ and rΨ
′, and replacing each root system Br with Cr; this is
because doubling the length of every short root in any root system of type Br gives
a root system of type Cr.
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Proposition 2.3.5. Let Φ be of exceptional type; then the relevant subsystems
of Φ are as follows:
(i) D5 and A5 if Φ is of type E6;
(ii) D6 and E6 if Φ is of type E7;
(iii) E7 if Φ is of type E8;
(iv) C3, A˜2A1, A2A˜1 and B3 if Φ is of type F4;
(v) A1, A˜1 and ∅ if Φ is of type G2.
Proof. We have M = 72, 126, 240, 48 or 12 according as Φ is of type E6, E7,
E8, F4 or G2.
(i) If Φ is of type E6, for the standard subsystems of corank 1 we have rD5 = 6,
rA5 = 21, rA4A1 = 75 > M and rA2A2A1 = 290 > M . The only standard subsystem
of corank 2 which does not lie in either A4A1 or A2A2A1 is D4, and we have
rD4 = 90 > M . The result follows.
(ii) If Φ is of type E7, for the standard subsystems of corank 1 we have rD6 = 33,
rA6 = 192 > M , rA5A1 = 752 > M , rA3A2A1 = 4240 > M , rA4A2 = 1600 > M ,
rD5A1 = 252 > M and rE6 = 12. Since any standard subsystem of corank 2 then
lies in an irrelevant subsystem of corank 1, the result follows.
(iii) If Φ is of type E8, for the standard subsystems of corank 1, we have
rD7 = 702 > M , rA7 = 6624 > M , rA6A1 = 28224 > M , rA4A2A1 = 213696 > M ,
rA4A3 = 104832 > M , rD5A2 = 24444 > M , rE6A1 = 2324 > M and rE7 = 57.
Since any standard subsystem of corank 2 then lies in an irrelevant subsystem of
corank 1, the result follows.
(iv) If Φ is of type F4, for the standard subsystems Ψ of corank 1, we have
(rΨ, rΨ
′) = (6, 9), (36, 44), (44, 36) and (9, 6) for Ψ = C3, A˜2A1, A2A˜1 and B3
respectively. For those of corank 2, we have (rΨ, rΨ
′) = (72, 96), (96, 72), (60, 60)
and (132, 132) for Ψ = A˜2, A2, B2, A1A˜1 respectively. The result follows.
(v) If Φ is of type G2, we have (rΨ, rΨ
′) = (3, 2), (2, 3) and (6, 6) for Ψ = A1,
A˜1 and ∅ respectively. The result follows.
We have thus identified the relevant subsystems for each irreducible root system
Φ. Now recall that Φ is the root system of the simple algebraic group G over an
algebraically closed field of characteristic p. A non-zero dominant weight µ of G will
be called irrelevant or relevant according as the corresponding standard subsystem
Ψ(µ) is irrelevant or relevant; thus µ is relevant if rµ ≤ M , or if e(Φ) > 1 and
rµ
′ ≤M . It is now a simple matter to identify the relevant dominant weights.
Proposition 2.3.6. Let G be a simple algebraic group; then the relevant dom-
inant weights for G are as listed in Table 2.1.
Proof. This is immediate from Propositions 2.3.1–2.3.5.
Note that in Table 2.1 the symbols a, b and c stand for arbitrary natural
numbers; in particular there is no requirement that a relevant dominant weight
be p-restricted. In Section 2.4 we shall use Table 2.1 to determine unexcluded
p-restricted large triples (G, λ, p) with p > e(Φ).
In the remainder of this section we shall assume that Φ, G and p are as above
but with p ≤ e(Φ). A non-zero p-restricted dominant weight µ of G will be called
p-relevant if at least one of rµ,p ≤M and rµ′ ≤ M holds. We shall prove that the
p-relevant dominant weights for G are as listed in Table 2.2; this will also be used
in Section 2.4 to determine the corresponding unexcluded p-restricted large triples.
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Table 2.1. Relevant dominant weights
G µ ℓ G µ ℓ G µ
Aℓ aω1 ≥ 1 Bℓ aω1 ≥ 2 E6 aω1
aω2 ≥ 3 aω2 ≥ 3 aω2
aω3 ≥ 5 aω3 ≥ 4 E7 aω1
aω4 7, . . . , 11 aωℓ−1 5, 6 aω7
aω5 9 aωℓ 2, . . . , 9 E8 aω8
aω1 + bωℓ ≥ 2 aω1 + bω2 ≥ 3 F4 aω1
aω1 + bω2 ≥ 3 aω1 + bωℓ 2, 3, 4 aω2
aω2 + bωℓ 4, . . . , 8 aωℓ−1 + bωℓ 3, 4 aω3
aω1 + bω3 5, . . . , 8 Cℓ aω1 ≥ 3 aω4
aω2 + bω3 4, . . . , 8 aω2 ≥ 3 G2 aω1
aω1 + bω2 + cω3 3 aω3 ≥ 4 aω2
Dℓ aω1 ≥ 4 aωℓ−1 5, 6 aω1 + bω2
aω2 ≥ 4 aωℓ 3, . . . , 9
aω3 5, 6 aω1 + bω2 ≥ 3
aωℓ 5, . . . , 10 aω1 + bωℓ 3, 4
aω1 + bω2 ≥ 4 aωℓ−1 + bωℓ 3, 4
aω1 + bωℓ 4, 5
aω4 + bω5 5
Recall that we define rµ,p =
|W.µ|
|Φs|
.|{α ∈ Φs : 〈µ, α〉 = pm for some m ≥ 0}|.
Thus rµ,p ≤ rµ, with equality precisely if µ is such that the only positive values
〈µ, α〉 for α ∈ Φs are powers of p. In particular, any p-restricted dominant weight
which is relevant is p-relevant. Thus to determine the p-relevant dominant weights
it suffices to consider the values rµ,p for weights µ such that for some α ∈ Φs the
value 〈µ, α〉 is positive and not a power of p; note that there is no need to consider
G = G2, since in this case all dominant weights are relevant.
Proposition 2.3.7. Let G = Bℓ and p = 2; then the 2-relevant dominant
weights for G are as listed in Table 2.2.
Proof. We have M = 2ℓ2. Let µ be a 2-restricted dominant weight; then µ =∑
aiωi with each ai ∈ {0, 1}.
If µ = ωℓ, ωk for some k < ℓ, or ωj + ωk for some j < k < ℓ, then all positive
values 〈µ, α〉 for α ∈ Φs are 1, 2, or either 2 or 4 respectively; thus for these weights
we have rµ,2 = rµ and there is no need to consider them further.
First suppose µ = ωk + ωℓ for some k < ℓ. Then 〈µ, α〉 ∈ {±1,±3} for α ∈ Φs,
and there are ℓ − k short roots α with 〈µ, α〉 = 1; it follows that rµ,2 = 2ℓ−1
(
ℓ−1
k
)
.
Thus if k < ℓ − 1 we have rµ,2 ≥ 2ℓ−1(ℓ − 1) > M for ℓ ≥ 5, while if k = ℓ − 1 we
have rµ,2 = 2
ℓ−1 > M for ℓ ≥ 9.
Next suppose µ = ωi+· · ·+ωj+ωk with i < · · · < j < k < ℓ, so that ℓ ≥ 4. Then
there exist α, α′ ∈ Φs with 〈µ, α〉 = 2 and 〈µ, α′〉 = 4; since |W.µ| ≥ 2k
(
ℓ
k
)(
k
j
)(
j
i
)
we have rµ,2 ≥ 1ℓ .2k
(
ℓ
k
)(
k
j
)(
j
i
) ≥ 1ℓ .2k(ℓk)(kj)j = 1ℓ .2k(ℓk)(k−1j−1)k = 2k(ℓ−1k−1)(k−1j−1) ≥
2k
(
ℓ−1
k−1
)
(k − 1) = 2k(ℓ − 1)(ℓ−2k−2) ≥ 8(ℓ− 1)(ℓ− 2) > M .
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Table 2.2. p-relevant dominant weights
G µ ℓ p G µ p
Bℓ ω1 ≥ 2 2 F4 ω1 2
ω2 ≥ 3 2 ω2 2
ω3 ≥ 4 2 ω3 2
ωℓ−1 5, 6 2 ω4 2
ωℓ 2, . . . , 9 2 ω1 + ω2 2
ω1 + ω2 ≥ 3 2 ω1 + ω4 2
ω1 + ωℓ 2, 3, 4 2 ω2 + ω3 2
ω2 + ω4 4 2 ω2 + ω4 2
ωℓ−1 + ωℓ 3, . . . , 8 2 G2 ω1 2, 3
ω1 + ω2 + ω3 3 2 ω2 2, 3
ω1 + ω3 + ω4 4 2 ω1 + ω2 2, 3
ω2 + ω3 + ω4 4 2 2ω1 3
Cℓ ω1 ≥ 3 2 2ω2 3
ω2 ≥ 3 2 2ω1 + ω2 3
ω3 ≥ 4 2 ω1 + 2ω2 3
ωℓ−1 5, 6 2 2ω1 + 2ω2 3
ωℓ 3, . . . , 9 2
ω1 + ω2 ≥ 3 2
ω1 + ωℓ 3, 4, 5 2
ω2 + ω4 4 2
ωℓ−1 + ωℓ 3, 4, 5 2
ω1 + ω2 + ω3 3 2
Finally suppose µ = ωj + · · · + ωk + ωℓ with j < · · · < k < ℓ, so that ℓ ≥ 3.
Then there exists α ∈ Φs with 〈µ, α〉 = 1; since |W.µ| ≥ 2ℓ
(
ℓ
k
)(
k
j
)
we have rµ,2 ≥
1
ℓ .2
ℓ−1
(
ℓ
k
)(
k
j
) ≥ 1ℓ .2ℓ−1(ℓk)k = 2ℓ−1(ℓ−1k−1) ≥ 2ℓ−1(ℓ− 1) > M for ℓ ≥ 5. For ℓ = 4 we
have rµ,2 = 48 > M for µ = ω1 + ω2 + ω4 or ω1 + ω2 + ω3 + ω4, while rµ,2 = 24 for
µ = ω1+ω3+ω4 or ω2+ω3+ω4. For ℓ = 3 we have rµ,2 = 8 for µ = ω1+ω2+ω3.
The result follows.
Proposition 2.3.8. Let G = Cℓ and p = 2; then the 2-relevant dominant
weights for G are as listed in Table 2.2.
Proof. We have M = 2ℓ2. Let µ be a 2-restricted dominant weight; then µ =∑
aiωi with each ai ∈ {0, 1}.
If µ = ωℓ, or ωk for some k < ℓ, then all positive values 〈µ, α〉 for α ∈ Φs are
2, or either 1 or 2 respectively; thus for these weights we have rµ,2 = rµ and there
is no need to consider them further.
First suppose µ = ωj+ωk for some j < k < ℓ. Then 〈µ, α〉 ∈ {0,±1,±2,±3,±4}
for α ∈ Φs, and the numbers of short roots α with 〈µ, α〉 = 1, 2 and 4 are
j(k−j)+2(k−j)(ℓ−k), 2j(ℓ−k)+ 12 (k−j)(k−j−1) and 12j(j−1) respectively; it fol-
lows that rµ,2 = 2
k−2
(
ℓ−1
k−1
)(
k
j
)
4ℓ−3k−1
ℓ−1 =
(
k
j
)
f(k), where f is the function appearing
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in the proofs of Propositions 2.3.2 and 2.3.3. We have 3f(3) = 6(ℓ−2)(2ℓ−5)> M
for ℓ ≥ 4 and 3f(ℓ − 1) = 3.2ℓ−3(ℓ + 2) > M for ℓ ≥ 4; thus if k ≥ 3 we have
rµ,2 ≥ kf(k) ≥ 3f(k) > M .
Next suppose µ = ωk + ωℓ for some k < ℓ. Then 〈µ, α〉 ∈ {0,±1,±2,±3,±4}
for α ∈ Φs, and the numbers of short roots α with 〈µ, α〉 = 1, 2 and 4 are k(ℓ− k),
1
2 (ℓ− k)(ℓ− k− 1) and 12k(k− 1) respectively; it follows that rµ,2 = 2ℓ−2
(
ℓ
k
)
. Thus
rµ,2 ≥ 2ℓ−2ℓ > M for ℓ ≥ 6; for ℓ = 5 we have rµ,2 = 80 > M if k ∈ {2, 3}.
Next suppose µ = ω1+ω2+ω3 and ℓ ≥ 4. Then 〈µ, α〉 ∈ {0,±1,±2,±3,±4,±5}
for α ∈ Φs, and the numbers of short roots α with 〈µ, α〉 = 1, 2 and 4 are 2(ℓ− 2),
2ℓ− 5 and 1 respectively; it follows that rµ,2 = 16(ℓ− 2)2 > M .
Next suppose µ = ωi+ · · ·+ωj+ωk with i < · · · < j < k < ℓ and k ≥ 4. There
are at least 4 short roots α with 〈µ, α〉 = 1 (namely αi, αj , αk and αk + · · ·+ αℓ),
and at least 2 short roots α with 〈µ, α〉 = 2 (namely αj + · · ·+ αk and αj + · · ·+
αk + · · · + αℓ); since |W.µ| ≥ 2k
(
ℓ
k
)(
k
j
)(
j
i
)
we have rµ,2 ≥ 3ℓ(ℓ−1) .2k
(
ℓ
k
)(
k
j
)(
j
i
) ≥
3
ℓ(ℓ−1) .2
k
(
ℓ
k
)(
k
j
)
j = 3ℓ(ℓ−1) .2
k
(
ℓ
k
)(
k−1
j−1
)
k = 3ℓ−1 .2
k
(
ℓ−1
k−1
)(
k−1
j−1
) ≥ 3ℓ−1 .2k(ℓ−1k−1)(k− 1) =
3.2k
(
ℓ−2
k−2
)
. If k = ℓ − 1 we have rµ,2 ≥ 3.2ℓ−1(ℓ − 2) > M ; if instead k < ℓ − 1 we
have rµ,2 ≥ 3.2k−1(ℓ − 2)(ℓ− 3) ≥ 24(ℓ− 2)(ℓ− 3) > M .
Finally suppose µ = ωj+ · · ·+ωk+ωℓ with j < · · · < k < ℓ. There are at least 2
short roots α with 〈µ, α〉 = 1 (namely αj and αk) and at least 2 short roots α with
〈µ, α〉 = 2 (namely αℓ and some root αj + αj+1 + · · · ); since |W.µ| ≥ 2ℓ
(
ℓ
k
)(
k
j
)
we
have rµ,2 ≥ 2ℓ(ℓ−1) .2ℓ
(
ℓ
k
)(
k
j
) ≥ 2ℓ(ℓ−1) .2ℓ(ℓk)k = 2ℓ+1(ℓ−2k−2)(k − 1). If k ≥ 3 (so that
ℓ ≥ 4) we have rµ,2 ≥ 2ℓ+1(ℓ− 2).2 > M ; if instead k = 2 we have rµ,2 ≥ 2ℓ+1 > M
for ℓ ≥ 5, while for ℓ = 4 we have rµ,2 = 64 > M and for ℓ = 3 we have rµ,2 = 16.
The result follows.
Proposition 2.3.9. Let G = F4 and p = 2; then the 2-relevant dominant
weights for G are as listed in Table 2.2.
Proof. We have M = 48. The weights ωk for 1 ≤ k ≤ 4 are all relevant; if
µ = ω1 + ω4 we have rµ,2 = 36, while if µ = ω1 + ω2, ω2 + ω3 or ω2 + ω4 we
have rµ,2 = 48. If µ = ω1 + ω3 we have rµ,2 = 84 > M ; if µ = ω3 + ω4 we have
rµ,2 = 64 > M ; if µ = ω1+ω2+ω3 we have rµ,2 = 96 > M ; if µ = ω1+ω2+ω4 we
have rµ,2 = 120 > M ; if µ = ω1+ω3+ω4 or ω2+ω3+ω4 we have rµ,2 = 144 > M ;
and if µ = ω1 + ω2 + ω3 + ω4 we have rµ,2 = 192 > M . The result follows.
This completes the determination of relevant and p-relevant dominant weights
for G.
2.4. Exclusion of triples
In this section we shall build upon the work of the previous section to determine
the unexcluded p-restricted large triples; we list these in Table 2.3. We begin with
triples (G, λ, p) with p > e(Φ), to which Corollary 2.2.2 applies; once we have
treated these we shall turn to those with p ≤ e(Φ), to which Corollary 2.2.4 applies.
Thus assume (G, λ, p) is a p-restricted large triple with p > e(Φ); for such a
triple to be unexcluded, all dominant weights µ ≤ λ must be relevant. We shall
work through the possibilities for G in turn. For each G we take the corresponding
entries in Table 2.1; for each entry, we shall determine which if any natural numbers
a (or a and b, or a, b and c as appropriate) correspond to p-restricted large triples
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Table 2.3. Unexcluded p-restricted large triples
G λ ℓ p G λ ℓ p G λ p
Aℓ 3ω1 ≥ 1 ≥ 5 Bℓ 2ω1 ≥ 2 ≥ 3 G2 2ω1 ≥ 3
4ω1 1, 2 ≥ 5 ω3 ≥ 4 any 2ω2 3
2ω2 3, 4, 5 ≥ 3 ω4 5 2 ω1 + ω2 3
ω3 ≥ 8 any ωℓ 7, 8, 9 any
ω4 7, . . . , 11 any 2ωℓ 3, 4 ≥ 3
ω5 9 any 3ω2 2 ≥ 5
2ω1 + ωℓ 2, 3, 4 ≥ 3 ω1 + ω2 ≥ 3 ≥ 3
ω1 + ω2 ≥ 3 any ω1 + ωℓ 2, 3 any
2ω1 + ω2 3 ≥ 3 ω1 + ω4 4 ≥ 3
ω2 + ωℓ 4, . . . , 8 any ω1 + 2ω2 2 ≥ 3
ω1 + ω3 5 any Cℓ 3ω1 ≥ 3 ≥ 5
ω2 + ω3 4 any ω3 ≥ 4 any
Dℓ 2ω1 ≥ 4 ≥ 3 ω4 5 any
ω3 5, 6 any ωℓ 4, 5 ≥ 3
ωℓ 8, 9, 10 any ωℓ 7, 8, 9 2
2ω5 5 ≥ 3 ω1 + ω2 ≥ 3 ≥ 3
ω1 + ωℓ 4, 5 any ω1 + ω3 3 any
(G, λ, p) for which sλ ≤ M , or sλ′ ≤ M if e(Φ) > 1. To show that a triple is
excluded, we shall either give a single irrelevant dominant weight µ ≤ λ, or list
certain dominant weights µ ≤ λ and sum the corresponding values rµ to provide a
lower bound for sλ (and if e(Φ) > 1 we shall also sum the values rµ
′ to provide a
lower bound for sλ
′). Note that in each case the requirement that the large triple
should be p-restricted implies that each coefficient in λ should be less than p; we
state this explicitly in Table 2.3, but will not mention it in the proofs in this section.
As usual we write V = L(λ). Recall that for (G, λ, p) to be a large triple we
must have dimV > dimG; in a few cases this precludes consideration of certain
small values of a (and b if appropriate).
Proposition 2.4.1. Let G = Aℓ; then the unexcluded p-restricted large triples
(G, λ, p) are as listed in Table 2.3.
Proof. First suppose λ = aω1 for ℓ ∈ [1,∞). If a ≤ 2 then (G, λ, p) is not a large
triple. If a ≥ 4 and ℓ ≥ 3 then taking µ = λ, (a − 2)ω1 + ω2, (a − 4)ω1 + 2ω2 and
(a−3)ω1+ω3 gives sλ ≥ 1+(2ℓ−1)+(ℓ−1)+ 12 (ℓ−1)(3ℓ−4) = 12 (3ℓ2−ℓ+2) > M .
If a ≥ 5 and ℓ = 2 then taking µ = λ, (a − 2)ω1 + ω2 and (a − 4)ω1 + 2ω2 gives
sλ ≥ 1 + 3 + 3 = 7 > M ; if a ≥ 5 and ℓ = 1 then taking µ = λ, (a − 2)ω1 and
(a− 4)ω1 gives sλ ≥ 1 + 1 + 1 = 3 > M . If however a = 3, or a = 4 and ℓ ∈ [1, 2],
we find that sλ ≤M .
Next suppose λ = aω2 for ℓ ∈ [3,∞). If a = 1 then (G, λ, p) is not a large
triple. If a ≥ 2 and ℓ ≥ 6 then taking µ = λ, ω1+(a− 2)ω2+ω3 and (a− 2)ω2+ω4
gives sλ ≥ (ℓ− 1)+ 12 (ℓ− 1)(3ℓ− 4)+ 16 (ℓ− 1)(ℓ− 2)(ℓ− 3) = 16ℓ(ℓ− 1)(ℓ+4) > M ;
if a ≥ 3 and ℓ ∈ [3, 5] then taking µ = λ and ω1 + (a − 2)ω2 + ω3 gives sλ ≥
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(ℓ − 1) + 3(ℓ − 1)2 = (ℓ − 1)(3ℓ − 2) > M . If however a = 2 and ℓ ∈ [3, 5] we find
that sλ ≤M .
Next suppose λ = aω3 for ℓ ∈ [5,∞). If a = 1 then (G, λ, p) is not a large triple
for ℓ ∈ [5, 7], whereas for ℓ ∈ [8,∞) we have sλ = rλ = 12 (ℓ − 1)(ℓ − 2) < M . If
a ≥ 2 then µ = ω2 + (a− 2)ω3 + ω4 is irrelevant.
Next suppose λ = aω4 for ℓ ∈ [7, 11]. If a ≥ 2 then µ = ω3 + (a− 2)ω4 + ω5 is
irrelevant. If however a = 1 then we have sλ = rλ =
1
6 (ℓ − 1)(ℓ− 2)(ℓ− 3) < M .
Next suppose λ = aω5 for ℓ = 9. If a ≥ 2 then µ = ω4 + (a − 2)ω5 + ω6 is
irrelevant. If however a = 1 then we have sλ = rλ = 70 < M .
Next suppose λ = aω1 + bωℓ for ℓ ∈ [2,∞); note that we may assume a ≥ b. If
a = b = 1 then (G, λ, p) is not a large triple. If a ≥ 2 and ℓ ≥ 5 then taking µ = λ
and (a− 2)ω1+ ω2+ bωℓ gives sλ ≥ (2ℓ− 1)+ 12 (ℓ− 1)(3ℓ− 4) = 12 (3ℓ2− 3ℓ+2) >
M ; if a ≥ 3 and ℓ ∈ [3, 4] then taking µ = λ and (a − 2)ω1 + ω2 + bωℓ gives
sλ ≥ (2ℓ− 1)+3(ℓ− 1)2 = 3ℓ2− 4ℓ+2 > M ; if a ≥ 3 and ℓ = 2 then taking µ = λ,
(a−2)ω1+(b+1)ω2 and (a−1)ω1+(b−1)ω2 gives sλ ≥ 3+3+1 = 7 > M ; if b ≥ 2
and ℓ ∈ [3, 4] then taking µ = λ, (a− 2)ω1 + ω2 + bωℓ and aω1 + ωℓ−1 + (b − 2)ωℓ
gives sλ ≥ (2ℓ − 1) + 12 (ℓ − 1)(3ℓ − 4) + 12 (ℓ − 1)(3ℓ − 4) = 3ℓ2 − 5ℓ + 3 > M ; if
b ≥ 2 and ℓ = 2 then taking µ = λ, (a+1)ω1+ (b− 2)ω1 and (a− 1)ω1 + (b− 1)ω2
gives sλ ≥ 3 + 1 + 3 = 7 > M . If however a = 2, b = 1 and ℓ ∈ [2, 4] we find that
sλ ≤M .
Next suppose λ = aω1 + bω2 for ℓ ∈ [3,∞). If a ≥ 2 and ℓ ≥ 4 then taking
µ = λ, (a− 2)ω1 + (b+ 1)ω2 and (a− 1)ω1 + (b − 1)ω2 + ω3 gives sλ ≥ (2ℓ− 1) +
(ℓ− 1) + 12 (ℓ− 1)(3ℓ− 4) = 12ℓ(3ℓ− 1) > M ; if a ≥ 3 and ℓ = 3 then taking µ = λ,
(a− 2)ω1+(b+1)ω2 and (a− 1)ω1+(b− 1)ω2+ω3 gives sλ ≥ 5+5+5 = 15 > M ;
if b ≥ 2 then taking µ = λ, (a+1)ω1+(b− 2)ω2+ω3 and (a− 1)ω1+(b− 1)ω2+ω3
gives sλ ≥ (2ℓ − 1) + 12 (ℓ − 1)(3ℓ − 4) + 12 (ℓ − 1)(3ℓ − 4) = 3ℓ2 − 5ℓ + 3 > M . If
however a = b = 1, or a = 2, b = 1 and ℓ = 3, we find that sλ ≤M .
Next suppose λ = aω2 + bωℓ for ℓ ∈ [4, 8]. If a ≥ 2 then µ = ω1 + (a− 2)ω2 +
ω3 + bωℓ is irrelevant; if b ≥ 2 and ℓ ∈ [5, 8] then µ = aω2 + ωℓ−1 + (b − 2)ωℓ is
irrelevant; if b ≥ 2 and ℓ = 4 then taking µ = λ and aω2 + ω3 + (b − 2)ω4 gives
sλ ≥ 12 + 12 = 24 > M . If however a = b = 1 we find that sλ ≤M .
Next suppose λ = aω1 + bω3 for ℓ ∈ [5, 8]. If ℓ ∈ [6, 8] then taking µ = λ and
(a − 1)ω1 + (b − 1)ω3 + ω4 gives sλ ≥ 12 (ℓ − 1)(3ℓ − 4) + 16 (ℓ − 1)(ℓ − 2)(ℓ − 3) =
1
6 (ℓ−1)(ℓ2+4ℓ−6) > M ; if a ≥ 2 and ℓ = 5 then taking µ = λ and (a−2)ω1+ω2+bω3
gives sλ ≥ 22+22 = 44 > M ; if b ≥ 2 and ℓ = 5 then µ = aω1+ω2+(b− 2)ω3+ω4
is irrelevant. If however a = b = 1 and ℓ = 5 we find that sλ ≤M .
Next suppose λ = aω2 + bω3 for ℓ ∈ [4, 8]. If ℓ ∈ [5, 8] then taking µ = λ
and ω1 + (a − 1)ω2 + (b − 1)ω3 + ω4 gives sλ ≥ 12 (ℓ − 1)(3ℓ − 4) + 16 (ℓ − 1)(ℓ −
2)(4ℓ − 9) = 13 (ℓ − 1)(2ℓ2 − 4ℓ + 3) > M ; if ℓ = 4 and either a ≥ 2 or b ≥ 2 then
µ = ω1 + (a − 1)ω2 + (b − 1)ω3 + ω4 is irrelevant. If however a = b = 1 and ℓ = 4
we find that sλ ≤M .
Finally suppose λ = aω1 + bω2 + cω3 for ℓ = 3. Here taking µ = λ and
(a− 1)ω1 + bω2 + (c− 1)ω3 gives sλ ≥ 12 + 2 = 14 > M .
Proposition 2.4.2. Let G = Dℓ; then the unexcluded p-restricted large triples
(G, λ, p) are as listed in Table 2.3.
Proof. First suppose λ = aω1 for ℓ ∈ [4,∞). If a = 1 then (G, λ, p) is not a
large triple. If a ≥ 3 then taking µ = λ, (a− 2)ω1 + ω2 and either (a− 3)ω1 + ω3
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or (a− 3)ω1 + ω3 + ω4 according as ℓ ≥ 5 or ℓ = 4 gives sλ ≥ 2 + 4(2ℓ− 3) + 2(ℓ−
2)(2ℓ− 5) = 4ℓ2 − 10ℓ+ 10 > M . If however a = 2 we find that sλ = 4ℓ− 5 < M .
Next suppose λ = aω2 for ℓ ∈ [4,∞). If a = 1 then (G, λ, p) is not a large
triple. If a ≥ 2 then µ = ω1+(a− 2)ω2+ω3 or ω1+(a− 2)ω2+ω3+ω4 according
as ℓ ≥ 5 or ℓ = 4 is irrelevant.
Next suppose λ = aω3 for ℓ ∈ [5, 6]. If a ≥ 2 then taking µ = λ and 2ω2+(a−
2)ω3 gives sλ ≥ 2(ℓ− 2)(2ℓ− 5) + (4ℓ− 7) = 4ℓ2− 14ℓ+13 > M . If however a = 1
we find that sλ = 4ℓ
2 − 18ℓ+ 22 < M .
Next suppose λ = aωℓ for ℓ ∈ [5, 10]. If a = 1 then (G, λ, p) is not a large
triple for ℓ ∈ [5, 7], whereas for ℓ ∈ [8, 10] we have sλ = rλ = 2ℓ−3 < M . If
a ≥ 2 and ℓ ∈ [6, 10] then µ = ωℓ−2 + (a − 2)ωℓ is irrelevant; if a ≥ 3 and ℓ = 5
then µ = ω3 + (a − 2)ω5 is irrelevant. If however a = 2 and ℓ = 5 we find that
sλ = 36 < M .
Next suppose λ = aω1 + bω2 for ℓ ∈ [4,∞). Here taking µ = λ and either
(a− 1)ω1 + (b− 1)ω2 + ω3 or (a− 1)ω1 + (b− 1)ω2+ ω3 +ω4 according as ℓ ≥ 5 or
ℓ = 4 gives sλ ≥ 4(2ℓ− 3) + 2(ℓ− 2)(2ℓ− 5) = 4ℓ2 − 10ℓ+ 8 > M .
Next suppose λ = aω1+bωℓ for ℓ ∈ [4, 5]. If a ≥ 2 and ℓ = 5 then µ = (a−2)ω1+
ω2+ bω5 is irrelevant; if a ≥ 2 and ℓ = 4 then taking µ = λ and (a−2)ω1+ω2+ bω4
gives sλ ≥ 12+20 = 32 > M ; if b ≥ 2 then taking µ = λ and aω1+ωℓ−2+(b−2)ωℓ
gives sλ ≥ 2ℓ−3(ℓ+2)+ 2ℓ−5(ℓ− 2)(ℓ2+5ℓ− 16) = 2ℓ−5(ℓ3+3ℓ2− 22ℓ+40) > M .
If however a = b = 1 we find that sλ = 2
ℓ−3(ℓ+ 3) < M .
Finally suppose λ = aω4 + bω5 for ℓ = 5. Here taking µ = λ and ω2 + (a −
1)ω4 + (b− 1)ω5 gives sλ ≥ 28 + 13 = 41 > M .
Proposition 2.4.3. Let G = Bℓ and p > 2; then the unexcluded p-restricted
large triples (G, λ, p) are as listed in Table 2.3.
Proof. First suppose λ = aω1 for ℓ ∈ [2,∞). If a = 1 then (G, λ, p) is not a
large triple. If a ≥ 3 and ℓ ≥ 3 then taking µ = λ, (a − 2)ω1 + ω2, (a − 1)ω1,
(a− 3)ω1+ ω2, (a− 2)ω1 and either (a− 3)ω1+ω3 or (a− 3)ω1+2ω3 according as
ℓ ≥ 4 or ℓ = 3 gives sλ ≥ 1+4(ℓ−1)+1+2(ℓ−1)+1+2(ℓ−1)(ℓ−2) = 2ℓ2+1 > M
and sλ
′ ≥ 2 + 4(2ℓ− 3) + 2 + (4ℓ− 7) + 2+ 2(ℓ− 2)(2ℓ− 5) = 4ℓ2 − 6ℓ+ 7 > M ; if
a ≥ 3 and ℓ = 2 then taking µ = λ, (a− 2)ω1 + ω2, (a− 1)ω1, (a− 3)ω1 + ω2 and
(a−2)ω1 gives sλ ≥ 1+4+1+2+1 = 9 > M and sλ′ ≥ 2+4+2+1+2= 11 > M .
If however a = 2 we find that sλ < M and sλ
′ < M .
Next suppose λ = aω2 for ℓ ∈ [3,∞). If a = 1 then (G, λ, p) is not a large triple.
If a ≥ 2 and ℓ ≥ 4 then µ = ω1+(a−2)ω2+ω3 is irrelevant; if a ≥ 2 and ℓ = 3 then
taking µ = λ, ω1+(a−2)ω2+2ω3 and ω1+(a−1)ω2 gives sλ ≥ 4+12+8 = 24 > M
and sλ
′ ≥ 5 + 10 + 12 = 27 > M .
Next suppose λ = aω3 for ℓ ∈ [4,∞). If a ≥ 2 and ℓ ≥ 5 then µ = ω2 + (a −
2)ω3+ω4 is irrelevant; if a ≥ 2 and ℓ = 4 then µ = ω2+(a−2)ω3+2ω4 is irrelevant.
If however a = 1 we find that sλ < M .
Next suppose λ = aωℓ−1 for ℓ ∈ [5, 6]. If ℓ = 6 then µ = ω4 + (a − 1)ω5 is
irrelevant; if ℓ = 5 then taking µ = λ and ω3+(a−1)ω4 gives sλ ≥ 32+24 = 56 > M
and sλ
′ ≥ 28 + 30 = 58 > M .
Next suppose λ = aωℓ for ℓ ∈ [2, 9]. If a = 1 then (G, λ, p) is not a large triple
for ℓ ∈ [2, 6], whereas for ℓ ∈ [7, 9] we have sλ′ = rλ′ = 2ℓ−2 < M . If a = 2 and
ℓ = 2 then (G, λ, p) is not a large triple. If a ≥ 2 and ℓ ∈ [5, 9] then taking µ = λ,
ωℓ−1 + (a − 2)ωℓ and ωℓ−2 + (a − 2)ωℓ gives sλ ≥ 2ℓ−1 + 2ℓ−2(ℓ − 1) + 2ℓ−4(ℓ −
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1)(ℓ− 2) = 2ℓ−4(ℓ2+ ℓ+6) > M and sλ′ ≥ 2ℓ−2+2ℓ−3(ℓ+2)+2ℓ−5(ℓ− 2)(ℓ+5) =
2ℓ−5(ℓ + 1)(ℓ + 6) > M ; if a ≥ 3 and ℓ = 4 then µ = ω2 + (a − 2)ω4 is irrelevant;
if a ≥ 3 and ℓ = 3 then taking µ = λ, ω2 + (a − 2)ω3 and ω1 + (a − 2)ω3 gives
sλ ≥ 4 + 12 + 12 = 28 > M and sλ′ ≥ 2 + 10 + 10 = 22 > M ; if a ≥ 4 and ℓ = 2
then taking µ = λ, ω1 + (a − 2)ω2, 2ω1 + (a− 4)ω2, (a− 2)ω2 and ω1 + (a− 4)ω2
gives sλ ≥ 2 + 4 + 1 + 2 + 1 = 10 > M and sλ′ ≥ 1 + 4 + 2 + 1 + 2 = 10 > M . If
however a = 2 and ℓ ∈ [3, 4], or a = 3 and ℓ = 2, we find that sλ ≤M .
Next suppose λ = aω1 + bω2 for ℓ ∈ [3,∞). If a ≥ 2 and ℓ ≥ 4 then µ =
(a − 1)ω1 + (b − 1)ω2 + ω3 is irrelevant; if a ≥ 2 and ℓ = 3 then taking µ = λ,
(a − 2)ω1 + (b + 1)ω2 and (a − 1)ω1 + bω2 gives sλ ≥ 8 + 4 + 8 = 20 > M and
sλ
′ ≥ 12+ 5+12 = 29 > M ; if b ≥ 2 and ℓ ≥ 4 then µ = (a− 1)ω1+(b− 1)ω2+ω3
is irrelevant; if b ≥ 2 and ℓ = 3 then taking µ = λ and (a+ 1)ω2 + (b− 2)ω2 + 2ω3
gives sλ ≥ 8+ 12 = 20 > M and sλ′ ≥ 12+ 10 = 22 > M . If however a = b = 1 we
find that sλ =M .
Next suppose λ = aω1 + bωℓ for ℓ ∈ [2, 4]. If a ≥ 2 and ℓ = 4 then µ =
(a − 2)ω1 + ω2 + bω4 is irrelevant; if a ≥ 2 and ℓ = 3 then taking µ = λ and
(a− 2)ω1 + ω2 + bω3 gives sλ ≥ 12 + 12 = 24 > M and sλ′ ≥ 10 + 10 = 20 > M ; if
a ≥ 2 and ℓ = 2 then taking µ = λ, (a− 2)ω1+ (b+2)ω2 and (a− 1)ω1+ bω2 gives
sλ ≥ 4 + 2 + 4 = 10 > M and sλ′ ≥ 4 + 1 + 4 = 9 > M ; if b ≥ 2 and ℓ = 4 then
µ = aω1 + ω3 + (b − 2)ω4 is irrelevant; if b ≥ 2 and ℓ = 3 then taking µ = λ and
aω1 + ω2 + (b − 2)ω3 gives sλ ≥ 12 + 8 = 20 > M and sλ′ ≥ 10 + 12 = 22 > M ; if
b ≥ 3 and ℓ = 2 then taking µ = λ, (a+1)ω1+ (b− 2)ω2 and (a− 1)ω1 + bω2 gives
sλ ≥ 4 + 4 + 2 = 10 > M and sλ′ ≥ 4 + 4 + 1 = 9 > M . If however a = b = 1 we
find that sλ
′ < M , while if a = 1, b = 2 and ℓ = 2 we find that sλ =M .
Finally suppose λ = aωℓ−1 + bωℓ for ℓ ∈ [3, 4]. If ℓ = 4 then µ = ω2 + (a −
1)ω3 + bω4 is irrelevant; if ℓ = 3 then taking µ = λ and ω1 + (a− 1)ω2 + bω3 gives
sλ ≥ 12 + 12 = 24 > M and sλ′ ≥ 10 + 10 = 20 > M .
Proposition 2.4.4. Let G = Cℓ and p > 2; then the unexcluded p-restricted
large triples (G, λ, p) are as listed in Table 2.3.
Proof. First suppose λ = aω1 for ℓ ∈ [3,∞). If a ≤ 2 then (G, λ, p) is not a large
triple. If a ≥ 4 and ℓ ≥ 4 then µ = (a− 3)ω1 + ω3 is irrelevant; if a ≥ 4 and ℓ = 3
then taking µ = λ, (a−2)ω1+ω2 and (a−3)ω1+ω3 gives sλ ≥ 2+12+10 = 24 > M
and sλ
′ ≥ 1 + 8 + 12 = 21 > M . If however a = 3 we find that sλ′ < M .
Next suppose λ = aω2 for ℓ ∈ [3,∞). If a = 1 then (G, λ, p) is not a large triple.
If a ≥ 2 and ℓ ≥ 4 then µ = ω1+(a−2)ω2+ω3 is irrelevant; if a ≥ 2 and ℓ = 3 then
taking µ = λ, ω1 + (a− 2)ω2 + ω3 and (a − 1)ω2 gives sλ ≥ 5 + 10 + 5 = 20 > M
and sλ
′ ≥ 4 + 12 + 4 = 20 > M .
Next suppose λ = aω3 for ℓ ∈ [4,∞). If a ≥ 2 then µ = ω2 + (a− 2)ω3 + ω4 is
irrelevant. If however a = 1 we find that sλ
′ < M .
Next suppose λ = aωℓ−1 for ℓ ∈ [5, 6]. If a ≥ 2 then µ = ωℓ−3 + (a − 1)ωℓ−1
is irrelevant; if a = 1 and ℓ = 6 then taking µ = λ and ω3 gives sλ ≥ 64 + 56 =
120 > M and sλ
′ ≥ 80 + 40 = 120 > M . If however a = 1 and ℓ = 5 we find that
sλ
′ < M .
Next suppose λ = aωℓ for ℓ ∈ [3, 9]. If a = 1 and ℓ = 3 then (G, λ, p) is not a
large triple. If a ≥ 2 and ℓ ∈ [4, 9] then µ = ωℓ−2 + (a− 1)ωℓ is irrelevant; if a ≥ 2
and ℓ = 3 then taking µ = λ, 2ω2 + (a − 2)ω3, ω1 + (a − 1)ω3 and ω2 + (a − 2)ω3
gives sλ ≥ 2 + 5 + 10 + 5 = 22 > M and sλ′ ≥ 4 + 4 + 12 + 4 = 24 > M ; if a = 1
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and ℓ ∈ [6, 9] then µ = ωℓ−2 is irrelevant. If however a = 1 and ℓ ∈ [4, 5] we find
that sλ
′ < M .
Next suppose λ = aω1 + bω2 for ℓ ∈ [3,∞). If a ≥ 2 and ℓ ≥ 4 then µ =
(a− 1)ω1 + (b − 1)ω2 + ω3 is irrelevant; if a ≥ 2 and ℓ = 3 then taking µ = λ and
(a−1)ω1+(b−1)ω2+ω3 gives sλ ≥ 12+10 = 22 > M and sλ′ ≥ 8+12 = 20 > M ;
if b ≥ 2 and ℓ ≥ 4 then µ = (a + 1)ω1 + (b − 2)ω2 + ω3 is irrelevant; if b ≥ 2 and
ℓ = 3 then taking µ = λ and (a+1)ω1+(b−2)ω2+ω3 gives sλ ≥ 12+10 = 22 > M
and sλ
′ ≥ 8 + 12 = 20 > M . If however a = b = 1 we find that sλ′ < M .
Next suppose λ = aω1 + bωℓ for ℓ ∈ [3, 4]. If ℓ = 4 then taking µ = λ and
aω1+ω2+(b−1)ω4 gives sλ ≥ 24+20 = 44 > M and sλ′ ≥ 32+12 = 44 > M ; if ℓ = 3
and a ≥ 2 then taking µ = λ and (a− 2)ω1+ω2+ bω3 gives sλ ≥ 10+10 = 20 > M
and sλ
′ ≥ 12 + 12 = 24 > M ; if ℓ = 3 and b ≥ 2 then taking µ = λ and
aω1+2ω2+ (b− 2)ω3 gives sλ ≥ 10+ 12 = 22 > M and sλ′ ≥ 12+ 8 = 20 > M . If
however a = b = 1 and ℓ = 3 we find that sλ
′ < M .
Finally suppose λ = aωℓ−1 + bωℓ for ℓ ∈ [3, 4]. If ℓ = 4 then µ = ω2 + aω3 +
(b − 1)ω4 is irrelevant; if ℓ = 3 then taking µ = λ and ω1 + aω2 + (b − 1)ω3 gives
sλ ≥ 10 + 12 = 22 > M and sλ′ ≥ 12 + 8 = 20 > M .
Proposition 2.4.5. Let G be of exceptional type and p > e(Φ); then the unex-
cluded p-restricted large triples (G, λ, p) are as listed in Table 2.3.
Proof. Take G = E6. First suppose λ = aω1. If a = 1 then (G, λ, p) is not a
large triple; if a ≥ 2 then µ = (a− 2)ω1 + ω3 is irrelevant. Next suppose λ = aω2.
If a = 1 then (G, λ, p) is not a large triple; if a ≥ 2 then µ = (a − 2)ω2 + ω4 is
irrelevant.
Next take G = E7. First suppose λ = aω1. If a = 1 then (G, λ, p) is not a
large triple; if a ≥ 2 then µ = (a− 2)ω1 + ω3 is irrelevant. Next suppose λ = aω7.
If a = 1 then (G, λ, p) is not a large triple; if a ≥ 2 then µ = ω6 + (a − 2)ω7 is
irrelevant.
Next take G = E8. Suppose λ = aω8. If a = 1 then (G, λ, p) is not a large
triple; if a ≥ 2 then µ = ω7 + (a− 2)ω8 is irrelevant.
Next take G = F4. First suppose λ = aω1. If a = 1 then (G, λ, p) is not a
large triple; if a ≥ 2 then µ = (a− 1)ω1 + ω4 is irrelevant. Next suppose λ = aω2.
Here µ = ω1 + (a − 1)ω2 + ω4 is irrelevant. Next suppose λ = aω3. Here taking
µ = λ, ω1 + (a − 1)ω3 and (a − 1)ω3 + ω4 gives sλ ≥ 44 + 6 + 9 = 59 > M and
sλ
′ ≥ 36+ 9+ 6 = 51 > M . Finally suppose λ = aω4. If a = 1 then (G, λ, p) is not
a large triple; if a ≥ 2 then taking µ = λ, ω3 + (a− 2)ω4 and ω1 + (a− 2)ω4 gives
sλ ≥ 9 + 44 + 6 = 59 > M and sλ′ ≥ 6 + 36 + 9 = 51 > M .
Finally take G = G2. First suppose λ = aω1. If a = 1 then (G, λ, p) is not a
large triple; if a ≥ 3 then taking µ = λ, (a−2)ω1+ω2, (a−1)ω1 and (a−3)ω1+ω2
gives sλ ≥ 3 + 6 + 3 + 2 = 14 > M and sλ′ ≥ 2 + 6 + 2 + 3 = 13 > M ; if however
a = 2 we find sλ = 8 < M and sλ
′ = 7 < M . Next suppose λ = aω2. If a = 1
then (G, λ, p) is not a large triple; if a ≥ 2 then taking µ = λ, 3ω1 + (a − 2)ω2,
ω1 + (a − 1)ω2 and 2ω1 + (a − 2)ω2 gives sλ ≥ 2 + 3 + 6 + 3 = 14 > M and
sλ
′ ≥ 3 + 2 + 6 + 2 = 13 > M . Finally suppose λ = aω1 + bω2. Here taking µ = λ,
(a+1)ω1+(b− 1)ω2, (a− 1)ω1+ bω2 and aω1+(b− 1)ω2 gives sλ ≥ 6+3+2+3 =
14 > M and sλ
′ ≥ 6 + 2 + 3 + 2 = 13 > M .
We now assume (G, λ, p) is a p-restricted large triple with p ≤ e(Φ); for such
a triple to be unexcluded, the weight λ must be p-relevant, but the same need not
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be true of all dominant weights µ < λ, since they need not appear in V (indeed
not all such dominant weights need be p-restricted). Here we shall make frequent
use of Lu¨beck’s online data [24], which for each G lists all irreducible modules
of dimension less than a certain bound, together with the weight multiplicities
therein. There is one case where dimV exceeds the bound of [24]: for the large
triple (G2, 2ω1 + 2ω2, 3) we appeal instead to the paper [12] of Gilkey and Seitz.
We shall again work through the possibilities for G in turn, taking the entries
in Table 2.2. We ignore those weights λ for which (G, λ, p) is not a large triple; to
show that a large triple (G, λ, p) is excluded we shall list certain dominant weights
µ ≤ λ, together with their multiplicities mµ in V , and sum both the values mµrµ,p
and the values mµrµ
′ to provide lower bounds for both sλ,p and sλ,p
′.
Proposition 2.4.6. Let G = Bℓ and p = 2; then the unexcluded p-restricted
large triples (G, λ, p) are as listed in Table 2.3.
Proof. If λ = ω1 or ω2, or ωℓ for ℓ ∈ [2, 6], then (G, λ, p) is not a large triple.
If λ = ω5 for ℓ = 6 then taking µ = λ and ω3 we have mµ = 1 and 2 respectively,
giving sλ,2 ≥ 1.80 + 2.40 = 160 > M and sλ,2′ ≥ 1.64 + 2.56 = 176 > M . If
λ = ω1 + ω2 for ℓ ∈ [4,∞) then taking µ = λ and ω3 we have mµ = 1 and 2
respectively, giving sλ,2 ≥ 1.4(ℓ − 1) + 2.2(ℓ − 1)(ℓ − 2) = 4(ℓ − 1)2 > M and
sλ,2
′ ≥ 1.4(2ℓ − 3) + 2.2(ℓ − 2)(2ℓ − 5) = 4(2ℓ2 − 7ℓ + 7) > M . If λ = ω1 + ω2
for ℓ = 3 then taking µ = λ, 2ω3 and ω1 we have mµ = 1, 2 and 4 respectively,
giving sλ,2 ≥ 1.8 + 2.4 + 4.1 = 20 > M and sλ,2′ ≥ 1.12 + 2.2 + 4.2 = 24 > M . If
λ = ω1+ω4 for ℓ = 4 then taking µ = λ and ω4 we have mµ = 1 and 4 respectively,
giving sλ,2 ≥ 1.24+4.8 = 56 > M and sλ,2′ ≥ 1.24+4.4 = 40 > M . If λ = ω2+ω4
for ℓ = 4 then taking µ = λ and ω1 + ω4 we have mµ = 1 and 3 respectively,
giving sλ,2 ≥ 1.24 + 3.24 = 96 > M and sλ,2′ ≥ 1.40 + 3.24 = 112 > M . If
λ = ωℓ−1 + ωℓ for ℓ ∈ [3, 8] then taking µ = λ and ωℓ−2 + ωℓ we have mµ = 1
and 2 respectively, giving sλ,2 ≥ 1.2ℓ−1 + 2.2ℓ−1(ℓ − 1) = 2ℓ−1(2ℓ − 1) > M and
sλ,2
′ ≥ 1.2ℓ−2(ℓ+2)+2.2ℓ−3(ℓ2+3ℓ−8) = 2ℓ−2(ℓ2+4ℓ−6) > M . If λ = ω1+ω2+ω3
for ℓ = 3 then taking µ = λ and ω2+ω3 we have mµ = 1 and 4 respectively, giving
sλ,2 ≥ 1.8+4.4 = 24 > M and sλ,2′ ≥ 1.24+4.10 = 64 > M . If λ = ω1+ω3+ω4 for
ℓ = 4 then taking µ = λ and ω1+ω2+ω4 we have mµ = 1 and 2 respectively, giving
sλ,2 ≥ 1.24+2.48 = 120 > M and sλ,2′ ≥ 1.88+2.88 = 264 > M . If λ = ω2+ω3+ω4
for ℓ = 4 then taking µ = λ and ω1 + ω2 + ω4 we have mµ = 1 and 8 respectively,
giving sλ,2 ≥ 1.24+8.48 = 408 > M and sλ,2′ ≥ 1.88+8.88 = 792 > M . If however
λ = ω3 for ℓ ∈ [4,∞), or λ = ω4 for ℓ = 5, or λ = ωℓ for ℓ ∈ [7, 9], or λ = ω1 + ωℓ
for ℓ ∈ [2, 3], we find that sλ,2 ≤M or sλ,2′ ≤M .
Proposition 2.4.7. Let G = Cℓ and p = 2; then the unexcluded p-restricted
large triples (G, λ, p) are as listed in Table 2.3.
Proof. If λ = ω1 or ω2, or ωℓ for ℓ ∈ [3, 6], then (G, λ, p) is not a large triple.
If λ = ω5 for ℓ = 6 then taking µ = λ and ω3 we have mµ = 1 and 2 respectively,
giving sλ,2 ≥ 1.64 + 2.56 = 176 > M and sλ,2′ ≥ 1.80 + 2.40 = 160 > M . If
λ = ω1 + ω2 for ℓ ∈ [4,∞) then taking µ = λ and ω3 we have mµ = 1 and 2
respectively, giving sλ,2 ≥ 1.2(4ℓ− 7) + 2.2(ℓ− 2)(2ℓ− 5) = 2(4ℓ2 − 14ℓ+ 13) > M
and sλ,2
′ ≥ 1.4(ℓ − 1) + 2.2(ℓ − 1)(ℓ − 2) = 4(ℓ − 1)2 > M . If λ = ω1 + ω2 for
ℓ = 3 then taking µ = λ, ω3 and ω1 we have mµ = 1, 2 and 4 respectively, giving
sλ,2 ≥ 1.10+2.2+4.2 = 22 > M and sλ,2′ ≥ 1.8+2.4+4.1 = 20 > M . If λ = ω1+ω5
for ℓ = 5 then taking µ = λ and ω4 we have mµ = 1 and 2 respectively, giving
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sλ,2 ≥ 1.40 + 2.28 = 96 > M and sλ,2′ ≥ 1.80 + 2.32 = 144 > M . If λ = ω1 + ω4
for ℓ = 4 then taking µ = λ and ω3 we have mµ = 1 and 2 respectively, giving
sλ,2 ≥ 1.16 + 2.12 = 40 > M and sλ,2′ ≥ 1.32 + 2.12 = 56 > M . If λ = ω2 + ω4 for
ℓ = 4 then taking µ = λ and ω1 + ω3 we have mµ = 1 and 2 respectively, giving
sλ,2 ≥ 1.24 + 2.36 = 96 > M and sλ,2′ ≥ 1.48 + 2.36 = 120 > M . If λ = ω4 + ω5
for ℓ = 5 then taking µ = λ and ω1+ω2 we have mµ = 1 and 8 respectively, giving
sλ,2 ≥ 1.40 + 8.26 = 248 > M and sλ,2′ ≥ 1.80 + 8.16 = 208 > M . If λ = ω3 + ω4
for ℓ = 4 then taking µ = λ and ω2+ω3 we have mµ = 1 and 2 respectively, giving
sλ,2 ≥ 1.16 + 2.36 = 88 > M and sλ,2′ ≥ 1.32 + 2.36 = 104 > M . If λ = ω2 + ω3
for ℓ = 3 then taking µ = λ and ω1+ω2 we have mµ = 1 and 2 respectively, giving
sλ,2 ≥ 1.6 + 2.10 = 26 > M and sλ,2′ ≥ 1.12 + 2.8 = 28 > M . If λ = ω1 + ω2 + ω3
for ℓ = 3 then taking µ = λ and ω2 we have mµ = 1 and 12 respectively, giving
sλ,2 ≥ 1.16 + 12.5 = 76 > M and sλ,2′ ≥ 1.24 + 12.4 = 72 > M . If however λ = ω3
for ℓ ∈ [4,∞), or λ = ω4 for ℓ = 5, or λ = ωℓ for ℓ ∈ [7, 9], or λ = ω1+ω3 for ℓ = 3,
we find that sλ,2 ≤M or sλ,2′ ≤M .
Proposition 2.4.8. Let G = F4 and p = 2; then there are no unexcluded
p-restricted large triples (G, λ, p).
Proof. If λ = ω1 or ω4 then (G, λ, p) is not a large triple. If λ = ω2 then taking
µ = λ and ω1 we have mµ = 1 and 4 respectively, giving sλ,2 ≥ 1.36 + 4.6 =
60 > M and sλ,2
′ ≥ 1.44 + 4.9 = 80 > M . If λ = ω3 then taking µ = λ and
ω4 we have mµ = 1 and 4 respectively, giving sλ,2 ≥ 1.36 + 4.9 = 72 > M and
sλ,2
′ ≥ 1.36 + 4.6 = 60 > M . If λ = ω1 + ω2 then taking µ = λ and ω2 we
have mµ = 1 and 14 respectively, giving sλ,2 ≥ 1.48 + 14.36 = 552 > M and
sλ,2
′ ≥ 1.96 + 14.44 = 712 > M . If λ = ω1 + ω4 then taking µ = λ and ω3
we have mµ = 1 and 3 respectively, giving sλ,2 ≥ 1.36 + 3.36 = 144 > M and
sλ,2
′ ≥ 1.60+ 3.36 = 168 > M . If λ = ω2+ω3 then taking µ = λ and ω1+ω3 +ω4
we have mµ = 1 and 2 respectively, giving sλ,2 ≥ 1.48 + 2.144 = 336 > M and
sλ,2
′ ≥ 1.132 + 2.264 = 660 > M . If λ = ω2 + ω4 then taking µ = λ and ω1 + ω3
we have mµ = 1 and 2 respectively, giving sλ,2 ≥ 1.48 + 2.84 = 216 > M and
sλ,2
′ ≥ 1.132 + 2.132 = 396 > M .
Proposition 2.4.9. Let G = G2 and p = 2 or 3; then the unexcluded p-
restricted large triples (G, λ, p) are as listed in Table 2.3.
Proof. If λ = ω1 or ω2 then (G, λ, p) is not a large triple. Suppose p = 2. If
λ = ω1 + ω2 then taking µ = λ and ω1 we have mµ = 1 and 4 respectively, giving
sλ,2 ≥ 1.4 + 4.3 = 16 > M and sλ,2′ ≥ 1.6 + 4.2 = 14 > M . Suppose p = 3. If
λ = 2ω1 + ω2 then taking µ = λ and ω1 we have mµ = 1 and 8 respectively, giving
sλ,3 ≥ 1.0 + 8.2 = 16 > M and sλ,3′ ≥ 1.6 + 8.2 = 22 > M . If λ = ω1 + 2ω2 then
taking µ = λ and ω1 we have mµ = 1 and 7 respectively, giving sλ,3 ≥ 1.2 + 7.2 =
16 > M and sλ,3
′ ≥ 1.6 + 7.2 = 20 > M . If λ = 2ω1 + 2ω2 then taking µ = λ and
ω1 we have mµ = 1 and 19 respectively, giving sλ,3 ≥ 1.0 + 19.2 = 38 > M and
sλ,3
′ ≥ 1.6 + 19.6 = 120 > M . If however λ = ω1 + ω2, or λ = 2ω1, or λ = 2ω2, we
find that sλ,3 ≤M .
This concludes the application of Corollaries 2.2.2 and 2.2.4 to the task of
proving that all p-restricted large triples which are not listed in Table 1 have TGS.
In the next two sections we shall complete this task by dealing with the unexcluded
p-restricted large triples listed in Table 2.3.
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2.5. Weight string analysis
In this section we shall show that some of the unexcluded p-restricted large
triples listed in Table 2.3 have TGS. Our approach is to consider weight strings in
more detail than we have done up to this point. In some cases we shall see that
it is still possible to show that the triple satisfies both (‡)ss and (‡)u; in others we
shall instead use one or two of the weaker conditions given in Section 2.1.
We shall use the following notation throughout. Given a triple (G, λ, p), we let
s be an element of G(r) for some prime r 6= p, and take κ ∈ K∗; we assume s lies in
T . Write Φ(s) = {α ∈ Φ : α(s) = 1}, so that CG(s)◦ = 〈T,Xα : α ∈ Φ(s)〉. We take
α ∈ Φs and write uα = xα(1); if e(Φ) > 1, we take β ∈ Φl and write uβ = xβ(1).
We start with triples (G, λ, p) where G = Aℓ or Dℓ, in which e(Φ) = 1. For
each triple we shall give two tables. The first is the weight table, which lists the
dominant weights µ occurring in V = L(λ), and gives the sizes of their W -orbits
and their multiplicities mµ. Note that the first column of the weight table numbers
the orbits, in an order compatible with the usual partial ordering on dominant
weights; thereafter we let µi stand for any weight in the ith orbit. The second
table is the α-string table, whose rows correspond to the different types of α-string
which appear among the weights in V . In each row the entries are as follows: the
first column gives the type of α-string; the second column gives the number m of
such α-strings; the remaining columns give lower bounds c(s) and c(uα) for the
contributions to codimVκ(s) and codimCV (uα) respectively, where for the former
we assume (as we saw in the proof of Proposition 2.2.1 that we may) that α /∈ Φ(s).
For some types of α-string, the lower bound c(s) which we are able to obtain
will depend on the order r of s¯ = sZ(G), since two weights in the same α-string can
only lie in the same eigenspace Vκ(s) if they differ by a multiple of rα. Similarly,
the lower bound c(uα) may depend on p, since this may affect the way in which
the sum of the weight spaces corresponding to a given α-string decomposes into
composition factors for 〈X±α〉. For this reason, the c(s) and c(uα) columns may
often be subdivided according to the values of r and p respectively.
For example, consider an α-string of length 4 of type
µ3 µ1 µ1 µ3
(so that the outer two weights lie in the third W -orbit while the inner two lie in
the first), where the multiplicities of weights µ1 and µ3 are 2 and 1 respectively.
First consider c(s). If r = 2, the eigenspace Vκ(s) may contain at most the first
and third, or the second and fourth weights; thus we may take c(s) = 3. If r = 3,
Vκ(s) may contain at most one of the inner weights, or both of the outer weights;
in either case we may take c(s) = 4. If however r ≥ 5, Vκ(s) may contain at most
one weight; again we may take c(s) = 4. Now consider c(uα); write A for the A1
subgroup 〈X±α〉, and regard the sum of the weight spaces as a 6-dimensional A-
module with weights 3ω¯, ω¯, ω¯,−ω¯,−ω¯,−3ω¯, where ω¯ is the fundamental dominant
weight for A. If p = 2, the module has two composition factors, with high weights
3ω¯ = ω¯+2ω¯ and ω¯; the dimension of the fixed point space of uα on the former is 2
and on the latter is 1, so by Lemma 1.3.1 we may take c(uα) = 3. If p = 3, there are
three composition factors, with high weights 3ω¯, ω¯ and ω¯, on each of which uα has
a 1-dimensional fixed point space; again we may take c(uα) = 3. If however p ≥ 5,
there are two composition factors, with high weights 3ω¯ and ω¯, on each of which
uα has a 1-dimensional fixed point space; thus this time we may take c(uα) = 4.
44 2. TRIPLES AND FIRST QUADRUPLES HAVING TGS
The bottom row of the α-string table sums the values c(s) and c(uα) to give
lower bounds for codimVκ(s) and codimCV (uα). Provided the lower bounds on
codimVκ(s) all exceed M the triple (G, λ, p) satisfies (‡)ss, while if those for var-
ious r all exceed Mr it satisfies (†)ss. Likewise provided the lower bound on
codimCV (uα) exceeds M the triple (G, λ, p) satisfies (‡)u, while if the bound ex-
ceeds the appropriate value Mp it satisfies (†)u.
Proposition 2.5.1. Let G = A2 and λ = 4ω1 with p ≥ 5; then the triple
(G, λ, p) satisfies (†)ss and (‡)u.
Proof. The tables described above are as follows.
i µ |W.µ| mµ
4 4ω1 3 1
3 2ω1+ω2 6 1
2 2ω2 3 1
1 ω1 3 1
c(s) c(uα)
α−strings m r=2 r=3 r≥5 p≥5
µ4 1
µ4 µ3 µ2 µ3 µ4 1 2 3 4 4
µ3 µ3 1 1 1 1 1
µ3 µ1 µ1 µ3 1 2 2 3 3
µ2 µ1 µ2 1 1 2 2 2
6 8 10 10
We have M = 6 and M2 = 4. Thus codimCV (uα) > M , and codimVκ(s) > M
unless r = 2, in which case codimVκ(s) > Mr; so the triple (G, λ, p) satisfies (†)ss
and (‡)u.
Proposition 2.5.2. Let G = Aℓ for ℓ ∈ [4, 5] and λ = 2ω2 with p ≥ 3; then
the triple (G, λ, p) satisfies (†)ss and (‡)u.
Proof. Write ζ = ζp,3. First suppose ℓ = 5. In this case the tables are as follows.
i µ |W.µ| mµ
3 2ω2 15 1
2 ω1+ω3 60 1
1 ω4 15 2−ζ
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p≥5
µ3 7
µ3 µ2 µ3 4 4 8 8 8
µ2 12
µ2 µ2 16 16 16 16 16
µ2 µ1 µ2 6 12−6ζ 12 12 12
µ1 1
µ1 µ1 4 8−4ζ 8−4ζ 4 8
40−10ζ 44−4ζ 40 44
We have M = 30 and M2 = 18. Thus codimCV (uα) > M , and codimVκ(s) > M
unless p = 3 and r = 2, in which case codimVκ(s) > Mr; so the triple (G, λ, p)
satisfies (†)ss and (‡)u.
Now suppose ℓ = 4. In this case the tables are as follows.
i µ |W.µ| mµ
3 2ω2 10 1
2 ω1+ω3 30 1
1 ω4 5 2−ζ
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p≥5
µ3 4
µ3 µ2 µ3 3 3 6 6 6
µ2 3
µ2 µ2 9 9 9 9 9
µ2 µ1 µ2 3 6−3ζ 6 6 6
µ1 µ1 1 2−ζ 2−ζ 1 2
20−4ζ 23−ζ 22 23
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We have M = 20 and M2 = 12. Thus codimCV (uα) > M , and codimVκ(s) > M
unless r = 2, in which case codimVκ(s) > Mr; so the triple (G, λ, p) satisfies (†)ss
and (‡)u.
Proposition 2.5.3. Let G = Aℓ for ℓ ∈ [2, 4] and λ = 2ω1 + ωℓ with p ≥ 3;
then the triple (G, λ, p) satisfies (‡)ss and (‡)u.
Proof. First suppose ℓ = 4; write ζ = ζp,3. In this case the tables are as follows.
i µ |W.µ| mµ
3 2ω1+ω4 20 1
2 ω2+ω4 30 1
1 ω1 5 4−ζ
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p≥5
µ3 6
µ3 µ3 3 3 3 3 3
µ3 µ2 µ3 3 3 6 6 6
µ3 µ1 µ1 µ3 1 5−ζ 6−ζ 4 6
µ2 3
µ2 µ2 9 9 9 9 9
µ2 µ1 µ2 3 6 6 6 6
26−ζ 30−ζ 28 30
We have M = 20. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Now suppose ℓ = 3; write ζ = ζp,5. In this case the tables are as follows.
i µ |W.µ| mµ
3 2ω1+ω3 12 1
2 ω2+ω3 12 1
1 ω1 4 3−ζ
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p=5 p≥7
µ3 2
µ3 µ3 2 2 2 2 2 2
µ3 µ2 µ3 2 2 4 4 4 4
µ3 µ1 µ1 µ3 1 4−ζ 5−ζ 4 4 5
µ2 µ2 3 3 3 3 3 3
µ2 µ1 µ2 2 4 4 4 4 4
15−ζ 18−ζ 17 17 18
We have M = 12. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Finally suppose ℓ = 2. In this case the tables are as follows.
i µ |W.µ| mµ
3 2ω1+ω2 6 1
2 2ω2 3 1
1 ω1 3 2
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p≥5
µ3 µ3 1 1 1 1 1
µ3 µ2 µ3 1 1 2 2 2
µ3 µ1 µ1 µ3 1 3 4 3 4
µ2 µ1 µ2 1 2 2 2 2
7 9 8 9
We have M = 6. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proposition 2.5.4. Let G = A3 and λ = 2ω1 + ω2 with p ≥ 3; then the triple
(G, λ, p) satisfies (‡)ss and (‡)u.
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Proof. The tables are as follows.
i µ |W.µ| mµ
3 2ω1+ω2 12 1
2 2ω2 6 1
1 ω1+ω3 12 2
0 0 1 3
c(s) c(uα)
α−strings m r=2 r≥3 p=3 p≥5
µ3 2
µ3 µ3 2 2 2 2 2
µ3 µ2 µ3 1 1 2 2 2
µ3 µ1 µ1 µ3 2 6 8 6 8
µ2 1
µ2 µ1 µ2 2 4 4 4 4
µ1 µ1 2 4 4 4 4
µ1 µ0 µ1 1 3 4 4 4
20 24 22 24
We have M = 12. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proposition 2.5.5. Let G = Aℓ for ℓ ∈ [6, 8] and λ = ω2 + ωℓ; then the triple
(G, λ, p) satisfies (‡)ss and (†)u for ℓ = 6, and (‡)ss and (‡)u for ℓ ∈ [7, 8].
Proof. First suppose ℓ = 8; write ζ = ζp,2. The tables are as follows.
i µ |W.µ| mµ
2 ω2+ω8 252 1
1 ω1 9 7−ζ
c(s) c(uα)
α−strings m r≥2 p=2 p≥3
µ2 112
µ2 µ2 63 63 63 63
µ2 µ1 µ2 7 14 7 14
µ1 µ1 1 7−ζ 6 7
84−ζ 76 84
We have M = 72. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Next suppose ℓ = 7; write ζ = ζp,7. The tables are as follows.
i µ |W.µ| mµ
2 ω2+ω7 168 1
1 ω1 8 6−ζ
c(s) c(uα)
α−strings m r≥2 p=2 p≥3
µ2 66
µ2 µ2 45 45 45 45
µ2 µ1 µ2 6 12 6 12
µ1 µ1 1 6−ζ 6 6−ζ
63−ζ 57 63−ζ
We have M = 56. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Finally suppose ℓ = 6; write ζ = ζp,6. The tables are as follows.
i µ |W.µ| mµ
2 ω2+ω6 105 1
1 ω1 7 5−ζ
c(s) c(uα)
α−strings m r≥2 p=2 p≥3
µ2 35
µ2 µ2 30 30 30 30
µ2 µ1 µ2 5 10 5 10
µ1 µ1 1 5−ζ 4 5−ζ
45−ζ 39 45−ζ
We have M = 42 and M2 = 24. Thus codimVκ(s) > M , and codimCV (uα) > M
unless p = 2, in which case codimCV (uα) > Mp; so the triple (G, λ, p) satisfies
(‡)ss and (†)u.
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Proposition 2.5.6. Let G = A5 and λ = ω1 + ω3; then the triple (G, λ, p)
satisfies (‡)ss and (†)u.
Proof. Write ζ = ζp,2. The tables are as follows.
i µ |W.µ| mµ
2 ω1+ω3 60 1
1 ω4 15 3−ζ
c(s) c(uα)
α−strings m r=2 r≥3 p=2 p≥3
µ2 16
µ2 µ2 16 16 16 16 16
µ2 µ1 µ2 6 12 12 6 12
µ1 1
µ1 µ1 4 12 12−4ζ 8 12
40 40−4ζ 30 40
We have M = 30 and M2 = 18. Thus codimVκ(s) > M , and codimCV (uα) > M
unless p = 2, in which case codimCV (uα) > Mp; so the triple (G, λ, p) satisfies
(‡)ss and (†)u.
Proposition 2.5.7. Let G = A4 and λ = ω2 + ω3; then the triple (G, λ, p)
satisfies (†)ss and (‡)u.
Proof. Write ζ = ζp,3 and ζ
′ = ζp,2. The tables are as follows.
i µ |W.µ| mµ
2 ω2+ω3 30 1
1 ω1+ω4 20 2−ζ
0 0 1 5−4ζ−ζ′
c(s) c(uα)
α−strings m r=2 r≥3 p=2 p=3 p≥5
µ2 6
µ2 µ2 6 6 6 6 6 6
µ2 µ1 µ2 6 12−6ζ 12 6 12 12
µ1 µ1 6 12−6ζ 12−6ζ 12 6 12
µ1 µ0 µ1 1 4−3ζ 4−2ζ 2 2 4
34−15ζ 34−8ζ 26 26 34
We have M = 20 and M2 = 12. Thus codimCV (uα) > M , and codimVκ(s) > M
unless p = 3 and r = 2, in which case codimVκ(s) > Mr; so the triple (G, λ, p)
satisfies (†)ss and (‡)u.
Proposition 2.5.8. Let G = D6 and λ = ω3; then the triple (G, λ, p) satisfies
(‡)ss and (‡)u.
Proof. Write ζ = ζp,2. The tables are as follows.
i µ |W.µ| mµ
2 ω3 160 1
1 ω1 12 5−ζ
c(s) c(uα)
α−strings m r≥2 p=2 p≥3
µ2 48
µ2 µ2 48 48 48 48
µ2 µ1 µ2 8 16 8 16
µ1 µ1 2 10−2ζ 8 10
74−2ζ 64 74
We have M = 60. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proposition 2.5.9. Let G = D5 and λ = ω3 with p ≥ 3; then the triple
(G, λ, p) satisfies (‡)ss and (‡)u.
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Proof. The tables are as follows.
i µ |W.µ| mµ
2 ω3 80 1
1 ω1 10 4
c(s) c(uα)
α−strings m r≥2 p≥3
µ2 20
µ2 µ2 24 24 24
µ2 µ1 µ2 6 12 12
µ1 µ1 2 8 8
44 44
We have M = 40. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proposition 2.5.10. Let G = D5 and λ = 2ω5 with p ≥ 3; then the triple
(G, λ, p) satisfies (‡)ss and (‡)u.
Proof. The tables are as follows.
i µ |W.µ| mµ
3 2ω5 16 1
2 ω3 80 1
1 ω1 10 3
c(s) c(uα)
α−strings m r=2 r≥3 p≥3
µ3 8
µ3 µ2 µ3 4 4 8 8
µ2 16
µ2 µ2 24 24 24 24
µ2 µ1 µ2 6 12 12 12
µ1 µ1 2 6 6 6
46 50 50
We have M = 40. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proposition 2.5.11. Let G = D5 and λ = ω1 + ω5; then the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
Proof. Write ζ = ζp,5. The tables are as follows.
i µ |W.µ| mµ
2 ω1+ω5 80 1
1 ω4 16 4−ζ
c(s) c(uα)
α−strings m r≥2 p=2 p≥3
µ2 24
µ2 µ2 20 20 20 20
µ2 µ1 µ2 8 16 8 16
µ1 µ1 4 16−4ζ 16 16−4ζ
52−4ζ 44 52−4ζ
We have M = 40. Thus codimVκ(s), codimCV (uα) > M ; so the triple (G, λ, p)
satisfies (‡)ss and (‡)u.
We now turn to triples (G, λ, p) where G = Bℓ, Cℓ or G2, in which e(Φ) > 1;
here we must consider both short and long root elements. We therefore give three
tables for each case: the weight table, the α-string table and the β-string table,
of which the second and third between them provide lower bounds c(s), c(uα)
and c(uβ) for the contributions to the codimensions of Vκ(s), CV (uα) and CV (uβ)
respectively. We proceed much as in the previous cases. Note however that any
short root is 1e(Φ) times the sum of two long roots. Thus if p = e(Φ), then for
any s ∈ G(r) we may assume not only that α /∈ Φ(s) but also that β /∈ Φ(s); as a
result we sometimes give the c(s) calculations in the β-string table rather than the
α-string table, since these may lead to better lower bounds on codimVκ(s). Note
2.5. WEIGHT STRING ANALYSIS 49
also that if p ≤ e(Φ) then the set of weights in V need not be saturated, so that
some α-strings or β-strings may have missing entries.
Again, provided the lower bounds on codimVκ(s) all exceed M the triple
(G, λ, p) satisfies (‡)ss, while if those for various r all exceed Mr it satisfies (†)ss.
Likewise provided the lower bounds on both codimCV (uα) and codimCV (uβ) ex-
ceedM the triple (G, λ, p) satisfies (‡)u, while if they exceed the appropriate values
Mp it satisfies (†)u. Here however there may be cases in which one of codimCV (uα)
and codimCV (uβ) exceeds the appropriate bound but the other does not. If this is
so, it may be possible to argue using the partial ordering on unipotent classes and
Lemma 1.3.2 that the triple (G, λ, p) satisfies (⋄)u.
Proposition 2.5.12. Let G = Bℓ for ℓ ∈ [4,∞) and λ = ω3; then if p ≥ 3 and
ℓ ≥ 5 the triple (G, λ, p) satisfies (†)ss and (‡)u, while if p ≥ 3 and ℓ = 4 it satisfies
(†)ss and (⋄)u; if instead p = 2 and ℓ ≥ 7 it satisfies (‡)ss and (†)u.
Proof. First suppose p ≥ 3. In this case the tables are as follows.
i µ |W.µ| mµ
3 ω3
4
3 ℓ(ℓ−1)(ℓ−2) 1
2 ω2 2ℓ(ℓ−1) 1
1 ω1 2ℓ ℓ−1
0 0 1 ℓ
c(uβ)
β−strings m p≥3
µ3
4
3 (ℓ−2)(ℓ
2−7ℓ+15)
µ3 µ3 4(ℓ−2)(ℓ−3) 4(ℓ−2)(ℓ−3)
µ3 µ1 µ3 2(ℓ−2) 4(ℓ−2)
µ2 2(ℓ
2−5ℓ+7)
µ2 µ2 4(ℓ−2) 4(ℓ−2)
µ2 µ0 µ2 1 2
µ1 µ1 2 2(ℓ−1)
4ℓ2−10ℓ+8
c(s) c(uα)
α−strings m r=2 r≥3 p≥3
µ3
4
3 (ℓ−1)(ℓ−2)(ℓ−3)
µ3 µ2 µ3 2(ℓ−1)(ℓ−2) 2(ℓ−1)(ℓ−2) 4(ℓ−1)(ℓ−2) 4(ℓ−1)(ℓ−2)
µ2 µ1 µ2 2(ℓ−1) 4(ℓ−1) 4(ℓ−1) 4(ℓ−1)
µ1 µ0 µ1 1 ℓ 2(ℓ−1) 2(ℓ−1)
2ℓ2−ℓ 4ℓ2−6ℓ+2 4ℓ2−6ℓ+2
We have M = 2ℓ2 and M2 = ℓ
2 + ℓ. Thus codimVκ(s) > M unless r = 2, in
which case codimVκ(s) > Mr; so the triple (G, λ, p) satisfies (†)ss. Moreover if
ℓ ≥ 5 then codimCV (uα), codimCV (uβ) > M , so that the triple (G, λ, p) satisfies
(‡)u. If however ℓ = 4 we have codimCV (uα) > M and codimCV (uβ) ≥ M — by
Lemma 1.3.2, for any unipotent class uG we have codimCV (u) ≥M , and the only
unipotent class uG with dimuG ≥ M is the regular unipotent class, whose closure
contains uα; so the triple (G, λ, p) satisfies (⋄)u.
Now suppose p = 2; write ζ = ζ2,ℓ−1. In this case the tables are as follows.
i µ |W.µ| mµ
2 ω3
4
3 ℓ(ℓ−1)(ℓ−2) 1
1 ω1 2ℓ ℓ−2−ζ
c(uα)
α−strings m p=2
µ2
4
3 (ℓ−1)(ℓ−2)(ℓ−3)
µ2 · µ2 2(ℓ−1)(ℓ−2) 2(ℓ−1)(ℓ−2)
µ1 2(ℓ−1)
µ1 · µ1 1 ℓ−2−ζ
2ℓ2−5ℓ+2−ζ
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c(s) c(uβ)
β−strings m r≥3 p=2
µ2
4
3 (ℓ−2)(ℓ
2−7ℓ+15)
µ2 µ2 4(ℓ−2)(ℓ−3) 4(ℓ−2)(ℓ−3) 4(ℓ−2)(ℓ−3)
µ2 µ1 µ2 2(ℓ−2) 4(ℓ−2) 2(ℓ−2)
µ1 µ1 2 2ℓ−4−2ζ 2ℓ−4−2ζ
4ℓ2−14ℓ+12−2ζ 4ℓ2−16ℓ+16−2ζ
We have M = 2ℓ2 and M2 = ℓ
2 + ℓ. Thus if ℓ ≥ 7 then codimVκ(s) > M and
codimCV (uα), codimCV (uβ) > Mp; so the triple (G, λ, p) satisfies (‡)ss and (†)u.
Proposition 2.5.13. Let G = B5 and λ = ω4 with p = 2; then the triple
(G, λ, p) satisfies (‡)ss and (†)u.
Proof. The tables are as follows.
i µ |W.µ| mµ
2 ω4 80 1
1 ω2 40 2
0 0 1 4
c(uα)
α−strings m p=2
µ2 16
µ2 · µ2 32 32
µ1 24
µ1 · µ1 8 16
µ0 1
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c(s) c(uβ)
β−strings m r≥3 p=2
µ2 24
µ2 µ2 16 16 16
µ2 µ1 µ2 12 24 12
µ1 2
µ1 µ1 12 24 24
µ1 µ0 µ1 1 4 2
68 54
We have M = 50 and M2 = 30. Thus codimVκ(s), codimCV (uβ) > M , while
codimCV (uα) > Mp; so the triple (G, λ, p) satisfies (‡)ss and (†)u.
Proposition 2.5.14. Let G = Bℓ for ℓ ∈ [3, 4] and λ = 2ωℓ with p ≥ 3; then
if ℓ = 4 the triple (G, λ, p) satisfies (‡)ss and (‡)u, while if ℓ = 3 it satisfies (†)ss
and (⋄)u.
Proof. First suppose ℓ = 4. In this case the tables are as follows.
i µ |W.µ| mµ
4 2ω4 16 1
3 ω3 32 1
2 ω2 24 2
1 ω1 8 3
0 0 1 6
c(s) c(uα)
α−strings m r=2 r≥3 p≥3
µ4 µ3 µ4 8 8 16 16
µ3 µ2 µ3 12 24 24 24
µ2 µ1 µ2 6 18 24 24
µ1 µ0 µ1 1 6 6 6
56 70 70
c(uβ)
β−strings m p≥3
µ4 8
µ4 µ2 µ4 4 8
µ3 8
µ3 µ3 8 8
µ3 µ1 µ3 4 8
µ2 2
µ2 µ2 8 16
µ2 µ0 µ2 1 4
µ1 µ1 2 6
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We have M = 32. Thus codimVκ(s), codimCV (uα), codimCV (uβ) > M ; so the
triple (G, λ, p) satisfies (‡)ss and (‡)u.
