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Abstract
Septic spline is used for the numerical solution of the sixth-order linear, special case boundary value problem. End conditions
for the deﬁnition of septic spline are derived, consistent with the sixth-order boundary value problem. The algorithm developed
approximates the solution and their higher-order derivatives. The method has also been proved to be second-order convergent.
Three examples are considered for the numerical illustrations of the method developed. The method developed in this paper is also
compared with that developed in [M. El-Gamel, J.R. Cannon, J. Latour, A.I. Zayed, Sinc-Galerkin method for solving linear sixth
order boundary-value problems, Mathematics of Computation 73, 247 (2003) 1325–1343], as well and is observed to be better.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Sixth-order boundary value problems are known to exist in astrophysics; the narrow convecting layers bounded by
stable layers which are believed to surroundA-type stars may bemodelled by sixth-order boundary value problems [10].
Chandrasekhar [5] determined that when an inﬁnite horizontal layer of ﬂuid is heated from below and is under the
action of rotation, instability sets in. When this instability is as ordinary convection, the ordinary differential equation
is sixth order.
Agarwal [1] presented the theorems which listed the conditions for the existence and uniqueness of solutions of sixth-
order boundary value problems, but no numerical methods are contained therein. Boutayeb and Twizell [4] developed
a family of numerical methods for the solution of special nonlinear sixth-order boundary value problems.
El-Gamel et al. [6] used Sinc-Galerkin method for the solution of sixth-order boundary value problems.
In this paper, sixth-order linear special case boundary value problem is solved, extending the method already de-
veloped in [3], for the solution of fourth-order boundary value problem using quintic spline. The method developed is
observed to be better than that developed in [6], as discussed in Example 2.
Usmani [11] obtained the error bounds for the solution of a second-order differential equation with mixed boundary
conditions. Usmani [13] presented the numerical solution and error bound of a fourth-order boundary value problem
using the quartic splines. Usmani [12] developed the numerical techniques of orders 2, 4 and 6 for the solution of a
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fourth-order linear equation. A priori error bound is also obtained for the fourth-order BVP to prove the convergence
of the ﬁnite difference scheme.
The following sixth-order boundary value problem is solved using the septic spline
y(6)(x) + f (x)y(x) = g(x), x ∈ [a, b],
y(a) = 0, y(b) = 1,
y(1)(a) = 0, y(1)(b) = 1,
y(2)(a) = 0, y(2)(b) = 1,
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(1.1)
where i , i and i; i = 0, 1 are ﬁnite real constants, and the functions f (x) and g(x) are continuous on [a, b].
The paper is organized into seven sections. Using derivative continuities at knots the consistency relations between
the values of spline and its derivatives at knots are determined in Section 2.
In Section 3, the end conditions required to complete the deﬁnition of spline are derived.
The septic spline solution approximating the analytic solution of the BVP (1.1) is determined using the consistency
relation involving the sixth-order derivatives and the values of the spline alongwith the end conditions, in Section 4.
In Section 5.2, error bound of the spline solution is determined. In Section 6 three examples are considered for the
usefulness of the method developed in the paper.
It may be noted that Siddiqi and Twizell [9] presented the solution of sixth order boundary value problem using the
sextic spline, where some unexpected results, for the solution were obtained near the boundaries of the interval, while
Example 1 indicates that no such unexpected situation is observed near the boundaries of the interval.
2. Preliminary results
Let a = x0 <x1 <x2 < · · ·<xk = b and the septic spline S be deﬁned on [a, b] as
Si(x) = ai(x − xi)7 + bi(x − xi)6 + ci(x − xi)5 + di(x − xi)4 + ei(x − xi)3
+ fi(x − xi)2 + gi(x − xi) + li , x ∈ [xi, xi+1], i = 0, 1, . . . , k − 1, (2.1)
with equally spaced knots xi = a + ih; i = 0, 1, . . . , k and h = (b − a)/k.
To develop the consistency relations between the values of spline and its derivatives at knots, let
mi = S(1)i (xi), Mi = S(2)i (xi),
ni = S(3)i (xi), Ni = S(4)i (xi),
ti = S(5)i (xi), Ti = S(6)i (xi); i = 0, 1, . . . , k. (2.2)
Moreover, let y(x) be the exact solution of the system (1.1) and yi be an approximation to y(xi), obtained by the septic
spline S(xi).
It is to be mentioned that the spline S can be deﬁned in terms of yis and any three derivatives at the boundaries
of each subinterval. To deﬁne spline in terms of yis, Mis, Nis and Tis, the coefﬁcients introduced in Eq. (2.1) are
calculated as
ai = − Ti − Ti+15040h ,
bi = Ti720 ,
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ci = − h
2(2Ti + Ti+1) + 6(Ni − Ni+1)
720h
,
di = Ni24 ,
ei = − h
4(−8Ti − 7Ti+1) + 360(Mi − Mi+1) + 60h2(2Ni + Ni+1)
2160h
,
fi = Mi2 ,
gi = − h
6(32Ti + 31Ti+1) + 2520h2(2Mi + Mi+1) − h4(336Ni + 294Ni+1) + 15120(yi − yi+1)
15120h
,
pi = yi
Applying the derivative continuities of order up to the maximum of 6, the following consistency relations are derived
Ghazala and Siddiqi [2]:
Ti−3 + 120Ti−2 + 1191Ti−1 + 2416Ti + 1191Ti+1 + 120Ti+2 + Ti+3
= 5040
h6
[yi−3 − 6yi−2 + 15yi−1 − 20yi + 15yi+1 − 6yi+2 + yi+3]; i = 3, 4, . . . , k − 3,
(2.3)
h{−75mi−1 − 480mi − 75mi+1} + h3{ni−1 − 32ni + ni+1}
= 315{yi−1 − yi+1}; i = 1, 2, 3, . . . , k − 1, (2.4)
− 630h{mi+1 + 4mi + mi−1} + h5{ti−1 + 19ti + ti+1}
= 1890{yi−1 − yi+1}; i = 1, 2, 3, . . . , k − 1, (2.5)
− 40h2{Mi−1 + 19Mi + Mi+1} + h4{Ni−1 − 32Ni + Ni+1}
= −840{yi−1 − 2yi + yi+1}; i = 1, 2, . . . , k − 1, (2.6)
h2{4Mi−2 + 1185Mi−1 − 3252Mi + 191Mi+1} + h{7227mi−1 + 5472mi − 1989mi+1}
= {168yi−2 + 16947yi−1 − 22680yi + 5901yi+1}; i = 2, 3, . . . , k − 1, (2.7)
840h2{Mi−1 + 10Mi + Mi+1} − 5h6Ti−1 − 32h6Ti − 5h6Ti+1
= 10080{yi−1 − 2yi + yi+1}; i = 1, 2, . . . , k − 1, (2.8)
mi = 1161280h {291h
2Mi−3 + 34616h2Mi−2 + 310322h2Mi−1 + 351528h2Mi
+ 36259h2Mi+1 + 304h2Mi+2 − 12222yi−3 − 280560yi−2 + 113820yi−1
+ 488880yi − 297150yi+1 − 12768yi+2}; i = 3, 4, . . . , k − 2, (2.9)
ni = −168h3 {hmi−2 + 152hmi−1 + 954hmi + 152hmi+1 + hmi+2
+ 7yi−2 + 616yi−1 − 616yi+1 − 7yi+2}; i = 2, 3, . . . , k − 2, (2.10)
ti = 1017h5 {hmi−2 + 101hmi−1 + 342hmi + 101hmi+1 + hmi+2
+ 7yi−2 + 259yi−1 − 259yi+1 − 7yi+2}; i = 2, 3, . . . , k − 2, (2.11)
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Mi = h
4
60480
{Ti−2 + 110Ti−1 + 450Ti + 110Ti+1 + Ti+2}
− 1
12h2
{yi−2 − 16yi−1 + 30yi − 16yi+1 + yi+2}; i = 2, 3, . . . , k − 2, (2.12)
and
Ni = − 196h2 {Mi−2 + 152Mi−1 + 2214Mi + 152Mi+1 + Mi+2}
+ 1
16h4
{7yi−2 + 392yi−1 − 798yi + 392yi+1 + 7yi+2}; i = 2, 3, . . . , k − 2. (2.13)
It may be noted that the consistency relations (2.4)–(2.13) are required to determine S()i (xi), = 1, 2, 3, 4, 5. To ﬁnd
the numerical solution of boundary value problem (1.1), the linear system corresponding to (2.3) has a unique solution
for Ti = −fiyi + gi, i = 0, 1, . . . , k, taken from (1.1).
Since the system (2.3) gives (k − 5) linear algebraic equations in the (k − 1) unknowns (yi , i = 1, 2, . . . , k − 1),
therefore four more equations(end conditions) are needed to have complete solution for yis to be derived in Section 3.
The following lemma is needed for the derivation of the end conditions:
Lemma 1. Let i = Ti − y(6)i , i = 0, 1, . . . , k and y ∈ C8[a, b], then
i−3 + 120i−2 + 1191i−1 + 2416i + 1191i+1 + 120i+2 + i+3 = i ;
i = 3, 4, . . . , k − 3, (2.14)
where
|i |3708h2‖y(8)‖, i = 3, 4, . . . , k − 3.
The above lemma can be proved from Eq. (2.3), using Taylor series expansion about the point xi .
3. End conditions
Following Papamichael and Worsey [8], the end conditions are considered as
T0 + T1 + T2 + T3 + T4 = 1h6
[∑4
i=0aiyi + b0hy(1)0 + c0h2y(2)0 + h6d0y(6)0
]
,
T1 + T2 + T3 + 	T4 + T5 = 1h6
[∑4
i=0eiyi+1 + b1hy(1)0 + c1h2y(2)0 + h6d1y(6)1
]
,
Tk−1 + Tk−2 + Tk−3 + 	Tk−4 + Tk−5 = 1h6
[∑4
i=0eiyk−i−1 − b1hy(1)k + c1h2y(2)k + h6d1y(6)k−1
]
,
Tk + Tk−1 + Tk−2 + Tk−3 + Tk−4 = 1h6
[∑4
i=0aiyk−i − b0hy(1)k + c0h2y(2)k + h6d0y(6)k
]
,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3.1)
where , , , ,  and	 are the parameters consistent with the unique solution. Moreover, the constants ais, eis, b0, b1,
c0, c1, d0, and d1 are determined consistent with the truncation errors of order h8.
Assuming that y ∈ C8[a, b] and
i = Ti − y(6)i , i = 0, 1, . . . , k,
Eqs. (3.1) and (2.3)give
0 + 1 + 2 + 3 + 4 = 1, (3.2)
1 + 2 + 3 + 	4 + 5 = 2, (3.3)
292 S.S. Siddiqi, G. Akram / Journal of Computational and Applied Mathematics 215 (2008) 288–301
i−3 + 120i−2 + 1191i−1 + 2416i + 1191i+1 + 120i+2 + i+3 = i ,
i = 3, 4, . . . , k − 3, (3.4)
k−1 + k−2 + k−3 + 	k−4 + k−5 = k−2, (3.5)
k + k−1 + k−2 + k−3 + k−4 = k−1, (3.6)
where
1 =
1
h6
[ 4∑
i=0
aiyi + hb0y(1)0 + h2c0y(2)0 + h6d0y(6)0 − h6(y(6)0 + y(6)1 + y(6)2 + y(6)3 + y(6)4 )
]
, (3.7)
2 =
1
h6
[ 4∑
i=0
eiyi+1 + hb1y(1)0 + h2c1y(2)0 + h6d1y(6)1 − h6(y(6)1 + y(6)2 + y(6)3 + 	y(6)4 + y(6)5 )
]
, (3.8)
k−2=
1
h6
[ 4∑
i=0
eiyk−i−1−hb1y(1)k +h2c1y(2)k +h6d1y(6)k−1 − h6(y(6)k−1+y(6)k−2+y(6)k−3+	y(6)k−4+y(6)k−5)
]
(3.9)
and
k−1=
1
h6
[ 4∑
i=0
aiyk−i−hb0y(1)k +h2c0y(2)k +h6d0y(6)k −h6(y(6)k +y(6)k−1+y(6)k−2+y(6)k−3 + y(6)k−4)
]
. (3.10)
From Lemma 1
|i |3708h2‖y(8)‖, i = 3, 4, . . . , k − 3. (3.11)
The scalars b0, c0, d0 and ais, i=0, 1, . . . , 4 are determined in terms of , , , while b1, c1, d1 and eis, i=0, 1, . . . , 4
are determined in terms of ,  and 	, such that 1, 2, k−1 and k−2 are bounded by O(h2). Moreover, , , , , 
and 	 are chosen such that the system (3.2)–(3.6) has unique solution.
The required end conditions, thus, may be written as
T0 + T4 = 1
h6
[
2905
12
y0 − 336y1 + 126y2 − 1123 y3 +
21
4
y4 + 175hy(1)0 + 42h2y(2)0 −
4
5
h6y(6)0
]
, (3.12)
T1 + T5 = 1
h6
[
797790
21983
y1 − 166089021983 y2 +
1299060
21983
y3 − 52311021983 y4 +
87150
21983
y5
+283500
21983
hy
(1)
0 +
172620
21983
h2y(2)0 −
40167
21983
h6y(6)1
]
, (3.13)
Tk−1 + Tk−5 = 1
h6
[
797790
21983
yk−1 − 166089021983 yk−2 +
1299060
21983
yk−3 − 52311021983 yk−4
+87150
21983
yk−5 − 28350021983 hy
(1)
k +
172620
21983
h2y(2)k −
40167
21983
h6y(6)k−1
]
(3.14)
and
Tk + Tk−4 = 1
h6
[
2905
12
yk − 336yk−1 + 126yk−2 − 1123 yk−3 +
21
4
yk−4 − 175hy(1)k
+42h2y(2)k −
4
5
h6y(6)k
]
. (3.15)
It may be noted that for the sake of simplicity , , , ,  and 	 in the end conditions (3.1) are taken to be zero.
Moreover, the end conditions are observed to be linearly independent with respect to system (2.3), so the system (3.12),
(3.13), (2.3), (3.14) and (3.15) leads to the unique solution for yis.
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4. Septic spline solution
To determine the septic spline solution of BVP (1.1), the following result for the interpolatory septic spline is used
Ghazala and Siddiqi [2]:
‖S˜(r) − y(r)‖ = O(h8−r ), r = 0, 1, . . . , 7,
Consequently, from the system (1.1) it can be written as
T˜i + fi y˜i = gi + O(h2); i = 0, 1, . . . , k,
y˜0 = 0, y˜k = 1,
m˜0 = 0, m˜k = 1,
M˜0 = 0, M˜k = 1.
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(4.1)
The system (4.1) leads naturally to the method of collocation, where a septic spline S approximating the solution of
(1.1) is attained from (4.1) by simply dropping the O(h2) terms. That is, the septic spline S is deﬁned by the following
k + 7 linear equations
Ti + fiyi = gi; i = 0, 1, . . . , k,
y0 = 0, yk = 1,
m0 = 0, mk = 1,
M0 = 0, Mk = 1.
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(4.2)
The septic spline solution S of (1.1) is based on the linear equations (3.12), (3.13), (2.3), (3.14) and (3.15) together
with (4.2).
If the values of S and S˜ at knots xi , i = 1, 2, . . . , k − 1, are expressed by y1, y2, . . . , yk−1 and y˜1, y˜2, . . . , y˜k−1
respectively, then taking Y = [y1, y2, . . . , yk−1]T and Y˜ = [y˜1, y˜2, . . . , y˜k−1]T, it can be written as
(A + h6BF)Y˜ = C + e, (4.3)
(A + h6BF)Y = C, (4.4)
where C = [c1, c2, . . . , ck−1]T, ei = O(h8), i = 1, 2, . . . , k − 1 and A,B,F are (k − 1) × (k − 1) matrices.
Also
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−64 24 − 649 1
3799
415 − 7909415 6186415 −2491415 1
−6 15 −20 15 −6 1
1 −6 15 −20 15 −6 1
. . .
. . .
. . .
. . .
. . .
1 −6 15 −20 15 −6 1
1 −6 15 −20 15 −6
1 − 2491415 6186415 − 7909415 3799415
1 − 649 24 −64
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 421
1243
1743 0 0 0
21983
87150
1
42
397
1680
151
315
397
1680
1
42
1
5040
1
5040
1
42
397
1680
151
315
397
1680
1
42
1
5040
. . .
. . .
. . .
. . .
. . .
. . .
1
5040
1
42
397
1680
151
315
397
1680
1
42
1
5040
1
5040
1
42
397
1680
151
315
397
1680
1
42
21983
87150 0 0 0
1243
1743
4
21 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and F = diag(fi); i = 1, 2, . . . , k − 1.
Moreover,
c1 = h6
(
12
35
(g0 − f0y0) + 421g4
)
− 415
9
y0 − 1003 hm0 − 8h
2M0, (4.5)
c2 = h6
(
1243
1743
g1 + 2198387150g5
)
− 270
83
hm0 − 822415h
2M0, (4.6)
c3 = h
6
5040
(g0 − f0y˜0 + 120g1 + 1191g2 + 2416g3 + 1191g4 + 120g5 + g6) − y0, (4.7)
ci = h
6
5040
(gi−3 + 120gi−2 + 1191gi−1 + 2416gi + 1191gi+1 + 120gi+2 + gi+3);
i = 4, 5, . . . , k − 4, (4.8)
ck−3 = h
6
5040
(gk − fky˜k + 120gk−1 + 1191gk−2 + 2416gk−3 + 1191gk−4 + 120gk−5 + gk−6) − yk , (4.9)
ck−2 = h6
(
1243
1743
gk−1 + 2198387150gk−5
)
+ 270
83
hmk − 822415h
2Mk (4.10)
and
ck−1 = h6
(
12
35
(gk − fkyk) + 421gk−4
)
− 415
9
yk + 1003 hmk − 8h
2Mk . (4.11)
5. Convergence of the method
To calculate the error bound, A−1 and ‖A−1‖∞ are determined in the following section:
5.1. A−1 and its norm
The matrix A deﬁned in Section 4, can be rewritten as
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
−64 24 a 0 0
3799
415 − 7909415 b 0 0
c d T dR cR
0 0 bR − 7909415 3799415
0 0 aR 24 −64
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where a = [− 649 , 1, 0, . . . , 0], aR = [0, . . . , 0, 1,− 649 ], b = [ 6186415 ,− 2491415 , 1, 0, . . . , 0],
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bR=[0, . . . , 0, 1,− 2491415 , 6186415 ] are (k−5) dimensional rowvectors and c=[−6, 1, 0, . . . , 0]t , cR=[0, . . . , 0, 1,−6]t ,
d = [15,−6, 1, 0, . . . , 0]t and dR = [0, . . . , 0, 1,−6, 15]t are (k − 5) dimensional column vectors. Here t designates
the operation of transposition and R denotes reversal of vector elements.
Moreover, T = (tij ) is a seven-band matrix of order (k − 5) such that
tij =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−20, i = j = 1, 2, . . . , k − 5,
15, |i − j | = 1,
−6, |i − j | = 2,
1, |i − j | = 3,
0, |i − j |> 3.
(5.1)
Similarly the matrix A−1 can be written as
A−1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
r s w t e
f g v z q
l m U mR lR
q z vR g f
e t wR s r
⎤
⎥⎥⎥⎥⎥⎥⎦
,
wherew=(wi) and v=(vi) are row vectors and l=(li) andm=(mi) are column vectors, each of dimension (k−5). The
operation R has the same meaning as above. The quantities r, s, t, e, f, g, z and q are scalars. The fact that AA−1 = I ,
where I is a unit matrix of order k − 1, gives rise to the following equations in unknowns r, s, t, e, f, g, z, q,w, v, l,m
and U⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(i) 64r + 24f + al = 1;
(ii) −64e + 24q + alR = 0;
(iii) rc + f d + T l + qdR + ecR = 0, a (k − 5) column vectors of zeros;
(iv) 3799415 r − 7909415 f + bl = 0;
(v) 3799415 e − 7909415 q + blR = 0;
(vi) 3799415 s − 7909415 g + bm = 1;
(vii) 3799415 t − 7909415 z + bmR = 0;
(viii) −64s + 24g + am = 0;
(ix) −64t + 24z + amR = 0;
(x) sc + gd + Tm + zdR + tcR = 0, a (k − 5) column vectors of zeros;
(xi) −64w + 24v + aU = 0t , a (k − 5)row vectors of zeros;
(xii) 3799415 w − 7909415 v + bU = 0t , a (k − 5) row vectors of zeros;
(xiii) cw + dv + T U + dRvR + cRwR = I, where I is a (k − 5) × (k − 5) unit matrix;
(5.2)
Taking T −1 = (tˆij ) be (k − 5) × (k − 5) matrix, then from [7], it can be written as
tˆij = (k − 4 − i)(k − 3 − i)(k − 2 − i)j (j + 1)(j + 2)240k(k − 1)(k − 2)(k − 3)(k − 4) [2i(i + 2)(j − 1)(j + 3)(k − 4)k
− (i + 1)(i + 2)(j − 2)(j − 1)(k − 1)k − i(i + 1)(j + 3)(j + 4)
× (k − 4)(k − 3)], ij (5.3)
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and
tˆij = (k − 4 − j)(k − 3 − j)(k − 2 − j)i(i + 1)(i + 2)240k(k − 1)(k − 2)(k − 3)(k − 4) [2j (j + 2)(i − 1)(i + 3)(k − 4)k
− (j + 1)(j + 2)(i − 2)(i − 1)(k − 1)k − j (j + 1)(i + 3)(i + 4)
× (k − 4)(k − 3)], ij . (5.4)
The unknowns r, f, e, q and l can be determined from Eqs. 5.2(i)–(v) as under
e = 3(k − 1)(822 − 1321k + 225k
2)
16600k4
,
q = 3(k − 2)(1644 − 1546k + 225k
2)
2075k4
,
f = 3(k − 2)
3(−411 + 44k)
2075k4
,
r = −3(k − 1)
3(822 + 49k)
16600k4
and
li = −3(2 + i)(2 + i − k)
3(−1644 − 822i + 176k + 225ik)
16600k4
, i = 1, 2, . . . , k − 5.
The unknowns t, z, g, s and m can be determined from equations 5.2(vi)–(x) as under
t = −(k − 1)(36 − 73k + 25k
2)
60k4
,
z = −2(k − 2)(72 − 98k + 25k
2)
15k4
,
g = −(k − 2)
3(−36 + 19k)
15k4
,
s = −(k − 1)
3(−36 + 13k)
60k4
and
mi = (2 + i)(2 + i − k)
3(−72 + 38k + i(−36 + 25k))
60k4
, i = 1, 2, . . . , k − 5.
Eliminating U from Eqs. 5.2(xiii), (xi) and 5.2(xii), wi and vi can be written as
wi = 1120k5 (i5(6 − 15k + 10k2) − 5i4(−12 + 33k − 28k2 + 6k3) + 5i3(42 − 129k
+ 136k2 − 54k3 + 6k4) − 5i2(−60 + 213k − 280k2 + 162k3 − 36k4 + 2k5)
+ i(144 − 660k + 1145k2 − 915k3 + 315k4 − 35k5 − 2(k − 1)3k(−36 + 13k))),
i = 1, 2, . . . , k − 5 (5.5)
and
vi = 115k5 (−(k − 2)3k(−36 + 19k) + 2i5(12 − 15k + 5k2) − 30i4(k − 2)3
+ 10i3(84 − 153k + 103k2 − 30k3 + 3k4) − 10i2(k − 2)3(15 − 12k + k2)
+ i(576 − 1920k + 2260k2 − 1230k3 + 315k4 − 30k5)), i = 1, 2, . . . , k − 5. (5.6)
S.S. Siddiqi, G. Akram / Journal of Computational and Applied Mathematics 215 (2008) 288–301 297
From Eq. 5.2(xiii), U can be written as
U = T −1 + P , (5.7)
where
P = −T −1(cw + dv + dRvR + cRwR). (5.8)
The sum of the elements in the ith row of T −1 is
1
720 i(i + 1)(2 + i)(2 + i − k)(3 + i − k)(4 + i − k),
while the sum of the elements of ith row of P is
1
720k3 ((2 + i)(2 + i − k)(k − 5)(−i2(−24 + 50k + 10k2 + 3k3) + 4(24 − 62k + 9k2
+ k3 + k4) + i(96 − 224k + 10k2 − 2k3 + 3k4))). (5.9)
Finally, let A−1 = (a¯ij ) then Ri =∑j a¯ij ; can be written as
Ri = −i(k − i)720k3
[
i2(−120 + i2k3 − 2ik4 + k5) + (394 + (i − 1)942
+ (i − 2)(i − 1)
2
(548))k − (154 + (i − 1)274)k2
]
+ i(k − i)
49800k4
[(18725k − 22482)((2 − i)(k − i)2 − i2(k − (i + 2)))
+ (29956k − 44964)(−(k − i)2 − i2)], i = 1, 2, . . . , k − 1, (5.10)
which leads to
‖A−1‖∞ |Rk/2| = k(19344 − 1088k + 83k
5)
3824640
. (5.11)
The norm of the matrix A−1 will be applied to calculate the error bound of the solution of the problem (1.1) in the
following Section.
5.2. Error bound
Using Eqs. (4.3) and (4.4), it can be written as
(A + h6BF)(Y − Y˜) = e
or
A(I + h6A−1BF)(Y − Y˜) = e (5.12)
or
(Y − Y˜) = A−1(I + h6A−1BF)−1e. (5.13)
To determine the bound on ‖Y − Y˜‖, the following lemma is needed [12].
Lemma 2. If G is a matrix of order N and ‖G‖< 1, then (I + G)−1 exists and ‖(I + G)−1‖< 11−‖G‖ .
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Using the above lemma, Eq. (5.14) leads to the following:
‖Y − Y˜‖∞ ‖A
−1‖∞‖e‖∞
1 − h6‖A−1‖∞‖B‖∞‖F‖∞ , (5.14)
provided
h6‖A−1‖∞‖B‖∞‖F‖∞ < 1. (5.15)
Since
‖B‖∞ = 1, (5.16)
‖F‖∞‖f ‖ = max
x∈[a, b] |f (x)| (5.17)
and
‖A−1‖∞ k(19344 − 1088k + 83k
5)
3824640
= k
6
3824640
(
19344
k5
− 1088
k4
+ 83
)
= (b − a)
6
h63824640
(
19344h5
(b − a)5 −
1088h4
(b − a)4 + 83
)
, (5.18)
therefore
h6‖A−1‖∞‖B‖∞‖F‖∞h6 (b − a)
6
h63824640
(
19344h5
(b − a)5 −
1088h4
(b − a)4 + 83
)
‖f ‖. (5.19)
From above it shows that Eq. (5.15) holds only if
‖f ‖< 3824640
83(b − a)6 − 1088h4(b − a)2 + 19344h5(b − a) . (5.20)
Considering the restriction (5.20) on ‖f ‖, ‖Y − Y˜‖∞ can be determined as
‖Y − Y˜‖∞
⎡
⎢⎢⎢⎢⎣
1
1 − (b − a)
6
3824640
(
19344h5
(b − a)5 −
1088h4
(b − a)4 + 83
)
‖f ‖
⎤
⎥⎥⎥⎥⎦
×
[
(b − a)6
h63824640
(
19344h5
(b − a)5 −
1088h4
(b − a)4 + 83
)
h8
]
= (1 − ‖f ‖G)−1Gh2, (5.21)
where
G = (b − a)
6
3824640
(
19344h5
(b − a)5 −
1088h4
(b − a)4 + 83
)
, (5.22)
which shows that the method developed for the solution of boundary value problem (1.1), is second-order convergent.
To implement the method for the septic spline solution and error analysis of the boundary value problem (1.1), three
examples are discussed in the following section.
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6. Numerical examples
Example 1. Consider the following boundary value problem, which is discussed in the problem (4.2) [9]:
y(6)(x) + y(x) = 6(2x cos(x) + 5 sin(x)), x ∈ [−1, 1],
y(−1) = y(1) = 0,
y(1)(−1) = y(1)(1) = 2 sin(1),
y(2)(−1) = − y(2)(1) = −4 cos(1) − 2 sin(1).
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(6.1)
The analytic solution of the above problem is
y(x) = (x2 − 1) sin(x).
The observed maximum errors (in absolute values) associated with y()i ,  = 0, 1, 2, 3, 4, 5, for the problem (6.1) are
summarized in Table 1,while for the problem (6.1) the maximum errors (in absolute values) observed in [9] for h= 1128
are shown in Table 2.
Example 2. For x ∈ [0, 1], consider the following boundary value problem:
y(6)(x) − y(x) = −6ex,
y(0) = 1, y(1) = 0,
y(1)(0) = 0, y(1)(1) = −e,
y(2)(0) = −1, y(2)(1) = −2e.
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(6.2)
The analytic solution of the above system is
y(x) = (1 − x)ex .
The observed maximum errors (in absolute values) associated with y()i ,  = 0, 1, 2, 3, 4, 5, for the system (6.2) are
summarized in Table 3.
Table 1
Maximum absolute errors for problem (6.1) in y()i , = 0, 1, 2, 3, 4, 5
h 14
1
8
1
16
1
32
1
64
1
128
yi 1.06 × 10−4 <h2 8.25 × 10−6 <h2 1.13 × 10−6 <h2 2.64 × 10−7 <h2 6.96 × 10−8 <h2 7.17 × 10−8 <h2
y
(1)
i 4.29 × 10−4 3.26 × 10−5 4.73 × 10−6 1.11 × 10−6 2.91 × 10−7 1.60 × 10−7
y
(2)
i 4.3 × 10−3 1.46 × 10−4 1.84 × 10−5 4.39 × 10−6 1.15 × 10−6 6.75 × 10−7
y
(3)
i 1.94 × 10−2 6.69 × 10−4 1.92 × 10−4 5.17 × 10−5 1.36 × 10−5 7.45 × 10−6
y
(4)
i 3.51 × 10−2 6.2 × 10−3 2.0 × 10−3 5.10 × 10−4 1.41 × 10−4 1.12 × 10−4
y
(5)
i 8.5 × 10−2 3.32 × 10−2 8.8 × 10−3 2.3 × 10−3 6.9 × 10−3 6.41 × 10−2
Table 2
Maximum absolute errors for problem (6.1) in y()i , = 0, 1, 2, 3, 4, 5
y
()
i x ∈ [x3, xn−3] x /∈ [x3, xn−3]
= 0 0.5801 × 10−6 <h2 0.8777 × 10−7 <h2
= 1 0.1730 × 10−5 0.5262 × 10−5
= 2 0.4953 × 10−5 0.4047 × 10−2
= 3 0.1619 × 10−4 0.1042 × 101
= 4 0.5007 × 10−4 0.1043 × 101
= 5 0.5247 × 10−2 0.4757 × 104
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Table 3
Maximum absolute errors for problem (6.2) in y()i , = 0, 1, 2, 3, 4, 5
h 18
1
16
1
32
1
64
1
128
yi 1.37 × 10−6 <h2 1.08 × 10−7 <h2 2.25 × 10−8 <h2 7.04 × 10−9 <h2 7.46 × 10−9 <h2
y
(1)
i 4.67 × 10−6 3.70 × 10−7 7.79 × 10−8 2.43 × 10−8 2.76 × 10−8
y
(2)
i 5.11 × 10−5 2.46 × 10−6 5.37 × 10−7 1.69 × 10−7 1.94 × 10−7
y
(3)
i 2.36 × 10−4 3.01 × 10−5 9.14 × 10−6 2.81 × 10−6 8.70 × 10−6
y
(4)
i 1.3 × 10−3 4.48 × 10−4 1.16 × 10−4 1.74 × 10−4 7.32 × 10−4
y
(5)
i 9.8 × 10−3 2.6 × 10−3 6.08 × 10−4 7.11 × 10−2 2.43 × 100
Table 4
Maximum absolute relative error
The method developed Sinc-Galerkin method [6] The decomposition method [14]
in this paper
6.60E − 6 0.1E − 3 1.77E − 3
Table 5
Maximum absolute errors for problem (6.3) in y()i , = 0, 1, 2, 3, 4, 5
h 14
1
8
1
16
1
32
1
64
1
128
yi 1.5 × 10−3 <h2 1.17 × 10−4 <h2 1.62 × 10−5 <h2 3.80 × 10−6 <h2 9.52 × 10−7 <h2 8.68 × 10−7 <h2
y
(1)
i 6.1 × 10−3 4.59 × 10−4 6.69 × 10−5 1.57 × 10−5 3.91 × 10−6 1.52 × 10−6
y
(2)
i 6.13 × 10−2 2.00 × 10−3 2.61 × 10−4 6.24 × 10−5 1.55 × 10−5 5.30 × 10−6
y
(3)
i 2.77 × 10−1 9.4 × 10−3 2.7 × 10−3 7.33 × 10−4 1.85 × 10−4 5.09 × 10−5
y
(4)
i 4.99 × 10−1 8.68 × 10−2 2.82 × 10−2 7.2 × 10−3 1.8 × 10−3 2.5 × 10−3
y
(5)
i 1.17 × 100 4.60 × 10−1 1.21 × 10−1 3.09 × 10−2 9.26 × 10−2 1.28 × 100
It may be noted that the example considered above was also considered in [6], using Sinc-Galerkin method and was
claimed to be a very efﬁcient tool in numerically solving such problems. The authors also compared the maximum
absolute relative error with the modiﬁed decomposition method of [14] as well. The comparison of maximum absolute
relative error corresponding to the three methods is shown in Table 4.
Example 3. For x ∈ [−1, 1], consider the following boundary value problem:
y(6)(x) + (5x + 1)y(x) = (185x − 25x2 + 10x4) cos(x) + (270 − 36x2) sin(x),
y(−1) = 4 cos(1), y(1) = −2 cos(1),
y(1)(−1) = cos(1) + 4 sin(1), y(1)(1) = cos(1) + 2 sin(1),
y(2)(−1) = −16 cos(1) + 2 sin(1), y(2)(1) = 14 cos(1) − 2 sin(1).
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(6.3)
The analytic solution of the above problem is
y(x) = (2x3 − 5x + 1) cos(x).
The observed maximum errors (in absolute values) associated with y()i ,  = 0, 1, 2, 3, 4, 5, for problem (6.3) are
summarized in Table 5.
7. Conclusion
Collocation method is developed for the approximate solution of sixth-order special case BVP, using septic spline.
The method also approximates the derivatives of the solution upto the order of six. The method is also proved to be
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second-order convergent. The comparison of method for the solution of problem (6.1) with that developed by Siddiqi
and Twizell [9] is also depicted in Example 1 through the Tables 1 and 2, which indicates that there is no unexpected
situation near the boundaries of the interval. From tables corresponding to examples 1–3, it can be observed that the
maximum errors in absolute values increase as the order of derivatives increases for particular value of h. Moreover,
since the method is of O(h2), so the errors in absolute values decrease as the value of h decreases. The extension of
method to eighth-order boundary value problem is under process.
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