Background 1 8
Accurately identifying SNPs from bacterial sequencing data is an essential requirement for 1 9 using genomics to track transmission and predict important phenotypes such as antimicrobial annotation quality, available experimental support, and/or wide recognition as a community 1 0 1 4 standard (such as C. difficile 630, the first sequenced strain for that species [38] ). We added 1 0 2 approximately 8000-25,000 SNPs in silico to each genome, equivalent to 5 SNPs per genic 1 0 3 region, or 1 SNP per 60-120 bases. While simulation studies can offer useful insight, they can be sensitive to the specific details 1 0 6 of the simulations. Therefore, we also evaluated performance on real data to verify our 1 0 7 conclusions. We used 16 environmentally-sourced and genomically diverse Gram-negative 1 0 8 species of the genera Citrobacter, Enterobacter, Escherichia and Klebsiella, along with two 1 0 9 reference strains, from which closed hybrid de novo assemblies were previously generated 1 1 0 using both Illumina (short) and ONT (long; Oxford Nanopore Technologies) reads [39] . All pipelines aim to call variants with high specificity (i.e. high proportion of non-variant 1 1 3 sites in the truth set correctly identified as the reference allele by the pipeline) and high 1 1 4 sensitivity (i.e. high proportion of true SNPs found by the pipeline, a.k.a. recall). The optimal 1 1 5 trade-off between these two properties may vary depending on the application. For example, 1 1 6 in transmission inference, minimising false positive SNP calls (i.e. high specificity), is likely 1 1 7 to be most important, whereas high sensitivity may be more important when identifying 1 1 8 variants associated with antibiotic resistance. We therefore report detailed performance 1 1 9 metrics for all pipelines, including recall/sensitivity, precision (a.k.a. positive predictive 1 2 0 value, the proportion of SNPs identified that are true SNPs), and the F-score, the harmonic 1 2 1 mean of precision and recall [40] . Evaluating SNP calling pipelines when the genome for alignment is also the source of the 1 2 6 reads 1 2 7
The performance of 41 SNP calling pipelines ( Supplementary Table 1 ) was first evaluated 1 2 8 using reads simulated from 254 closed bacterial genomes ( Supplementary Table 2 ), as workflow, such as DNA library preparation and sequencing error, reads were simulated error-1 3 1 free. There was negligible difference in performance when reads were simulated with 1 3 2 sequencing errors (see Supplementary Text 1). (FP) and false negatives (FN), precision, recall, F-score, and total number of errors (i.e. FP + 1 3 8 FN) per million sequenced bases -are given in Supplementary Table 3 , with the distribution 1 3 9 of F-scores illustrated in Figure 2A . Median F-scores were over 0.99 for all but four aligner/callers with small interquartile ranges 1 4 2 (approx. 0.005), although outliers were nevertheless notable (Figure 2A ), suggesting that 1 4 3 reference genome can affect performance of a given pipeline. Table 4 shows the sum of ranks for each pipeline per species, with several variant callers 1 4 9 1 1 only within genes unique to the original genome (of which there can be many, as bacterial 3 3 8 species have considerable genomic diversity; see Supplementary Table 5 ). Nevertheless,
there is a strong relationship between the total number of SNPs introduced in silico into one 3 4 0 genome and the maximum number of SNPs it is possible to call should reads instead be 3 4 1 aligned to a divergent genome ( Supplementary Figure 3) . In any case, this does not affect the 3 4 2 evaluation metrics used for pipeline evaluation, such as F-score, as these are based on sites. However, we did not count true negative calls (and thereby assess pipeline specificity) 3 4 5 as these can only be made at reference sites, a far greater number of which do not exist when 3 4 6 aligning between divergent genomes. While the programs chosen for this study are in common use and the findings generalisable, it 3 4 9
is also important to note that they are a subset of the tools available (see Supplementary Text 3 5 0 1). It is also increasingly common to construct more complex pipelines that call SNPs with 3 5 1 one tool and structural variants with another (for example, in [63] Many of the findings in this evaluation are also based on simulated error-free data for which 3 5 9 there was no clear need for pre-processing quality control. While adaptor removal and 3 6 0 quality-trimming reads are recommended precautionary steps prior to analysing non-3 6 1 simulated data, previous studies differ as to whether pre-processing increases the accuracy of containing reads as input, sequencing error had negligible effect on performance (see Supplementary Text 1). We have also assumed that given the small genome sizes of bacteria, a consistently high 3 7 0 depth of coverage is expected in non-simulated datasets, and so have not evaluated pipeline Our results emphasise that one of the principal difficulties of alignment-based bacterial SNP calling is not pipeline selection per se but optimal reference genome selection (or, 3 7 7 alternatively, its de novo creation, not discussed further). If assuming all input reads are from 3 7 8 a single, unknown, origin, then in principle a reference genome could be predicted using a performance evaluations [73, 74] ). This is particularly evident among the Citrobacter One recommendation, which is quick and simple to apply, would be to test which of a set of 3 9 3 candidate reference genomes is most suitable by estimating the distance between each 3 9 4 genome and the reads. This can be accomplished using Mash [43] , which creates 'sketches' the Jaccard index (that is, the fraction of shared k-mers) between each pair of sequences. Mash distances are a proxy both for average nucleotide identity [43] and measures of genetic Table   3 9 9
2), correlating strongly with the total number of SNPs between the strain genome and the In the future, reads from long-read sequencing platforms, such as Oxford Nanopore, are less 4 1 7 likely to be ambiguously mapped within a genomic database and so in principle are simpler 4 1 8 to classify (sequencing error rate notwithstanding), making it easier to select a suitable 4 1 9 reference genome. However, long-read platforms can also, in principle if not yet routinely, If considering the overall performance of a pipeline as the sum of the 7 different ranks for the 4 2 6 different metrics considered, then averaged across the full set of species' genomes, the 4 2 7 highest performing pipelines are, with simulated data, Snippy and those utilising Novoalign 4 2 8 in conjunction with LoFreq or mpileup (Table 2) , and with real data, Snippy and those 4 2 9
utilising BWA-mem in conjunction with Strelka or mpileup ( Supplementary Table 10 ). Some of the higher-performing tools apply error-correction models that also appear suited to 4 3 2 bacterial datasets with high SNP density, despite their original primary use case being in 4 3 3 different circumstances. For instance, SNVer (which in conjunction with BWA-mem, ranks 4 3 4 second to Snippy for N. gonorrhoeae; see Table 2 ) implements a statistical model for calling data; Supplementary Table 10 ). Nevertheless, Snippy, which employs Freebayes, is particularly robust to this, being among (increasingly likely with increasing genomic diversity) but only being assigned to one of 4 4 9 them. However, as distance increases further, it is likely that reads will cease being 4 5 0 misaligned (which would otherwise increase the number of false positive calls) but rather 4 5 1 they will not be aligned at all, being too dissimilar to the reference genome. With an appropriate selection of reference genome, many of these higher-performing 4 5 4 pipelines could be optimised to converge on similar results by tuning parameters and post-4 5 5
processing VCFs with specific filtering criteria, another routine task for which there are many 4 5 6 different choices of application [81] [82] [83] [84] . In this respect, the results of this study should be 4 5 7
interpreted as a range-finding exercise, drawing attention to those SNP calling pipelines We have performed a comparison of SNP calling pipelines across both simulated and real 4 6 4 data in multiple bacterial species, allowing us to benchmark their performance for this 4 6 5 specific use. We find that all pipelines show extensive species-specific variation in 4 6 6 performance, which has not been apparent from the majority of existing, human-centred, from the sequence of the reads. A critical factor affecting the accuracy of SNP calling is thus 4 7 0 the selection of a reference genome for alignment. This is complicated by ambiguity as to the 4 7 1 strain of origin for a given set of reads, which is perhaps inevitable for many recombinogenic 4 7 2 species, a consequence of the absence (or impossibility) of a universal species concept for assembled only to the contig or scaffold level) or incomplete annotations (that is, with no 4 9 0 associated GFF, necessary to obtain gene coordinates) were excluded, as were those with 4 9 1 multiple available genomes (that is, the strain name was not unique). After applying these 4 9 2 filters, all species were represented by approx. 30 complete genomes (28 C. difficile, 29 M. computationally tractable to test every genome, we chose a subset of isolates based on 4 9 7 stratified selection by population structure. We created all-against-all distance matrices using For each genome used in this study, we excluded, if present, any non-chromosomal (i.e. into each genome (from approximately 8000 to 25,000) and the median distance between 5 0 9
SNPs (from approximately 60 to 120 bases) is detailed in Supplementary Table 2 .
The coordinates of each SNP inserted into a given genome are, by definition, genome-(that 5 1 2 is, strain-) specific. As such, it is straightforward to evaluate pipeline performance when 5 1 3 reads from one genome are aligned to the same reference. However, in order to evaluate 5 1 4 pipeline performance when reads from one genome are aligned to the genome of a divergent 5 1 5 strain (that is, the representative genome of that species), the coordinates of each strain's 5 1 6 genome need to be converted to representative genome coordinates. To do so, we made 5 1 7 whole genome (core) alignments of the representative genome to both versions of the strain components of MUMmer v4.0.0beta2 [41] , with default parameters (illustrated in Figure 1 ).
2 0
For one-to-one alignment blocks, differences between each pair of genomes were identified inclusive of those introduced in silico), and all inter-strain variants, respectively. We excluded from further analysis two strains with poor-quality strain-to-representative whole 5 2 7 genome alignments, both calling < 10% of the strain-specific in silico SNPs (Supplementary 5 2 8 Table 11 ). The proportion of in silico SNPs recovered by whole genome alignment is detailed 5 2 9
in Supplementary Table 11 and is, in general, high: of the 254 whole genome alignments of 5 3 0 non-representative to representative strains across the 10 species, 222 detect > 80% of the in 5 3 1 silico SNPs and 83 detect > 90%. For the purposes of evaluating SNP calling pipelines when 5 3 2 the reference genome differs from the reads, we are concerned only with calling the truth set 5 3 3 of in silico SNPs and so discard inter-strain variants (see below). More formally, when using 5 3 4 each pipeline to align reads to a divergent genome, we are assessing the concordance of its 5 3 5 set of SNP calls with the set of nucmer calls. However, it is possible that for a given call, one nucmer and Parsnp. As we are not concerned with the correctness of these calls, the lack of 5 4 4 agreement between the two tools is not considered further; rather, this establishes a set of assumed an insert size of 2.2x, i.e. for 300bp reads, the insert size is 660bp (Illumina paired- number of reads simulated from each genome is detailed in Supplementary Table 3 and is 5 6 0 equivalent to a mean 50-fold base-level coverage, i.e. (50 x genome length)/read length. Perfect (error-free) reads were simulated from each SNP-containing genome using wgsim 5 6 3
parameters -e 0 -r 0 -R 0 -X 0 -A 0 (respectively, the sequencing error rate, mutation rate, 5 6 4 fraction of indels, probability an indel is extended, and the fraction of ambiguous bases 5 6 5 allowed). Each set of reads was then aligned both to the genome of the same strain and to the representative genome of that species (from which the strain will diverge), with SNPs called 5 6 9 using 41 different SNP calling pipelines (10 callers each paired with 4 aligners, plus the self- in Supplementary Table 1 , with associated command lines in Supplementary Text 1. All 5 7 2 pipelines were run using a high-performance cluster employing the Open Grid Scheduler SNVSniffer) and so are in principle capable of running very rapidly. We did not seek to 5 7 8 optimise each tool for any given species and so made only a minimum effort application of 5 7 9 each pipeline, using default parameters and minimal VCF filtering (see below). This is so that [90] CleanSam, SortSam, MarkDuplicates and BuildBamIndex, respectively. We did not add Each pipeline produces a VCF as its final output. As with a previous evaluation [26], all 5 9 3
VCFs were regularised using the vcfallelicprimitives module of vcflib v1.0.0-rc2 5 9 4 (https://github.com/ekg/vcflib), so that different representations of the same indel or complex 5 9 5 variant were not counted separately (these variants can otherwise be presented correctly in 5 9 6 multiple ways). This module splits adjacent SNPs into individual SNPs, left-aligns indels and 5 9 7 regularizes the representation of complex variants. Before evaluating the performance of each pipeline, all regularised VCFs were subject to 6 0 1 minimal parsing to retain only high-confidence variants. This is because many tools record We note that when SNPs are called after aligning reads from one strain to that of a divergent While the set of true SNPs when aligning to a divergent strain will be smaller than that when 7 1 1 aligned to the same strain (because all SNPs are simulated in genic regions but not all genes 7 1 2 are shared between strains), this will not affect proportion-based evaluation metrics, such as 7 1 3 F-score. Effect size of differences in the F-score distribution between pipelines 7 1 6
Differences between distributions are assessed by Mann Whitney U tests, with results 7 1 7 interpreted using the non-parametric effect size estimator Cliff's delta [44, 45] , estimated at a Conversely, distributions with |delta| >= 0.60 are considered to have large differences. ranks, when reads are aligned to a divergent genome. The seven performance measures for each pipeline (the absolute numbers of true positive, 7 3 2 false positive and false negative calls, and the proportion-based precision, recall, F-score, and 7 3 3 total error rate per million sequenced bases) are detailed in Supplementary Table 6 , with 7 3 4 associated ranks in Supplementary Table 7 . SNPs were introduced in silico into 254 closed bacterial genomes ( Supplementary Table 2 original genome from which the reads were simulated and a divergent genome, the species- representative NCBI 'reference genome'. In the latter case, it will not be possible to recover 7 4 4 all of the original in silico SNPs as some will be found only within genes unique to the 7 4 5 original genome. Accordingly, to evaluate SNP calls, the coordinates of the original genome 7 4 6 need to be converted to those of the representative genome. To do so, whole genome 7 4 7 alignments were made using both nucmer and Parsnp, with consensus calls identified within 7 4 8 one-to-one alignment blocks. Inter-strain SNPs (those not introduced in silico) are excluded. The remaining subset of in silico calls comprise the truth set for evaluation. There is a strong 7 5 0 correlation between the total number of SNPs introduced in silico into the original genome Panels show the median F-score of 41 different pipelines when SNPs are called using error-7 5 7 free 150bp and 300bp reads simulated from 254 genomes (of 10 species) at 50-fold coverage. Pipelines are ordered according to median F-score and coloured according to either the 7 5 9 variant caller (A) or aligner (B) in each pipeline. Note that because F-scores are uniformly > 7 6 0 0.9 when the reference genome for alignment is the same as the source of the reads, the Table 2 , summary statistics for each pipeline in Supplementary Tables 3 and 6, and   7  6  3 performance ranks in Supplementary Tables 4 and 7 , for alignments to the same or to a 7 6 4 representative genome, respectively. distance between the reads and the reference genome. Panel A shows that the median F-score across the complete set of 41 pipelines, per strain, 7 6 9 decreases as the distance between the strain and the reference genome increases (assayed as 7 7 0 the Mash distance, which is based on the proportion of k-mers shared between genomes). Each point indicates the median F-score, across all pipelines, for the genome of one strain per 7 7 2 species (n = 254 strains). Points are coloured by the species of each strain (n = 10 species). pipelines is more negatively affected by increasing distance from the reference genome. Summary statistics for each pipeline are shown in Supplementary Table 6 , performance ranks 7 7 7
in Supplementary Table 7 and the genetic distance between strains in Supplementary Table 2.   7  7  8 Quantitatively similar results are seen if assaying distance as the total number of SNPs 7 7 9 between the strain and representative genome, i.e. the set of strain-specific in silico SNPs 7 8 0 plus inter-strain SNPs (Supplementary Figure 1) . The performance of a SNP calling pipeline decreases with increasing distance between the 7 8 5 genome from which reads are sequenced and the reference genome to which they are aligned. Each point shows the median difference in F-score for a pipeline that calls SNPs when the 7 8 7 reference genome is the same as the source of the reads, and when it is instead a This figure directly compares the performance of three pipelines using simulated data: Snippy, Novoalign/mpileup and BWA/mpileup. Each point indicates the median F-score, 7 9 6 precision or recall (columns 1 through 3, respectively), for the genome of one strain per 7 9 7 species (n = 254 strains). Raw data for this figure is given in Supplementary Table 6 . Text in with increasing Mash distances between the reads and the reference genome, similar to that 8 0 7
observed with simulated data (see Figure 3A) . Each point indicates the median F-score, in Supplementary Table 8 ). Panel B shows that pipelines evaluated using real and simulated Supplementary Tables 6 (simulated genomes) and 9 (real genomes). to the same reference genome as their origin. to reference genome differing from their origin. Supplementary Table 11 . Proportion of strain-specific in silico SNPs detected in whole 8 5 0 genome alignments between the strain genome and a representative genome. error-free and error-containing reads to the same reference genome as their origin. error-free and error-containing reads to a reference genome differing from their origin. free reads to a reference genome differing from their origin, both with and without local indel The median F-score across a set of 41 pipelines, per strain, decreases as the distance between 8 7 0 the strain and the reference genome increases (assayed as the total number of SNPs between 8 7 1 the strain and representative genome, i.e. the set of strain-specific in silico SNPs plus inter- Points are coloured by the species of each strain (n = 10 species). Summary statistics for each results are seen if assaying distance as the Mash distance, which is based on the proportion of 8 7 7 k-mers shared between genomes ( Figure 3A ). The median sensitivity (recall) across a set of 41 pipelines, per strain, increases as the 8 8 3 distance between the strain and the reference genome increases (assayed as the Mash 
