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ABSTRACT
JEANETTE OLLI: Tiling Systems, Division Point Measures, and Endomorphisms
(Under the direction of Professor Karl Petersen)
When dividing a 1- or 2-dimensional region according to a specified scheme, the
resulting division points can be assigned weights, which gives rise to a measure on the
space. In the 1-dimensional setting, results concerning the distribution of division points
are well known; they suggest how to study analogous processes in two dimensions. We
explore two different division schemes on a triangular region and three different measures
based on each division, finding the limiting measures in each case.
One question to ask when studying a dynamical system is, what are its endomor-
phisms. Expanding on the results of Ethan Coven, we find that every endomorphism
of a Sturmian system is an element of the action, but for generalized Sturmian systems
an additional endomorphism may exist, depending on the defining parameters. For the
discrete chair substitution tiling system, every endomorphism is a power of the action.
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CHAPTER 1
Introduction
In this introduction we provide some background on symbolic dynamics and tiling
systems and state our main results.
A division of the unit interval results in a distribution of the division points (the
endpoints of the subintervals created). Assigning weights to these division points results
in measures on [0, 1] as weak-* limits. Given 0 < α < 1, we first divide [0, 1] into
the subintervals [0, α] and [α, 1]. There are two options for how to iterate this division
process: divide each subinterval which existed at the previous step according to the same
proportion of α and 1 − α, or divide only the interval(s) of greatest length. For the
first division scheme, if α 6= 1/2 the sequence of division point measures converges to a
measure which is mutually singular to Lebesgue measure m, and if α = 1/2 to Lebesgue
measure m. Kakutani found that for the second division process, the limiting division
point measure is Lebesgue measure m regardless of the value of α [1, 30, 42, 43]. In
Chapter 2 we state these known results and include their proofs, since they serve as a
guide for finding the limiting distribution of division points in a 2-dimensional setting.
A class of substitution tiling systems is generated by an expansion and a subdi-
vision rule. Without the expansion, we can associate division point measures to the
2-dimensional substitution. Using the results from the division of the unit interval as a
guide, in Chapter 3 we find the limiting measures for three sequences of measures arising
from two particular 2-dimensional substitutions that are variations of the substitution
that generates Conway’s pinwheel tiling. As in the 1-dimensional case, when every tri-
angle is divided at each step, each resulting limiting measure is the image of a Bernoulli
measure under a Borel map; and when only triangles of largest size are divided at each
division step, the resulting limiting measure is Lebesgue measure m.
In looking at the long-term behavior of a system, there are various properties that
one can study. One that is discussed in detail in this thesis is the set of endomorphisms.
For background on endomorphisms of various dynamical systems, see [2, 10, 25]. In
[9], Ethan Coven fully describes the endomorphisms of substitution systems generated
by equal-length substitutions on an alphabet of two symbols. This work is extended
in Chapter 4, finding all endomorphisms of a class of almost automorphic dynamical
systems, Sturmian systems, generalized Sturmian systems, and the discrete chair substi-
tution tiling system.
In Chapter 5, we provide well-known formulas for calculating the dimensions of frac-
tals and apply them to fractals based on particular division schemes, including those
discussed in Chapter 3. We also discuss other symbolic and tiling dynamical systems
and make conjectures regarding their endomorphisms.
1.1. General Background, Definitions, and Notation
Definition 1.1.1. Given two measures µ1 and µ2 on a set X, we say that µ1 is
absolutely continuous with respect to µ2, denoted by µ1 << µ2, if µ2(E) = 0 implies that
µ1(E) = 0 for all measurable sets E ⊂ X.
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When µ1 << µ2 and µ2 << µ1, then µ1 and µ2 have the same sets of measure 0. In
this case we say that µ1 and µ2 are equivalent, and denote this by µ1 ∼ µ2.
For a general group G, let e denote the identity element of G.
We use the convention that Z+ is the set of positive integers, so that 0 /∈ Z+.
For a topological space X, let B(X) denote the family of Borel sets (the smallest
σ-algebra that contains the open sets). For Y ⊂ X, denote by ∂Y the boundary of
Y , by Y the closure of Y , by Y ◦ the interior of Y , and by Y C the complement of Y .
Also, denote by χY the characteristic function of Y , so that χY (x) = 1 if x ∈ Y and 0
otherwise. When X is also a normed vector space, the dual space of X, which consists
of all bounded linear functionals on X, will be denoted by X∗.
We have a weak-* topology defined on X∗ as follows. A sequence of functions fn ∈ X∗
is said to converge weak-* to f ∈ X∗ if fn(x)→ f(x) for all x ∈ X.
Theorem (Alaoglu). Let X be a normed vector space. Then the closed unit ball
{f ∈ X∗ : ||f || < 1} is weak-* compact in X∗.
See [19, 50, 53] for more on the weak-* topology and weak-* convergence, as well as
general Measure Theory results.
We now define some terminology needed for the discussion of fractals in Chapter 5.
Let S be the collection of all non-empty compact subsets of Rd. Also, let Aδ = {x ∈
Rd : ∃ a ∈ A with |x − a| ≤ δ}. Then we define the Hausdorff metric dh on S so that
dh(A,B) = inf{δ : A ⊂ Bδ and B ⊂ Aδ}. The metric dh is complete on S [16].
For U ⊂ Rd, U 6= ∅, define the diameter of U to be diam(U) = sup{|x − x′| : x, x′ ∈
U}. Let {Ui} ⊂ Rd satisfy 0 ≤ diam(Ui) ≤ δ for all i. If E ⊂ Rd has the property
that E ⊂ ∪iUi, then {Ui} is a δ-cover of E. Define Hsδ(E) = inf{
∑∞
i=1(diam(U))
s :
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{Ui} is a δ- cover of E}. This is an outer measure on Rd, and for a fixed s, as δ decreases
to 0, Hsδ increases and approaches a limit. Define the s- dimensional Hausdorff measure
of E to be Hs(E) = limδ→0Hsδ(E).
Fore more on the Hausdorff metric and Hausdorff measure see [16, 17].
1.2. Dynamical Systems
Definition 1.2.1. A dynamical system X = (X,G) consists of a compact metric
space X and a group G acting on X by homeomorphisms. That is, for each g ∈ G, there
is a homeomorphism Tg : X → X, and
(1) Tg1g2 = Tg2Tg1 for all g1, g2 ∈ G and
(2) Te(x) = x for all x ∈ X.
Sometimes Tg(x) is denoted by g(x) or xg.
When the acting group is Z, the dynamical system (X,G) may be denoted by (X,T ),
where T = T1 is the generating map for the Z action. In this case, for n > 0 denote by
T n the composition of T with itself n times and, similarly, denote by T−n the inverse of
T composed with itself n times.
Definition 1.2.2. The orbit of x with respect to G (or T ) is OG(x) = {xg : g ∈ G}
(OT (x) = {T n(x) : n ∈ Z}).
Definition 1.2.3. A dynamical system is effective if for each non-identity element
g ∈ G there exists an x ∈ X such that xg 6= x.
For the purposes of this thesis, dynamical systems are be assumed to be effective.
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Definition 1.2.4. A dynamical system is minimal if, for each x ∈ X, the orbit of x
under the group action is dense in X.
Definition 1.2.5. A dynamical system is equicontinuous if the family of maps {Tg :
X → X : g ∈ G} defined by the group action is an equicontinuous family.
Definition 1.2.6. Two points x, x′ ∈ X are said to be proximal (with respect to the
action by G) if infg∈G d(xg, x′g) = 0.
Definition 1.2.7. A point x is distal if it is proximal only to itself.
Definition 1.2.8. Let X = (X,G) and Y = (Y,G) be dynamical systems. An onto
map pi : X → Y is a factor map if pi is continuous and pi ◦ g = g ◦ pi for all g ∈ G. In this
case, we say that Y is a factor of X and X is an extension of Y .
Definition 1.2.9. Let pi : X → Y be a factor map. We say that pi is almost 1-1 if
the set {y ∈ Y : |pi−1| = 1} is dense in Y . In this case, we say that X is an almost 1-1
extension or an almost automorphic extension of Y .
Definition 1.2.10. A point x ∈ X is an almost automorphic point for X = (X,G)
if for any net {gn} ⊂ G satisfying limn→∞ gn(x) = x′, we have limn→∞ g−1n x′ = x.
If X contains an almost automorphic point with a dense orbit, then X is an almost
automorphic dynamical system.
When X = (X,G) is minimal (and hence any factor Y = (Y,G) is minimal), the
existence of a y ∈ Y such that |pi−1(y)| = 1 implies that {y ∈ Y : |pi−1| = 1} is dense.
When X = (X,G) is metrizable, the existence of a y ∈ Y such that |pi−1(y)| = 1 implies
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that {y ∈ Y : |pi−1| = 1} is residual (the complement of a countable union of nowhere
dense sets) [55, 56].
Veech [54] proved that a dynamical system is almost automorphic if and only if it is
an almost 1-1 extension of an equicontinuous dynamical system. We study this type of
dynamical system in more detail in Chapter 4.
When G is abelian and (X,G) is minimal and equicontinuous, then X has a group
structure and G is embedded in X as a dense subgroup so that G acts via translations.
Definition 1.2.11. A factor map pi : X → Y is called a topological conjugacy if it
is 1-1. In this case, we say that X = (X,G) and Y = (Y,G) are topologically conjugate,
which we denote by (X,G) ' (Y,G).
Every factor map pi induces a closed, invariant equivalence relation on X, by x ∼ x′
if pi(x) = pi(x′). Conversely, every closed, invariant equivalence relation R induces a
factor map pi : X → Y = X/R. We may order equivalence relations, so that R1 > R2 if
R1 ⊂ R2. Therefore, we have the notion of a maximal equivalence relation.
Every topological dynamical system has a unique maximal equicontinuous factor, up
to topological conjugacy. [13].
Theorem. [13, 36] If X = (X,G) is minimal, Y = (Y,G) is minimal and equicon-
tinuous, and X is an almost 1-1 extension of Y, then Y is the maximal equicontinuous
factor of X .
Definition 1.2.12. An endomorphism of a dynamical system (X,G) is a continuous,
onto map ϕ : X → X that satisfies ϕ ◦ g = g ◦ ϕ for all g ∈ G. If ϕ is also 1-1, we say it
is an automorphism.
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1.3. Symbolic Dynamical Systems
Let A be a finite alphabet. A finite block (or word) of length n in A is ω = ω1ω2 . . . ωn
with ωi ∈ A for all i = 1, 2, . . . , n. Denote by An the set of all finite words of length
n with symbols in A and denote by A∗ the set of all finite words with entries from A,
including the empty word . The set of all 1-sided infinite sequences in A is denoted
by AZ+ and the set of all two-sided infinite sequences (bi-infinite sequences) is denoted
by AZ. For the special case that A = {0, 1, . . . , d − 1}, we may denote AZ+ by Σ+d and
AZ by Σd; these are called the one-sided d-shift and the full d-shift respectively. A
sequence x ∈ AZ may be written x = . . . x−1.x0x1 . . ., with the decimal point marking
the “central position” of the sequence. Similarly, a sequence x ∈ AZ+ may be written
as x = .x1x2 . . ., with the decimal point marking the “initial” position. The symbol
x(i) = xi is the i’th coordinate. We say that a word ω = ω1ω2 . . . ωn appears in the
sequence x if xj = ω1, xj+1 = ω2, . . . , xj+n−1 = ωn for some j ∈ Z.
We define the shift map σ on AZ (and also on AZ+) by (σx)i = xi+1 for all i.
Definition 1.3.1. A cylinder set is a set of the form C = [c1c2 . . . cn]j = {ω ∈ Σ+k :
ωj = c1, ωj+1 = c2, . . . , ωj+n−1 = cn} for some fixed c1, c2, . . . , cn ∈ A and j ∈ Z.
When j is not specified, we assume that the cylinder set C is of the form C =
[c1c2 . . . cn]1.
We have the following metric on sequence spaces of the form AZ (or AZ+). Let ω and
ω′ be sequences in AZ (or AZ+). Let j = min{|i| |ωi 6= ω′i}. Then define the distance
between ω and ω′ to be d(ω, ω′) = 1/2j. With the topology defined by this metric, the
sequence space AZ (or AZ+) is a compact metric space.
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For simplicity, assume that A = {0, 1, . . . , d−1}. On AZ (or AZ+), we have Bernoulli
measures which arise from assigning weights to each symbol in A. That is, given
p0, p1, . . . , pd−1 ≥ 0 with
∑d−1
i=0 pi = 1, B(p0, p1, . . . , pd−1) is the product measure on
AZ (or AZ+) which is the infinite product with itself of the measure on A which assigns
weight pi to each symbol i. The measure of a cylinder set C as above is then pc1pc2 · · · pcn .
Definition 1.3.2. A shift dynamical system or a subshift consists of a closed shift-
invariant subset X of AZ (or AZ+) together with the restriction to X of the shift map
σ.
Definition 1.3.3. A dynamical system (Ω, σ) is a shift of finite type if there is a
finite set B of blocks such that no block in B appears in any sequence x ∈ Ω.
For more on symbolic systems and shift spaces see [32].
Definition 1.3.4. Let A be a finite alphabet. A substitution is a map S : A → A∗
that maps each symbol of A to a finite, nonempty word in A∗.
Let A = {a1, a2, . . . , an} and let S : A → A∗ be a substitution. Then the matrix for
the substitution S is the n× n matrix M = (mij) with mij equal to the number of times
the symbol aj appears in S(ai).
A substitution can naturally be extended to a map from AZ to AZ by concatenation.
That is, given a substitution S : A → A∗, define S(. . . ω−1.ω0ω1 . . .) by
S(. . . ω−1.ω0ω1 . . .) = . . . S(ω−1).S(ω0)S(ω1) . . . .
Definition 1.3.5. A point x is a fixed point of a substitution S if S(x) = x.
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Definition 1.3.6. A point x is a periodic point of a substitution S if Sn(x) = x for
some n ∈ N. The smallest n for which this holds is the period of x.
Note that a fixed point is a periodic point of period 1 and if Sn(x) = x then Skn(x) = x
for all k ∈ Z+. If there exists an n such that Sn(x) = x for all x ∈ X, then we say that
the substitution S is of period n.
Suppose that we have a map F : An+m+1 → A. Extend F to a map F∞ : AZ → AZ
in the following way: Given x ∈ AZ, define y ∈ AZ by yi = F (xi−mxi−m+1 · · ·xi+n) for
all i ∈ Z [25, 32]. The map F∞ : AZ → AZ defined by F∞(x) = y as constructed above
is called a sliding block code or an (n+m+ 1)-block map.
Theorem (Curtis-Hedlund-Lyndon). Given shift dynamical systems (X, σ) and (Y, σ),
if ϕ : X → Y is continuous and commutes with σ, then ϕ is (the restriction to X of) a
sliding block code.
Suppose that A = {0, 1}. In this setting of an alphabet of two symbols, we have the
following notion:
Definition 1.3.7. The dual of a point ω ∈ Σ2, denoted by δ(ω) = ω˜, is the sequence
obtained from ω by interchanging 0’s and 1’s. More precisely, δ is the 1-block map F∞
corresponding to the map F : A → A defined by F (0) = 1, F (1) = 0.
Then δ : Σ2 → Σ2 is a continuous, onto map and in fact δ is an isometry.
Definition 1.3.8. A substitution S on A = {0, 1} is a dual substitution if S˜(0) =
S(1).
Definition 1.3.9. A substitution S is of equal length if S : A → An for some n ∈ Z+.
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Under certain conditions [18], there is a fixed point of a substitution map S. Then
taking the orbit closure XS ⊂ AZ of a fixed point under the shift σ gives a substitution
subshift (XS, σ). One particular example of a substitution for which this occurs is the
Morse substitution, given by 0 7→ 01, 1 7→ 10, which is a dual substitution of equal
length. Coven found the endomorphisms for systems related to substitutions {0, 1} of
equal length, which we state below, since it motivates the results in Chapter 4.
Theorem. [9] Let S : {0, 1} → {0, 1}∗ be a substitution of equal length. If S is non-
dual, then every endomorphism of (XS, σ) is of the form σ
k, k ∈ Z. If S is dual, then
every endomorphism of (XS, σ) is of the form σ
k or δσk, k ∈ Z, where δ is the dualizing
map defined in Definition 1.3.7.
Another substitution which has a fixed point is the Fibonacci substitution, given
by 0 7→ 01, 1 7→ 0, which is discussed in greater detail in Chapter 4. The Fibonacci
substitution system is also a particular Sturmian system, the definition of which we now
recall.
Given α ∈ R \ Q, 0 < α < 1, define a map Tα : [0, 1) → [0, 1) by Tα(y) = y + α
mod 1. Let Y = ([0, 1), Tα). The orbit of each point y ∈ [0, 1) under Tα can be coded
according to entries to the intervals [0, 1 − α) and [1 − α, 1) by a bi-infinite sequence x
of 0’s and 1’s given by xi = χ[1−α,1)T iα(y) for all i ∈ Z. Let X be the subset of Σ2 that is
the orbit closure under σ of the coding of the orbit of 0 and let S(α) = (X, σ). S(α) is
a Sturmian system. Given subintervals I and IC , where the length of I is β 6= α, code
the orbit of each y ∈ [0, 1) by the infinite sequence x with xi = 0 if T iαy ∈ I and xi = 1
otherwise. Let x0 denote the coding of the orbit of 0. Then (Oσ(x0), σ) = S(α, β) is a
generalized Sturmian system.
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On the space Σ+n , define a Z action A by A(s) = s + .100 . . ., where the addition is
done in each coordinate mod n with carry to the right. Then (Σ+n , A) is an odometer or
adding machine. The odometer for n = 2, along with a higher dimensional action version,
will be discussed in more detail in Chapter 4. Related to odometers are sequence systems
called Toeplitz systems.
Definition 1.3.10. Given a sequence x ∈ AZ, we say that an n-block B = b1b2 . . . bn
appears periodically in x if there exists an m ∈ Z+ so that xj+kmxj+1+km . . . xj+n−1+km =
B for some fixed j and all k ∈ Z.
Definition 1.3.11. A sequence ω ∈ AZ is a Toeplitz sequence if every finite block in
ω appears periodically.
There are several descriptions for how to construct Toeplitz sequences (see [12, 13,
29, 32, 35, 37]).
Definition 1.3.12. A Toeplitz system is (Oσ(ω), σ), where ω is a Toeplitz sequence.
Every Toeplitz system is minimal, with an odometer as its maximal equicontinuous
factor. For more on odometers and Toeplitz systems see [13]. In Chapter 5 we look at
a particular Toeplitz system related to a substitution, for which the result of [9] applies,
and state a conjecture regarding the endomorphisms of all Toeplitz systems.
In addition to the shift map, there is another transformation on Σ+2 which has been
widely studied [24, 34, 38, 41] called the Pascal adic transformation or the Pascal map.
Before explicitly defining this map, we define a partial order on Σ+2 .
Definition 1.3.13. Two sequences x, x′ ∈ Σ+2 are comparable, denoted by x ∼ x′, if
there exists a k ∈ Z+ with xK = x′K for all K > k.
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Then we have equivalence classes R(x) = {x′ ∈ Σ+2 : x ∼ x′}.
Let x ∼ x′, and let k be the smallest integer so that xK = x′K for all K > k. Then
x < x′ if xk < x′k, with 0 < 1 as usual. For this partial order, there are countably
many minimal elements of Σ+2 of the form .1
k0∞, k ∈ Z+ and countably many maximal
elements of Σ+2 of the form 0
k1∞, k ∈ Z+. There are also two exceptional points .0∞
and .1∞ for which the Pascal map we define below is not defined, and which have no
inverse. By convention, we let Xmin = {.1k0∞ : k ∈ Z+} and Xmax = {0k1∞ : k ∈
Z+} ∪ {.0∞} ∪ {.1∞}. For x /∈ Xmax, there exists a smallest x′ ∈ Σ+2 which satisfies
x < x′. Let succ(x) denote this element.
Definition 1.3.14. The Pascal adic transformation or Pascal map T is defined on
Σ+2 \Xmax by T (x) = succ(x).
This map, on Σ+2 \Xmax, is equivalent to finding the first appearance of the block 10,
say at position k + 1, changing it to 01, and permuting all the previous k coordinates,
which must be of the form 0j1k−j, so that the new initial k block is of the form 1k−j0j.
That is T (.0j1k−j10 . . .) = .1k−j0j01 . . . . (This alternative definition reiterates why we
defined Xmax as above, because this is the set of sequences in Σ
+
2 which do not contain the
block 01.) The Pascal map, therefore, permutes finitely many coordinates. The Pascal
map is a homeomorphism on Σ+2 \ (Xmax ∪ Xmin). The ergodic invariant measures for
this map are exactly the Bernoulli measures B(α, 1− α) [24, 57].
The Pascal adic transformation can also be viewed as a transformation on the space
of infinite paths in the Pascal graph, which are in a 1-1 correspondence with sequences
in Σ+2 . Each path that is not maximal is mapped to the “next” path to the right. A
further discussion of the Pascal graph and this action can be found in [34, 40].
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Figure 1.1. Cutting and stacking for the Pascal adic transformation on [0, 1]
A third way of viewing the Pascal map is as a map on [0, 1]. The unit interval is
divided into [0, 1/2] and [1/2, 1]. Next each of these intervals is divided in half and
[1/4, 1/2] is placed in a stack above [1/2, 3/4]. This process of dividing the intervals in
each stack into two of equal length and stacking the right half of the stack above the left
half of the next stack is repeated ad infinitum. Then T is defined by mapping points in
the open interval of each stack linearly to the point in the stack above it. T is defined
on [0, 1] except on the countable set of dyadic rational numbers (cf. [34]). This cutting
and stacking construction is shown in Figure 1.1.
The three dynamical systems described, Σ+2 with the Pascal adic transformation, the
Pascal graph with the map on paths, and [0, 1] with the map T , are isomorphic systems
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(cf. [34]). Viewing the Pascal map as an interval exchange map on [0, 1] will be important
for the discussion in Chapter 2 and will be extended in Chapter 3.
1.4. Tiling Dynamical Systems
Definition 1.4.1. A tile is a closed, compact subset of Rd which is equal to the
closure of its interior and has a boundary of volume 0, together with a label a coming
from a finite set.
For our purposes, every tile is homeomorphic to the closed unit ball in Rd, and
therefore connected. A tile is called a polyomino if it is the union of a finite number of
squares. Two tiles are equivalent if they differ by a translation by some t ∈ Rd and carry
the same label.
An equivalence class of tiles is called a prototile.
Definition 1.4.2. A patch is a finite, connected set of tiles such that the tiles have
pairwise disjoint interiors.
By a translation of a patch P by t ∈ Rd, we mean that P−t = {x−t : x is a tile in P}.
Two patches P1 and P2 are equivalent if P1 = P2 − t for some t ∈ Rd. Let P u be the
union of the tiles in P . Then by the diameter of P , we mean the diameter of P u.
Definition 1.4.3. A tiling is a set of tiles which meet only on their boundaries and
have union equal to Rd.
We define translation of a tiling in the same manner as translation of a patch. Two
tilings x and y are equivalent if x = y − t for some t ∈ Rd. A subpatch of a tiling (or a
patch) is a patch which is a subset of the tiling (or patch).
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Definition 1.4.4. A tiling x is periodic if {t ∈ Rd : x − t = x} is a subgroup of Rd
with d linearly independent generators.
Definition 1.4.5. A tiling x is aperiodic if it is not invariant under translation by
any non-zero vector in Rd. That is, {t ∈ Rd : x− t = x} = {0}.
Define Br(0) to be the ball of radius r in Rd centered at the origin. Let x and y be
two tilings. Take  to be the infimum of c ∈ R so that for some t ∈ Rd with ||t|| < c,
the intersections of x and y − t with B1/c(0) are equal as subsets of Rd, with the same
labels. Then we define the distance of the two tilings to be d(x, y) = . In other words,
two tilings are close if, after at most a small translation, they agree on a large ball about
the origin. This metric is complete [49].
Definition 1.4.6. A tiling space X is a closed set of tilings which is invariant under
translation by Rd. That is, if x ∈ X, then x− t ∈ X for all t ∈ Rd.
Given a collection of tiles T , the set of all possible tilings of Rd by tiles which are
each equivalent to a tile is T is called the full tiling space and is denoted by XT . Note
here that each tile in T is a representative of an equivalence class (or a prototile).
A tiling dynamical system consists of a tiling space X and the group Rd acting on X
by translation.
Definition 1.4.7. A tiling space has finite local complexity if there are a finite number
of prototiles and the number of patches consisting of two tiles is finite, up to equivalence.
If the tiles meet only full edge to full edge, that is “corner-to-corner,” then the tiling
space will have local finite complexity [48, 49, 52]. A tiling space is compact if and only
if it has finite local complexity [49, 52].
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A tiling substitution τ is a map from a set of tiles T to the set of patches in those
tiles. A substitution tiling space X is a tiling space such that for each tiling x ∈ X, every
finite subpatch of x is equivalent to a subpatch of τn(t) for some t ∈ T and some n > 0.
As with other substitutions, a tiling substitution can be extended to a map on the set of
patches, and substitution tiling spaces, by applying the substitution to each tile in the
patch or tiling.
One type of tiling substitution involves an inflation and a subdivision rule. That is,
each tile is expanded by a factor λ > 0 and subdivided into a finite union of tiles. This
type of substitution is called self-similar. A tiling created by an inflation and subdivision
rule is called self-similar, and these are the type of tilings discussed in this thesis. For
more on tiling spaces generated by substitutions, see [20, 21].
For the purposes of this thesis, all tilings are coverings of R2. We say that a tiling
dynamical system is discrete if we consider the action by Zd rather than Rd. Translation
by t ∈ Zd is always a map from a tiling space to itself, but in the discrete setting our
tiling space is invariant only under translation by t ∈ Zd. For a tiling space to have this
property, the tiles must be polyomino. This is the case for the chair substitution tiling
system discussed in in Chapters 4 and the table and modified table substitution tiling
systems, which are discussed in Chapter 5.
We now define a 2-dimensional substitution on a finite alphabet A.
Definition 1.4.8. A 2× 2 substitution is a map η from A to the set of 2× 2 blocks
with entries in A. That is, for each a ∈ A,
η(a) =
a1 a2
a3 a4
,
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where a1, a2, a3, a4 ∈ A.
A 2 × 2 substitution η can be naturally extended to a map from the set of infinite
square blocks with entries in A, which we denote by AZ2 , to itself. That is, if a, b, c, d ∈ A
then
η
 a b
c d
 = η(a) η(b)
η(c) η(d)
.
This is then extended to all n ≥ 1 so that
ηn
 a b
c d
 = ηn(a) ηn(b)
ηn(c) ηn(d)
,
which is a 2n × 2n block with entries in A.
An element of ω ∈ AZ2 can be written as
ω =
...
ω−1,1 ω0,1 ω1,1
· · · ω−1,0 .ω0,0 ω1,0 · · ·
ω−1,−1 ω−1,0 ω−1,1
...
,
with the decimal point indicating, as in the 1-dimensional setting, the “central position.”
Define A1 and A2 to be the left shift and the down shift respectively. That is (A1ω)m,n =
ωm+1,n and (A2ω)m,n = ωn,m+1. Then there is a Z2 action on AZ2 generated by A1 and
A2.
1.5. Statement of the Main Results
One well-known tiling system based on a substitution is Conway’s pinwheel tiling
[45, 51]. By considering only the subdivision of a right triangle R and not the expansion
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factor for the defining substitution, assigning weights to the vertices coming from the
subdivision results in measures on R. In Chapter 3 we consider two generalizations of
the substitution that generates Conway’s pinwheel tiling.
One generalization of the substitution involves dividing every triangle at each step of
the division process. We define three different sequences of measures on R based on this
division process. The measures ρk and ωk are related to the proportion of vertices present
in a sample region at each stage of the process, while the measures ξk are related to the
proportion of triangles. Defining a coding map ψ : Σ+5 → R, which is described in detail
in Chapter 3, and denoting by µ1/5 the Bernoulli measure B(1/5, 1/5, 1/5, 1/5, 1/5) on
Σ+5 , we have the following.
Theorem 3.1.3. Each of the {ξk}, {ρk} and {ωk} converges to the measure ψµ1/5.
This measure is mutually singular with respect to Lebesgue measure m unless b = 2a, in
which case it is equal to Lebesgue measure m.
In the same manner as for the generalization where every triangle is divided, we define
three sequences of measures, ρˆk, ωˆk and ξˆk for the generalization where only triangles of
largest size are divided at each step, as in [51]. For this higher-dimensional version of the
Kakutani interval-splitting procedure [1, 30], we prove in Theorem 3.2.8 and Corollaries
3.2.10 and 3.2.13 that ξˆk, ρˆk and ωˆk each converge weak-* to Lebesgue measure m.
As mentioned earlier, every dynamical system X = (X,G) has a maximal equicon-
tinuous factor (Y,G), and when G is abelian, Y has a group structure. When X is
a minimal almost automorphic extension of its maximal equicontinuous factor, hence
almost automorphic, we have the following result.
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Theorem 4.1.1. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
equicontinuous factor Y = (Y,G) via the factor map pi. If the subset of Y where pi fails
to be 1-1 is OG(y1) ⊂ Y , then every endomorphism of X is an element of the action by
G.
The maximal equicontinuous factor of the Sturmian system S(α) is ([0, 1), Tα). Stur-
mian systems are 1-1 extensions of their maximal equicontinuous factors, which allows
us to apply Theorem 4.1.1 and obtain the following.
Theorem 4.2.1. Every endomorphism of the Sturmian system S(α) is of the form
σk for some k ∈ Z.
For generalized Sturmian systems S(α, β), the possible existence of endomorphisms
in addition to those of the form σk depends on the relationship between α and β. All of
the possibilities are described by the following result:
Theorem 4.2.5. For the generalized Sturmian system S(α, β),
(i) if β ∈ Zα, then every endomorphism of S(α, β) is of the form σk for some k ∈ Z;
(ii) if 2β /∈ Zα then every endomorphism of S(α, β) is of the form σk for some k ∈ Z;
(iii) if β = mα/2 mod 1 for a positive odd integer m, then there exists a continuous
onto map ϕ of S(α, β) such that ϕ2 = σm and every endomorphism of S(α, β) is of the
form σk or ϕσk for some k ∈ Z; and
(iv) if β = 1/2, then every endomorphism of S(α, 1/2) is of the form σk or δσk, where δ
is the dualizing map defined in Definition 1.3.7.
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By the Curtis-Hedlund-Lyndon Theorem, the map ϕ described in (iii) of Theorem
4.2.5 must be a sliding block code which depends on α and β. In Chapter 4 we determine
the block code explicitly for a particular case, as an example to illustrate how the block
map can be determined in general.
In Chapter 4 we also look closely at the discrete chair substitution tiling system,
which has a 2-dimensional odometer as a factor [48]. By looking at a different set of
prototiles for the chair tiling than is standard, we are able to find explicitly the set where
the factor mapping fails to be 1-1 and thus prove the following.
Theorem 4.4.1. Every endomorphism of the discrete chair substitution tiling system
is an element of the Z2 action.
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CHAPTER 2
Dividing the Unit Interval
This chapter serves as additional background which is needed for the main results of
Chapter 3. In particular, we discuss two different division schemes on the unit interval
[0, 1) according to a rule related to a given value α, 0 < α < 1. While the results
presented in this chapter regarding the distribution of vertices are well-known [1, 30], we
provide detailed proofs, as they serve as a guide for Chapter 3, where we extend them to
a particular 2-dimensional division scheme. For each division scheme on [0, 1), the first
division step divides the unit interval into the subintervals [0, α) and [α, 1).
One division scheme involves dividing every subinterval created at the previous step
into two half-open intervals in this same manner. That is, each interval is divided into one
subinterval with length α times the length of that interval and another subinterval with
length β = 1−α times the length of that interval. In particular, after two division steps
there will be four subintervals: [0, α2), [α2, α), [α, α + αβ), and [α + αβ, 1). The second
division scheme we consider, introduced by Kakutani [30] and widely studied [1, 43],
involves dividing only the largest subinterval(s) at each stage, again into two subintervals
of lengths α and β times the length of that interval. If α > β, then after two division
steps the three subintervals are [0, α2), [α2, α), and [α, 1); and if α < β, after two division
steps the three subintervals are [0, α), [α, α + αβ), and [α + αβ, 1). For both division
processes, the division points created at step k, denoted by Dk and Ek respectively, are
distributed in a manner related to a known measure as k → ∞. For the first division
process, we provide two approaches to identify the limiting distribution, so as to have
available several options for extending the concept to a 2-dimensional situation. For the
second division process, we examine a particular choice of α in more detail.
For each division scheme, we label the closures of the subintervals created at each step
by a sequence of 0’s and 1’s in the following way. After dividing [0, 1) into the intervals
[0, α) and [α, 1), assign to the subinterval [0, α] the label 0 and to the subinterval [α, 1]
assign the label 1. Each time an interval [a, b] is divided, the interval [a, α(b− a)] will be
assigned the finite sequence of 0’s and 1’s assigned to [a, b] with a 0 added to the end of
that sequence, and the interval [a + α(b − a), b] will be assigned the finite sequence for
[a, b] with a 1 added to the end. Allowing the division process to continue ad infinitum,
each point in [0, 1) is labeled by an infinite sequence x ∈ Σ+2 , with each division point
labeled by two sequences.
Each cylinder set C = [c1c2 . . . cn] ⊂ Σ+2 corresponds uniquely to a closed subinterval
of [0, 1] determined by the division process with the labeling described above. Define a
map ψ : Σ+2 → [0, 1] by sending a sequence to the point (or cylinder set to the finite
subinterval) in [0, 1] represented by that sequence (or cylinder set). One can also define
ψ recursively by first noticing that ψ[0] = [0, α] and ψ[1] = [α, 1]. The map ψ is defined
then on a nested family of closed sets: if ψ[x1x2 . . . xn] = [a, b], then ψ[x1x2 . . . xn0] =
[a, a + α(b − a)] and ψ[x1x2 . . . xn1] = [a + α(b − a), b]. The inverse image under ψ of a
closed subinterval whose endpoints come from the division process is a cylinder set C.
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The map ψ is 1-1 except on the countable set of division points in [0, 1), where it is
2-1. Therefore, ψ is Borel measurable and sends each measure on Σ+2 to a measure on
[0, 1].
2.1. Dividing Every Subinterval
First, consider the division scheme where at each step all subintervals I created at the
step before are divided into two new intervals, one of length α times the length of I, and
the other of length β = 1− α times the length of I. The points 0 and α are the division
points created during the first step, and we will not consider 1 to be a division point.
With this convention, after k division steps there will be 2k division points in [0, 1) and
2k subintervals. Because the subintervals formed by the division process will be referred
to throughout the remainder of this section, we give them a name to distinguish them
from general subintervals of [0, 1).
Definition 2.1.1. A subinterval I = [a, b) of [0, 1) is a basic interval if a and b are
division points from some step k in the division process, with the allowance of b = 1.
Let Dk denote the set of all division points that exist after step k, and let Pk denote
the partition consisting of the basic intervals at step k, so that P(x) is the basic interval
created at step k to which x belongs. Also, let l(I) denote the length of the interval I.
Then D1 = {0, α} and for k > 1, Dk = Dk−1 ∪ {pi + α · l(Pk−1(pi)) : pi ∈ Dk−1}.
Definition 2.1.2. For each k ∈ N, let ηk ∈ C[0, 1]∗ be defined by
ηk(f) =
1
|Dk|
∑
x∈Dk
f(x)
for all f ∈ C[0, 1].
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By the Riesz Representation Theorem, there exists a measure ω so that ηk(f) =∫
f dω for all f ∈ C[0, 1]. We also denote this measure by ηk. Denoting by µα the
Bernoulli measure B(α, 1 − α) on Σ+2 , we claim that the sequence {ηk} converges to
ψµ1/2 = ψB(1/2, 1/2) We provide several helpful results before proving this claim.
Proposition 2.1.3. For ηk defined above, ηk(E) = |Dk ∩ E|/|Dk| for each Borel set
E ⊂ [0, 1).
Proof. First, for each point p ∈ [0, 1), let δp be the point mass measure defined by
δp(f) =
∫
f dδp = f(p) for f ∈ C[0, 1]. Define another measure, νp, by νp(E) = χE(p) for
every Borel set E ⊂ [0, 1]. To see that νp is in fact a measure, first note that νp(∅) = 0.
Next let {Ej} be a countable family of disjoint Borel sets. Then either p /∈ Ej for all
j or p ∈ Ej0 for some unique j0. In the first case, νp(∪jEj) = 0 =
∑
j νp(Ej). In the
second, νp(Ej) = 0 for j 6= j0 because the Ej are disjoint, and νp(Ej0) = 1. This gives
νp(∪jEj) = 1 =
∑
j νp(Ej), so νp is countably additive.
To see that νp = δp, first let ϕ be a simple function, ϕ(x) =
∑N
j=1 ajχEj(x), with
aj ∈ R, {Ej} pairwise disjoint. Then
∫
ϕdνp =
N∑
j=1
ajνp(Ej) by definition of the integral
=

0 if p /∈ Ej for all j ∈ 1, 2 . . . , N
aj0 if p ∈ Ej0
= ϕ(p).
For f ∈ C[0, 1], there exists a uniformly bounded sequence of simple functions ϕn so
that ϕn → f pointwise. Therefore, νp(f) = δp(f) for all f ∈ C[0, 1].
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The measure ηk is a linear combination of measures δp, where the points p are the
division points: ηk =
1
|Dk|
∑
x∈Dk δx. Thus, for any Borel set E,
ηk(E) =
1
|Dk|
∑
x∈Dk
δx(E)
=
|Dk ∩ E|
|Dk| .

Recall the measure ψµ1/2 on [0, 1], the image of the Bernoulli measure µ1/2 = B(1/2, 1/2)
under ψ. Under the division scheme of dividing every basic interval at each step, each ba-
sic interval created at step j is labeled by a sequence of 0’s and 1’s of length j. Therefore,
all basic intervals at step j have the same measure of 1/2j with respect to ψµ1/2.
Proposition 2.1.4. For {ηk} as described above, ηα(I) = limk→∞ ηk(I) exists for
each basic interval I. Moreover, ηα = ψµ1/2 on the set of basic intervals.
Proof. Fix a basic interval I ⊂ [0, 1) and suppose that I was created at step j in the
division process. Then by earlier discussion, ηj(I) = 1/2
j, since |Dj∩I| = 1 and |Dj| = 2j.
Also, ηj+k(I) = 2
k/2j+k. Therefore, limk→∞ ηk(I) = limk→∞ ηj+k(I) = limk→∞ 2k/2j+k =
1/2j. So for each basic interval I, ηα(I) = limk→∞ ηk(I) exists.
The value ηα takes on a basic interval created at step j was just shown to be the
ψµ1/2-measure of that basic interval. Therefore, ηα = ψµ1/2 on the set basic intervals. 
Theorem 2.1.5. As defined above, ηα extends to a measure on [0, 1]. In particular,
this extension is ψµ1/2.
We use the following two basic Measure Theory results (see [37, 50]) to prove Theo-
rem 2.1.5.
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Proposition 2.1.6. Let S be a semialgebra and µ a nonnegative set function on S.
In order that µ have an extension to a countably additive set function on the algebra
A(S) generated by S, it is necessary and sufficient that µ be (i) finitely additive and (ii)
countably subadditive on S.
Theorem 2.1.7. In order that a nonnegative set function µ on an algebra A of subsets
of X have an extension to a (countably additive) measure on the σ-algebra B(A) generated
by A, it is necessary and sufficient that µ be countably additive on A.
We now prove Theorem 2.1.5.
Proof. Consider the family of basic intervals. A finite, non-empty intersection of ba-
sic intervals is another basic interval. Let I = [a, b) be any basic interval. Then
IC = [0, a) ∪ [b, 1) is a finite, disjoint union of basic intervals. Therefore, the family
of basic intervals forms a semialgebra S. Because ψµ1/2 is a finitely additive, countably
subadditive measure on S and ηα = ψµ1/2 on S, ηα is also finitely additive and countably
subadditive on S.
Applying Proposition 2.1.6, ηα extends to a countably additive set function, also
denoted by ηα, on the algebra generated by the basic intervals. Applying Theorem 2.1.7,
ηα extends to a nonnegative set function on the σ-algebra generated by the basic intervals,
which is the full Borel σ-algebra of [0, 1]. Because this extension is unique and ηα = ψµ1/2
on the basic intervals, it must be that the unique extension of ηα is ψµ1/2. Therefore, ηα
viewed as the extension to a function on the full Borel σ-algebra is the measure ψµ1/2 on
[0, 1]. 
Theorem 2.1.8. ηk → ψµ1/2 in the weak-* topology of C[0, 1]∗.
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The unit ball in C[0, 1]∗ is compact so there is a cluster point η for {ηk} in C[0, 1]∗.
This fact is used to formulate two proofs of Theorem 2.1.8, to provide options for the
2-dimensional case considered in Chapter 3.
Proof 1. Let η ∈ C[0, 1]∗ be a cluster point for {ηk}. By Proposition 2.7 in [11], ηk
converges to η weak-* if and only if ηk(E) → η(E) for every η-continuity set E (E is
Borel and η(∂E) = 0).
Let I = [a, b) be a basic interval and let  > 0. Define N = {x ∈ [0, 1] : |x − a| <
/2}∪{x ∈ [0, 1] : |x−b| < /2}. Let f ∈ C[0, 1] be such that 0 ≤ f ≤ 1, f(a) = f(b) = 1,
and f ≡ 0 on NC . Take n large enough so that |Dn ∩N|/|Dn| < . Then
η(∂I) =
∫
χ∂I dη
≤
∫
f dη
= lim
k→∞
∫
f dηk
= lim
k→∞
1
|Dk|
∑
x∈Dk
f(x)
≤ lim
k→∞
|Dk ∩N|
|Dk|
≤ |Dn ∩N||Dn|
< .
The second to last inequality follows from the fact that as the division process continues,
|Dk| grows by a factor of 2 and |Dk ∩N| grows by at most a factor of 2. Therefore, for
k > n,
|Dk ∩N|
|Dk| ≤
|Dn ∩N|
|Dn| .
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By Proposition 2.1.4, ηk(I)→ η(I) for each basic interval I. Since  > 0 was arbitrary,
we conclude that η(∂I) = 0 and I is an η-continuity set. Therefore, the measures η and
ψµ1/2 agree on the family of basic intervals, and hence on the full σ-algebra. Thus, every
cluster point of {ηk} is ψµ1/2, and ηk converges to ψµ1/2 weak-*. 
One can also show that {ηk} converges weak-* to ψµ1/2 by approximating continuous
functions by step functions. This gives a second proof of Theorem 2.1.8.
Proof 2. Let f ∈ C[0, 1] and let Pk(x) = [ak(x), bk(x)) denote the basic interval at step
k to which x belongs. Now define a step function gk by gk(x) = f(ak(x)). Then gk is
constant on each basic interval I created at step k.
Given  > 0, from the continuity of f there exists δ > 0 such that |x− y| < δ implies
|f(x)−f(y)| < . Take k large enough so that 2−k < δ. Then ‖f−gk‖∞ < . It follows from
the definition of ηk ∈ C[0, 1]∗ that ηk(f) =
∫
f dηk =
∫
gk dηk. Also,
∫
gk dηK =
∫
gk dηk
for all K > k. Because gk is a linear combination of characteristic functions of basic
intervals and ηk converges to ψµ1/2 on the set of basic intervals, limK→∞
∫
gk dηK =∫
gk dηk =
∫
gk dψµ1/2.
Since ηk(f) =
∫
gk dηk =
∫
gk dψµ1/2 and
∣∣∫ gk dψµ1/2 − ∫ f dψµ1/2∣∣ < , it follows
that
∣∣ηk(f)− ψµ1/2(f)∣∣ < . Letting  → 0, ηk(f) → ψµ1/2(f) for each f ∈ C[0, 1].
Therefore, {ηK} converges weak-* to ψµ1/2 ∈ C[0, 1]∗. 
Remark 2.1.9. Since two different ergodic measures are mutually singular, µα⊥µβ
for α 6= β. Therefore, the extension ψµ1/2 of ηα is mutually singular with respect to
Lebesgue measure m when α 6= 1/2. This follows from the fact that m is the image
of µα = B(α, 1 − α) under our map ψ, and ηα was shown to be the image of µ1/2 =
B(1/2, 1/2).
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2.2. Dividing Only the Largest Subinterval(s)
Next, consider the division scheme where at each step only the basic interval(s) of
greatest length are divided. Again, the results presented in this section are well-known
and are included as necessary background for Chapter 3. As with the first division
process, we have the convention that 0 and α are division points created at the first step,
and 1 will not be considered a division point. Let Ek be the set of division points at
step k, and as in the last section and let Pk denote the partition consisting of the basic
intervals at step k, so that P(x) is the basic interval created at step k to which x belongs.
Define an element of C[0, 1]∗ in the following way.
Definition 2.2.1. For each k ∈ N, let νk ∈ C[0, 1]∗ be defined by
νk(f) =
1
|Ek|
∑
x∈Ek
f(x)
for all f ∈ C[0, 1].
By the Riesz Representation Theorem, this linear functional on C[0, 1] defines a Borel
(probability) measure, also denoted by νk, so that νk(f) =
∫
f dνk.
As with the previous division scheme, we can see that νk(I) is defined for subintervals
I of [0, 1) and that νk(I) = |Ek ∩ I|/|Ek|. However, for the division process, one could
easily calculate the number of basic intervals and division points that are present after
each step in the division process. With this division process, however, the number of
division points and basic intervals depends on the relationships between powers of α and
powers of β = 1− α. Therefore, one cannot explicitly calculate limk→∞ νk(I) for a basic
interval I, since it requires knowing the number of division points present at each step.
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However, since the closed unit ball in C[0, 1]∗ is compact, there is a weak-* limit point of
the sequence of measures {νk}.
Proposition 2.2.2. Let να be a weak-* limit point for the {νk}. Then να is equivalent
to Lebesgue measure m.
Proof. If α = 1/2, dividing the largest basic interval(s) corresponds to dividing all basic
intervals at each step, because every subinterval will be of the same length at each step
in the division process. In this case µα = µ1/2, and by Remark 2.1.9, ψµα = m = ψµ1/2.
So νk → m by Theorem 2.1.8.
Therefore, without loss of generality, assume that α < β = 1 − α. As in [1, 38],
let Lk denote the length of the longest basic interval(s) at step k and let lk denote the
length of the shortest basic interval(s) at step k. Then αLk ≤ lk ≤ Lk. The reason for
the first inequality is that if there were a basic interval at step k shorter than αLk, then
the interval(s) of longest length Lk would have to have already been divided [30, 38].
From this inequality it follows that for f ∈ C[0, 1], ∫ f dνα is between two multiples
of
∑
x∈Ek f(x)l(Pk(x)), which is a Riemann sum for
∫
f dm. Therefore να ∼ m. 
Theorem 2.2.3. As defined above, να = m.
Proof. This follows from Kakutani’s Pascal argument [1, 30, 38], the outline of which
we provide as a guide for dealing with a higher-dimensional analogue in Chapter 3.
Let I be a basic interval corresponding to a cylinder set C = [c1c2 . . . cn]. Then the
Pascal adic transformation T on [0, 1] (or T−1 if C is determined by a maximal block)
maps I to I ′, an interval with a corresponding cylinder set defined by a block which
is a permutation of C. Then I and I ′ have the same length, and therefore they are
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divided for the first time at the same division step, and continue to be divided in the
same manner. As a result, for each Borel set E ⊂ I, the weak-* limit point να will give
the same measure to E ⊂ I and its image T (E) ⊂ I ′.
Therefore, the Borel probability measure να is invariant under the Pascal map, as
is Lebesgue measure m. The Pascal map is ergodic with respect to m, by a direct
calculation with binomial coefficients. Alternatively, this follows by the Hewitt-Savage
0-1 Law (see [30, 38] for more details). Two different ergodic probability measures for
the same transformation are mutually singular. However, να ∼ m by Proposition 2.2.2,
so να = m. 
Recall that for α 6= 1/2, ηα⊥m. Then by Theorem 2.2.3, ηα⊥να as well.
Example 2.2.4. A special case: α = 1/γ
In the setting of dividing only the largest subinterval(s) at each step, we consider
the particular example when α = 1/γ, where γ = (1 +
√
5)/2 is the golden mean.
In this setting, results regarding the convergence of the sequence of measures can be
obtained without applying Kakutani’s arguments because the division points can be
counted explicitly, as in the case of dividing every subinterval.
For α = 1/γ, β = 1−α = α2 and, more generally, αn−αn+1 = αn+2. This implies that
after the first division the two subintervals created have lengths α and α2. As α > α2,
after the second division step there are two basic intervals of length α2, namely [0, α2)
and [α, 1), and one of length α3, namely [α2, α).
Let Fn denote the n’th Fibonacci number, with the convention that the Fibonacci
numbers begin with F0 = 1, F1 = 1, Fn = Fn−1 + Fn−2 for n ≥ 2. After k division
steps, there are Fk+2 division points and Fk+2 basic intervals, Fk+1 of which are of length
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αk and Fk of which are of length α
k+1. Unlike the general setting of diving the largest
subinterval(s), in this special case we can explicitly count the total number of division
points at each step, as well as the number of division points in each basic interval.
Proposition 2.2.5. For the case α = 1/γ, limk→∞ νk(I) = να(I) exists for each
basic interval I. Moreover, this limit is the Lebesgue measure m(I).
Proof. Let I be a basic interval created at step j with length αj+1, the smaller of the
two lengths of basic intervals at this step in the division process. Then I will not be
divided again until step j + 2, and the number of division points in I will grow like the
Fibonacci sequence, as will the total number of division points in [0, 1). In particular,
νk+j(I) = Fk+1/Fj+k+2. Therefore, the να measure of a basic interval is given by
να(I) = lim
k→∞
νk(I)
= lim
k→∞
νk+j(I)
= lim
k→∞
Fk+1
Fj+k+2
= lim
k→∞
(
Fk+1
Fk+2
· Fk+2
Fk+3
· · · Fj+k
Fj+k+1
· Fj+k+1
Fj+k+2
)
= αj+1.
Next take I to a general basic interval created at step of the larger length, αj. Then
I has the same length as an interval I ′ created at step j − 1 of smaller length. These
intervals are subdivided for the first time at the same division step and divided in the
same manner for each step after that, so they have the same measure with respect to να.
Therefore, να = m on the set of all basic intervals. 
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Proposition 2.2.6. For the case α = 1/γ, να extends to a measure on [0, 1] and this
extension is the measure m.
Proof. Applying Proposition 2.1.6 and Theorem 2.1.7, να extends to a nonnegative set
function on the σ-algebra generated by basic intervals. Since this extension is unique and
να agrees with m on basic intervals, the extension of να must be m. So να extends to a
measure on [0, 1]. In particular, να extends to m. 
 
Figure 2.1. The Fibonacci substitution on the unit interval
Theorem 2.2.7. νk → m weak-*.
Proof. This follows from the argument in the proof of Theorem 2.1.8. 
Remark 2.2.8. The case α = 1/γ is related to the Fibonacci substitution as seen in
Figure 2.1. An interval labeled 0 is divided into two intervals, the first we label by 0,
the second by 1, mirroring the substitution 0 7→ 01. The interval labeled 1 maintains its
length but is relabeled by 0, which mirrors the substitution 1 → 0. Again the intervals
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labeled with 0’s are divided into two, because they have the larger lengths, one labeled
0 and one labeled 1, and the interval labeled 1 maintains its length and is relabeled with
0. We revisit the Fibonacci substitution, viewed as a particular Sturmian system, in
Chapter 4.
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CHAPTER 3
Measures Arising from Pinwheel Substitutions
In this chapter we extend the 1-dimensional problems discussed in Chapter 2 about
the distribution of division points in an interval to a 2-dimensional setting of dividing a
right triangular region R into five smaller triangles, all similar to the original. Again, we
consider two division schemes: dividing every triangle at each division step and dividing
only the largest triangle(s). As with the division of the unit interval, assigning weights
to the vertices which arise from the substitution results in measures on R. Note that
the results in this chapter hold for any right triangular region, so we are dealing with
a class of examples for each division scheme. The results that we obtain for the 2-
dimensional division processes are analogous to the results mentioned in Chapter 2. We
show that for the case of dividing every triangle at each division step, when the lengths
of the legs of the triangle do not have a ratio 2:1 the division point measures converge
to a measure which is mutually singular with respect to normalized Lebesgue measure
m, and when the lengths of the legs have a ratio of 2:1, they converge to normalized
Lebesgue measure m. However, when only the largest triangles are divided at each step,
we show that the division point measures converge to normalized Lebesgue measure m,
regardless of the ratio of the sides of the legs. The substitutions discussed in this chapter
are generalizations of Conway’s pinwheel substitution, which we now define formally.
Definition 3.0.1. Let RC be a right triangle with legs whose lengths are in a ratio of
2:1 and let PC be the set of tiles consisting of RC , its reflection, and their rotations. Con-
way’s pinwheel substitution is a tiling substitution defined by an inflation and subdivision
rule. Tiles in PC are inflated by λ =
√
5 and divided into five congruent triangles:
Definition 3.0.2. The tiling of R2 which results from Conway’s pinwheel substitution
coupled with a rotation by tan−1(1/2) clockwise repeated ad infinitum is called Conway’s
pinwheel tiling.
Many aspects and characteristics of Conway’s pinwheel tiling have been studied by
Lorenzo Sadun [51], Charles Radin [46, 44, 45], and others [20, 27] in the past decade.
Conway’s tiling was modified by L. Sadun [51] so that the right triangle no longer has
the 2:1 ratio for the lengths of its legs. While the original right triangle is subdivided and
expanded in the same manner as Conway’s pinwheel substitution, the five new triangles
created by the division of a single triangle are not all congruent to one another. There are
four triangles of one size and a single triangle of a second size, all similar to the original.
As with Kakutani’s interval splitting procedure, Sadun’s generalization involves dividing
only the largest triangle(s) at each step.
Unlike the substitutions with expansion which generate tilings of the plane, we con-
sider just the division process on the right triangle R, without the expansion, first for
the case of dividing all triangles, and then for the case of dividing only the triangle(s)
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of largest size. In each case, care must be taken when counting the vertices, since each
vertex may serve as a vertex for several triangles. Similarly, each edge may have a tri-
angle on either side of it. This difficulty in counting did not exist for the counting of
division points in the 1-dimensional setting when dividing every subinterval of the unit
interval. In fact, we must look at another substitution in order to obtain accurate counts
of vertices and edges as the division process continues. Also, it is necessary to show that
the triangle edges have measure 0 with respect to all of the limiting measures, which is
more difficult for line segments than it is for points, which is what was necessary in the
1-dimensional case.
The results we found regarding the distribution of vertices coming from the division
process may give insight into properties of the corresponding tiling systems that are
generated when the expansions are restored.
3.1. Dividing Every Triangle
Let R be a closed right triangle with base angle θ. Let a denote the length of the
side opposite θ, b the length of the leg adjacent to θ, and c the length of the hypotenuse
of R, with the convention a ≤ b (see Figure 3.1). Also, normalize R so that m(R) = 1.
We define a pinwheel substitution as the following division of the region R:
• create an altitude from the vertex at the right angle to the hypotenuse
• draw a segment from the midpoint of the longer leg perpendicular to the hy-
potenuse
• from the midpoint of the longer leg draw a segment to the point where the
altitude meets the hypotenuse
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 Figure 3.1. The closed right triangle R
• from the midpoint of the longer leg draw a segment to the midpoint of the
altitude
This division process is then repeated ad infinitum on each of the new triangles
created; the first step is shown in Figure 3.2. We consider first the case of dividing all
triangles at each step. We adopt the following term, which we will also for the case of
dividing only the largest triangle(s) at each division step discussed in Section 3.2.
Definition 3.1.1. A subtriangle t of R is a basic triangle if t is created as a result
of the division process.
 
Figure 3.2. The division process
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 Figure 3.3. Labeling of basic triangles
The five triangles created by dividing a basic triangle can be systematically labeled,
as in Figure 3.3. Then each basic triangle T created at step k is labeled by a sequence
x1x2 . . . xk, where the i’th term of the sequence corresponds to the label of the basic
triangle created at the i’th step that T is contained in. Each point in R has an associated
infinite sequence in Σ+5 = {1, 2, 3, 4, 5}Z+ , and points on the boundary of a basic triangle
have finitely many sequences associated to them.
Definition 3.1.2. For each α ∈ (0, 1), define µα to be the Bernoulli measure B(α, α, α, α, 1−
4α) on Σ+5 .
Define a map ψ : Σ+5 → R by mapping an infinite sequence to the point in the
compact region R whose labeling is given by that sequence. The inverse image of a basic
triangle is a cylinder set. This map fails to be 1-1 only on the union of the edges of basic
triangles, which will be shown to have measure 0 in Proposition 3.1.18. The continuous
map ψ sends the measure µ1/5 = B(1/5, 1/5, 1/5, 1/5, 1/5) on Σ+5 to a measure ψµ1/5 on
R.
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By the boundary of R, denoted by ∂R, we mean the boundary of R before any
division, so that ∂R does not change as the division continues. By an edge in R, we
mean a segment between two vertices which does not contain a vertex. Therefore, an edge
may not necessarily be a side of a basic triangle. Let Ek denote the set of edges inR which
are present after k division steps, Vk denote the set of vertices of basic triangles present
after k division steps, and Tk denote the set of basic triangles present after k division
steps. By assigning a point mass to each division point, or vertex of the triangles, created
by the division process, we obtain a probability measure on R. In particular, we define
three sequences of measures coming from this substitution in more detail in Section 3.1.3,
but we mention them briefly now. The measure ρk is the distribution of vertices after
k division steps, where each vertex is counted with multiplicity. The measure ξk is the
distribution of basic triangles after k division steps. The measure ωk is the distribution
of vertices after k division steps, with each vertex counted only once. Each of these
sequences of measures has the same limiting measure.
Theorem 3.1.3. Each of the {ξk}, {ρk} and {ωk} converges to the measure ψµ1/5.
This measure is mutually singular with respect to Lebesgue measure m unless b = 2a, in
which case it is equal to Lebesgue measure.
In order to prove this theorem, we will count the number of edges and vertices present
after each division step. In Section 3.1.3 we clarify the relationships among the measures
ξk, ρk, and ωk.
3.1.1. Substitution Based on Division of the Edges. The division of basic triangles
produces new basic triangles and new edges. To be able to count the edges, we label each
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side of a triangle according to its “type.” This gives rise to a substitution on the alphabet
of edge types. Label with h any edge that is the hypotenuse of a basic triangle, with l
any edge which is the longer of the two legs (the leg adjacent to θ) of a basic triangle,
and with s any edge which serves as the shorter of the two legs (the leg opposite θ) of
a basic triangle. We say that these edges are of type h, l and s respectively. Under the
division scheme, an edge labeled h is divided into three segments, two labeled l and one
labeled s; l is divided into two equal segments, both labeled h; s is not actually divided,
but is replaced by and edge labeled h (see Figure 3.4).
The matrix for this substitution on the alphabet A = {s, l, h} describing what occurs
on ∂R as a result of the division process is given by :
s l h
s
l
h

0 0 1
0 0 2
1 2 0
 = A.
The eigenvalues of this matrix are 0 and ±√5. The eigenvector corresponding to the
Perron-Frobenius eigenvalue
√
5 is (1 2
√
5). Graphically, the edge substitution is
s
>
>>
>>
>>
> l
  



  



h
^^>>>>>>>>
@@
@@
so this substitution has period two.
While ∂R does not change as the division process continues, the number of edges
along the boundary does change, since each initial edge on the boundary is eventually
divided. An internal edge is an edge created by the division of a basic triangle which
does not lie on ∂R, as shown in Figure 3.5. Similarly, an internal vertex is a vertex
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 Figure 3.4. The division process on the boundary of R
created by the division process which is not on the boundary on R. There are two edges
in the interior of R created after the first division step which cannot be labeled by an
h, l or s because the ways each is divided does not agree with the division of the edge
types just described. Label by hˆ any edge which is a hypotenuse that is shared by two
interior triangles which are reflections of each other. This edge is divided differently than
an edge of type h; the details will be discussed later in this section. Label with sˆ the
segment that can be considered two “shorts” or a single “long” side of a basic triangle,
depending on which side of the edge one considers (see Figure 3.5). While sˆ contains a
vertex in its interior and therefore is actually two edges, we will still call sˆ an edge label
or edge type.
Repeating the division process so that each of these new internal edge types are
divided, we have that hˆ 7→ llslls (realizing that this edge is part of two triangles and
divided differently in each), and sˆ 7→ hhˆ. Also, note the the internal edges labeled s and
l are divided in the same manner as the edges s and l on the boundary, which is why no
new edge label was introduced. Therefore, the matrix for the substitution that describes
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 Figure 3.5. Internal Edges
the production of new edges when the internal edges are divided is:
s l h hˆ sˆ
s
l
h
hˆ
sˆ

0 0 1 0 0
0 0 2 0 0
1 2 0 0 0
2 4 0 0 0
0 0 1 1 0

= M.
The eigenvalues of M are 0 and ±√5. The eigenvector corresponding to the Perron-
Frobenius eigenvalue
√
5 is (1 2
√
5 2
√
5 3).
To count the total number of edges present at each step in the division process, we
focus on how the number of edges changes at each division step. Recall that an edge of
type sˆ is actually two edges. As the division process continues, at step k the 5k−1 basic
triangles from the step before each contribute new edges; one of type s; one of type l; one
of type hˆ; and one of type sˆ. Also, the internal edges created at step n, which come from
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 Figure 3.6. Division along the edge hˆ when b = a
the 5n−1 basic triangles created at step n − 1, have gone through the division process
k − n times at step k. However, this logic alone leads to an overcounting of the edges.
Although an edge of type hˆ is divided into two edges of type l and one of type s on each
side, it is not replaced by six edges. The actual number of edges created depends on the
relationship between a and b.
By using the ratios of corresponding sides of similar triangles, one can see that when
an edge of type h or hˆ is divided, the edges of type l created are each b2/(2c2) times
 
Figure 3.7. Division along the edge hˆ when b =
√
2a
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 Figure 3.8. Division along the edge hˆ when b >
√
2a
the length of the edge that was divided and the edge of type s created is a2/c2 times
the length of the edge that was divided. Because b ≥ a, it follows that b2/c2 ≥ a2/c2.
In other words, the length of the two edges labeled l together is at least as great as the
length of the edge labeled s. If b = a, then b2/c2 = a2/c2 so that the edges of type s
created when an edge of type hˆ or h is divided are half the length of the edge of type l.
Therefore, in this case four edges are created when a side of type hˆ is divided (see Figure
 
Figure 3.9. Division along the edge hˆ when b <
√
2a
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3.6). If b =
√
2a, then b2/(2c2) = a2/c2 and the edges of type s and l created by dividing
an edge of type hˆ have the same length, so an edge of type hˆ is divided into three edges
(see Figure 3.7). If b >
√
2a, then b2/(2c2) > a2/c2. Therefore, the length of each edge of
type l is greater than the length of the edge of type s created when an edge of type hˆ is
divided (see Figure 3.8). If b <
√
2a, then b2/(2c2) < a2/c2 and the edges of type l each
have length less than the length of the edge of type s created when an edge of type hˆ is
divided. In either case, there is an overlapping of edges created by the division on each
side of the edge hˆ after a division step, so that five edges are created (see Figure 3.9).
|Ek|, the total number of edges present after k division steps, depends on the relation-
ship between a and b (the lengths of the legs of R). There are three cases because of the
different ways an edge labeled hˆ can be divided. Let 1 denote the vector (1 1 1). Then
we have the following.
Proposition 3.1.4. Suppose that every basic triangle is divided at each step in the
division process.
(1) If b 6= a and b 6= √2a, then |Ek| is
1 · Ak · 1t +
k∑
n=1
5n−1(1 1 0 1 1)Mk−n(1 1 1 1 2)t −
k−1∑
n=1
5n−1 −
k−2∑
n=1
5n−1,
or equivalently
1 · Ak · 1t +
k∑
j=1
(
5j−1(1 1 0 1 1)(1 1 1 1 2)t +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1(0 1 2 4 0)t
)
.
(2) If b = a, then |Ek| is
1 · Ak · 1t +
k∑
n=1
5n−1(1 1 0 1 1)Mk−n(1 1 1 1 2)t − 2
k−1∑
n=1
5n−1 − 2
k−2∑
n=1
5n−1,
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or equivalently
1 · Ak · 1t +
k∑
j=1
(
5j−1(1 1 0 1 1)(1 1 1 1 2)t +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1(0 1 2 3 0)t
)
.
(3) If b =
√
2a then |Ek| is
1 · Ak · 1t +
k∑
n=1
5n−1(1 1 0 1 1)Mk−n(1 1 1 1 2)t − 3
k−1∑
n=1
5n−1 − 3
k−2∑
n=1
5n−1,
or equivalently
1 · Ak · 1t +
k∑
j=1
(
5j−1(1 1 0 1 1)(1 1 1 1 2)t +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1(0 1 2 2 0)t
)
.
Proof. The overcounting which needs to be accounted for comes from the division of
edges of type hˆ. Therefore, we must first determine the total number of edges of type hˆ
that have been divided at or before step k. An edge of type hˆ is created in one of two
ways: (1) by the division of a basic triangle and (2) by the division of an edge of type
sˆ. At the n’th step, 5n−1 new edges of type hˆ are created by the division of each of the
basic triangles present at the previous step. The number of edges of type hˆ created at
step n that are contributed by the division of edges of type sˆ is the number of edges of
type sˆ that are divided for the first time at step n, which is 5n−2, since these edges were
created at step n − 1 by the 5n−2 basic triangles present at step n − 2. Thus, the total
number of edges of type hˆ that have been divided after k steps in the division process,
which is the same as the number of edges of type hˆ present at step k − 1, is
(3.1.1)
k−1∑
n=1
5n−1 +
k−1∑
n=2
5n−2.
The first sum represents the edges of type hˆ created by the division on the interior of
basic triangles at or before step k and the second sum represents the edges of type hˆ
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created by dividing an edge of type sˆ which itself has been divided at or before step k.
Note that edges of type sˆ do not get divided until step 2, so the second sum begins with
n = 2.
When a triangle is divided, it creates one internal edge of type s, l, hˆ and s, and no
edges of type h. Therefore, we set u = (1 1 0 1 1), so that 5n−1u is the vector indicating
the total number of new internal edges of type s, l, h, hˆ and sˆ respectively created at
step n. At step k, these edges have been divided k − n times, so 5n−1uMk−n is a
vector (x1 x2 x3 x4 x5) that gives the total number of internal edges of type s, l, h, hˆ and sˆ
respectively which have been created at step k by the division of the internal edges which
were created at step n. The edge of type sˆ is considered two edges, so set v = (1 1 1 1 2).
Then 5n−1uMnvt gives the total number of internal edges that exist after k division steps
which were created by the division of internal edges that appeared for the first time after
step n, without taking into account the overcounting contributed by the edges of type
hˆ. Summing from n = 1 to n = k gives the total number of internal edges present, with
some overcounting that we now compensate for.
For the case b 6= a and b 6= √2a, 5 edges are formed by the division of an edge of type
hˆ. Therefore, there is an overcounting of one edge for each edge of type hˆ that has been
divided at or before step k, when using the matrix for the substitution. Modify (3.1.1)
so that both sums begin with n = 1. Then the number of internal edges after k division
steps is
(3.1.2)
k∑
n=1
5n−1 uMk−n vt −
k−1∑
n=1
5n−1 −
k−2∑
n=1
5n−1.
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The number of edges present on the boundary of R after k division steps is given by
(3.1.3) 1 · Ak · 1t.
Adding (3.1.2) and (3.1.3) results in the total number of edges after k divisions when
b 6= a and b 6= √2a.
There is a second method for counting the number of internal edges which involves
counting how many edges are added to the total number of edges which were present at
the previous step. Because this approach is useful when counting the number of vertices
present after each division step, we also provide the details of this method for obtaining
an equivalent formula for the total number of edges.
An edge of type s is replaced by an edge of type h, so no “new” edge is contributed to
the total number of edges. An edge of type l is replaced by two edges, so when an edge
of type l is divided, it contributes a single new internal edge to the total edge count. An
edge of type h is divided into three edges, contributing two new edges to the total edge
count. For the case b 6= √2a and b 6= a, an edge of type hˆ is replaced by five edges, so
it contributes four new internal edges to the total edge count. Because sˆ is considered
to be two edges initially, it does not contribute any new edges to the total count when
divided.
New internal edges are also created at step k when the 5k−1 basic triangles present
at step k − 1 are divided. Let w = (0 1 2 4 0). This vector represents the number of new
edges contributed to the total count when an edge of type s, l, h, hˆ or sˆ is divided for the
case b 6= a and b 6= √2a. Then the number of new internal edges created at step k is
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given by
(3.1.4) 5k−1 u vt +
k−1∑
n=1
5n−1 uMk−n−1wt.
The first term gives the total number of edges created by dividing the basic triangles
present at the previous step, and the summation gives the total number of new edges
formed by dividing the internal edges present at the previous step.
The total number of internal edges at step k is then found by calculating the double
sum
(3.1.5)
k∑
j=1
(
5j−1 u vt +
j−1∑
n=1
5n−1 uM j−n−1wt
)
.
Adding (3.1.3) and (3.1.5) is then equivalent to the sum of (3.1.2) and (3.1.3), both of
which give the total number of edges present after k division steps. These formulas prove
part (1).
As already discussed, if b = a an edge of type hˆ is replaced by four edges, not six,
when it is divided. Therefore, there is an overcounting of two edges for every edge of
type hˆ that has been divided, so that the total overcounting at step k is twice the value
obtained from (3.1.1). Making this adjustment in (3.1.2) gives us the first formula for
part (2). When considering the second counting method, in this case dividing an edge
of type hˆ contributes three new edges to the total edge count. Therefore, the column
vector that serves to count edges must be changed. Replacing the vector w by (0 1 2 3 0)
in (3.1.5) gives the new count for the internal edges for the case b = a and proves part
(2).
When b =
√
2a, an edge of type hˆ is replaced by three edges when it is divided.
Therefore, there is an overcounting by three edges for every edge of type hˆ that has been
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divided, so that at step k the amount of overcounting is three times the value obtained
from (3.1.1). Adjusting (3.1.2) accordingly gives the first formula in part (3). For the
second counting method, in this case two new edges are created when an edge of type hˆ
is divided. Replacing w by (0 1 2 2 0) in (3.1.5) gives the new count for the internal edges
for the case b =
√
2a, proving part (3). 
3.1.2. Using Edge Counts to Count Vertices. A full understanding of the division
of the edges, both on the boundary and the interior of R, allows us to count the number
of vertices of basic triangles present after k steps of the division process. Each edge
E ∈ Ek ∩ ∂R has two vertices and every V ∈ Vk ∩ ∂R is shared by two edges in Ek ∩ ∂R.
Therefore, the number of vertices on the boundary of R after step k is exactly the same
as the number of edges on the boundary after step k, which is
(3.1.6) |Vk ∩ ∂R| = |Ek ∩ ∂R| = 1 · Ak · 1t.
Edges are replaced by a new number of edges at each step in the division process,
which allowed for the first counting method to find the total number of edges. However, no
vertex is “replaced” by a different number of vertices. Instead, new vertices are constantly
added to the total count of vertices as the division process continues. Therefore, only
the second counting method which was used for the edge counts can be extended to find
the total number of vertices. As with the edges, there are different formulas for counting
vertices depending on the relationship between a and b, with the same three cases.
Proposition 3.1.5. Suppose that every basic triangle is subdivided at each step in
the division process.
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(1) If b 6= a and b 6= √2a, then |Vk| is
1 · Ak · 1t +
k∑
j=1
(
5j−1 +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1 (0 1 2 4 0)t
)
.
(2) If b = a, then |Vk| is
1 · Ak · 1t +
k∑
j=1
(
5j−1 +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1(0 1 2 3 0)t
)
.
(3) If b =
√
2a, then |Vk| is
1 · Ak · 1t +
k∑
j=1
(
5j−1 +
j−1∑
n=1
5n−1(1 1 0 1 1)M j−n−1(0 1 2 2 0)t
)
.
Before turning to the proof of this proposition, note that after one division step
there is a single internal vertex, the vertex that lies on the edge of type sˆ. At step k
of the division process, 5k−1 basic triangles are divided, along with their edges. Each
basic triangle contributes a single new vertex when subdivided, since each contributes an
internal edge of type sˆ.
The number of new vertices created when an edge is divided is the same as the
number of “new” edges created by the division. Therefore dividing an edge of type s or
sˆ contributes no new vertices, dividing an edge of type l contributes one new vertex, and
dividing an edge of type h contributes two new vertices. For the edge type hˆ there are
three cases: b 6= a and b 6= √2a; b = a; b = √2a. In the first case, dividing an edge
of type hˆ contributes four new vertices. In the second case, dividing an edge of type hˆ
contributes three new vertices. In the third case, dividing an edge of type hˆ contributes
two new vertices. This gives us three different counts for the total number of vertices
present after k division steps, depending on the relationship between a and b.
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Proof of Proposition 3.1.5. We have that the number of vertices on the boundary of R
after k division steps is given by 1·Ak ·1t. It remains to count the total number of internal
vertices. Recall that after one step in the division process, there is a single internal edge
of type s, l, hˆ, and sˆ and no internal edges of type h. Therefore, the vector u = (1 1 0 1 1)
plays the same role as for the edge count. Because the number of new vertices is the
same as the number of “new” edges, we again use the vector w = (0 1 2 4 0) to represent
the number of new vertices contributed to the total by dividing an edge of type s, l, h, hˆ
and sˆ respectively. Also, an edge that is created at step n does not contribute a new
internal vertex until it is divided at the next step. Together with the new vertices coming
from the basic triangles, the number of new internal vertices created at the k’th step is
calculated by
(3.1.7) 5k−1 +
k−1∑
n=1
5n−1 uMk−n−1wt.
The first term accounts for all of the new internal vertices that are on the new edges of
type sˆ created by dividing the 5k−1 basic triangles that were created at step k − 1. The
second term takes into account the pre-existing internal edges and the number of times
they have each been divided. At step n, there are 5n−1 new internal edges of each edge
type s, l, hˆ, and sˆ created by dividing the basic triangles of the step before. At step k,
these edges have been divided k − n times; 5n−1uMk−n−1 is a vector giving the number
of each edge type present after k−1 division steps; and multiplying by wt gives the total
after k division steps, since w specifies the number of new vertices contributed dividing
each edge type a single time.
Only the number of new internal vertices created at step k is represented by (3.1.7).
The total number of internal vertices present at step k is found by adding the number
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present at step k − 1 with the number newly created at step k. This is the double sum
(3.1.8)
k∑
j=1
(
5j−1 +
j−1∑
n=1
5n−1 uM j−n−1wt
)
.
Adding (3.1.6) and (3.1.8) gives the total number of vertices in R after k steps of the
division process.
If b = a, when an edge of type hˆ is divided there are three vertices added to the
internal vertices count. The matrix of the substitution does not change, only the column
vector that serves to count vertices. Replacing w by (0 1 2 3 0) in (3.1.8) gives the total
number of internal vertices for this case.
If b =
√
2a, when an edge of type hˆ is divided two new vertices are added to the total
count of interval vertices. Replacing w by (0 1 2 2 0) in (3.1.8) gives the total number of
internal vertices for this case. 
Remark 3.1.6. From topology, any triangulation of an object in the plane should
satisfy v − e+ f = 1, where v, e, and f denote the number of vertices, edges, and faces,
respectively. We verify that this equality does hold for our triangulation.
Note that the number of vertices on the boundary is equal to the number of edges on
the boundary at any given step in the division process, so when computing v− e+ f we
only need to consider the number of internal vertices and internal edges along with the
number of faces, which in this setting are basic triangles. Therefore, for the case b 6= a
and b 6= √2a, the formula for v − e+ f for the k’th triangulation becomes
(3.1.9)
k∑
j=1
(
5j−1 +
j−1∑
n=1
5n−1uM j−n−1wt
)
−
k∑
j=1
(
5j−1uvt +
j−1∑
n=1
5n−1uM j−n−1wt
)
+ 5k.
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Notice that
5j−1uvt = 5j
and that the second parts of each double sum are identical, so that (3.1.9) simplifies to
k∑
j=1
5j−1 −
k∑
j=1
5j + 5k =
k∑
j=1
(5j−1 − 5j) + 5k = 50 − 5k + 5k = 1.
The calculations are similar for the cases b = a and b =
√
2a.
3.1.3. Measures Associated to the Division Process. This section looks in greater
detail at the three different sequences of measures, {ρk}, {ξk}, and {ωk} on R de-
scribed earlier. We establish several relationships among the various measures, and
we also show that each of the three sequences of measures based on the division pro-
cess has the same limiting measure, which is the image of the Bernoulli measure µ1/5 =
B(1/5, 1/5, 1/5, 1/5, 1/5) on Σ+5 under the continuous mapping ψ described earlier. First,
we introduce elements of C(R)∗ and provide a precise definition of each of the measures
on R that arise from these linear functionals.
Recall that Tk denotes the set of basic triangles that exist after k division steps. For
T ∈ Tk, let AT , BT , and CT denote the vertices of T , with AT the vertex at angle θ, CT
the vertex at the right angle of T , and BT the remaining vertex. The total number of
vertices at step k counted with multiplicity is 3|Tk|, since each T ∈ Tk contains three
vertices. When counting vertices with multiplicity, each V ∈ Vk is given a weight equal
to the number of T ∈ Tk such that V = AT , BT , or CT . Therefore, the total number of
weights assigned is equal to 3|Tk|.
Define an element of C(R)∗ as a linear combination of point masses at the vertices of
the triangles in Tk as follows.
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Definition 3.1.7. For each k ∈ N, let ρk ∈ C(R)∗ be defined by
ρk(f) =
1
3|Tk|
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT ))
for all f ∈ C(R).
By the Riesz Representation Theorem, there is a Borel (probability) measure, which
we also denote by ρk, so that ρk(f) =
∫
R f dρk for all f ∈ C(R).
Changing what point(s) in the basic triangles are used in defining a linear functional
gives a different measure on R. For each T ∈ Tk, let bc(T ) denote the barycenter of T ,
the intersection point of the medians of T .
Definition 3.1.8. For each k ∈ N, let ξk ∈ C(R)∗ be defined by
ξk(f) =
1
|Tk|
∑
T∈Tk
f(bc(T ))
for all f ∈ C(R).
Applying the Riesz Representation Theorem, the linear functional ξk defines a Borel
(probability) measure on R, which we also denote by ξk.
Counting each vertex just once gives a third measure on R.
Definition 3.1.9. For each k ∈ N, let ωk ∈ C(R)∗ be defined by
ωk(f) =
1
|Vk|
∑
v∈Vk
f(v)
for all f ∈ C(R).
Again applying the Riesz Representation Theorem, the linear functional ωk on C(R)
defines a Borel (probability) measure onR which we also denote by ωk : ωk(f) =
∫
R f dωk.
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The following two propositions indicate how each of these Borel (probability) measures
are related to the distributions of vertices and basic triangles.
Proposition 3.1.10. Let E ⊂ R be a Borel set. Then ρk(E) is the weighted propor-
tion of vertices in E. That is,
ρk(E) =
1
3|Tk|
∑
T∈Tk
(χE(AT ) + χE(BT ) + χE(CT )).
Proof. First, for each point p ∈ R, let δp be the point mass measure defined by δp(f) =∫
f dδp = f(p) for f ∈ C(R). Define another measure, νp, by νp(E) = χE(p) for all
E ∈ B(R). To see that this does in fact define a measure, first note that νp(∅) = 0.
Next let {Ej} be a countable family of disjoint Borel sets. Then either p /∈ Ej for all
j or p ∈ Ej0 for some unique j0. In the first case νp(∪jEj) = 0 =
∑
j νp(Ej). In the
second case, νp(Ej) = 0 for j 6= j0, since the Ej are disjoint, and νp(Ej0) = 1. This gives
νp(∪jEj) = 1 =
∑
j νp(Ej), so νp is countably additive.
To see that νp = δp, first let ϕ be a simple function, ϕ(x) =
∑N
j=1 ajχEj(x), with
aj ∈ R, {Ej} ⊂ B(R) pairwise disjoint. Then
∫
ϕdνp =
N∑
j=1
ajνp(Ej) by definition of the integral
=

0 if p /∈ Ej for all j ∈ 1, 2 . . . , N
aj0 if p ∈ Ej0
= ϕ(p).
For f ∈ C(R), there exists a uniformly bounded sequence of simple functions ϕn so that
ϕn → f pointwise. Therefore, νp(f) = δp(f) for all f ∈ C(R).
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The measure ρk is a linear combination of measures of the form δp, where the points
p are vertices of basic triangles at step k: ρk =
1
3|Tk|
∑
T∈Tk(δAT + δBT + δCT ). Therefore,
given any Borel set E ⊂ R,
ρk(E) =
1
3|Tk|
∑
T∈Tk
(δAT (E) + δBT (E) + δCT (E)
=
1
3|Tk|
∑
T∈Tk
(χE(AT ) + χE(BT ) + χE(CT )).
This sum is exactly the number of vertices in E counted with multiplicity divided by the
total number of vertices, counted with multiplicity. 
Proposition 3.1.11. ξk(E) = |{T ∈ Tk : bc(T ) ∈ E}|/|Tk| for any Borel set E. Also,
ωk(E) = |Vk ∩ E|/|Vk| for any Borel set E.
Proof. These results follow by the same argument as in the proof of Proposition 3.1.10.

We now observe several relationships among the ρk, ξk, and ωk which will be useful
in proving Theorem 3.1.3.
Proposition 3.1.12. For non-negative valued f ∈ C(R), ωk(f) ≤ 6ρk(f) for all
k ∈ N.
Proof. Given n points in the plane, the number triangles one can create with these
points as vertices is bounded above by 2n− 4 < 2n [7]. Therefore, for any triangulation,
the number of triangles is less than or equal to twice the number of vertices. That is,
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|Tk| ≤ 2|Vk|, so 2/|Tk| ≥ 1/|Vk| . Also, for non-negative valued f ,
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT )) ≥
∑
v∈Vk
f(v)
because AT , BT and CT are in Vk when T ∈ Tk. Therefore,
6ρk(f) =
6
3|Tk|
∑
T∈Tk
f(AT ) + f(BT ) + f(CT )
=
2
|Tk|
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT ))
≥ 2|Tk|
∑
v∈Vk
f(v)
≥ 1|Vk|
∑
v∈Vk
f(v)
= ωk(f).

In order to bound ρk by a multiple of ωk, first one needs to know the maximum
number of basic triangles that can be shared by a single vertex. Because the angles of all
basic triangles are the same, there is a bound on the number of triangles that can share
a vertex.
Proposition 3.1.13. Each vertex created by the division process is the vertex of at
most eight basic triangles.
Proof. After a single division step, there is one vertex which is a vertex of four basic
triangles, the vertex created by bisecting the long leg. This is vertex v in Figure 3.4. In
the second step, the internal edges are divided for the first time. At this stage in the
division process there are two vertices each of which serve as a vertex of eight different
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basic triangles. These are the vertices created by dividing the internal edges of type sˆ and
l that were created by the first division; they are shown in Figure 3.10. As the division
process continues, dividing an internal edge of type l or sˆ results in a vertex that is the
vertex of eight basic triangles.
Figure 3.10. Two vertices are shared by eight subtriangles after two di-
vision steps, shown for the case b 6= a and b 6= √2a
Although Figure 3.10 depicts the case b 6= a and b 6= √2a, this sharing occurs
regardless of the relationship between a and b. When b 6= a and b 6= √2a, the second
division of hˆ does not introduce vertices which are shared. This is not true for the other
two cases for a and b.
When b = a, after two divisions there are six triangles that share a single vertex v,
two of which have right angles at that vertex (see Figure 3.6). After the next division
step, only the right angles will be divided, each into two smaller angles of θ and (pi/2−θ),
so that there are eight triangles which have vertex v as one of their vertices. For the case,
60
b =
√
2a, after two division steps there are two vertices, v1 and v2, that each serve as the
vertex of five basic triangles (see Figure 3.7). For both v1 and v2, three of the angles at
the vertex are right angles, which will be divided at the next division step, contributing
three more basic triangles that share this vertex, for a total of eight. That eight is in
fact the maximum number of basic triangles shared a common vertex, regardless of the
number of division steps, follows from the self-similarity of the division process on each
basic triangle.
First, notice that after two divisions every type of edge has been divided at least once.
Because the division is repeated on each basic triangle, no new internal vertex created
can be shared by more than eight triangles. Next notice that once a vertex is the vertex
of eight basic triangles, the number of basic triangles sharing this vertex cannot increase.
This follows from the fact that the only angle of a basic triangle that is affected by the
division process is the right angle, which is split into the angles θ and pi/2−θ. Therefore,
the only pre-existing angles that are divided are the right angles. However, none of the
vertices shared by eight triangles have a right angle present at that vertex. 
This allows us to state and prove the following relationship among ρk and ωk.
Proposition 3.1.14. For non-negative valued f ∈ C(R), ρk(f) ≤ 8ωk(f) for each
k ∈ N.
Proof. Each basic triangle has three vertices, but a vertex may serve as the vertex of
more than one basic triangle. As mentioned earlier, this occurs after just one division
step. triangles may also overlap and share vertices. Therefore, |Vk| < 3|Tk| for k ∈ N, or
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1/(3|Tk|) < 1/|Vk|. By Proposition 3.1.13,
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT )) ≤ 8
∑
v∈Vk
f(v).
Together, these inequalities give that
ρk(f) =
1
3|Tk|
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT ))
≤ 1|Vk|
∑
T∈Tk
(f(AT ) + f(BT ) + f(CT ))
≤ 8|Vk|
∑
v∈Vk
f(v)
= 8ωk(f).

Remark 3.1.15. The measures ρk and ωk are sums of the same point masses, the
vertices that exist after k division steps, but with different weights. Therefore, for each
k, ρk and ωk are equivalent in the sense of absolute continuity. That is, ρk ∼ ωk for all
k ∈ N. This also follows from Propositions 3.1.12 and 3.1.14.
Proposition 3.1.16. For all T ∈ TK, 0 < K ≤ k, ρk(T ) ≥ ξk(T ).
Proof. Let T ∈ Tk. Then ξk(T ) = 1/|Tk| = 5−k, since the only barycenter of a basic
triangle present at step k that is contained in T is its own. Because ρk(T ) involves
counting vertices with multiplicity, ρk(T ) ≥ (1 + 1 + 1)/(3|Tk|) = 1/|Tk| = 5−k. Now
let T ′ ∈ TK for some K < k. Then T ′ has been subdivided k −K times at step k, thus
containing the barycenters of 5k−K basic triangles in Tk. Because the total number of
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triangles after k steps is 5k, it follows that
ξk(T
′) =
5k−K
|Tk| =
5k−K
5k
= 5−K .
Next consider ρk(T
′). When vertices are counted with multiplicity, there are at least
3 · 5k−K vertices in T ′ ∩ Vk, since each vertex in T ′ may also be shared by other basic
triangles. Therefore
ρk(T
′) ≥ 3 · 5
k−K
3 · |Tk| =
5k−K
5k
= 5−K = ξk(T ′).

Remark 3.1.17. As the division process continues, the basic triangles decrease in area
and the vertices and barycenters of each basic triangles get closer. Using the substitution
on the edges as a guide, one can calculate the area of each of the basic triangles at each
step. As mentioned earlier, when an edge of type h or hˆ is divided, the edges of type
l created are each b2/(2c2) times the length of the edge that was divided and the edge
of type s created is a2/c2 times the length of the edge that was divided. By ratios of
corresponding sides of similar triangles, the edge of type l of each of the four congruent
triangles formed by dividing a basic triangle is b/(2c) times the length of the edge of type
l of the basic triangle that was divided. The edge of type s of the fifth triangle is a/c
times the length of the edge of type s of the basic triangle that was divided. Therefore,
recalling that m(R) = 1, the four congruent triangles created after the first division step
each have an area b2/(4c2) = r1 and the fifth triangle has an area a
2/c2 = r2. Because
b 6= 2a, and therefore r1 6= r2, after k divisions there are 5k basic triangles of k + 1
different sizes. Then the areas of the basic triangles present after k division steps are of
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the form
(r1)
k−j(r2)j,
where j ranges from 0 to k and is equal to the number of 5’s in the finite sequence in
{1, 2, 3, 4, 5} associated with that basic triangle. Also, either rk1 or rk2 is the maximum
area of the basic triangles after k divisions and the other is the minimum. If b > 2a then
r1 > r2 and there are 4
k basic triangles of maximum area equal to rk1 after k division
steps and one basic triangle of minimum area equal to rk2 after each division step. If
2a > b then r2 > r1 then there is a single basic triangle of maximum area equal to r
k
2
after each division step and 4k basic triangles of minimal area equal to rk1 after k division
steps.
Theorem 3.1.18. Any edge of a basic triangle in R has measure zero with respect to
Lebesgue measure m, ψµ1/5, and any limit point for {ξk}.
Proof. That an edge has measure 0 with respect to m is well known. We know that at
step k there are 5k basic triangles which cover R. Let L be an edge created at step j in
the division process. Recall that
√
5 is the Perron-Frobenius eigenvalue for the matrix
for the substitution on the edge labels, so |Ek| grows like
√
5
k
for large k. Therefore, the
number of basic triangles that intersect L at step k+ j compared to the total number of
basic triangles in R is bounded by
2(
√
5)k
5k+j
=
2
(
√
5)k5j
,
since each edge can be shared by two triangles. This ratio tends to 0 as k tends to ∞.
Therefore each edge in Ek has measure zero with respect to ψµ1/5 (which assigns equal
measure to each triangle in Tk).
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Next let ζ be a weak-* limit point for {ξk} and let  > 0. Define f ∈ C(R) so that
0 ≤ f ≤ 1 on R, f ≡ 1 on L and f ≡ 0 outside N(L), an  neighborhood of L. Choose
n large enough so that for k ≥ n, all triangles T ∈ Tk have a diameter less than  and
|{T ∈ Tn : T ∩N(L) 6= ∅}|/|Tn| < .
Then
ζ(L) =
∫
χL dζ
≤
∫
f dζ
= lim
i→∞
ξki(f)
= lim
i→∞
∑
T∈Tki f(bc(T ))
|Tki |
≤ lim
i→∞
1
|Tki |
|T ∈ Tki : T ∩N(L) 6= ∅|
≤ |T ∈ Tn : T ∩N(L)||Tn|
< .
The next to last inequality follows from the fact that as the division process continues
from one step to the next, the number of triangles which intersect N(L) can grow by
at most a factor of 5, but the total number of triangles grows by exactly a factor of 5,
implying that for all k > n,
|{T ∈ Tk : T ∩N(L) 6= ∅}|
|Tk| ≤
|{T ∈ Tn : T ∩N(L) 6= ∅}|
|Tn| .
The third to last inequality holds because the number of triangles which intersect N(L)
is at least as large as the number of triangles whose barycenters are in N and f(bc(T ) ≤ 1
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for basic triangles T whose barycenters are in N. Because  > 0 was arbitrary, we have
that ζ(L) = 0. 
Remark 3.1.19. ψµ1/5 ⊥ m unless b = 2a so that all subtriangles are congruent,
which is the case of Conway’s pinwheel. This is because the preimages under ψ are
µ1/5 ⊥ µb2/(4c2) for b 6= 2a.
The following lemma is stated for an arbitrary sequence of measures on a metric space
X. However, we will apply this result to subsequences of {ξk} on R.
Lemma 3.1.20. If a sequence of measures {νk} converges to ν weak-*, then for each
ν-continuity set E (Borel set with ν(∂E) = 0), νi(E)→ ν(E).
Proof. This is part of Proposition 2.7 in [11] and uses the fact that given a Borel set E
with ν(∂E) = 0, one can define functions f, g ∈ C(X) with 0 ≤ f, g ≤ 1, f ≤ χE ≤ g,
and
∫
(g − f) dν < . 
Proposition 3.1.21. ξ(T ) = limk→∞ ξk(T ) exists for each basic triangle T . More-
over, ξ(T ) = ψµ1/5(T ) for each basic triangle T .
Proof. Let T be a basic triangle created at step j in the division process. Recalling the
map ψ described earlier, ψµ1/5(T ) = (1/5)
j, since each cylinder set C = ψ−1(T ) ⊂ Σ+5
is of the form C = [c1c2 · · · cj] and under µ1/5 = B(1/5, 1/5, 1/5, 1/5, 1/5) each symbol
appears independently with probability 1/5. From earlier discussion about the number
of basic triangles after a given number of divisions, ξj+k(T ) = 5
k/5j+k for each k ≥ 0.
Therefore, limk→∞ ξk(T ) = limk→∞ ξj+k(T ) = limk→∞ 5k/5j+k = 1/5j. 
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Corollary 3.1.22. ξ is defined on the algebra generated by Tk and has a unique
extension to a Borel probability measure on R. In particular, this extension is ψµ1/5.
Proof. By Proposition 3.1.18, the set of edges has measure 0 with respect to ψµ1/5. Let
T ′k = ∪T∈TkT ◦. Then ∪kT ′k is a semialgebra and generates an algebra on which ξ and
ψµ1/5 agree. The basic triangles generate the Borel σ-algebra of R. The result then
follows from Proposition 2.1.6 and Theorem 2.1.7. 
Proposition 3.1.23. (ξk − ρk) converges to zero weak-* in C(R)∗.
Proof. The areas of the basic triangles at step k are of the form (r1)
j(r2)
k−j, where j
ranges from 0 to k and r1, r2 are as defined in Remark 3.1.17. Let r = max(r1, r2).
Then rk is the maximum area of a basic triangle at step k. We also know the lengths of
the sides of the basic triangle with largest area. They are each
√
rk times the length of
the corresponding side of R, so that the hypotenuse of the largest basic triangle(s) has
length rk/2c, the longer leg has length rk/2b and the shorter leg has length rk/2a. This
information allows us to compare the measure ξk, which depends on the barycenters of
basic triangles, with the measure ρk, which depends on the vertices of the basic triangles.
We have the following three inequalities involving the distance from bc(T ) to each of
the three vertices:
d(bc(T ), AT ) <
√
rkb2 +
rka2
4
(3.1.10)
d(bc(T ), BT ) <
√
rkb2
4
+ rka2(3.1.11)
d(bc(T ), CT ) <
rk/2c
2
+ rk/2b.(3.1.12)
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Each of these estimates could be improved upon, but they are sufficient for obtaining the
desired convergence. Both r1 and r2 are less than one, so as k → ∞ the upper bounds
for the distances from the barycenter to each of the vertices is approaching zero. Thus
for each f ∈ C(R),
|ξk(f)− ρk(f)| =
∣∣∣∣∣ 1|Tk|∑
T∈Tk
[
f(bc(T ))− f(AT ) + f(BT ) + f(CT )
3
]∣∣∣∣∣→ 0.

We now prove Theorem 3.1.3 for the sequences {ξk} and {ρk}.
Proof of Theorem 3.1.3 for {ξk} and {ρk}. First, we show that ξk → µ1/5. The closed
unit ball is compact in C(R)∗, so {ξk} has a cluster point ζ in C(R)∗. Let ζ ′ ∈ C(R)∗ be
another cluster point for {ξk}. Each basic triangle T is Borel with ζ(∂T ) = 0 = ζ ′(∂T )
by Proposition 3.1.18. Therefore, by Lemma 3.1.20 and Theorem 3.1.21, ζ ′ = ζ = ψµ1/5
on the set of basic triangles. The basic triangles generate the Borel σ-algebra of R, so
ζ ′ = ζ on all of R. That is, there is a single cluster point ζ, and therefore {ξk} converges
weak-* to that cluster point, and so ξk → ψµ1/5 weak-*.
That ρk → ψµ1/5 now follows from Proposition 3.1.23, since it gives that for each
f ∈ C(R),
lim
k→∞
ρk(f) = lim
k→∞
(ρk(f)− ξk(f) + ξk(f))
= lim
k→∞
((ρk − ξk)(f) + ξk(f))
= lim
k→∞
ξk(f)
= ψµ1/5(f).

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An additional result is needed to complete the proof of Theorem 3.1.3. First, note
that Propositions 3.1.12 and 3.1.14 give us that ωk is in between two multiples of ρk. We
also have that ρk converges to ψµ1/5. We can choose a cluster point ω for the ωk. Then
ω pulls back to a probability measure λ on Σ+5 which is between two constant multiples
of µ1/5. Therefore, λ ∼ µ1/5.
Proposition 3.1.24. The pullback λ of ω to Σ+5 is shift invariant.
Proof. Let C = [c1c2 . . . cn] be a cylinder set in Σ
+
5 . Then ψC is a basic triangle of R
which was created at step n. ψ : Σ+5 → R is 1-1 almost everywhere with respect to µ1/5
by Proposition 3.1.18, and hence also with respect to λ. Therefore, it is enough to show
that ω(ψC) = ω(ψσ−1C).
For all k and f ∈ C(R), ωk(f) is between two constant multiples of ρk(f). We have
that {ρk} converges to ψµ1/5, so ω(f) is between two constant multiplies of ψµ1/5(f).
The continuous functions are dense in L1(ψµ1/5), so in fact ω << ψµ1/5 and edges
have measure zero with respect to ω. Therefore, since each basic triangle created at
step n, since they are all divided the same way, have the same ω-measure. Therefore,
ω(ψC) = (1/5n)ω(R). Next consider σ−1C, which is the set of sequences which have
the cylinder C appearing at the second coordinate. Then ψσ−1C is the union of 5 basic
triangles, each of which was created at step n+1 in the division process. Since each basic
triangle created at the same step in the division process is divided in the same way, they
each have the same measure, so ω(ψσ−1C) = 5 · 1/5n+1ω(R) = 1/5nω(R) = ω(ψC). 
We now complete Theorem 3.1.3 by showing ωk → ψµ1/5.
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Proof of Theorem 3.1.3 for {ωk}. It was shown that λ and µ1/5 are equivalent as mea-
sures on Σ+5 , and by Proposition 3.1.24 both of these measures are shift invariant. Because
µ1/5 is ergodic for the shift σ, λ = µ1/5, and therefore ω = ψµ1/5. 
3.2. Dividing Only the Largest Triangle(s)
In this section we consider the pinwheel substitution where only the largest subtrian-
gle(s) are divided at each step in the division step, which is the generalization of Sadun
in [51]. We define measures ρˆk, ξˆk and ωˆk on R in the same manner as ρk, ξk and ωk.
Let Tˆk, Vˆk and Eˆk denote the sets of triangles, vertices, and edges present after k divi-
sion steps respectively. As in the 1-dimensional case, we can explicitly count neither the
number of basic triangles nor the number of vertices present at each step in the division
process, since both depend on the relationship between a and b, the lengths of the legs
of R. However, using the results in Chapter 2 as a guide and mirroring the work in [1],
we find that these sequences of measures all have the same limiting measure, Lebesgue
measure m.
As in the previous section, we assign labels to each of the basic triangles (see Figure
3.3) and have the map ψ : Σ+5 → R. As mentioned in Remark 3.1.19, the measure ψ−1m
is the Bernoulli measure µb2/(4c2) which assigns probability weight b
2/(4c2) to the symbols
1, 2, 3, and 4 and probability weight a2/c2 to the symbol 5, where a, b, and c denote the
lengths of the sides of R (see Figure 3.1).
Let Lk denote the maximum area of a basic triangle after k division steps and let lk
denote the minimum area of a basic triangle after k division steps. Then we have the
following result, which is a 2-dimensional extension of a result from [1].
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Lemma 3.2.1. l1Lk ≤ lk for all k ≥ 0.
Proof. For k = 0, L0 = l0 and l1 < 1, so the inequality holds. Now suppose that
l1Lk−1 ≤ lk−1. Because the triangles of size Lk−1 are divided at step k, it follows that
Lk < Lk−1. Either lk = lk−1 or lk = l1Lk−1. For the first case, l1Lk < l1Lk−1 ≤ lk−1 = lk.
For the second case, l1Lk < l1Lk−1 = lk. By induction, we have the desired result. 
At every step in the division process, at least one triangle is divided. This means that
there are at least five new triangles, and therefore at least five new barycenters, after
each step of the division process. Therefore, lk ≤ 1/(5k) → 0 as k → ∞. Consequently
Lk → 0 as k →∞.
Let ρˆ and ξˆ be weak-* cluster points for {ρˆk} and {ξˆk}.
Proposition 3.2.2. ξˆ ∼ m.
Proof. By Lemma 3.2.1, l1Lk ≤ lk ≤ Lk for each k ∈ N. Let  > 0. Therefore given
f ∈ C(R), ∫ f dξˆk is between two constant multiples of ∑T∈Tk f(bc(T ))m(T ). Letting
k → ∞, it follows that ∫ f dξˆ is between two multiples of ∫ f dm. Since ξˆ and m are
finite Borel measures, the continuous functions are dense in L1(m) and L1(ξˆ), so ξˆ ∼ m.
(Given a Borel set E with ξˆ(E) = 0, we can find g ∈ C(R) so that χE ≤ g ≤ 1,∫
(g−χE) dm < , and
∫
(g−χE) dξˆ < . If ξˆ(E) =
∫
χE dξˆ = 0, then m(E) <
∫
g dm+ <
c
∫
g dξˆ +  < (c + 1). Because  > 0 was arbitrary, m(E) = 0 and m << ξˆ. Similarly,
m(E) = 0 implies that ξˆ(E) = 0, so ξˆ << m.) 
Proposition 3.2.3. In the setting of dividing only the largest basic triangle(s), (ξˆk−
ρˆk) converges to zero in C(R)∗.
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Proof. Lk → 0, so the areas of the basic triangles are going to zero. Let f ∈ C(R).
Given  > 0, the continuity of f tells us there is a δ > 0 so that the distance between
the barycenter of a triangle to each of its vertices being less than δ implies that the
difference in their function values is less than . The rest of the proof is as in the proof
of Proposition 3.1.23 
The remainder of this section involves extending the work in [1] regarding the division
of the unit interval when only the largest intervals are divided to our two-dimensional
subdivision.
Remark 3.2.4. Given any two basic triangles, they either have disjoint interiors or
one is contained in the other.
Lemma 3.2.5. Every triangle in Tn eventually appears in some Tˆm,m ≥ n.
Proof. Let T be a basic triangle. Because Ln → 0, eventually T is divided so that there
is a vertex in the interior of T . Then T has a non-empty intersection with another basic
triangle T ′. Let m be the smallest integer so that T ◦ ∩ Vˆt 6= ∅. Then T contains a basic
triangle in Tˆm by Remark 3.2.4, which can only happen if T ∈ Tˆm−1. 
There is a rigid motion ΓT,T ′ that takes T to T
′ whenever the cylinder sets corre-
sponding to T and T ′ are determined by blocks which are permutations of one another,
since this means that T and T ′ are the same size. Define a map on R that interchanges
two triangles T and T ′ with this property as follows:
φT,T ′(x) ≡

ΓT,T ′(x), x ∈ T
Γ−1T,T ′(x), x ∈ T ′
x, otherwise
.
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Denote by Φ the family of all such transformations. Note that each φT,T ′ preserves
Lebesgue measure. As in the case of dividing all triangles at each step, each sequence x ∈
Σ+5 defines a point ψ(x) ∈ R. Let S = {permutations of finitely many coordinates on Σ+5 }.
Proposition 3.2.6. Φ preserves ξˆ.
Proof. Let C = [c1c2 . . . cn] be a cylinder set in Σ
+
5 . Then ψC is a basic triangle T of R
which was created at step n. Let T ′ 6= T be a basic triangle corresponding to a cylinder
set determined by a block which is a finite permutation of c1c2 . . . cn. Then T
′ is the same
size as T .
Recall that for a measurable set E ⊂ R, ξˆk(E) is the proportion of barycenters of
basic triangles in E after k division steps. Because T and T ′ are divided the same way,
the image of any measurable set E ⊂ T under φT,T ′(E) ⊂ T ′ will have the same ξˆ-measure
as E. It follows that Φ preserves ξˆ. 
Lemma 3.2.7. Φ is ergodic with respect to Lebesgue measure m. That is, every Borel
set E for which m(φT,T ′(E)∆E) = 0 for all T, T
′ has Lebesgue measure 0 or 1.
Proof. ψ fails to be 1-1 on the set of edges of basic triangles, which has measure 0 with
respect to Lebesgue measure m. Therefore, ψ is essentially 1-1 and is an isomorphism of
(Σ+5 , ψ
−1m,S) and (R,m,Φ).
If the cylinder sets corresponding to T and T ′ are determined by finite blocks which
are permutations of each other, then T and T ′ are the same size and their cylinder sets
have the same ψ−1m-measure, so ψ−1m is invariant under S. Since ψ−1m is the Bernoulli
measure µb2/(4c2) (which assigns probability weight b
2/(4c2) to the symbols 1, 2, 3, and 4
and probability weight a2/c2 to the symbol 5), by the Hewitt-Savage Theorem [28], the
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measure of any set invariant under S is 0 or 1; that is, S is ergodic with respect to ψ−1m
[26]. Therefore, Φ is ergodic with respect to m. 
Theorem 3.2.8. ξˆ = m, and therefore ξˆk → m weak-*.
Proof. Both m and ξˆ are invariant under Φ and are equivalent probability measures
by Proposition 3.2.2. The Radon-Nikodym derivative dξˆ/dm is invariant under every
transformation in Φ and hence, by Lemma 3.2.7, must be constant almost everywhere.
Therefore, m = ξˆ. 
Remark 3.2.9. The Pascal adic transformation described in Chapter 1 can be ex-
tended to higher dimensions, and this map can be used to show that ξˆ = m. The
5-dimensional Pascal adic transformation (which can be viewed on either Σ+5 or R) is
a single transformation under which a point in Σ+5 or R has the same orbit as under S
or Φ. The higher-dimensional Pascal adic transformation preserves Lebesgue measure m
and is ergodic. See [24, 34, 38, 41] for the details of this argument.
Corollary 3.2.10. ρˆk also converges weak-* to m.
Proof. This follows from 3.2.3. 
Remark 3.2.11. As in the case of dividing every triangle, the measures ωˆk and ρˆk
are both sums of the same point masses, but with different weights. Therefore, for each
k, ρˆk and ωˆk are equivalent in the sense of absolute continuity. That is, ρˆk ∼ ωˆk for all
k ∈ N.
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Because every basic triangle is eventually divided as the division process continues,
we have, as in the first division scheme, that for each k ≥ 1 and for all f ∈ C(R),
ωˆk(f) ≤ 6ρˆk(f) and ρˆk(f) ≤ 8ωˆk. Let ωˆ be a weak-* cluster point for ωˆk.
Proposition 3.2.12. Φ preserves ωˆ.
Proof. Recall that for a measurable set E ⊂ R, ωˆk(E) is the proportion of vertices in
E after k division steps. This proof follows in the same way as the proof of Proposition
3.2.6. 
Corollary 3.2.13. ωˆk converges to m weak-*.
Proof. Both ωˆ and m are probability measures, each of which is invariant under every
map in the family Φ. For all k ∈ Z+ and all f ∈ C(R), ωˆk(f) is between two constant
multiples of ρˆk(f). Since {ρˆk} converges to m, ωˆ(f) is between two constant multiplies
of m(f) for each f ∈ C(R). As in the proof of Proposition 3.2.2, ωˆ ∼ m. By Lemma
3.2.7, ωˆ and m are ergodic for Φ, so ωˆ = m. 
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CHAPTER 4
Endomorphisms of Substitution Dynamical Systems
When looking at a dynamical system, a natural question to ask is what are its en-
domorphisms. Using Coven’s work in [9] on the endomorphisms of dynamical systems
generated by substitutions of equal length on {0, 1} as a guide, we fully describe the
endomorphisms for a class of almost automorphic dynamical systems, provided there are
certain conditions on the set where the factor map fails to be 1-1. While this result does
have conditions on both the dynamical system and the factor map, it applies to Sturmian
systems and generalized Sturmian systems, both of which are subshifts of (Σ2, σ). We
also prove a similar result for a particular 2-dimensional system with a Z2 action, the
discrete chair substitution tiling system.
4.1. Endomorphisms of Almost Automorphic Dynamical Systems
In this section we find results for the case when X is a compact Hausdorff space, G is
abelian, and (X,G) is minimal and an almost 1-1 extension of its maximal equicontinuous
factor. Provided the factor map is 1-1 except on the orbit of the identity, no additional
maps commute with the action by G. We state this formally below.
Theorem 4.1.1. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
equicontinuous factor Y = (Y,G) via the factor map pi. If the subset of Y where pi fails
to be 1-1 is OG(y1) ⊂ Y , then every endomorphism of X is an element of the action by
G.
In order to prove Theorem 4.1.1, we need several preliminary results.
Lemma 4.1.2. Let Y be a compact abelian group acted on by an abelian subgroup G
by translations and suppose that Y = (Y,G) is minimal. Then every endomorphism of Y
is translation by an element of Y , and hence is an automorphism.
Proof. Let ψ : Y → Y be an endomorphism. Then ψ(y)g = ψ(yg) for all y ∈ Y and all
g ∈ G. In particular, ψ(e)g = ψ(g), where e is the identity element of Y . Y is minimal,
so given y ∈ Y there exists a net {gi} in G so that egi = gi → y. Because ψ is continuous,
ψ(gi)→ ψ(y). But ψ(gi) = ψ(e)gi → ψ(e)y by the continuity of the group multiplication.
Therefore, for each y ∈ Y , ψ(y) = ψ(e)y, and each endomorphism of Y is translation by
a fixed element of Y , namely ψ(e). 
We state the following well-known result [55] and include a proof for completeness.
Lemma 4.1.3. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
equicontinuous factor Y = (Y,G) via the factor map pi. Then each fiber of pi consists of
points proximal to each other and {x} is a singleton fiber if and only if x is a distal point.
Proof. Let x1, x2 ∈ X be such that pi(x1) = pi(x2) = y. Let y0 ∈ Y be such that
|pi−1y0| = 1. Because X is minimal, Y is necessarily minimal. Therefore, there exists a
net {gi} in G for which ygi → y0. Then for all i, x1gi and x2gi both map under pi to ygi.
Denote by x0 the element of X satisfying pi(x0) = y0. Passing to a subnet if necessary, it
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follows that {x1gi} and {x2gi} both converge to x0 = pi−1{y0}. Therefore x1 and x2 are
proximal. This also shows that if x is distal then {x} is a singleton fiber.
Now we show that x0 = pi
−1{y0} is a distal point. Suppose there is a point x ∈ X for
which there is a net {gi} in G such that d(x0gi, xgi)→ 0. Then d(pi(x0)gi, pi(x)gi)→ 0 as
well. Y is equicontinuous, hence distal [3], so pi(x0) = pi(x). But x0 was in a singleton
fiber, so in fact x0 = x and x0 is a distal point. 
Remark 4.1.4. Let X = (X,G) be an extension of Y = (Y,G), with the factor map
denoted by pi. Suppose that the equivalence relation associated to pi is the proximal
relation. Let ϕ be an endomorphism of X and suppose that pi(x1) = pi(x2), so that x1
and x2 are proximal. Then pi(ϕx1) = pi(ϕx2), since clearly ϕ(x1) and ϕ(x2) are proximal.
That is, if x1 and x2 are in the same pi-fibers, then ϕ(x1) and ϕ(x2) are in the same
pi-fibers, when the equivalence relation is the proximal relation. This is the case when X
is an almost automorphic dynamical system, which is the setting for this section.
Proposition 4.1.5. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
equicontinuous factor Y = (Y,G) via the factor map pi. Then each endomorphism ϕ of
X determines an endomorphism ψϕ of Y so that the following diagram commutes:
(4.1.1)
X
ϕ−−−→ X
pi
y ypi
Y
ψϕ−−−→ Y,
and ψϕ1 = ψϕ2 implies that ϕ1 = ϕ2.
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Proof. By Remark 4.1.4, the map ϕ preserves fibers, so ψϕ is in fact defined. The map pi
is both onto and closed, so it is in fact a quotient map. Because ϕ is continuous, by the
Transgression Theorem, ψϕ is also continuous and the above diagram commutes.
To see that this correspondence is unique, suppose that ϕ1 and ϕ2 are endomorphisms
of X that both project to the map ψ : Y → Y . Let z, x ∈ X and u, y ∈ Y be such that
pi−1{y} = {x}, ϕ1(z) = x, pi(z) = u, and ψ(u) = y. Suppose that ϕ2(z) = x′ 6= x. Then
the commuting diagram (4.1.1) gives that pi(x′) = piϕ2(z) = ψpi(z) = ψ(u) = y, as shown
in Figure 4.1. But pi−1{y} = {x}, so x′ = x. Therefore ϕ1 and ϕ2 agree on the set ϕ−11 {x}
for any x ∈ X that forms a singleton fiber of the map pi. They must then also agree
on the set ϕ−11 (xg) = (ϕ
−1
1 x)g for each g ∈ G. X is minimal, so ∪{ϕ−11 (xg) : g ∈ G}
is dense. Hence every endomorphism of X determines an endomorphism of Y , and this
correspondence is 1-1.
z
ϕ1
//
ϕ2
,,
pi

x
pi

x′
pi



u
ψ
// y
Figure 4.1. Correspondence of endomorphisms of X and Y

If x1 and x2 are proximal, then ϕ(x1) and ϕ(x2) are proximal as well, by Remark
4.1.4. We show now that ϕ also preserves the set of distal points.
Proposition 4.1.6. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
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equicontinuous factor Y = (Y,G) via the factor map pi. Let ϕ be an endomorphism of
X and ψ the associated endomorphism of Y . Then ψ preserves the subset of Y where pi
fails to be 1-1.
Proof. Suppose that x0 ∈ X is a distal point and x1 6= x0 is such that ϕ(x0) and ϕ(x1)
are proximal. Then by Lemma 4.1.3, piϕ(x0) = piϕ(x1) = y. Let yi = pi(xi), i = 0, 1. Y is
minimal and equicontinuous, so by earlier remarks (Y,G) is topologically conjugate to a
compact group being acted on by a subgroup via translations. We may then view G as a
subset of Y . By Lemma 4.1.2, every endomorphism of Y is an automorphism. Therefore,
ψ−1{y} is a single element. However, there is the commutative diagram
xi
ϕ−−−→ ϕ(xi)
pi
y ypi
yi
ψ−−−→ y
for i = 0, 1, so in fact y0 = y1. By Lemma 4.1.3 x0 and x1 are proximal. This contradicts
x0 being a distal point. Therefore, distal points of X are mapped by ϕ to distal points;
equivalently the map ϕ preserves the set of singleton fibers. It must then be the case that
the map ψ associated with ϕ preserves the subset of Y where pi is 1-1, or, equivalently,
preserves the subset of Y where pi fails to be 1-1. 
Using these results, we now provide a proof of Theorem 4.1.1.
Proof of Theorem 4.1.1. Let pi : X → Y be the factor mapping and let ϕ be an endo-
morphism of X . By Proposition 4.1.5, ϕ projects to an endomorphism ψ of Y so that
piϕ(x) = ψpi(x) for all x ∈ X. By Proposition 4.1.6, ψ preserves the subset of Y where
pi fails to be 1-1, which is OG(y1).
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By Lemma 4.1.2 there is a y0 ∈ Y such that ψ(e) = y0 and the endomorphism ψ of Y
is given by ψ(y) = y0y for all y ∈ Y . If ψ preserves OG(y1), then in particular y0y1 = gy1
for some g ∈ G and y0 ∈ G. Because the group G is abelian, each map g = Tg : X → X
defined by Tg(x) = xg is in fact an endomorphism of X : Tg(xh) = xhg = x(gh) = Tg(x)h.
The map Tg projects to Y as translation by a fixed element of Y . Because ϕ and Ty0
both project to ψ, by Proposition 4.1.5, the endomorphism ϕ of X is of the form ϕ = Ty0 ,
where y0 ∈ G. 
Modifying the requirement on the set where pi fails to be 1-1, we obtain the following
result, which will be applied in Section 4.2 to the case of generalized Sturmian systems.
Theorem 4.1.7. Let X be a compact Hausdorff space acted on by an abelian group
G. Suppose that X = (X,G) is minimal and an almost 1-1 extension of its maximal
equicontinuous factor Y = (Y,G). Suppose also that the subset of Y where the projection
map pi fails to be 1-1 is the set Y0 = OG(y1) ∪ OG(y2). If y1 and y2 do not satisfy
(y1y
−1
2 )
2 ∈ G, then every endomorphism of X is an element of the action by G.
Proof. By Lemma 4.1.2, every endomorphism ψ of Y is translation by a group element,
i.e. ψ = Ty0 for some y0 ∈ Y . If ψ = Ty0 is the projection of an endomorphism ϕ of X ,
then by Proposition 4.1.6, ψ preserves Y0. This implies that either y0y1 = y1g for some
g ∈ G or y0y1 = y2g for some g ∈ G. In the first case, y0 ∈ G, so that as before ϕ = Ty0
since both of these endomorphisms project to translation by y0 as a map from Y to itself.
In the second case, y0 = y
−1
1 y2g for some g ∈ G. However, since ψ(Y0) ⊂ Y0, it must
also be true that y0y2 ∈ Y0. Therefore, (y−11 y2g)y2 = y1h or (y−11 y2g)y2 = y2h for some
h ∈ G. That is, either (y0)2 = (y−11 y2)2 ∈ G or y0 ∈ G.
81
Therefore, if (y−11 y2)
2 /∈ G, or equivalently (y1y−12 )2 /∈ G, there cannot be an element
y0 ∈ Y \ G for which translation by y0 preserves Y0. Hence, in this setting the every
endomorphism of Y which is a projection of an endomorphisms of X is translation by an
element of G. By Proposition 4.1.5, it must be the case the every endomorphism of X is
an element of the action by G. 
4.2. Sturmian Systems and Generalized Sturmian Systems
Using Coven’s work [9] on substitutions of equal length on A = {0, 1} as a guide,
we look at other symbolic systems over the alphabet A = {0, 1}. We find that every
endomorphism of a Sturmian system is an element of the action, i.e. a power of the
shift σ. In particular, the Fibonacci substitution system has this property, since it is the
Sturmian system with α = 1/γ. For certain generalized Sturmian systems, we show that
there can be additional endomorphisms that come from square roots of powers of the
shift.
Let S(α) = (X, σ) be a Sturmian system and let p : X → [0, 1) be the identification
map that sends x ∈ X to the point y ∈ [0, 1) whose coding associated to its itinerary
under Tα agrees with x. Then p is 1-1 except on the orbit of the endpoints {0} and
{1−α}, the countable set Zα, where it is 2-1 since it is exactly the endpoints which have
two associated codings in X. We have the following commutative diagram:
(4.2.1)
X
σ−−−→ X
p
y yp
[0, 1)
Tα−−−→ [0, 1).
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The maximal equicontinuous factor of the Sturmian system S(α) is ([0, 1), Tα). S(α)
is minimal, the acting group G = Z is abelian, and the factor mapping p is almost 1-1
except on the orbit of 0. Therefore, we can apply Theorem 4.1.1 to prove the following.
Theorem 4.2.1. Every endomorphism of the Sturmian system S(α) is of the form
σk for some k ∈ Z.
Proof. Let S(α) = (X, σ). The factor map p : X → [0, 1) fails to be 1-1 exactly on the set
Zα = OTα(0). Therefore, by Theorem 4.1.1, every endomorphism of S(α) is an element
of the action by Z. That is, every endomorphism is of the form σk, k ∈ Z. 
Recall the Fibonacci substitution given by 0 7→ 01, 1 7→ 0 and the space F ⊂ Σ2,
which is the orbit closure under σ of the unique fixed point for the Fibonacci substitution.
This substitution is not of equal length, so Coven’s results in [9] cannot be applied. As
mentioned in Example 2.2.4, this substitution corresponds to a particular subdivision of
the unit interval. It also corresponds to a particular Sturmian system, so the following
is a direct corollary of Theorem 4.2.1.
Corollary 4.2.2. Every endomorphism of the Fibonacci substitution system (F , σ)
is of the form σk, for some k ∈ Z.
It may seem from Theorem 4.1.1 that there are not many dynamical systems which
have endomorphisms other than elements of the group action. Although this is not true
for Sturmian systems, we find that for certain generalized Sturmian systems there is an
additional endomorphism. In particular, we have the following.
Example 4.2.3. The dual map δ is an endomorphism of the generalized Sturmian
system S(α, 1/2).
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We provide this statement to motivate the exploration of generalized Sturmian sys-
tems and will prove it as part of Theorem 4.2.5. First, we discuss the more general setting
in greater detail.
Let S(α, β) = (X, σ) be a generalized Sturmian system. There exists a map p : X →
[0, 1) which maps a sequence x ∈ X to the point y ∈ [0, 1) whose coding agrees with
x, the same map defined for Sturmian systems S(α). This map is 1-1 except on the
orbit under Tα of the endpoints of I, where it is 2-1. Therefore, S(α, β) is an almost 1-1
extension of ([0, 1), Tα) and the following diagram commutes:
(4.2.2)
X
σ−−−→ X
p
y yp
[0, 1)
Tα−−−→ [0, 1).
Addition on [0, 1) is done mod 1, so for the rest of this section we take the convention
that an interval I = [y, 1)∪ [0, y′) is connected, since it can be viewed on the unit circle,
so we may write in this case I = [y, y′). Also, any value x of the form x = y + z is
assumed to be mod 1. Let the endpoints of I be denoted by a and b, where a < b and
let β = b− a. Then p is 1-1 except on OTα(a) ∪OTα(b) = {a+ Zα} ∪ {b+ Zα}. S(α, β)
and [0, 1) are compact and minimal and both are being acted on by the abelian group
Z. Therefore, by Theorem 4.1.7, using y1 = b and y2 = a, if 2(b − a) = 2β /∈ Zα, there
are no endomorphisms of S(α, β) aside from those of the form σk, k ∈ Z. We now look
at the base 2β ∈ Zα more closely.
Let ψ be an endomorphism of ([0, 1), Tα) that preserves {a + Zα} ∪ {b + Zα} and
let 2β ∈ Zα. T kα will map OTα(a) onto itself and map OTα(b) onto itself. Suppose then
that ψ maps OTα(a) onto OTα(b) and maps OTα(b) onto OTα(a). Then ψ 6= T kα , so that
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ψ is translation by some y ∈ [0, 1) \ Zα. ψ(a) = a + y = b + mα for some m ∈ Z and
ψ(b) = b + y = a + nα for some n ∈ Z. This implies that y = β + mα = −β + nα, so
that ψ is translation by β +mα; that is, ψ = Tβ ◦ Tmα .
Remark 4.2.4. For the case β /∈ Zα and 2β ∈ Zα, since Tβ is the only translation
in addition to Tmα that preserves the subset where p fails to be 1-1, if Tβ lifts to an
endomorphism ϕ of X, then by Proposition 4.1.5, every endomorphism of S(α, β) will
be of the form ϕ or ϕσm.
We now state and prove the following.
Theorem 4.2.5. For the generalized Sturmian system S(α, β),
(i) if β ∈ Zα, then every endomorphism of S(α, β) is of the form σk for some k ∈ Z;
(ii) if 2β /∈ Zα then every endomorphism of S(α, β) is of the form σk for some k ∈ Z;
and
(iii) if β = mα/2 mod 1 for a positive odd integer m, then there exists a continuous
onto map ϕ of S(α, β) such that ϕ2 = σm and every endomorphism of S(α, β) is of the
form σk or ϕσk for some k ∈ Z;
(iv) If β = 1/2, then every endomorphism of S(α, 1/2) is of the form σk or δσk, where
δ is the dualizing map defined in Definition 1.3.7.
Proof. (i) : If β ∈ Zα, then β = mα for some m ∈ Z and Tβ = Tmα .
(ii) : This follows from Theorem 4.1.7, as noted above.
(iii) : In this case, 2β = mα, the case not covered by Theorem 4.1.7. We show that
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Tβ lifts to an endomorphism ϕ of X. First let Yˆ = {y ∈ [0, 1) : |p−1(y)| = 1} and
Xˆ = p−1(Yˆ ). Then, because Tβ : [0, 1) → [0, 1) is an automorphism of ([0, 1), Tα) and p
is 1-1 on Xˆ, there is a map ϕ = p−1Tβp defined on the dense subset Xˆ ⊂ X; ϕ maps Xˆ
onto Xˆ and the following diagram commutes:
(4.2.3)
Yˆ
Tβ−−−→ Yˆ
pi−1
y ypi−1
Xˆ
ϕ−−−→ Xˆ.
We claim that ϕ is uniformly continuous so that it extends to a continuous, onto map on
all of X, which will then be an endomorphism of S(α, β).
Let I = [a, b).We then have that IC = [b, a). The cases I = [a, b], I = (a, b) and I =
(a, b] behave similarly. To show that ϕ as defined on Xˆ is in fact uniformly continuous,
we show that there exists a k ∈ Z+ so that if x, x′ ∈ Xˆ agree on a central k-block, that
is xi = x
′
i for −k ≤ i ≤ k, then (ϕx)0 = (ϕx′)0.
Because p : X → Y is uniformly continuous, we can take k > m large enough so
that for two points x, x′ ∈ X, if x and x′ agree on a central k-block, then p(x) = y and
p(x′) = y′ have the property |y − y′| < min (β, 1− β). Suppose that x, x′ ∈ Xˆ agree on
a central k block but that (ϕx)0 6= (ϕx′)0 so that y = p(x)and y′ = p(x′) are such that
y + β and y′ + β are not in the same subinterval with respect to the coding. Without
loss of generality, suppose that y + β ∈ I and y′ + β ∈ IC .
First suppose that β < 1 − β. Then since |y − y′| < β, either y′ + β ∈ [b, b + β) or
y′+β ∈ [a−β, a). In the first case, y ∈ [a−β,a) ⊂ IC and y′ ∈ [a, b), which implies that
x0 = 1 and x
′
0 = 0, contradicting our hypothesis that x and x
′ agree on a central k-block.
For the second case, y + 2β = y + mα ∈ [b, b + β) ⊂ IC and y′ + 2β = y + mα ∈ [a, b)
which implies that xm = 1 and x
′
m = 0, again contradicting our hypothesis on x and x
′.
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Therefore, it must be the case that y + β and y′ + β are either both in I or both in IC ,
and (ϕx)0 = (ϕx
′)0.
Next, suppose that 1 − β < β. Because 1 − β < β, a − β = a + 1 − β < a + β = b.
Also, β > 1/2, so that 0 < 2β < β and therefore a < b+ β < b. Because |y− y′| < 1− β,
y + β ∈ [a, a + 1 − β) or y + β ∈ [b − (1 − β), b) = [b + β,b). For the first case,
y + 2β = y +mα ∈ [b, a) = IC and y′ + 2β = y′ +mα ∈ [b+ β, b) ⊂ I. This implies that
xm = 1 and x
′
m = 0, which contradicts our assumption on x and x
′, since k was taken to be
greater than m. For the second case, y ∈ [b, a) = IC and y′ ∈ [b−β, a−β) = [a, a−β) ⊂ I.
This means that x0 = 1 and x
′
0 = 0, again contradicting our hypothesis for x and x
′.
Therefore, it must be the case that y + β and y′ + β are either both in I or both in IC
and (ϕx)0 = (ϕx
′)0.
We conclude that for β = mα/2 mod 1, where m is an odd integer, the map
ϕ : Xˆ → Xˆ defined by ϕ = p−1Tβp is uniformly continuous on Xˆ. This allows us
to extend ϕ to a continuous map on all of X, which we will also denote by ϕ, which
commutes with σ and is onto (since the closed set ϕ(X) contains the dense subset Xˆ).
Therefore, for β = mα/2 mod 1 with m an odd integer, there is an endomorphism ϕ of
S(α, β) which is not a power of the shift but satisfies ϕ2 = σm. It follows from Remark
4.2.4 that every endomorphism of S(α, β) is of the form σk or ϕσk.
(iv) : In this case 2β = 0 ∈ Zα, so as in (iii) this case is not covered by Theorem
4.1.7. Notice that T1/2 sends the interval I to the interval I
C and sends IC to I. There-
fore, each y ∈ [0, 1), y 6= a, b, is mapped by Tβ to a point y′ ∈ [0, 1) whose sequence
under the coding is the dual of the sequence associated to y. Although p is 2-1 on the
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orbits of a and b, δ will send each of the sequences associated to a to one of the sequences
associated to b, and the same is true for each point in OT1/2(a) ∪ OT1/2(b). That is, the
following diagram commutes:
X
δ−−−→ X
p
y yp
[0, 1)
T1/2−−−→ [0, 1)
.
Thus, δ is an endomorphism of S(α, 1/2). Since δ is the lift of Tβ, by Remark 4.2.4 every
endomorphism of S(α, β) is of the form σk or δσk. 
If 2β ∈ Zα and β /∈ Zα, then β = mα/2 mod 1 or β = 1/2. Therefore, Theorem
4.2.5 fully describes the endomorphisms of every generalized Sturmian system.
Remark 4.2.6. It is important to note if β = 1/2, the map δ is in fact a map from
X to itself, since in this case for all x ∈ X, x˜ ∈ X. This is not true for β 6= 1/2.
4.3. Determining the Additional Endomorphism when 2β ∈ Zα, β /∈ Zα
Now that we know that when β satisfies 2β ∈ Zα and β /∈ Zα there is an additional
endomorphism ϕ of the generalized Sturmian system S(α, β), we would like to know what
exactly the map ϕ is. The Curtis-Hedlund-Lyndon Theorem tells us that ϕ must be a
sliding block code: ϕ = F∞ for some n-block map F . Both n and the map F itself will
depend on the values of α and of β = mα/2.
In order to determine the size n of the block map, first one needs to look at the orbits
of a and b under Tα. Take n to be the smallest positive integer so that the partition of [0, 1]
into half open intervals with endpoints from the set {T kα(a) : −1 ≤ k ≤ n− 2} ∪ {T kα(b) :
−1 ≤ k ≤ n − 2} satisfies the condition that the images of I and IC under Tβ are each
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entirely contained in either I or IC . Because a− β = b−mα, this process will in fact be
finite.
The condition that the subintervals in the partition be small enough so their image
under Tβ is contained entirely in I or I
C forces each of the subintervals to have length
less than min{β, 1 − β}. Once the size of the block map has been determined, one can
find all possible n-blocks by looking at the orbits of I and IC under Tα and noting how
many consecutive 0’s and 1’s are permitted. Finally, the block map F : {0, 1}n → {0, 1}
is determined by finding the image of the subinterval of [0, 1) corresponding to each n-
block under Tβ and noting whether that interval is in I or I
C . For the case β = 1/2, it
was shown that the additional endomorphism is the 1-block map δ, regardless of α, I and
IC . Note that this fits with the process described, because I and IC satisfy the imposed
conditions for the partition, so that n = 1. Since T1/2(I) = I
C and T1/2(I
C) = I, we
define F (1) = 0 and F (0) = 1. To further illustrate the process for finding ϕ, we look at
another particular example for α, β, I and IC .
Example 4.3.1. Let α = 1/γ and β = α/2. We will code by the intervals [0, α/2)
and [α/2, 1), so that xi = 0 if T
i
αy ∈ [0, α/2) and xi = 1 if T iα ∈ [α/2, 1).
In order to determine the size of the block map needed for this example, first look
at the orbits of 0 and α/2 under Tα. By inspection, we see that n = 4 because the
points {T iα(0) ∪ T iα(α/2)}−1≤i≤2 form a partition of [0, 1) such that the image under Tβ
of each subinterval of that partition lies entirely in [0, α/2) or [α/2, 1), and that this
is the smallest n for which that condition holds. Next, we find the restrictions on the
possible 4-blocks. First, note that there cannot be more than two 0’s in a row since
Tα[α/2, 1) = [α, 3α/2) ⊂ [α/2, 1). To find the maximum number of consecutive 1’s, we
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look at the orbit of [α/2, 1). Because
T−1[α/2, 1) = [1− α/2, 1) ∪ [0, 1− α) = [1− α/2, 1) ∪ [0, α/2) ∪ [α/2, 1− α),
we have that
[α/2, 1) ∩ T−1[α/2, 1) = [α/2, 1− α) ∪ [1− α/2, 1).
Next,
T−2[α/2, 1) = [1− 3α/2, α/2) ∪ [α/2, 1− 2α),
so that
[α/2, 1) ∩ T−1α [α/2, 1) ∩ T−2α [α/2, 1) = [α/2, 1− α) ∪ [1− α/2, 1− 2α).
Proceeding in this manner gives
T−3[α/2, 1) = [0, 1− 3α) ∪ [1− 5α/2, 1),
and
[α/2, 1) ∩ T−1α [α/2, 1) ∩ T−2α [α/2, 1) ∩ T−3α [α/2, 1) = [1− α/2, 1− 2α).
Finally,
T−4α [α/2, 1) = [1− 7α/2, 1) ∪ [0, 1− 4α),
so that
[α/2, 1) ∩ T−1α [α/2, 1) ∩ T−2α [α/2, 1) ∩ T−3α [α/2, 1) ∩ T−4α [α/2, 1) = ∅.
Therefore, there can be no more than four consecutive 1’s. This leads to the following
possible 4-blocks:
0111 1011 1101 1110 0101 0110 1010 1111.
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Theorem 4.3.2. Consider the generalized Sturmian system S(α, β) = (X, σ) where
α = 1/γ and the orbit of a point under Tα is coded by the intervals I = [0, α/2) and
IC = [α/2, 1), so that β = α/2. Let Yˆ = {y ∈ [0, 1) : |p−1(y)| = 1} and let Xˆ = p−1(Yˆ ).
Let Φ be the block map Φ : B4(X)→ {0, 1} defined on the 4-block in X by
Φ(0111) = 1, Φ(1011) = 0, Φ(1101) = 1, Φ(1110) = 1,
Φ(0101) = 1, Φ(0110) = 1, Φ(1010) = 1, Φ(1111) = 0
Let ϕ = Φ∞, where Φ(xi−2xi−1xixi+1) = ϕ(x)i. Then ϕ is the lift of Tα/2 and ϕ is the
endomorphism of S(α, β) which projects under p to Tβ.
Proof. We need to show that pϕ(x) = Tα/2p(x) for each x ∈ Xˆ. Then uniform continuity
will allow us to extend this equality to all of X. Let x ∈ Xˆ and set p(x) = y. We
need to show now that pϕ(x) = y + α/2. It is enough to show that ϕ(x)0 agrees with
p−1(y+α/2)0, since this argument extends by shifting to show agreement on the infinite
sequence. We will go through the eight possibilities for x−2x−1x0x1 to show that the 0’th
coordinate of ϕ(x) matches the 0’th coordinate of p−1(y + α/2).
Case 1: x ∈ [0, 1) is in the cylinder set [0111]−2.
In this setting, p(x) = y ∈ T 2α[0, α/2)∩T 1α[α/2, 1)∩[α/2, 1)∩T−1[α/2, 1) = [α/2, 1−α).
This means that y + α/2 ∈ [α, 1 − α/2) ⊂ [α/2, 1) so that p−1(y + α/2)0 = 1. By the
definition of ϕ, ϕ(x)0 = 1.
Case 2: x ∈ [1011]−2.
This means that p(x) = y ∈ T 2α[α/2, 1) ∩ T 1α[0, α/2) ∩ [α/2, 1) ∩ T−1[α/2, 1) = [1 −
α/2, 3α/2). This implies that y + α/2 ∈ [0, 2α)⊂ [0, α/2). Therefore, p−1(y + α/2)0 = 0.
From the definition of ϕ, ϕ(x)0 = 0.
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Case 3: x ∈ [1101]−2.
Then p(x) = y ∈ T 2α[α/2, 1)∩T 1α[0, α/2)∩ [α/2, 1)∩T−1[α/2, 1) = [0, 2α). Therefore,
y + α/2 ∈ [α/2, 5α/2) ⊂ [α/2, 1), which means that p−1(y + α/2)0 = 1. By definition,
ϕ(x)0 = 1.
Case 4: x ∈ [1110]−2.
Then p(x) = y ∈ T 2α[α/2, 1) ∩ T 1α[α/2, 1) ∩ [α/2, 1) ∩ T−1[0, α/2) = [5α/2, α). This
means that y + α/2 ∈ [3α, 3α/2) ⊂ [α/2, 1). Therefore, p−1(y + α/2)0 = 1. By the
definition of ϕ, ϕ(x)0 = 1.
Case 5: x ∈ [0101]−2.
This means that p(x) = y ∈ T 2α[0, α/2)∩T 1α[α/2, 1)∩[0, α/2)∩T−1[α/2, 1) = [2α, α/2).
This means that y+α/2 ∈ [5α/2, α) ⊂ [α/2, 1) and p−1(y+α/2)0 = 1. By the definition
of ϕ, ϕ(x)0 = 1.
Case 6: x ∈ [0110]−2.
Then p(x) = y ∈ T 2α[0, α/2)∩T 1α[α/2, 1)∩ [α/2, 1)∩T−1[0, α/2) = [1−α, 5α/2). This
implies that y + α/2 ∈ [1 − α/2, 3α) ⊂ [α/2, 1) and therefore p−1(y + α/2)0 = 1. The
definition of ϕ gives that ϕ(x)0 = 1.
Case 7: x ∈ [1010]−2.
In this case, p(x) = y ∈ T 2α[α/2, 1)∩T 1α[0, α/2)∩ [α/2, 1)∩T−1[0, α/2) = [α, 1−α/2).
Therefore, y + α/2 ∈ [3α/2, 1) ⊂ [α/2, 1) and p−1(y + α/2)0 = 1. From the definition of
ϕ, ϕ(x)0 = 1.
Case 8: x ∈ [1111]−2.
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Then p(x) = y ∈ T 2α[α/2, 1) ∩ T 1α[α/2, 1) ∩ [α/2, 1) ∩ T−1[α/2, 1) = [3α/2, 1). This
implies that y + α/2 ∈ [2α, α/2) ⊂ [0, α/2) and p−1(y + α/2)0 = 0. By definition,
ϕ(x)0 = 0.
Therefore, ϕ(x) and p−1Tα/2p(x) agree at the 0’th coordinate. This argument extends
to show that the entire sequences agree. Therefore, ϕ = p−1Tα/2p on Xˆ, or pϕ = Tα/2p.
By the argument in the proof of Theorem 4.2.5, we can extend ϕ to all of X.
The map ϕ was defined as a lift of Tα/2, which we know commutes with Tα. This
gives that
Tα ◦ Tα/2(y) = Tα/2 ◦ Tα(y)
= Tα/2pσp
−1(y)
= pϕp−1pσp−1(y)
= pϕσp−1(y)
for each y ∈ [0, 1). However, we also have that Tα ◦ Tα/2(y) = pσϕp−1(y) for each
y ∈ [0, 1). Therefore, ϕσ = σϕ and ϕ is an endomorphism of S(α, β). 
Remark 4.3.3. The map ϕ as defined is the lift of Tα/2 regardless of what subinterval
of length β = α/2 is chosen as I. We chose I = [0, α/2) for convenience in observing the
orbits of I and IC .
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4.4. Endomorphisms of the Discrete Chair Substitution Tiling System
The chair substitution is illustrated in Figure 4.2, which shows how one prototile
is expanded and subdivided. The chair tiling has four prototiles, which are the four
rotations of this L-shaped prototile.
Figure 4.2. The chair substitution
Robinson discusses the chair substitution tiling system in great detail in [48]. We
provide a summary of his work and add even more detail. Using his viewpoint of this
tiling system, we are able to build on the results obtained in previous sections and prove
the following.
Theorem 4.4.1. Every endomorphism of the discrete chair substitution tiling system
is an element of the Z2 action.
Before proving this theorem, we summarize the discussion in [48] and provide some
necessary new results.
As in [48], since each chair prototile is polyomino, we can consider instead the tiles
shown in Figure 4.3. Then the chair substitution can be viewed as a 2 × 2 substitution
τ given by:
(4.4.1) τ(p) =
s p
p q
τ(q) =
q r
p q
τ(r) =
s r
r q
τ(s)
s r
p s
.
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Figure 4.3. A new labeling of the tiles
The substitution τ can be extended to all 2k× 2k squares with entries in {p, q, r, s}. The
chair tiling space Xc consists of all tilings such that every finite patch is a subpatch of
τn(tc) for a prototile tc.. Since we’ll be working with a discrete tiling system, let X
′
c
denote the chair tiling space closed under the Z2 action generated by the left and down
shifts in the plane. We then have the discrete chair substitution tiling system (X ′c,Z2),
which is a minimal dynamical system. Also, because there are only a finite number of
ways two tiles can meet, the chair tiling space has finite local complexity and hence is
compact.
Looking at the 2× 2 substitution τ , there is an associated directed graph, with edge
labels 1, 2, 3 and 4 coming from the locations of the terminal vertex in the τ -image of the
initial vertex; locations are labeled so that 1 corresponds to the top left, 2 corresponds
to the top right, 3 corresponds to the bottom left and 4 corresponds to the bottom right
position. Let Yc ⊂ {p, q, r, s}Z+ denote the chair reverse shift of finite type, which consists
of all the sequences that can be formed following the graph with the arrows reversed (see
Figure 4.5). Let Σ+4 = {1, 2, 3, 4}Z+ denote the full one-sided 4-shift. Then, by this
graphical interpretation, there is a map ψc : Yc → Σ+4 defined by reading off the edge
labels.
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Figure 4.4. The graph representation of the chair substitution (forward)
Let D = {0, 1}Z+ = {.d1d2 . . . |di = 0 or 1 for all i} with the product topology and a
group operation given by coordinatewise addition with carry to the right, modulo 2. This
makes D a compact abelian group. Next define an action A on D by A(d) = d+ .10000 . . .
for all d ∈ D. The system (D, A) is called the Kakutani-von Neumann adding machine
or 1-dimensional odometer, as discussed in Chapter 1. Note that D = Σ+2 , but we use
the new notation to emphasize the different Z action.
A 1-locus in Z consists of a pair of adjacent points in Z. A 2-locus is the disjoint
union of a pair of adjacent 1-loci. In general, an n-locus is the disjoint union of a pair of
two adjacent (n− 1)-loci.
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Figure 4.5. The graph representation of the chair substitution (reverse)
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Definition 4.4.2. A box structure on Z is a family F of loci so that for each n, Z is
the disjoint union of the n-loci in F and each n-locus is the disjoint union of two adjacent
(n− 1)-loci in F .
Definition 4.4.3. A locus is called principal if it contains 0.
The definition of box structure implies that for all n, each x ∈ Z is in exactly one n-
locus in F . Therefore, for each n, there is exactly one principal n-locus in a box structure
on Z. We use this fact to create a sequence in {L,R}Z+ , b = b1b2 . . ., to represent a box
structure. Set bn = L if 0 is in the left half of the principal n-locus and set bn = R if 0
is in the right half of the principal n-locus. Denote by Bn(b) the principal n-locus of the
box structure b.
We now define a map γ from the set of box structures {L,R}Z+ to D so that (γb)i = 0
if bi = L and (γb)i = 1 if bi = R. Then γ and γ
−1 are continuous, 1-1, and onto. In
fact γ = F∞, where F is the 1-block map from {L,R} to {0, 1} defined by F (L) = 0 and
F (R) = 1. Similarly, γ−1 is G∞, where G : {0, 1} → {L,R} is the 1-block map defined
by G(0) = L and G(1) = R. This correspondence between box structures and elements
of D is illustrated for a particular example in Figure 4.6. We now state the following
result, as stated in [48], the proof of which is included for completeness.
Proposition 4.4.4. The action A on D corresponds to a left shift Sl on the box
structures on Z, {L,R}Z+ .
Proof. Given a box structure b, γ(b) is the unique d ∈ D found by changing every L
to 0 and every R to 1. The element A(d) = d′ is determined by finding the first 0 of
the sequence, changing it to a 1 and then replacing all of the preceding entries in the
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Figure 4.6. The principal loci for the box structure associated to .0010 . . .
. . .
0
. . .
Figure 4.7. The principal loci for the box structure associated to
A(.0010 . . .) = .1010 . . .
sequence with zeros. The sequence d′ corresponds, via γ−1, to a box structure b′ coded
by L’s and R’s obtained by finding the first L in the original sequence, changing that L
to an R, and replacing the preceding R’s by L’s. To see why b′ is a left shift of b, note
that finding the first L is equivalent to finding the first n-locus that can be moved to
the right within the (n+ 1)-locus containing it and changing this L to an R comes from
this left shift of the box structure. This shift would not affect whether or not 0 ∈ Z is in
the left or right of the k-loci for k > n; but for k < n, each k-locus that was in the left
half of the (k+ 1)-locus containing it will now be in the right half, requiring changing all
the previous R’s to L’s; and each k-locus that was in the right half of the (k + 1)-locus
containing it will now be in the left half, requiring changing all the previous L’s to R’s.
Therefore, we have the following commutative diagram:
D A−−−→ D
γ−1
y yγ−1
{L,R}Z+ Sl−−−→ {L,R}Z+
and A induces a left shift on {L,R}Z+ . 
Note that this left shift of the box structure is the not same as the shift σ on AZ.
Figures 4.7 and 4.8 illustrate the left shift on a particular box structure.
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Figure 4.8. The principal loci for the box structure associated to
A2(.0010 . . .) = .0110 . . .
Next, we form the Z2-adding machine. Let
D2 = D× D = ({0, 1}2)Z+ = {.(d11, d12)(d21, d22) . . . |dij = 0 or 1 for all i, j}
and let A1 and A2 be continuous, onto maps from D2 to itself defined by
A1(x) = x+ .(1, 0)(0, 0)(0, 0) . . .
A2(x) = x+ .(0, 1)(0, 0)(0, 0) . . .
for all x ∈ D2, where the addition is done coordinate-wise in each entry with carry
to the right. A1 and A2 generate a Z2 action A on D2, where An(x) = An11 A
n2
2 (x)
for n = (n1, n2) ∈ Z2. The dynamical system (D2,A) is called the Z2-adding machine.
Defining the action in this way, the Z2-adding machine is the cross product of two 1-
dimensional adding machines, and therefore is a minimal dynamical system.
As in [48] define a map Λ : D2 → Σ+4 as follows: define a map H : {0, 1}2 →
{1, 2, 3, 4} by H(0, 1) = 1, H(1, 1) = 2, H(0, 0) = 3, and H(1, 0) = 4. Then Λ = H∞ is a
continuous, 1-1, onto map, as is Λ−1. Let A1 = ΛA1Λ
−1, so that A1(s) = s+ .433 . . . and
A2 = ΛA2Λ
−1, so that A2(s) = s+ .233 . . ., where addition in Σ
+
4 in this setting is given
by: for s, t ∈ Σ+4 , s + t = Λ(Λ−1s + Λ−1t), with addition in D2 as defined earlier. Then
A = ΛAΛ−1, and the Z2-adding machine can also be viewed as (Σ+4 , A). Note that A is
a different action on Σ+4 than the shift, since it is a Z2 action and not a Z action.
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The concept of a box structure can be extended to the 2-dimensional setting of Z2. In
this setting, a 1-locus consists of a 2×2 square of 4 elements in Z2. An n-locus consists of
a 2n× 2n square of 4 (n− 1)-loci. As in the 1-dimensional setting, we have the following.
Definition 4.4.5. A box structure on Z2 is a family F2 of n-loci, n = 1, 2, . . . , so
that for each n, Z2 is the disjoint union of the n-loci in F2 and each n-locus is the disjoint
union of 4 (n− 1)-loci in F2.
Again, we have that for all n, each x ∈ Z2 is contained in exactly one n-locus in F2.
Therefore, there is a unique principal n-locus for each n. We represent a box structure
of Z2 box structure by b = b1b2 . . ., a sequence in {TL, TR, BL, BR}Z+ so that
bn = TL if 0 is in the upper left quadrant of the principal n-locus
bn = TR if 0 is in the upper right quadrant of the principal n-locus
bn = BL if 0 is in the lower left quadrant of the principal n-locus
bn = BR if 0 is in the lower right quadrant of the principal n-locus,
Define a map Γ from the set of box structures on Z2 to Σ+4 so that Γ = g∞ for the
block map g : {TR, TL, BR, BL} → {1, 2, 3, 4} defined by g(TL) = 1, g(TR) = 2, g(BL) = 3
and g(BR) = 4. Figure 4.9 illustrates a particular example of this association. Γ and Γ
−1
are continuous, 1-1, and onto. Recall that the labels 1, 2, 3, and 4 correspond to the
same locations (upper left, upper right, lower left, and lower right) when they serves as
edge labels for the graph of the substitution τ .
As for the 1-dimensional box structures, let Bn(b) denote the principal n-locus for
the box structure b on Z2. We then have the following notion.
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0Figure 4.9. The box structure for .412 . . .
Definition 4.4.6. A box structure b of Z2 is called complete if B(b) = ∪∞n=1Bn(b) =
Z2.
Let S0 denote the subset of sequences ω ∈ Σ+4 so that Γ−1(ω) is a complete box
structure. Then S0 is a dense Gδ set [48]. Via Λ
−1Γ a box structure is associated to
an element of D2. The following result, as stated in [48], shows how the action on D2
induces an action on the box structure. A proof is provided for completeness.
Proposition 4.4.7. The actions A1 and A2 on D2 correspond to a left shift and down
shift respectively on the box structure of Z2.
Proof. Begin with a box structure b on Z2 and let w = Γ(b) and d = Λ−1(w). A1(d) = d′
is found by looking at the first occurrence of either (0, 0) or (0, 1) in d and changing that
term to (1, 0) or (1, 1) respectively, and then changing the preceding (1, 0)’s to (0, 0)’s
and the preceding (1, 1)’s to (0, 1). Let w′ = Λ(d′) ∈ Σ+4 . Then w′ could be formed from
w by changing the first 1 or 3 to a 2 or 4 and the previous 2’s to 1’s and previous 4’s to
3’s. We can associate w′ to a box structure b′ = Γ−1(w′).
To see why the box structure b′ is a left shift of b, note that finding the first 1 or 3
in w is equivalent to finding the first n-locus that can be moved to the right within the
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(n + 1)-locus containing it, which would change bn from a TL to a TR or from a BL to
a BR. This shift would not affect the location of 0 ∈ Z2 (left or right) in the principal
N -locus, for N ≥ n. However, for each k < n, the k-locus that was in the “right” half
of the (n + 1)-locus containing it would now be in the “left” half, which would require
changing all of the preceding TR’s and BR’s to TL’s and BL’s. This is exactly the sequence
for b′ = Γ−1Λ(A1(d)). Therefore we have the following commutative diagram
D2
A1
//
Λ

D2
Λ

Σ+4
Γ−1

Σ+4
Γ−1

{TL, TR, BL, BR}Z+
left shift
// {TL, TR, BL, BR}Z+
and A1 induces a left shift on the box structure.
A similar argument shows that A2 induces a down shift of the box structure. 
Returning to the graphical representation of the chair substitution as seen in Figures
4.4 and 4.5, the following terminology will be useful.
Definition 4.4.8. A 2-block in {1, 2, 3, 4}2 is called good if the following the edges
with those labels in the chair forward graph leads to a single vertex, or equivalently, if
the initial vertex for that edge path is unique following the chair reverse graph. A 2-block
that is not good will be called bad.
From this definition, the good blocks are {12, 21, 34, 43, 13, 31, 24, 42}. The blocks 31
and 34 must start at vertex p; the blocks 42 and 43 must start at vertex q; the blocks 21
and 24 must start at vertex r; the blocks 12 and 13 must start at vertex s.
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Let S1 ⊂ Σ+4 be the set of sequences containing infinitely many good 2-blocks. Let
S2 = Σ
+
4 \ S1. Then S2 is the set of sequences with only finitely many good blocks. The
following result is proved in [48], and we provide a more detailed proof for completeness.
Proposition 4.4.9. The edge-label-reading 2-block map ψc : Yc → Σ+4 is a factor
map. Moreover, the set where ψc is 1-1 is exactly S1. On the set S2, ψc is 2-1.
Proof. The map ψc satisfies ψcσ = σψc, so it remains to show that ψc is onto. By
inspection of the graph in Figure 4.5, every 2-block on the symbols 1, 2, 3, 4 can be
obtained from following the chair reverse shift graph. Therefore, any infinite sequence in
Σ+4 can be obtained from following edges in the chair reverse shift graph, so ψc is onto.
Let w ∈ S1. Then w contains an infinite number of good blocks, so a good block
exists at some coordinate, say j. Let y ∈ Yc be such that ψc(y) = w. Then the j-th
coordinate of y is determined, and in fact every coordinate from 1 to j is determined,
since each of p, q, r and s has only one in-edge of each type 1, 2, 3 or 4. Because there are
an infinite number of good paths, there is a good block at the j-th coordinate of w ∈ S1
for infinitely many j, and hence there is a unique y ∈ Yc with ψc(y) = w.
Next suppose w ∈ S2. Then, there is an n ≥ 0 such that σnw has no good blocks. In
particular, for n large enough σnw contains only the blocks 11,44, 14 and 41 or only the
blocks 22, 33, 23, and 32. In the first case, ψ−1c {σnw} = .qqq . . . or .sss . . .. In the second
case, ψ−1c {σnw} = .ppp . . . or .rrr . . .. In both cases, |ψ−1c {σnw}| = 2. Let z ∈ ψ−1c {σnw}.
Then there is a unique y ∈ Yc such that ψcy = w and σny = z. 
E. A. Robinson showed in [48] that any aperiodic substitution system generated
by a 2 × 2 substitution on a finite alphabet A has (Σ+4 , A) ' (D2,A) as a factor. In
particular the discrete chair substitution tiling system has the Z2-adding machine as a
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factor. Denote the factor map by ϕ and note that this is a different factor mapping than
ψc : Yc → Σ+4 . Before giving an explicit description of ϕ, we first provide an association
between X ′c and Yc.
Given w ∈ Σ+4 , because ψc : Y → Σ+4 is onto, we can choose a y ∈ Yc so that
ψc(y) = w. An element x of the chair substitution tiling space X
′
c is obtained from y
by creating a sequence x0, x1 . . . of patches in the plane as follows. Set x0 = y1, and
place this symbol (p, q, r or s) at the origin. The sequence x is completed by setting xn
to 2n × 2n square patch of tiles obtained by applying the substitution map τ defined in
(4.4.1) n times to yn+1 so that xn is the principal n-locus.
For example, take y = .y1y2y3 . . . to be y = .pqr . . .. Then
x0 = p, x1 = τ(q) =
q r
p q
, x2 = τ
2(r) =
s r s r
p s r q
s r q r
r q p q
, . . .
which can seen with the corresponding tiles in Z2 in Figure 4.10; part of the corresponding
tiling in shown in Figure 4.11. By creating x in this way, the box structure b = Γ−1w
is naturally apparent in the plane. For this example, ψc(y) = w = .34 . . .. In Figure
4.12 one can see that the box structure formed by having the principal n-locus defined
to be xn has the principal 1-locus in position 3, the principal 2-locus in position 4, etc.
Because the substitution τ is invertible [48], we can obtain an element y ∈ Yc from a
tiling x by reversing the process. Namely, y1 = x0, the tile type of either p, q, r or s
located at the origin; yn+1 = τ
−n(xn), where xn is the 2n × 2n block that makes up the
principal n-locus. Define then the factor map ϕ : X ′c → Σ+4 so that ϕ(x) = w = ψc(y),
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Figure 4.10. Creating an element x ∈ X ′c from y = .pqr . . .
. . . . . .
Figure 4.11. The chair tiling that corresponds to x when y = .pqr . . .
where y is the sequence obtained from x in the manner just described. Because Yc is in
1-1 correspondence with X ′c, it follows that ϕ is 1-1 on the set S1, the set where ψc is
1-1. The associations among X ′c, Yc,D2,Σ+4 and the box structure on Z2 are summarized
in Figure 4.13.
Because ϕ is 1-1 on the dense set S1, ϕ is an almost 1-1 map. Recall that S2, the
set where ϕ fails to be 1-1, is the set of sequences that contain only a finite number of
s r
p s
s r
r q
s r
r q
q r
p q
Figure 4.12. The box structure with principal n-locus given by xn, where
x is obtained from y = .pqr . . .
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box structure on Z2
Γ
// Σ+4 D2
Λ
oo
Yc ⊂ {p, q, r, s}Z+
ψc
OO
OO
xn=τnyn+1

X ′c
ϕ
77
Figure 4.13. Associating a box structure to the chair substitution
good blocks. Λ(.(0, 0)(0, 0) . . .) = .33 . . ., so we denote .33 . . . by se for the remainder of
the proof, since it is the identity element of Σ+4 with the group addition induced by Λ.
Because se contains no good blocks, se ∈ S2, and OA(se) = {An(se) : n ∈ Z2} ⊂ S2 since
A changes only finitely many coordinates. Note that
ΛA−11 A
−1
2 (.(0, 0)(0, 0) . . .) = Λ(.(1, 1)(1, 1) . . .) = .22 . . . = A
−1
1 A
−1
2 (se),
ΛA−11 (.(0, 0)(0, 0) . . .) = Λ(.(1, 0)(1, 0) . . .) = .44 . . . = A
−1
1 (se), and
ΛA−12 (.(0, 0)(0, 0) . . .) = Λ(.(0, 1)(0, 1) . . .) = .11 . . . = A
−1
2 (se).
Then .22 . . . , .11 . . ., and .44 . . . are all in OA(se).
An infinite string at the end of an infinite sequence will be called a tail of the sequence.
Then S2 consists of sequences which have a tail that consists of only bad blocks. Those
sequences in Σ+4 ending with an infinite string of only 1’s, only 2’s, only 3’s, or only 4’s
are all in the orbit of se, since they involve changing only a finite number of coordinates
of a point which was just shown to be in OA(se). The remaining bad blocks are 14, 41,
23, and 32.
Consider then the shift of finite type Ω ⊂ Σ+4 whose allowable sequences are deter-
mined by the graph depicted in Figure 4.14. Then S2 is the set of sequences ω ∈ Σ+4 for
which there exists an n ≥ 0 such that σnω ∈ Ω. Any sequence in S2 must have a tail
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Figure 4.14. Graph depicting allowable sequences for the shift of finite
type Ω
that consists entirely of 1’s and 4’s or 2’s and 3’s. Therefore, this set is the disjoint union
of two shifts of finite type; the shift of finite type whose allowable blocks are 11, 44, 14,
and 41 and the shift of finite type whose the allowable blocks are 22, 33, 23, and 32 with
the action A. The following observation is key to identifying the endomorphisms of the
discrete chair substitution tiling system.
Lemma 4.4.10. Given w ∈ S2 such that w /∈ OA(se) = {An(se) : n ∈ Z2}, there exists
w′ ∈ S2 such that w + w′ ∈ S1.
Proof. Let w ∈ S2 \ OA(se). Then either w has a tail which consists of either only 1’s
and 4’s or only 2’s and 3’s. Suppose first that w ends in an infinite string in 1’s and 4’s,
where the infinite string begins in the n’th coordinate. Form the 1-sided sequence w′ so
w′i = 3 for 1 ≤ i < n. Then complete w′ to an infinite sequence in the following manner:
for all i such that wi = 1, set w
′
i to be 2, and for all i such that wi = 4 set w
′
i to be 3.
Then w′ has a tail consisting only of the bad blocks 22, 33, 23 and 32, so w′ ∈ S2 \OA(se).
Now consider w+w′ = wˆ. Adding a 3 in a coordinate in Σ+ corresponds to adding (0,0)
in D2, so wˆi = wi for i = 1, 2, . . . , n. Adding 1+2, which is given by Λ((0, 1)+(1, 1)), there
will always be carry to the right in the second entry to the addition in the next coordinate.
When there is no carry from the addition in the previous coordinate, 1 + 2 = 4. When
there is carrying in the second entry from the addition in previous coordinate, 1 + 2 = 2.
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When adding 4 + 3, which is Λ((1, 0) + (0, 0)), there is no carrying in either entry. If
there is no carry from the addition in the previous coordinate, 4 + 3 = 4, and when there
is carrying in the second entry from the addition in the previous coordinate, 4 + 3 = 2.
The blocks 14 and 41 must occur an infinite number of times in the tail of w, since
otherwise w ∈ OA(se). Take one such occurrence of the block 14, so that 1 appears in the
(n+ k− 1)’st coordinate and 4 appears in the (n+ k)’th coordinate of s. The (n+ k)’th
coordinate of wˆ is a 2, due to the carrying from the sum of 1 and 2 in the term before,
but the (n+ k+ 1)’st coordinate of wˆ will be a 4 regardless of whether the (n+ k+ 1)’st
term of w is a 1 or a 4, since there is no carrying when computing the sum 4 + 3. That
is, we have
(4.4.2)
. . . 1 4  . . .
+ . . . 2 3  . . .
= . . .  2 4 . . .
.
Therefore, the good block 24 appears in the sequence wˆ once for every occurrence of the
block 14 in w. Because the block 14 appears an infinite number of times in w, there will
be an infinite number of appearances of the good block 24 in wˆ = w + w′. Therefore
w + w′ ∈ S1.
Suppose next that w ends in an infinite string of 2’s and 3’s, beginning at the n’th
coordinate. Then w contains an infinite number of the blocks 23 and 32, since otherwise
w would be in OA(se). As before, form the 1-sided sequence w′ so w′i = 3 for 1 ≤ i < n.
Complete w′ to an infinite sequence in the following manner: for all i such that wi = 2,
set w′i = 1 and for all i such that wi = 3 set w
′
i = 4. Then w
′ ∈ S2. By the same argument
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as above, since the addition in (4.4.2) is abelian, the good block 24 appears an infinite
number of times in the sequence w + w′, so by definition w + w′ ∈ S1. 
By Lemma 4.1.2, every endomorphism of the Z2-adding machine is a group trans-
lation. The factor map ϕ is almost 1-1 and the Bz2-adding machine is minimal and
equicontinuous. Therefore, the Z2-adding machine is the maximal equicontinuous factor
of the discrete chair substitution tiling system. The subsets S1 and S2 must be preserved
by any endomorphism that corresponds to an endomorphism of the discrete chair sub-
stitution tiling system, by Proposition 4.1.6. Keeping this restriction in mind, we now
provide a proof of Theorem 4.4.1.
Proof of Theorem 4.4.1. The factor map ϕ : X ′c → Σ+4 is almost 1-1 and has proximal
fibers [48]. Because the Z2-adding machine is equicontinuous and minimal, it is the
maximal equicontinuous factor of the discrete chair substitution tiling system (X ′c,Z2).
Thus, (X ′c,Z2) is an almost 1-1 extension of its maximal equicontinuous factor.
By Proposition 4.1.6, the set S2 ⊂ Σ+4 where the factor map ϕ fails to be 1-1 must
be preserved by each endomorphism ξ of the Z2-adding machine that corresponds to
an endomorphism of the discrete chair substitution tiling system. By Lemma 4.1.2,
ξ(t) = t + w for some w ∈ Σ+4 . Suppose that ξ preserves S2. Because OA(se) ⊂ S2,
either ξ(se) = w ∈ OA(se) or ξ(se) = w ∈ S2 \ OA(se). In the first case, ξ = An for some
n ∈ Z2. Suppose then that ξ(se) = w ∈ S2 \ OA(0). For ξ to preserve S2, t+ w must be
in S2 for all t ∈ S2. However, by Lemma 4.4.10 there is a w′ ∈ S2 for which w+w′ /∈ S2.
Therefore, if ξ maps se to an element of S2 \OA(se), ξ(S2) 6⊆ S2. We conclude that if an
endomorphism ξ is to preserve S2, it must be of the form ξ = A
n for some n ∈ Z2. By
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Proposition 4.1.5, every endomorphism of the chair substitution system is an element of
the Z2 action. 
Lemma 4.4.10 relies on the association between Σ+4 and D2 defined by Λ. We conclude
with the following remark which uses the group addition on Σ+4 induced by Λ. While it
is not crucial for the findings about the discrete chair substitution tiling system, it does
provide an interesting property of Σ+4 (and also D2).
Remark 4.4.11. Let w = .w1w2 . . . ∈ Σ+4 . Then w+w = w˜ = .3w1w2 . . .. To see this,
first note that w˜1 = 3, since the first term in Λ
−1w˜ will necessarily be (0, 0). To see that
wi = w˜i+1 for all i ≥ 1, it is helpful to look at the element d = (d11, d12)(d21, d22) . . . =
Λ−1w and Λ−1w˜ = d˜ = d + d. Suppose that di1 = 1. Then d˜i+1,1 = 1, by the fact that
addition is done with carry to the right in each coordinate, and there will be a 1 carried
from the previous addition. Similarly, if di2 = 1, then d˜i+1,2 = 1. Next consider the case
di1 = 0. Then there will be no carrying from the addition in that position, so d˜i+1,1 = 0.
Similarly, if di2 = 0, then d˜i+1,2 = 0.
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CHAPTER 5
Fractals and Future Work
In this chapter, we first look at fractals based on a division of a square into smaller
squares, repeated ad infinitum, as well as fractals based on the pinwheel substitution
described in Chapter 3 where every triangle is divided at each division step. For the
division scheme on the square, we also formulate a conjecture for the total number of
vertices present after k subdivision steps, using the computation of the number of vertices
for the triangular subdivision as a guide. We then discuss avenues for extending the
results of Chapters 3 and 4. We mention some results from [51] about the pinwheel
tiling created by the pinwheel substitution with the largest triangle(s) divided at each
step, since some of these extend to the tiling formed by adding the expansion factor to
the substitution scheme where every triangle is divided. We hope that the results found
in Chapter 3 about the distribution of vertices will provide insight into other properties
of the resulting tilings. We also discuss Toeplitz systems and several other tiling systems
whose endomorphisms we would like to determine, using the results of [9] and of Chapter
4 for the discrete chair substitution tiling system as a guide, and present conjectures for
the endomorphisms of Toeplitz systems and of two particular discrete tiling systems, the
table and modified table substitution tiling systems.
5.1. Fractals
There has been a lot of work on finding the Hausdorff dimension and measures of
maximal Hausdorff dimension for fractals generated by division schemes that include the
removal at each step of a certain number of objects [23, 31, 33]. Recently Y. Yayama
[58, 59] studied theses questions for general Sierpinski carpets formed by an iterative
process subject to restrictions specified by a fixed shift of finite type. We apply known
formulas for the Hausdorff dimensions of fractals to the fractals that arise from particular
division schemes on a square and a triangle. In particular, we first focus on the case of
dividing a single square into 21 squares of distinct sizes, and then we extend results for this
case to a general square subdivision. Finally, we return to the generalization of Conway’s
pinwheel substitution discussed in Chapter 3 where every triangle is subdivided.
5.1.1. Dimension of a Fractal Based on a Square Subdivision. It is known that
a square can be divided into smaller squares, all of differing sizes [4, 5, 14, 15, 22].
While there is more than one way to divide a square into unequal squares, the smallest
number of unequal sized squares that a square can be divided into is 21 and this division
is unique up to symmetry. There are also several subdivisions of a square into 26 distinct
sized squares, one of which is defined explicitly in [6] and also shown in [8]. While we
focus our discussion on the division of a square into 21 smaller squares, we then obtain
formulas which can be applied for a general square subdivision into n squares of distinct
size.
Let the original square have sides of length 112. It is possible to divide this square
into 21 smaller squares with side lengths 50, 35, 27, 8, 19, 15, 17, 11, 6, 24, 29, 25, 9, 2,
7, 18, 16, 42, 4, 37, and 33. Let S denote the set of these 21 values. One such division
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 Figure 5.1. A subdivision of a square into 21 unequal squares
is obtained by placing the division squares in the order listed as far up and to the left as
possible (see Figure 5.1). All others are symmetries of this particular arrangement [8].
Suppose that we remove a certain number of the 21 squares created after the initial
subdivision. Repeat this process so that each of the remaining squares is divided into
21 squares in the same manner and the corresponding square(s) are removed from each
of them. Continuing to repeat this process ad infinitum, a fractal is created and we can
calculate its dimension.
There is a well-known formula (see for example [33]) for computing the dimension of
a fractal created removing a set number of squares from a rectangle of size n×m that is
viewed as nm squares, and repeating the process on the remaining squares by dividing
each of them into n columns and m rows and removing the corresponding square(s) from
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each of them. Let tj denote the number of squares that remain in row j after the first
step in creating a fractal from an n by m rectangle, with n ≥ m. Then the dimension of
the fractal formed by continuing the process is given by
(5.1.1) dimF = logm
(
m−1∑
j=0
t
(lognm)
j
)
.
Although this formula provides a straightforward way to find the dimension of a fractal
created by dividing a rectangle into squares and removing a set number of them at each
stage, it assumes that the remaining squares are all of the same size and that each of
them will be divided in the same manner. However, our example involves dividing a
square into squares of various sizes and removing some of them, and then repeating the
process on the remaining squares, each of which will be a unique size.
We look instead to another well-known formula (see [16, 17]) for computing the
dimension of a fractal which is created by an iterated function system.
Definition 5.1.1. A map S : Rn → Rn is a similarity mapping if for all x, y ∈ Rn,
|S(x)− S(y)| = c|x− y|. The value 0 < c < 1 is called the ratio of S.
Let S1, S2, . . . , Sr be similarity mappings with ratios c1, c2, . . . cr. If a fractal is created
by applying these maps repeatedly to a set F so that the fractal is F = limn→∞ ∪mi=1Sni (F )
(in the Hausdorff metric on Rd described in Chapter 1), then the dimension of F is the
value of s such that
(5.1.2)
N∑
i=1
csi = 1,
provided that the Si(F ) intersect only on the boundaries.
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Remark 5.1.2. When n = m and all the ci are equal, so that N squares of the
same size remain after the first step in the process, the formula in (5.1.1) reduces to
dimF = logmN , and the formula in (5.1.2) gives that the dimension is log1/ci N. Because
each ci is the same, we can actually think of the original square as 1/ci by 1/ci squares,
so that m = 1/ci, and these formulas for the dimension are in fact the same.
Before modifying (5.1.2) to apply to a general square subdivision, we explore a par-
ticular example of a fractal based on the division of a square into 21 squares of unequal
sizes, as described above. Suppose we remove the square with side length 16 from our
large square. Then at the next step in creating the fractal we remove the corresponding
square from each of the 20 squares that still remain from the division of the largest square
into the 21 unequal squares. Each of the remaining 20 squares within each of these is then
divided into 21 squares with side lengths of proportions coming from S, and the process
continues. Then using (5.1.2), the dimension of this fractal is the value of s satisfying
∑
t∈S\16
(
t
112
)s
= 1,
so the dimension is approximately 1.98336.
We can generalize to find the dimension of any fractal based on this division process.
Let T ⊂ S, T 6= ∅, be the set of lengths of the sides of the squares that will removed after
the first subdivision. Then the dimension of the fractal created by repeating this process
is the value of s satisfying ∑
t∈S\T
(
t
112
)s
= 1.
Now consider a more general setting for dividing a square into smaller squares and
creating a fractal by removing a subset of those squares.
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Proposition 5.1.3. Let F be a square with side length n which is divided into N
squares, where the side lengths of the squares are S = {s1, . . . sN}, and let T ⊂ S, T 6= ∅.
Then the fractal F created by removing squares with sides lengths in T and repeating the
division and removal process ad infinitum has dimension s, where s is the solution to the
equation
∑
t∈S\T
(
t
n
)s
= 1.
Proof. Applying (5.1.2), the values of the ci are exactly t/n, where t ∈ S \ T. 
Repeating this division process, we would like to find formula for the number of
vertices and edges present after each division step, having obtained these results for the
two triangular subdivisions in Chapter 3.
After one step, we see by Figure 5.1 that there are 44 vertices. All but the four
on the corners of the original 112 by 112 square serve as the vertex of exactly 2 of the
21 squares. After the second division, each of the 21 squares created at the previous
step will contribute 40 new vertices. Because each square shares at least two edges, we
must check whether or not there are vertices created after the second subdivision along
the shared edges that happen to coincide. Explicit calculation shows that this does not
happen after two subdivisions, so that there are 840 new vertices, or 884 total vertices at
this stage in the division process. Based on the proportions of the lengths of the squares
which share edges, we propose the following.
Conjecture 5.1.4. After k steps in the square division process where a square is
divided into 21 unequal squares as described above, the number of vertices present is
4 + 40
∑k−1
n=0(21)
n.
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For k = 0 this is trivially true. For k = 1, explicit calculation shows it to be true.
Suppose this is true for k = m and let k = m+1. This means that the ratios of the edges
after m subdivisions have not allowed any new vertex to be shared with either a new
vertex or a pre-existing one. The greatest number of new vertices that can be formed is
40 · 21m. In order to show that this is in fact the number of new vertices, one needs to
examine further the divisions along each shared edge and see that the proportions for the
division do not allow for two vertices created at the same division step to be in the same
location and also that no new vertex can be located in the same location as a pre-existing
vertex.
5.1.2. Dimension of a Fractal Based on a Pinwheel Substitution. In this section,
we look at fractals based on the pinwheel substitution in Chapter 3 where every triangle is
divided at each step and find the dimensions of these fractals for particular relationships
between the values of a and b.
As mentioned in the previous section, when the objects created by the subdivision are
all the same size, of ratio r to the original, and N of these new, smaller objects remain
after one subdivision, the dimension of the resulting fractal is given by
logN
log 1/r
.
When 2a = b all of the five triangles created in the subdivision are the same size; each
of them has area equal to one-fifth the area of the original, so that the side ratio of
each to the original is 1/
√
5. All of the ci in (5.1.2) are equal and we can use the
simplified formula. Suppose we remove n sub-triangles after the first subdivision, where
1 ≤ n < 5. If this removal coupled with the subdivision is continued, the resulting fractal
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has dimension
log(5− n)
log(
√
5)
.
Next consider the case a = b. After one subdivision, one triangle has side lengths
that are twice the lengths of the corresponding sides of the other four triangles, or an
area equal to the sum of the areas of the other four. That is, the division process creates
four small triangles and one large triangle. The four smaller triangles created after the
first subdivision each have area 1/8 of the original, so that the side ratio is 1/
√
8. The
larger triangle has area 1/2 of the original, or a side ratio of 1/
√
2. Suppose first that we
remove one triangle with the side ratio of 1/
√
8. Applying (5.1.2), the dimension of this
fractal is the value of s for which
3
(
1√
8
)s
+
(
1√
2
)s
= 1,
so s ≈ 1.79635. If only the triangle with side ratio 1/√2 to the original is removed, the
dimension of the resulting fractal is log 4/ log
√
8 = 4/3.
Using these two examples as a guide, we have the following general result for the
dimension of a fractal based on this triangular subdivision.
Proposition 5.1.5. Let R be a closed right triangle with legs of lengths a and b,
a ≤ b, and hypotenuse of length c and let F be the fractal created by removing 0 ≤ n ≤ 3
triangles with the side ratio b/2c times the original and 0 ≤ m ≤ 1 triangles with side
ratio a/c times the original, with the condition 1 ≤ n + m < 4. Then the dimension of
F is the value of s satisfying
(4− n)
(
b
2c
)s
+ (1−m)
(a
c
)s
= 1.
118
Proof. The region R is divided into five triangles, four of which have side ratios of b/2c to
the original and one of which has side ratio a/c to the original. To create a fractal based
on this subdivision, at least one triangle must be removed and at least two triangles must
remain; therefore the total number of triangles removed is at least one and no more than
three. Because there is only one triangle with the ratio a/c, at least one of the triangles
of ratio b/2c must remain, so at most three of them can be removed. Also the triangle
of ratio a/c can be removed or not, so long as the total number of triangles removed is
no more than three. Therefore the similarities have ratios b/2c and a/c, and the number
of similarities is at least two and no more than four. Removing n triangles of side ratio
b/2c corresponds to 4 − n similarities with similarity ratio b/2c. Removing m triangles
of side ratio a/c corresponds to 1 −m similarities with similarity ratio a/c. By (5.1.2)
the dimension of this fractal is the value of s satisfying
(4− n)
(
b
2c
)s
+ (1−m)
(a
c
)s
= 1.

5.2. Endomorphisms of Toeplitz systems
As mentioned in the introduction, Toeplitz systems are almost 1-1 extensions of
odometers. The Z action on the odometer is given by A(d) = d + .100 . . .. There-
fore, this action is translation by the elements of the subgroup generated by .100 . . ..
The odometer is minimal, so by Lemma 4.1.2 every endomorphism of the odometer is a
translation. We propose the following.
Conjecture 5.2.1. Every endomorphism of a Toeplitz system is an element of the
group action.
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Every Toeplitz system is minimal, and an endomorphism of a Toeplitz system induces
an endomorphism of its associated odometer [12]. By Proposition 4.1.5, this correspon-
dence is unique. In order to extend earlier results to prove Conjecture 5.2.1, we need to
describe explicitly the subset where the factor mapping fails to be 1-1 and the translations
of the associated odometer which preserve this set.
Remark 5.2.2. For the particular Toeplitz system generated by the substitution
0 7→ 01, 1 7→ 00, it follows from [9] that the only endomorphisms are σn, since this
substitution is of constant length and is not a dual substitution.
5.3. Tiling systems
Having found the endomorphisms of the discrete chair substitution tiling dynamical
system, it is natural to try to extend our approach to other tiling systems. Some tiling
systems of interest are (generalizations of) Conway’s pinwheel tiling, the table substi-
tution system, modified table substitution tiling as discussed in [48], and the Penrose
tiling.
5.3.1. More on the pinwheel tilings. We would like to examine the tiling that results
from incorporating an expansion factor and a rotation to the division process discussed
in Chapter 3 of dividing every triangle to see which, if any, of Sadun’s results from [51]
with the scheme of dividing all triangles hold for this tiling. The expansion factor is
λ = 2c/b and the angle of rotation is θ clockwise, so that the triangle in position 3 in
Figure 3.3 is the same size and oriented the same way as the triangle that was divided
to create it. The first step of the expansion, subdivision, and rotation is shown in Figure
5.2.
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Figure 5.2. The rotation after the subdivision
The relationship between a and b, or equivalently the base angle θ, affects the number
of edges and vertices present at each stage in the division process. The angle θ also
affects the number of different orientations of the triangles (i.e. the number of rotations
of the triangle which appear) present in the tiling. Sadun [51] found that the number of
orientations of triangular tiles present in the tiling created by dividing only the largest
triangle(s) at each step in the division is finite if θ/pi is rational and infinite if θ/pi
is irrational. His proof of this result uses the fact that every triangle will be divided
eventually and does not depend upon only the largest triangle(s) at each step being
divided. This allows us to apply this result to the tiling created by adding an expansion
factor to the division process where all triangles are divided at each step. Therefore we
have the following:
Theorem 5.3.1. In a tiling generated by dividing every triangle, the number of rota-
tions of the triangular tiles is finite if θ/pi is rational and infinite if θ/pi is irrational.
Sadun [51] also found that the number of distinct sizes of triangular tiles in the tiling
created by dividing only the largest triangle at each stage is finite if ln[sin(θ)]/ ln[cos(θ)/2] =
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ln(a/c)/ ln(b/2c) is rational and infinite otherwise. This result, however, does not hold
for the tiling generated by dividing all triangles. We found that for the division scheme
of dividing every triangle, the number of different sizes of triangles after k division steps
is k + 1 when b 6= 2a. When adding an expansion factor, this still holds, so there are
k + 1 different sized triangular tiles after k steps of the division and expansion process.
Therefore, the number of sizes of tiles in the tiling of the plane, provided b 6= 2a, will be
infinite. This means that not all of the different tiles can be seen in a compact region of
the plane, and therefore the tiling will be aperiodic. Some other questions which remain
to be answered are whether or not this tiling system has discrete spectrum and what its
invariant measures are. There is some hope that our understanding of the distribution of
triangles and vertices under the repeated division process may shed light on properties
and invariant measures of the tiling system.
5.3.2. The table and modified table substitution tiling systems. The prototiles
for the table tiling system are rectangular with length twice the width. The defining
substitution is shown in Figure 5.3. The modified table tiling system [48] has the same
prototiles as the table and is defined by the substitution in Figure 5.4. A tiling system
based on each of these substitutions is created in the same manner as the chair substitu-
tion tiling system, by taking the tilings whose patches are subpatches all finite iterates
of the substitution on one of the prototiles.
Like the prototiles for the chair tiling, the prototiles for the table and modified table
tilings are polyominos, so Robinson [48] defines a different set of tiles for both the table
and modified table substitutions (Figure 5.5). This allows the table substitution to be
viewed as the 2× 2 substitution ζt given by:
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Figure 5.3. Table substitution
Figure 5.4. Modified table substitution
(5.3.1) ζt(p) =
s p
q p
ζt(q) =
q q
p q
ζt(r) =
r s
r q
ζt(s) =
p r
s s
.
The modified table substitution can be viewed as the 2× 2 substitution ζm given by:
rp q s
Figure 5.5. Different table tiles
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(5.3.2) ζm(p) =
s s
q q
ζm(q) =
q q
p r
ζm(r) =
p r
p r
ζm(s) =
p r
s s
,
Note that the images of p, q, r, and s for the table substitution consist of the same
four symbols as their images under the chair substitution, but with two symbol positions
interchanged. Also note that the images of q and s are the same for both the table
and the modified table substitutions. By changing the substitution slightly, the resulting
tiling systems have many different properties. Like the chair substitution τ , (5.3.1) and
(5.3.2) have associated directed graphs. Let Yt ⊂ {p, q, r, s}Z+ denote the table shift of
finite type determined by the graph in Figure 5.6. Unlike the chair, the forward and
reverse graphs for the table substitution are the same. Define an edge label reading map
ψt : Yt → Σ+4 in the same way as for the chair substitution. Each vertex has an in-edge
and out-edge with each label, so this map is 4-1. The factor map ϕ from the discrete
table substitution tiling system to Σ+4 is formed from ψ in the same manner as for the
chair substitution tiling system in Chapter 4, and is therefore almost everywhere 4-1.
As a result, the discrete table substitution tiling system is an almost 4-1 extension of
the Z2-adding machine [48]. Because of this, the general results in Chapter 4 cannot be
applied in this case. In fact, we conjecture the following, which we hope to prove using
the result of Coven [9] as a guide to prove , since the table substitution, like the Morse
substitution, is bijective.
Conjecture 5.3.2. There is an endomorphism of the discrete table substitution
tiling system that is not an element of the action by Z2.
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Figure 5.6. The graph representation of the table substitution (forward=reverse)
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Figure 5.7. The graph representation of the modified table substitution (forward)
The modified table substitution does not have the same forward and reverse graphs,
as evident by Figures 5.7 and 5.8. Like the chair, this tiling system is an almost 1-1
extension of the Z2-adding machine. Let Ym ⊂ {p, q, r, s}Z+ denote the modified table
reverse shift of finite type determined by the graph in Figure 5.8. Again define an edge
reading map ψm : Ym → Σ+4 . This map is almost 1-1, but the graphical representation
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Figure 5.8. The graph representation of the modified table substitution (reverse)
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for the modified table as seen in Figure 5.8 is quite different from the graphs for both the
table and the chair. Based on our findings about the discrete chair substitution tiling
system and the fact that the modified table substitution tiling system is compact and an
almost 1-1 extension of the same minimal dynamical system, we propose the following:
Conjecture 5.3.3. Every endomorphism of the discrete modified table substitution
tiling system is an element of the action.
To extend the result found for the chair, first one must find the subset of Σ+4 where the
map ψm fails to be 1-1, or equivalently, find the subset where ψm is 1-1. By examination,
one can see that all possible 2-blocks in {1, 2, 3, 4}2 are bad blocks, as defined in Definition
4.4.8. Note that an edge labeled 1 or 3 cannot terminate at the vertex r, and an edge
labeled 2 or 4 cannot terminate at the vertex p. That is, it impossible for a finite sequence
in {1, 2, 3, 4}, when read as an edge path in the graph, to have the possibility of ending
at either r or p, since they do not have any in-edge labels in common. Building upon
this, Figure 5.9 is helpful in classifying all of the good n-blocks.
Even without fully classifying all good blocks for the modified table shift of finite
type, looking at Figure 5.9, any sequence in Ym consisting only of 1’s and 3’s cannot be
a good sequence, since every finite n-block would be bad. Also, following the forward
graph, once an n-block is known to terminate at either q or r, if the next element in the
sequence is 3, that (n+ 1)-block must terminate at the vertex p; and if the next element
in the sequence is 4, that (n+1)-block must terminate at r. Once an n-block is known to
terminate at either r or s, if the next element in the sequence is 1, that (n+1)-block must
terminate at the vertex p; and if the next element in the sequence is 2, that (n+ 1)-block
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Figure 5.9. Dissection of the graph for the modified table substitution
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must terminate at r. Any good block, therefore, must terminate at the vertex p or the
vertex r.
Once we obtain a good block, extending this block as allowed by the graph in Figure
5.7 will result in another good block, since each vertex only has one out-edge with each
label. We therefore introduce the following terminology.
Definition 5.3.4. A good block is efficient if it contains no proper subblock which
is a good block.
Robinson states in [48] that the block 31424 must terminate at vertex r in the forward
graph. However, by inspection, we see that the block 424 must always terminate at r,
so that this good block is not efficient. Figure 5.10 provides a list of the efficient good
n-blocks for n = 3, 4, 5. Notice that each efficient 5-block is formed by inserting either
the symbol 1 or 3 after the first coordinate of an efficient good 4-block, or by inserting
either the 2-block 11 or 33 after the first coordinate of an efficient good 2-block.
5.3.3. Other tiling systems. All of the tiling systems discussed in this thesis have
been discrete, but have analogous systems with an R2 action. Using the results in [39],
we would like to find the endomorphisms of the chair tiling system with the R2 action,
as well as the table and modified table.
Another famous tiling system is the Penrose tiling system, which is minimal and
uniquely ergodic under the R2 action [47]. We would like to find the endomorphisms
of this tiling system since, like all the other tilings we have discussed, it is based on
a substitution. Also, since the Penrose tiling system is “essentially” the suspension of
a product of two Sturmian systems [47], we hope that the results in Chapter 4 may
contribute to finding the endomorphisms of the Penrose tiling system.
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3-blocks 4-blocks 5-blocks
223 2143 21123 21124
224 2144 21141 21142
241 2321 21343 21344
242 2322 23121 23122
423 4143 23341 23342
424 4144 23323 23324
441 4321 41343 41344
442 4322 43121 43122
43323 43324
43341 43342
Figure 5.10. Efficient good blocks of length 3, 4, and 5
129
BIBLIOGRAPHY
1. R. L. Adler and L. Flatto, Uniform distribution of Kakutani’s interval splitting pro-
cedure, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 38 (1977), no. 4, 253–259.
MR MR0447521 (56 #5832)
2. Joseph Auslander, Endomorphisms of minimal sets, Duke Math. J. 30 (1963), 605–
614. MR MR0155311 (27 #5245)
3. , Minimal Flows and their Extensions, North-Holland Mathematics Studies,
vol. 153, North-Holland Publishing Co., Amsterdam, 1988, Notas de Matema´tica
[Mathematical Notes], 122. MR MR956049 (89m:54050)
4. C. J. Bouwkamp, On some new simple perfect squared squares, Discrete Math.
106/107 (1992), 67–75, A collection of contributions in honour of Jack van Lint.
MR MR1181898 (93i:52023)
5. , On step-2 transforms for simple perfect squared squares, Discrete Math. 179
(1998), no. 1-3, 243–252. MR MR1489088 (98g:05038)
6. R. L. Brooks, C. A. B. Smith, A. H. Stone, and W. T. Tutte, The dissection of
rectangles into squares, Duke Math. J. 7 (1940), 312–340. MR MR0003040 (2,153d)
7. Richard A. Brualdi, Introductory Combinatorics, second ed., North-Holland Publish-
ing Co., New York, 1992. MR MR1129887 (93g:05001)
8. Thomas Brylawski, Combinatorial theory, in AccessScience@McGraw-Hill,
http://www.accessscience.com, DOI 10.1036/1097–8542.150400.
9. Ethan M. Coven, Endomorphisms of substitution minimal sets, Z. Wahrschein-
lichkeitstheorie und Verw. Gebiete 20 (1971/72), 129–133. MR MR0307212 (46
#6332)
10. Ethan M. Coven and Michael E. Paul, Endomorphisms of irreducible subshifts of
finite type, Math. Systems Theory 8 (1974/75), no. 2, 167–175. MR MR0383378 (52
#4259)
11. Manfred Denker, Christian Grillenberger, and Karl Sigmund, Ergodic Theory on
Compact Spaces, Lecture Notes in Mathematics, Vol. 527, Springer-Verlag, Berlin,
1976. MR MR0457675 (56 #15879)
12. Tomasz Downarowicz, The royal couple conceals their mutual relationship: a non-
coalescent Toeplitz flow, Israel J. Math. 97 (1997), 239–251. MR MR1441251
(99d:28031)
130
13. , Survey of odometers and Toeplitz flows, Algebraic and topological dynam-
ics, Contemp. Math., vol. 385, Amer. Math. Soc., Providence, RI, 2005, pp. 7–37.
MR MR2180227 (2006f:37009)
14. A. J. W. Duijvestijn, Simple perfect squared squares and 2× 1 squared rectangles of
orders 21 and 24, J. Combin. Theory Ser. B 59 (1993), no. 1, 26–34. MR MR1234380
(94c:05017)
15. , Simple perfect squared squares and 2 × 1 squared rectangles of order 26,
Math. Comp. 65 (1996), no. 215, 1359–1364. MR MR1333310 (96j:52029)
16. K. J. Falconer, The Geometry of Fractal Sets, Cambridge Tracts in Mathematics,
vol. 85, Cambridge University Press, Cambridge, 1986. MR MR867284 (88d:28001)
17. Kenneth Falconer, Fractal Geometry, John Wiley & Sons Ltd., Chichester, 1990,
Mathematical foundations and applications. MR MR1102677 (92j:28008)
18. N. Pytheas Fogg, Substitutions in Dynamics, Arithmetics and Combinatorics, Lec-
ture Notes in Mathematics, vol. 1794, Springer-Verlag, Berlin, 2002, Edited by V.
Berthe´, S. Ferenczi, C. Mauduit and A. Siegel. MR MR1970385 (2004c:37005)
19. Gerald B. Folland, Real Analysis, second ed., Pure and Applied Mathematics (New
York), John Wiley & Sons Inc., New York, 1999, Modern techniques and their ap-
plications, A Wiley-Interscience Publication. MR MR1681462 (2000c:00001)
20. Natalie Priebe Frank, A collection of tiling substitutions, handout,
http://math.vassar.edu/Faculty/Frank/NPFpublications.html.
21. , A primer of substitution tilings of the Euclidean plane, Expo. Math. 26
(2008), no. 4, 295–326. MR MR2462439
22. Ian Gambini, A method for cutting squares into distinct squares, Discrete Appl. Math.
98 (1999), no. 1-2, 65–80. MR MR1723687 (2001b:05058)
23. Dimitrios Gatzouras and Yuval Peres, Invariant measures of full dimension for
some expanding maps, Ergodic Theory Dynam. Systems 17 (1997), no. 1, 147–167.
MR MR1440772 (98c:58093)
24. Arshag Hajian, Yuji Ito, and Shizuo Kakutani, Invariant measures and orbits of
dissipative transformations, Advances in Math. 9 (1972), 52–65. MR MR0302860
(46 #2003)
25. G. A. Hedlund, Endormorphisms and automorphisms of the shift dynamical system,
Math. Systems Theory 3 (1969), 320–375. MR MR0259881 (41 #4510)
131
26. Edwin Hewitt and Leonard J. Savage, Symmetric measures on Cartesian products,
Trans. Amer. Math. Soc. 80 (1955), 470–501. MR MR0076206 (17,863g)
27. Charles Holton, Charles Radin, and Lorenzo Sadun, Conjugacies for tiling dynam-
ical systems, Comm. Math. Phys. 254 (2005), no. 2, 343–359. MR MR2117629
(2006m:37021)
28. Richard Isaac, Generalized Hewitt-Savage theorems for strictly stationary processes,
Proc. Amer. Math. Soc. 63 (1977), no. 2, 313–316. MR MR0501304 (58 #18695)
29. Konrad Jacobs and Michael Keane, 0− 1-sequences of Toeplitz type, Z. Wahrschein-
lichkeitstheorie und Verw. Gebiete 13 (1969), 123–131. MR MR0255766 (41 #426)
30. Shizuo Kakutani, A problem of equidistribution on the unit interval [0, 1], Measure
theory (Proc. Conf., Oberwolfach, 1975), Springer, Berlin, 1976, pp. 369–375. Lecture
Notes in Math., Vol. 541. MR MR0457678 (56 #15882)
31. R. Kenyon and Y. Peres, Measures of full dimension on affine-invariant sets, Ergodic
Theory Dynam. Systems 16 (1996), no. 2, 307–323. MR MR1389626 (98m:28042)
32. Douglas Lind and Brian Marcus, An Introduction to Symbolic Dynamics and Coding,
Cambridge University Press, Cambridge, 1995. MR MR1369092 (97a:58050)
33. Curt McMullen, The Hausdorff dimension of general Sierpin´ski carpets, Nagoya
Math. J. 96 (1984), 1–9. MR MR771063 (86h:11061)
34. Xavier Me´la, Dynamical properties of the Pascal adic and related systems, PhD dis-
sertation, University of North Carolina, Chapel Hill, 2002.
35. J. Neveu, Sur les suites de Toeplitz, Z. Wahrscheinlichkeitstheorie und Verw. Gebiete
13 (1969), 132–134. MR MR0412385 (54 #511)
36. Michael E. Paul, Construction of almost automorphic symbolic minimal flows, Gen-
eral Topology and Appl. 6 (1976), no. 1, 45–56. MR MR0388365 (52 #9202)
37. Karl Petersen, Measure-preserving Systems, http://www.math.unc.edu/Faculty/petersen/.
38. , Pascal’s triangle as a dynamical system, Seminar talk (1992).
39. , Factor maps between tiling dynamical systems, Forum Math. 11 (1999),
no. 4, 503–512. MR MR1699171 (2000f:37019)
40. , Information compression and retention in dynamical processes, Dynamics
and randomness (Santiago, 2000), Nonlinear Phenom. Complex Systems, vol. 7,
Kluwer Acad. Publ., Dordrecht, 2002, pp. 147–217. MR MR1975578 (2005d:37020)
132
41. Karl Petersen and Klaus Schmidt, Symmetric Gibbs measures, Trans. Amer. Math.
Soc. 349 (1997), no. 7, 2775–2811. MR MR1422906 (99a:28016)
42. Jacques Peyrie`re, A singular random measure generated by splitting [0, 1], Z.
Wahrsch. Verw. Gebiete 47 (1979), no. 3, 289–297. MR MR525310 (80f:60006)
43. Ronald Pyke and Willem R. van Zwet, Weak convergence results for the Kakutani in-
terval splitting procedure, Ann. Probab. 32 (2004), no. 1A, 380–423. MR MR2040787
(2005a:60044)
44. Charles Radin, Symmetry of tilings of the plane, Bull. Amer. Math. Soc. (N.S.) 29
(1993), no. 2, 213–217. MR MR1215313 (94g:28022)
45. , The pinwheel tilings of the plane, Ann. of Math. (2) 139 (1994), no. 3,
661–702. MR MR1283873 (95d:52021)
46. , Space tilings and substitutions, Geom. Dedicata 55 (1995), no. 3, 257–264.
MR MR1334449 (96b:52033)
47. E. Arthur Robinson, Jr., The dynamical properties of Penrose tilings, Trans. Amer.
Math. Soc. 348 (1996), no. 11, 4447–4464. MR MR1355301 (97a:52041)
48. , On the table and the chair, Indag. Math. (N.S.) 10 (1999), no. 4, 581–599.
MR MR1820555 (2001m:37036)
49. , Symbolic dynamics and tilings of Rd, Symbolic dynamics and its applications,
Proc. Sympos. Appl. Math., vol. 60, Amer. Math. Soc., Providence, RI, 2004, pp. 81–
119. MR MR2078847 (2005h:37036)
50. H. L. Royden, Real Analysis, third ed., Macmillan Publishing Company, New York,
1988. MR MR1013117 (90g:00004)
51. L. Sadun, Some generalizations of the pinwheel tiling, Discrete Comput. Geom. 20
(1998), no. 1, 79–110. MR MR1626703 (99e:52029)
52. , Tilings, tiling spaces and topology, Philosophical Magazine 86 (2006), 875–
881.
53. Michael E. Taylor, Measure Theory and Integration, Graduate Studies in Mathemat-
ics, vol. 76, American Mathematical Society, Providence, RI, 2006. MR MR2245472
(2007g:28002)
54. W. A. Veech, Almost automorphic functions on groups, Amer. J. Math. 87 (1965),
719–751. MR MR0187014 (32 #4469)
133
55. William A. Veech, Point-distal flows, Amer. J. Math. 92 (1970), 205–242.
MR MR0267560 (42 #2462)
56. , Topological dynamics, Bull. Amer. Math. Soc. 83 (1977), no. 5, 775–830.
MR MR0467705 (57 #7558)
57. A. M. Versˇik, A description of invariant measures for actions of certain infinite-
dimensional groups, Dokl. Akad. Nauk SSSR 218 (1974), 749–752. MR MR0372161
(51 #8377)
58. Yuki Yayama, Dimensions of compact invariant sets of some expanding maps, PhD
dissertation, University of North Carolina, Chapel Hill, 2007.
59. , Dimensions of compact invariant sets of some expanding maps, Ergodic
Theory Dynam. Systems 29 (2009), no. 1, 281–315.
134
