We study an interesting variant of the stochastic multi-armed bandit problem in which each arm is required to be pulled for at least a given fraction of the total available rounds. We investigate the interplay between learning and fairness in terms of a pre-speci ed vector specifying the fractions of guaranteed pulls. We de ne a fairness-aware regret that takes into account the above fairness constraints and extends the conventional notion of regret in a natural way. We show that logarithmic regret can be achieved while (almost) satisfying the fairness requirements. In contrast to the current literature where the fairness notion is instance dependent, we consider that the fairness criterion is exogenously speci ed as an input to the algorithm. Our regret guarantee is universal i.e. holds for any given fairness vector.
Introduction
In a classical stochastic multi-armed bandit (S MAB) problem, a decision maker is faced with k choices (henceforth referred to as arms). At each time t, a decision maker decides which choice to select (referred to as pulling an arm). Once a decision maker pulls an arm, she gets a random reward drawn from a xed reward distribution unknown to her. e arms which are not pulled do not give any reward. e goal of a decision maker at each round is to pull an arm so that the sum of the total expected reward from T pulls is maximized. e challenge faced by the decision maker is famously known in literature as the exploration vs. exploitation dilemma i.e. whether to explore the arms to nd the best arm in terms of expected rewards or to pull an arm that has given the best average reward so far.
In this paper we consider F S MAB, a variant of S MAB where, in addition to the above objective of maximizing the sum of the expected rewards (or equivalently minimizing the cumulative regret), the algorithm also needs to ensure that each arm is pulled for at least a given fraction of the total number of rounds. is imposes an additional constraint on the algorithm. Such a constraint will be referred to as a fairness constraint.
e fairness constraint is speci ed in terms of a vector of size k, where each component is the minimum fraction of the total number of time steps for which the corresponding arm has to be pulled.
e goal is to minimize the regret while satisfying the fairness requirement of each arm.
Such fairness constraints are natural in many real world resource allocation problems where the arms are individuals or agents competing for a common resource. In the context of the S MAB se ing, fairness constraints ensure that no individual starves from the lack of opportunities irre-spective of her quality. is objective, which at times is at odds with the objective of maximizing e ciency, conforms with the veil of ignorance doctrine of Rawls [1971] wherein each individual has equal claim to the resource without the knowledge of their true qualities in original position (refer [Freeman, 2019; Heidari et al., 2018] for detailed discussion). For concreteness, we next present several motivating examples for the work done in this paper.
Sponsored Search: An advertiser, characterized by a click-through rate (CTR), competes for an ad-space on a search engine such as Google, Bing, etc. In the absence of any regulatory measures to ensure equitable allocation of ad-space, the new and/or local businesses run a risk of being starved for publicity by big corporations. Fairness regulations ensure that the local businesses get required visibility on online platforms to sustain their business.
Wireless Communication ]: Consider a wireless communication system where a central access point allocates the channel to one of the transmi ers for some xed amount of time, called a time slot. For each successful transmission, a reward is generated that depends in some way on the transmi er (e.g. the quality of information transmi ed). In addition to maximizing reward, the access point also needs to guarantee a certain minimum quality of service to each transmi er irrespective of the reward it generates.
Crowdsourcing: Consider a crowdsourcing scenario where a central planner assigns several micro tasks to the crowdworkers (or agents). e goal is to ensure high quality work from the agents. As the agents are heterogeneous in terms of their qualities, the goal is to nd the best quality agents. However, in order to induce participation from the agents, the algorithm has to ensure that each agent is guaranteed a certain number of tasks beforehand. In this work we capture this constraint in terms of the fraction of tasks to be assigned to each agent.
Our contributions: We study the F S MAB problem, a variant of the S MAB problem under a modi ed regret notion to accommodate fairness constraints.
is notion of regret is a natural generalization of the regret notion for the S MAB problem, keeping in mind the optimal algorithm which also has to satisfy the fairness constraints. We initially propose two simple algorithms ( N and T FUCB ) in Section 4 which achieve sub-linear and logarithmic regret respectively when the time horizon is known upfront to the algorithm. Our main contribution is in Section 5, where we present a UCB -based algorithm (FUCB ) which is not aware of the time horizon T but is able to achieve logarithmic regret (see eorem 3) while approximately guaranteeing fairness (see De nition 3 and eorem 4). In fact the fairness guarantee in eorem 4 holds for a class of algorithms which involve mimicking FUCB in selecting an arm from a set of arms that violate the fairness constraint at a given time. is is because the fairness guaranteed by eorem 4 is independent of the arm selected by FUCB at a time when there are no arms violating the fairness constraints. We further propose an algorithm (η-FUCB ) that enables a trade-o between e ciency (in terms of minimizing expected regret) and fairness using a tuning parameter η. While maintaining the fairness constraint, our proposed algorithms optimally trade-o exploration and exploitation to achieve logarithmic regret. Our regret guarantees are outcome based rather than procedural and hence are easily veri able in a practical se ing.
Outline of the Paper: In Section 2, we discuss related work. e model that we consider in this paper and the required preliminaries are given in Section 3. Sections 4 and 5 consist of the proposed algorithms detailed in the previous paragraph. Additionally in Section 5, we also propose a ompson sampling based algorithm. We complement the theoretical results with numerical experiments and the results are presented in Section 6. Section 7 concludes the paper with a discussion on the techniques presented in the paper and avenues for future research on the topic.
Related Work
ere has been a surge in research e orts aimed at ensuring fairness in decision making by machine learning algorithms such as classi cation algorithms [Agarwal et al., 2018; Narasimhan, 2018; Zafar et al., 2017a,b] , regression algorithms [Berk et al., 2017; Rezaei et al., 2019] , ranking and recommendation systems [Singh and Joachims, 2019; Beutel et al., 2019; Singh and Joachims, 2018; Celis et al., 2017; Zehlike et al., 2017] , online learning algorithms Gillen et al., 2018; Liu et al., 2017] , etc. A detailed treatment of related work is provided in Appendix B. Here, we present the relevant work in the context of online learning, particularly in the S MAB se ing. Joseph et al. [2016] propose a variant of the upper con dence bound algorithm that ensures what the authors call meritocratic fairness i.e. an arm is never preferred over a be er arm irrespective of the algorithm's con dence over the mean reward of each arm. is guarantees individual fairness (see Dwork et al. [2012] ) for each arm while achieving e ciency in terms of sub-linear regret. In contrast, we consider that the fairness constraints are exogenously speci ed and the choices made by the algorithm must adapt to these constraints so as to minimize the regret while satisfying these constraints. e work in Liu et al. [2017] aims at ensuring "treatment equality", wherein similar individuals are treated similarly in the S MAB setup.
is outcome based notion of fairness considers that the fairness constraints are built into the problem. Gillen et al. [2018] consider individual fairness guarantees with respect to an unknown fairness metric. e work that is most relevant to the se ing considered in this paper is by . ey consider a combinatorial, sleeping S MAB setup with fairness constraints similar to the ones considered in this paper. For the algorithm in , the trade-o between minimizing regret and satisfying fairness constraints is controlled by a tuning parameter. In our simulations we consider the algorithm proposed in as a baseline in our results. We consider S MAB setup and show a tighter regret bound i.e. we show a O(log T ) regret bound compared to the O( √ T log T ) bound given by them. Further, we provide an explicit dependence of regret on fairness constraints in this work. We also show a stronger approximation bounds on the fairness guarantees achieved at any time t by the proposed algorithms. A detailed comparison of the two algorithms is given in Section 6.
e F S MAB Problem
An instance of a F S MAB (respectively S MAB ) problem is a tuple T,
is the set {1, 2, 3, . . . k} of arms, µ i ∈ [0, 1] represents the mean of the reward distribution D i of arm i, and r i represents the fairness constraint for arm i i.e. the minimum fraction of times arm i has to be pulled in T rounds. Note that i∈[k] r i ≤ 1. At each round t ≤ T a F S MAB algorithm pulls an arm i t ∈ [k] and collects the reward X i t ∼ D i t . Without loss of generality the reward distributions are assumed to be Bernoulli(µ i ) for each arm i ∈ [k] 5 . Note that the true value of µ = (µ 1 , µ 2 , . . . , µ k ) is unknown to the algorithm. roughout this paper we assume without loss of generality that µ 1 > µ 2 > . . . > µ k and arm 1 is called the optimal arm. e performance of an S MAB algorithm is evaluated by the regret it incurs, which is de ned below.
De nition 1.
e expected regret of an algorithm A a er T rounds is de ned as:
e expected regret of A can equivalently be wri en in terms of the expected number of pulls of the sub-optimal arms and the di erence in the expected rewards of the optimal and the sub-optimal arms. In particular, if ∆ i = µ 1 − µ i and N i,T denotes the number of pulls of an arm i ∈ [k] by A in T rounds, then the expected regret of A a er T rounds is de ned as:
We call an algorithm optimal if it a ains zero regret. It is easy to see that the above notion of regret does not adequately quantify the performance of a F S MAB algorithm as the optimal policy here does not account for the fairness constraints. An arm i ∈ [k] is said to violate its fairness constraint a er round t if r i −
In this paper we prove a stronger notion of fairness that holds uniformly over time. Formally, we introduce the following notion of fairness.
and for all t ≥ 1.
Notice that any α-fair algorithm such that α > 0 is fair. Next, we introduce r-Regret (Equation 3) which naturally extends the conventional notion of regret (Equation 1) to take into account the fairness constraints in F S MAB se ing .
De nition 4. e fairness-aware r-Regret of a F S MAB algorithm A is de ned as:
Alternately, the r-Regret of A can also be wri en in terms of the number of 'extra' pulls of the suboptimal arms i.e. the number of times a sub-optimal arm is pulled even a er its fairness constraint is satis ed. is can be wri en as
We call a F S MAB algorithm optimal if its r-Regret is zero. It is immediate that if i∈[k] r i = 1 then R r A (T ) for any F S MAB algorithm A is zero. Hence, without loss of generality we assume
From Observation 1 we have that an optimal F S MAB algorithm that knows the value of µ must play sub-optimal arms (arms i ∈ {2, . . . , k}) exactly r i · T times in order to satisfy the fairness constraint and play the optimal arm (arm 1) for the rest of the rounds i.e. for T − i =1 r i · T rounds 6 . e regret of an algorithm is compared with such an optimal policy that satis es the fairness constraints in the F S MAB se ing. An algorithm that is not aware of the true means of the reward distributions of arms, faces the exploration v/s exploitation dilemma. On one hand, it has to su ciently explore all the arms so as to nd an optimal arm and on the other, it must exploit the information gathered about mean rewards of the arms. e fairness constraints assist the exploration by guaranteeing r i · T samples in expectation for each arm i. Note that the r i · T pulls of any sub-optimal arm i do not incur any regret, as the optimal fair algorithm also has to pull each sub-optimal arm i for r i · T rounds. A learning algorithm that pulls a sub-optimal arm i for more than r i · T rounds, incurs a regret of ∆ i = µ 1 − µ i for each extra pull. e technical di culties in designing an optimal algorithm for the F S MAB problem are the con icting constraints on the quantity N i,T − r i · T for a sub-optimal arm i = 1: for the algorithm to be fair we want N i,T − r i · T to be at least zero whereas to minimize the regret we want N i,T − r i · T to be close to zero. Keeping this in mind we address the following research question in this paper.
P
: Given a F S MAB instance, nd a fair algorithm that minimizes r-Regret .
Notation and Preliminaries
e algorithms in this paper are based on the UCB 1 algorithm [Auer et al. [2002] ]. Here we state some notations that will be used throughout this paper.
e complete details along with the analysis of the regret of UCB 1 algorithm is provided in Appendix C. Here we only state the necessary notations. At each time t > k, UCB 1 algorithm pulls arm i t ∈ [k], with the highest UCB estimateμ i (t) at time t i.e. i t = argmax i∈[k]μi (t). e UCB estimate of arm i at time t is de ned asμ
is the empirical mean of the rewards from arm i when it has been played N i,t−1 times in t − 1 rounds and c t,N i,t−1 is its associated con dence interval at time t. We will useμ i (t) to denoteμ i,N i,t (t) when either N i,t is clear from the context or is not directly necessary in our analysis.
In the next two sections (Sections 4 and 5) we discuss solution approaches to the F S MAB problem. It is easy to see that the F S MAB problem admits a feasible algorithm. at is, for any value of r such that i∈[k] r i ≤ 1, there exists an algorithm A such that A is fair . In particular the F S MAB algorithm which at each round t pulls an arm i with probability
is fair . Notice that the trivial algorithm mentioned above incurs a O(T ) regret. Note that for any F S MAB algorithm A, the regret incurred a er T rounds can be upper bounded as,
(refer to Appendix A for the proof). e algorithms in Section 4 assume the knowledge of time horizon T at the beginning of the algorithm whereas the ones in Section 5 are oblivious to the time horizon T .
T-aware Algorithms
An algorithm that has access to time horizon T can trade-o fairness and regret more e ectively. To see this, notice that in order to identify the best arm quickly it is important that an algorithm should explore the arms in the initial rounds. is observation along with Observation 1 gives us that if the arms are pulled initially to satisfy the fairness constraints, the algorithm incurs no regret and at the same time learns the rewards from each arm. In other words the algorithm incurs no regret for rst T := i∈[k] r i · T number of rounds. If r is such that the T is su cient to explore each arm and nd the best arm with high probability then one can pull the best arm for rest of the T − T rounds. 7 Guided by this intuition we propose two T-aware F S MAB algorithms that achieve sub-linear regret.
Warming up -N Algorithm: We begin with N (Algorithm 1), a variant of exploration separated policy, E S [Jain et al., 2016] that achieves sub-linear regret guarantee in terms of time horizon T . It is easy to see that N is fair . We show in eorem 1 that N a ains sub-linear regret (Proof in Appendix A). is algorithm knows the time horizon T , and e ectively separates the fairness constraint satisfac-7 Notice that fairness constraints are satis ed at T .
tion phase and the regret minimization phase and achieves logarithmic regret in terms of T with dependence on the values of the fairness fractions.
T FUCB is presented in Algorithm 2. Note that T FUCB satis es the fairness requirements of all arms at T itself and hence it is fair . Next we show that T FUCB achieves logarithmic regret.
eorem 2. For F S MAB problem, T FUCB has regret R r T FUCB (T ) = O(ln T ). In particular, its r-dependent regret is given by
Proof Outline. T FUCB does not incur any regret in the rst T rounds. A er T , T FUCB decides which arm to play at time t based on the UCB estimates of the arms. For the UCB algorithm, we
for any sub-optimal arm i = 1. Hence, if for any arm we have
, then that arm will be played for only a small constant number of times a er T and hence the regret due to such an arm is bounded by a small value. On the other hand, if for some sub-optimal arm i, r i · T <
, then we incur a regret equal to
for at most
Proof is provided in Appendix A.
T-agnostic Algorithms
In this section we look at algorithms that maintain uniform fairness guarantees i.e. without the knowledge of the time horizon T try to minimize the regret a er T rounds while at the same time satisfying the fairness requirement of each arm. In this direction, we propose three algorithms, of which the rst two are modi cations of the well known UCB1 algorithm proposed by Auer et al. [2002] and the third being a ompson Sampling based algorithm [ ompson, 1933; Agrawal and Goyal, 2012] .
UCB based algorithm (FUCB ):
We now propose FUCB , a UCB1 based algorithm, that balances the task of regret minimization with that of satisfying fairness constraints by deciding among two rules for choosing an arm. e rule for choosing an arm is selected based on whether or not there exists an arm in that round whose fairness constraint is violated.
Algorithm 3 describes the functioning of the FUCB algorithm. We prove a O(ln T ) regret bound for FUCB and also give fairness guarantee as detailed below.
In particular, the r-dependent regret of FUCB is given by
Next, we show that under the restriction that r i = r for all i, FUCB is α-fair 8 .
eorem 4. For r 1 = r 2 = . . . = r k = r where r < 1 k , FUCB is α-fair for α = 1.
Proof Outline. We prove a stronger result i.e. we show that for any sequence, (N t ) t≥1 , of arm pulls made by FUCB , the fairness violation of any arm at time t can be at most 1/t. Let a er t time steps the arms are partitioned into k + 1 sets M 1,t , M 2,t , . . . , M k,t , and S t as follows: a) Arm i belongs 8 eorem 4 also holds if some of the r i are zero and the non-zero r i are all equal.
to M j,t for j ∈ [1, k] if (k − j)r ≤ rt − N i,t < (k − j + 1)r, and belongs to S t if rt − N i,t < 0 (see Figure 3 , Appendix A). Using induction we show that the following property holds for all rounds
. is implies that for all i ∈ [k] and for all t ≥ 1, we have rt − N i,t < kr < 1. is completes the proof.
e fairness guaranteed by eorem 4 does not depend on the choices made by FUCB when there are no arms violating the fairness constraint, and hence holds for any learning algorithm that mimics FUCB when there are arms violating the fairness constraint. With this observation, next we present F TS which a ain further lower nite time regret without compromising on the fairness guarantees. Algorithm 4: η-FUCB
Figure 2: T-agnostic Algorithms ompson sampling based algorithm ( F TS ): F TS follows the template of FUCB . at is, if A(t) = ∅ then F TS pulls an arm with highest constraint violation. However, if A(t) = ∅ then the arm with highest sample from the current beta distribution is pulled 9 .
Tuned UCB based algorithm (η-FUCB ): As the analysis of FUCB shows, an algorithm that tries to minimize regret while satisfying the fairness constraints tries to balance between two con icting objectives: for any sub-optimal arm i ∈ [k], the algorithm needs to ensure E[N i,T ] − r i · T ≥ 0 to ensure fairness whereas the expected regret is minimized when E[N i,T ] − r i · T is small. Hence, for any optimal F S MAB algorithm, E[N i,T ] = r i · T should hold for all sub-optimal arms. We have shown that when fairness is guaranteed, we can achieve O(ln T ) regret. Consider a scenario where the fairness constraints do not need to be enforced strictly.
en the question arises of whether we can trade-o fairness to achieve be er regret guarantees. Algorithm 4, which is called η-FUCB , provides such an approach.
In addition to the fairness fraction vector (r i ) i∈ [k] , η-FUCB is given as input a tuning parameter η. Since the arm selection rule is i t = argmax i∈[k]μi (t − 1) + η · γ i,t , where γ i,t = r i (t − 1) − N i,t−1 ; for small values of η, η-FUCB achieves lower regret at the cost of fairness, whereas for larger values of η, the algorithm gives precedence to the fairness constraints. We provide further details in Section 6. e algorithms presented in this paper can be extended to a more general setup. Consider a sleeping S MAB setup. Let S(t) denote the set of arms available at time t. e algorithm pulls an arm i t from A(t) ⊂ S(t) if A(t) = ∅. However, if A(t) = ∅, the algorithm pulls an arm i t ∈ S(t) using UCB1 algorithm or ompson sampling algorithm. As noted before the fairness guarantee proved for T-agnostic algorithms does not depend on the choices made by the learning algorithm. Also, it is known that both UCB1 and ompson sampling a ain logarithmic regret ( [Kleinberg et al., 2010; Cha erjee et al., 2017] ). Next, consider a combinatorial bandits setup where an algorithm can pull at most m arms at a time. Under the assumption that the reward function is additive i.e. X(S) = i∈S X i , we extend the proposed algorithm so that if |A(t)| ≤ m the algorithm pulls all the arms in A(t) and pull rest of the m − |A(t)| arms with the highest UCB index (or highest sample values in omson sampling version). It can be easily shown that under this setup the algorithm maintains its fairness as well as the regret guarantees.
Numerical Results
In this section, we show the interplay between fairness and regret via simulation on . We consider k = 10 with µ 1 = 0.8 and µ i+1 = µ i −δ, with δ = 0.01 for all i ≥ 1 and compute the average regret over 100 runs. We consider the LFG algorithm proposed by with m = 1, p i = 1 for all i and UCB1 η = 1000 as a baseline for comparison. Two di erent values of fairness constraints r are considered. e rst plot (from L-R) shows, for r = 0, that the expected regret of proposed algorithms as well as LFG closely follow UCB1 whereas F TS provides lower per-round regret. In the second setup (second plot), we observe that the r-Regret of FUCB is similar to the regret incurred by UCB1. We also note that LFG (refer ) provides be er regret guarantees over proposed algorithms; however both the algorithms achieve logarithmic regret. Note that the tuning parameter η in η-FUCB plays a signi cant role in deciding the trade-o between fairness and r-Regret. We show this trade-o in the last plot where we show the per round regret as well as r-Regret for di erent values of η for η-FUCB . Observe that as the value of η increases, the per round r-Regret increases whereas the fairness constraints are satis ed. Note that even for large η, the r-Regret is still logarithmic. Overall, the simulations show that the notions of regret and fairness are at odds with each other only up to a certain extent; i.e. if one wants to achieve a r-Regret be er than logarithmic, one has to compromise on the fairness.
Discussion and Future Work
In this paper we discussed the problem of fairness in the S MAB se ing. We proposed nite time fairness guarantees and showed that the logarithmic regret can be achieved at the same time. One immediate criticism to this work can be that the regret de nition is twisted in such a way so as to be advantageous to the proposed algorithms. It is to be noted that we consider situations where fairness is indispensable and must be satis ed even by the optimal algorithm. An immediate future work is to extend this work to prove fairness for general se ing i.e. where r i = r j . Design of a fair algorithm to handle general reward function in combinatorial S MAB setup is also an interesting future direction. In this light of fairness, one can also consider mechanism design se ings such as sponsored search auctions where the S MAB problem naturally arises. , where α > 1 is some constant. e regret of N from t = 1 to t = T is given by
and that from t = T + 1 to t = T by
where j = argmax i∈[k]μi (T ) 10 . From Hoe ding's inequality, for any i ∈ [k]:
µ j ≥μ j (T ) − c j (with probability at least 1 − T −α , from Eq. 8)
≤μ 1 (T ) + c 1 −μ j (T ) + c j (with probability at least 1 − 2T −α , from Eq. 7)
Hence, with probability at least 1 − 2T
and thus, with probability at most 2T −α , ∆ j ≤ 1, which is the trivial upper bound on ∆ j for any j ∈ [k]. . e expected regret of N a er T rounds is given by,
In particular, its r-dependent regret is given by
Proof. Recallμ i (t) =μ i,N i,t−1 (t − 1) + c t,N i,t−1 is the UCB estimate of the mean of arm i, whereμ i,N i,t−1 (t − 1) is the empirical estimate of the mean of arm i when it is played N i,t−1 in t − 1 rounds and c t,N i,t−1 = 2 ln t N i,t−1 is the con dence interval of the arm i at round t.
Similar to the proof of eorem 7 (UCB 1 algorithm), we upper bound the expected number of times a sub-optimal arm is pulled. We do this for each sub-optimal arm by considering two cases dependent on the number of times the sub-optimal arm is pulled in the fairness constraint satisfaction phase, i.e. in the rst T rounds. Case 1: Let i = 1 and r i · T ≥
, it follows from the proof of eorem 7 that E[N i,T ] ≤ r i · T + 1 + . us the expected number of pulls of a sub-optimal arm i = 1 in the regret minimization phase is
en from the two cases discussed above, we can conclude that
Proof. At time T , we again want to bound the quantity E[N i,T ] − r i · T for a sub-optimal arm i = 1. Similar to the proof of eorem 2 this is done by considering two cases dependent on how many times the arm i has been pulled to satisfy the fairness constraint, i.e. on how large is the quantity r i · T . Case 1: Let i = 1 and
, it follows from the proof of eorem 7 that E[
Case 2: Let i = 1 and r i · T < 8 ln T ∆ 2 i en the proof of eorem 7 can be appropriately adapted to show that
Proof. A er t rounds (and before round t + 1 is played), consider the following k + 1 sets M 1,t , M 2,t , . . . , M k,t and S t as follows (see Figure 3 ): Figure 3 : Partition of the arms
. e following lemma which guarantees the fairness of the algorithm is the heart of the proof. Lemma 1 is proved using induction immediately a er the theorem.
Lemma 1. For t ≥ 1, the following holds:
Condition 1 in Lemma 1 ensures that at any time t ≥ 1, the k + 1 sets M 1,t , M 2,t , . . . , M k,t , S t form a partition of the [k] arms. Hence the arm played at the (t + 1)-th round by the algorithm is from one of these k + 1 sets. As a part of the proof of Lemma 1, in Observation 2 we show that if i t+1 is the arm played at the (t + 1)-th round then a er t + 1 rounds i t+1 ∈ M k,t+1 S t+1 . Also in Observation 3 we show that if an arm i ∈ M j,t is not played in the (t + 1)-th round then a er t + 1 rounds arm i ∈ M j−1,t+1 for all j ∈ [2, k]. We note that the two conditions in Lemma 1 are true a er the rst round, and then the two observations together ensure that these conditions remain true for all t > 1. Hence, all arms i ∈ [k] satisfy rt − N i,t < kr < 1 for all t ≥ 1. In particular, we have r −
Proof of Lemma 1. We begin with two complimentary observations and then the prove the lemma by induction.
Observation 2. Let i be the arm pulled at time t + 1. If i ∈ M 2,t M 3,t . . . M k,t S t , then at the end of t + 1 rounds i ∈ S t+1 , and if i ∈ M 1,t then i ∈ M k,t+1 S t+1 .
Since the arm i is played at the (t + 1)-th round N i,t+1 = N i,t + 1. Adding r − 1 to both sides of the equation rt − N i,t < (k − 1)r, we have r(t + 1) − N i,t+1 < kr − 1 < 0 implying i ∈ S t+1 . If i ∈ M 1,t then to prove the observation it is su cient to show that r(t + 1) − N i,t+1 < r. We have rt − N i,t < kr < 1 and N i,t+1 = N i,t + 1. us adding r − 1 to both sides of the equation rt − N i,t < 1, we have r(t + 1) − N i,t+1 < r.
Observation 3. Let i be an arm that is not pulled at time t + 1. en if i ∈ S t then at the end of t + 1 rounds i ∈ M k,t+1 S t+1 , and if i ∈ M j,t for j ∈ [2, k], then at the end of t + 1 rounds i ∈ M j−1,t+1 .
Proof. If i ∈ S t then rt−N i,t < 0. Also as arm i is not played at the (t+1)-th round
Adding r to both inequalities in the previous equation we
Induction base case (t=1): Without loss of generality assume arm 1 is played at round 1. en
Inductive step: Assuming conditions 1 and 2 stated in the lemma hold at time t, we prove they hold at time t + 1. Since [k] = M 1,t . . . M k,t S t , the arm pulled by the algorithm at time t + 1 denoted as i t+1 is from one of these sets. We break the analysis into three cases dependent on whether the arm being pulled is in M 1,t , or in M ,t for ∈ [2, k], or in S t .
Case 1: i t+1 ∈ M 1,t . In this case |M 1,t | = 1, as from the induction hypothesis |M 1,t | ≤ 1. From Observation 2 it follows that i t+1 is either in M k,t+1 or S t+1 , and from Observation 3 it follows that
, and as |M 1,t | = 1 it is easy to see that
Case 2: i t+1 ∈ M ,t where ∈ [2, k]. We have M j,t = φ for all j ∈ [1, − 1]. From Observation 2 it follows that i t+1 ∈ S t+1 , and from Observation 3 it follows that
Case 3: i t+1 ∈ S t . Since i t+1 ∈ S t , we have [k] \ {i t+1 } ⊂ M k,t S t and M j,t = φ for all j ∈ [1, k − 1]. In particular |M k,t | ≤ k − 1. A er t + 1 rounds it follows from Observations 2 and 3 that
Proof. Assume without loss of generality that µ i > µ 2 > . . . > µ k . We begin with the following supporting lemma which will be proved at the end of the proof of theorem.
First consider the case with k = 2. From Lemma 2, we have that
To complete the proof of the theorem, we construct a F S MAB instance I with two arms from the original F S MAB instance I with k arms as follows. Arm 1 has a Bernoulli reward distribution with mean µ 1 = i =k µ i r i i =k r i and arm 2 has the Bernoulli reward distribution with mean µ 2 = µ k . Note that, µ 1 > µ 2 . Further, the fairness constraints are given by r 1 = i =k r i and r 2 = r k . Note that for every worst case algorithm A for an instance I , there exists a worst case algorithm A for original the instance I. We use Lemma 2 to see that arm 1 is pulled exactly j =k r j times. In an original instance, any algorithm that pulls arm i such that E A [N i,T ] = r i · T times for i = k is both fair and a ains the regret upper bound. Let A be such an algorithm. We have
To see that A a ains the worst regret we observe that some arm j = 1 must be pulled more that r j number or times in expectation. However, as the number of pulls are xed we cannot do that without violating the fairness constraints.
. Construct A as follows. A follows the algorithm A if A pulls an arm i t = 1 for any round t. However, when A pulls the optimal arm i.e. arm 1, A pulls arm 1 with probability (1 − ε) and arm k with probability ε. We have,
E
A t∈T
B Additional Related Work
A growing concern about machine learning algorithms making automated decisions concerning the welfare of people stems from the fact that these algorithms are not devoid of ethical and philosophical viewpoints (Binns [2018] ). A large body of work in this context investigate fairness in classi cation tasks. Several fairness notions such as individual fairness (Dwork et al. [2012] ), group fairness (Hardt et al. [2016] ), counterfactual fairness ( [Russell et al., 2017] ) etc. have been proposed along with the algorithms that trade-o fairness with e ciency [Narasimhan, 2018; Corbe -Davies et al., 2017; Agarwal et al., 2018] 11 . ese ndings are further complemented by impossibility results concerning feasibility of fairness notions among themselves [Pleiss et al., 2017; Chouldechova, 2017] . In this paper we adopt the notion of fairness considered by . We further strengthen the fairness notion and give algorithms that accommodate the nite time constraint satis ability.
In our paper, in the context of online tasks assignment, we deem an allocation fair if each agent (i.e. arm) is guaranteed a certain minimum fraction of total available opportunities. Further, we consider that the fairness constraint is indispensable i.e. optimal algorithm is also fair. is notion of fairness complements the current fairness notions in S MAB such as ( [Liu et al., 2017; Gillen et al., 2018; ). In the F S MAB problem a fairness constraints introduces certain non-trivial challenges in algorithm design. e research in bandits with constraints focuses on constraints such as knapsack constraints [Badanidiyuru et al., 2013; Agrawal and Devanur, 2016] , budget constraints [Xia et al., 2015; Wu et al., 2015] , proportionality constraints [Talebi and 11 Accuracy in classi cation case. Proutiere, 2018] etc. In contrast to these constraints the fairness constraints considered in this paper must be satis ed a) individually for each arm b) uniformly (approximately) at each round t and c) exactly in the limit.
C Preliminaries
C.1 Hoe ding's Lemma eorem 6. Let X 1 , X 2 , . . . , X n be i.i.d. random variables with
C.2 Upper Con dence Bound (UCB ) based Algorithm
In this section we describe the UCB algorithm that was introduced by Auer et al. [2002] and for completeness we also give a proof of its regret bound. In the UCB algorithm for each arm the algorithm maintains a UCB estimate and at each round the algorithm plays the arm with the highest UCB estimate. Such a UCB estimate for an arm i ∈ [k] at round t is dependent on the empirical mean of the rewards of arm i and a con dence interval associated with arm i. To state it formally let N i,t−1 denote the number of times arm i is played in t − 1 rounds. en the UCB estimate for arm i ∈ [k] at round t ≥ 1 isμ i (t) = 0 if N i,t−1 = 0, otherwiseμ i (t) =μ i,N i,t−1 (t − 1) + 2 ln(t) N i,t−1 whereμ i,N i,t−1 (t − 1) is the empirical mean of the rewards of arm i a er being played N i,t−1 times in t − 1 rounds and 2 ln(t) N i,t−1 is its associated con dence interval. For ease of notation, we will denote by c t,s i the con dence interval of arm i at time t when it is played s i times i.e. c t,s i = 2 ln(t) s i
. Technically for the rst k rounds the algorithm plays each arm once to compute a non-zero UCB estimate for each arm and for every round t ≥ k + 1 it plays the arm with the highest UCB estimate. e total expected regret of UCB a er T rounds is given by the following theorem, where ∆ i = µ 1 − µ i for all i ∈ [k], and ∆ i > 0 as µ 1 > µ i for i = 1. Proof. To bound the regret of the UCB algorithm, we rst upper bound E[N i,T ] for i = 1, i.e. the expected number of pulls of a sub-optimal arm i = 1 in T rounds. Denote the arm pulled by the algorithm at the t-th round as i t . In the equation below 1{i t = i} is an indicator random variable that is equal to 1 if i t = i and is 0 otherwise. In general 1{E} denotes an indicator random variable that is equal to 1 if the event E is true and is 0 otherwise. At time t,μ 1,s 1 (t − 1) + c t,s 1 <μ i,s i (t − 1) + c t,s i implies that at least one of the following events is true μ 1,s 1 (t − 1) ≤ µ 1 − c t,s 1 (10) μ i,s i (t − 1) ≥ µ i + c t,s i (11)
e probability of the events in Equations 10 and 11 can be bounded using Hoe ding's inequality as:
C.3 ompson Sampling
F TS (see Section 5, Algorithm 5) is a ompson sampling based algorithm adapted to the F S MAB se ing. Here we give details of the ompson sampling algorithm in the S MAB se ing for completeness. Consider the S MAB se ing described in Section 3. e ompson sampling algorithm for Bernoulli bandits maintains a prior distribution on the true means i.e. µ i of each arm i ∈ [k]. e Beta distribution, which is a family of continuous probability distributions on [0, 1], models the prior distribution of the rewards. e Beta distribution is characterized by two positive parameters, α and β, and the pdf of Beta(α, β) is given by f (x, α, β) = Γ(α+β) Γ(α)+Γ(β) · x α−1 · (1 − x) β−1 . For any arm i ∈ [k], let S i,t−1 be the number of successes in N i,t−1 pulls of arm i in t − 1 rounds.
en at each round t, the algorithm samples an estimate θ i,t ∼ Beta(S i,t−1 +1, N i,t−1 −S i,t−1 +1) for each arm i ∈ [k] and selects arm i t = argmax i∈[k] θ i,t .
e Beta distribution of i t is then updated based on the reward obtained. e following regret bound is given for ompson sampling in S MAB problem [Agrawal and Goyal [2012] 
