Many troubles in life require decision-making with convoluted processes because they are caused by uncertainty about the process of relationships that appear in the system. This problem leads to the creation of a model called the Bayesian Network. Bayesian Network is a Bayesian supported development supported by computing advancements. The Bayesian network has also been developed in various fields. At this time, information can implement Bayesian Networks in determining the extent of damage to buildings using individual building data. In practice, there is mixed data which is a combination of continuous and discrete variables. Therefore, to simplify the study it is assumed that all variables are discrete in order to solve practical problems in the implementation of theory. Discretization method used is the K-Means clustering because the percentage of validity obtained by this method is greater than the binning method.
Introduction
We are often confronted by uncertainty when we have to make a decision. This uncertainty is bad information in making a decision because this uncertainty will affect the outcome. In decision-making, we will do some process; identify problems, determine opportunities and then solve them. One way to deal with uncertainty is to use probability theory. Since the sixteenth century [1] , probability theory has been used to measure uncertainty and to assist in decision making. But a lot of problems in life require decision-making with a complicated process caused by the uncertainty of the process of connection that occurs in the system. For that, we must study the interrelationship between variables on the system by constructing it into a graph. The method used in this study is Bayesian Networks because this method is able to integrate expert knowledge and empirical data to model some variables. Unlike the naive Bayes, this method represents the dependence and independence of each variable present in a case. The delineation of relationships between variables in the graph provides an easy way to understand which variables interact with each other, in addition to being more efficient at calculating conditional and marginal probability [2] . Bayesian Network (BN) is the development of a Bayesian subjective approach supported by the advancement of computing.
BN has been developed in various fields, including in medical [3, 4] , chemical [5] , financial [6] , and technical field [7] . As well as Bayesian networking applications in terms of minimizing the risk of natural disasters: floods [8] , tsunamis [9, 10] , earthquakes [11] [12] [13] [14] . Disaster risk is essentially interesting to model, due to limited knowledge about when a disaster occurs. The implementation of Bayesian networks in disaster mitigation has also increased and is constantly updated to come true. Disaster mitigation is an activity that acts as an action to mitigate the impact of a disaster, or an attempt made to reduce the victims when a disaster occurs, both lives and goods. The first step in mitigation we should take is to conduct a disaster risk assessment in the region. In calculating the disaster risk of a region, we must know the vulnerability of a region based on characteristics of physical condition and its territory. Various ways have been done to predict the extent of damage to this building, one of which is with a regression analysis approach. This method is used to determine the magnitude of earthquake damage by observing some independent variables such as magnitude, intensity, depth, center spacing, and earthquake duration [15] . However, if necessary the addition of new variables associated with expert analysis and the relationship between independent variables then the regression analysis approach is less flexible to use. One appropriate modeling approach used for such circumstances is the Bayesian (BN) network model.
In most approaches to studying Bayesian network (BN), simplification of assumptions is made to avoid practical problems in the implementation of theory. The assumption used is all variables are discrete. But in reality, in the application, there is often a combination of continuous and discrete variables (mixed data). The possible solution is to discretize variables. In this study, the author uses the K-clustering method to discretize because the percentage of validity obtained by this method is greater than Binning method. The difference factor of this research with others research on disaster risk is in terms of data used. In this study, the authors use individual data building.
Research Method
In this part, we will summarily review Bayesian network and discretization method. Discretization method is used to discrete all continuous variables. While the BN model is to see the relationship between variables.
Method Discretization
Discretization is a continuous variable transformation into a discrete variable. It is often performed in data analysis to aid understanding, grouping multiple values of continuous attributes, and continuous domain partitions into non-overlapping intervals [16] . In our study, we use unsupervised discretization methods. This method does not require a categorical variable as the target variable to serve as the basis for its discretization. This method divides the continuous value interval into several sub-hoses based on user considerations. The considerations taken are subjective in which the user determines the discretization mechanism. The two discretization methods used are Equal Width Interval Binning and K-Means clustering.
Equal Width Interval Binning
The equal width binning interval is the simplest method of discriminating data and has often been applied. This involves sorting the observed values of the continuous feature and dividing the range of observed values for variables into k bin of the same size, where k is the parameter specified by the user. If the x variable observed has a value limited by x min and x max then this method calculates the bin width and constructs bin boundaries, or thresholds, at + , where = 1, … , -1. The method is applied to each continuous feature independently [17] .
K-Means Clustering
K-Means is one of the clustering algorithms. The function of this algorithm is to partition the existing data into one or more clusters. In this learning algorithm, computers classify their own data into the input without knowing first the target class. This learning is included in unsupervised learning. The received input is the desired data or object and k group (cluster). In each cluster, there is a centroid that represents the cluster. The K-Means clustering method is one of the most attractive methods of grouping. The algorithm was established as a top 10 algorithm at the IEEE International Conference on Data Mining (ICDM) in December 2006. This algorithm is considered one of the most common data mining algorithms in the research society [18] . The stages of the algorithm in the K-Means clustering are as follows [19] The process of grouping data into a cluster can be done by calculating the closest distance from a data to a centroid point. The formula for calculating distances is [20] :
where:
= 1, to calculate the Manhattan distance = 2, to calculate the Euclidean distance = ∞, to calculate the distance of Chebychev , are two pieces of data to be calculated = the dimension of a data
Bayesian network
Bayesian network is one of the probabilistic graphical models constructed from probabilistic theory and graph theory. The probabilistic theory is directly connected to the data while the graph theory is directly related to the form of representation to be obtained. Knowledge is represented qualitatively using the graph structure and quantitatively using numerical parameters. Bayesian network method consists of two main parts, namely the Directed Acyclic Graph (DAG) and Conditional Probability Table (CPT) . DAG is a directed graph without cycles. DAG consists of nodes and edges. Nodes represent variables and random sides represent direct dependency relationships and can also be interpreted as a direct effect (cause-and-effect) between related variables. No edges indicate a free relationship between variables. Each node in the network structure has a CPT. Quantitative parameters in the network show a probabilistic relationship between the child and parents and are expressed by the conditional probability distribution. Each node is associated with a set of conditional probabilities, ( | ( )) so that is the variable associated with the node and ( ) is the set of the parent in the graph. In Figure 1 it is seen that each node in the network structure has its own conditional probability table. 
where ( ) are the parents of in BN. The BN model can be constructed from the data through a learning process that includes structural learning and parameter learning. BN is one of the leading methods in the field of artificial intelligence because of its ability to learn data. Let ( ) be the combined probability distribution, and is the previous search. The combined probability distribution is obtained from by substituting all entries with X not in state i or j with a zero value and allowing other entries to remain. This is equivalent to multiplying ( ) by ( , ) = ( ) · Theorem 2 [21] Let BN be a Bayesian network over the universe , and let 1 , … , be findings. Then 
Results and Analysis
The object of the study is the building that was damaged by the earthquake in West Sumatra in 2009. The West Sumatra earthquake in 2009 was one of the biggest earthquakes that occurred in Indonesia with a power of 7.9 MW. The quake precisely occurred at 10:16 pm local time on September 30, 2009, Indonesia. The object of interest is the building located in Padang which consists of 11 districts. Data sets are based on building units. Data obtained from the Regional Disaster Management Agency of Padang and the Indonesian Meteorology, Climatology and Geophysics Agency. The data to be used as a case study consists of 61344 building data. The research data consisted of three independent variables (close to faults, slope, and epicenter distance) and four dependent variables (construction, landslide risk, PGA, and damage). The description of variables can be seen in Table 1 . If the structure of different buildings then the resistance to the earthquake disaster will also be different. P PGA Peak Ground Acceleration (PGA) is the ground acceleration caused by seismic wave propagation. The magnitude of this PGA can be made a response spectrum that will be used as a material evaluation of the strength of the building against the earthquake. This value indicates the seismic risk (hazard) required for mitigation and design of earthquake resistant structures [23] .
E Epicenter Distance
The epicenter is the point on the Earth's surface directly above a hypocenter or focus, the point where an earthquake or an underground explosion originates. Epicenter distance is the distance between the epicenter and the building. L Landslide risk The effect of a ground shaking is the main earthquake hazard. The ground shaking may also cause landslides. S Slope Slopes is assumed to cause mudslides that cause damages to buildings [24] . F Close to faults If the building is closer to the fault, then the risk of damage to the building is greater [25] . D Damage The level of damage consists of three levels namely low, medium, and high. (BPBD: Regional disaster office) 723 Figure 2 explicit spatial modeling process for our approach where GIS, spatial analysis, and BN are used to assess damage rates. Our modeling is done on a data set, consisting of points, spacing, and area. Since the existing variables consist of continuous and discrete variables, we discretize the data. We can extract the data from the data set that has been discretized for further analysis. Each of these data has predictive indicators and target variables. We further established the Bayesian network structure based on expert analysis. In the model, ArcGIS is used to transfer maps to numeric values, and GeNIe is used to modeling and learning Bayesian networks. We use MatLab da R as a machine to support calculations. In system modeling, we have developed some special functions including data conversion, construction, and learning from BN.
Figure 2. Spatial modeling uses bayesian networks
The data in this study consist of continuous variables (E, P, and F) and discrete variables (C, S, L, and D). Since we use the assumption that all discrete variables, we will discretize data on all continuous variables by means of the K-Means clustering method. Clustering for all three continuous variables looks like in the Figure 3 , where each variable E and P consists of four clusters, while the F variable consists of three clusters. After doing the clustering process as in Figure 3 , we will get the summary of sample as in Table 2 . In this study, a reference opinion of experts in [11] is used. After the Bayesian network structure in Figure 4 is formed, the next step is to calculate the probability of each node. Neither the probability of unaffected nodes (exogenous variables) nor the conditional probabilities for affected nodes (endogenous variables). Furthermore, we perform significance tests for each arc using the arc.strength function in R. The arc.strength function is used to measure the strength of the relationship between each arc. The value of power disclosed is the resulting p-value. From Table 3 , we can see that all arcs have p-values smaller than 0.05. This means the structure in Figure 4 is significant and we can advance the next process. The next step determines the probability of nodes based on the structure of the BN formed. Based on the structure of BN in Figure 4 the complete joint probability distribution of BN is: If we look at the level of accuracy of building damage per region, the highest accuracy is achieved by the Padang Timur subdistrict, where the accuracy rate reaches 89%. Classification results using K-Means clustering and expert analysis have 70% accuracy rate. In this case, we also try to compare by using equal width interval binning method. The virtual can be seen in Table 4 . From Table 4 we can see that K-Means clustering method provides a better degree of accuracy than the equal width interval binning method. 
Conclusion
The significant contribution of this model is the development of K-Means clustering discrimination method and Bayesian network especially for earthquake damage case in Indonesia by using individual data of the building. Although the use of K-Means clustering can increase the level of accuracy but further research is needed so that the level of accuracy of damage to the building of the Padang city increases. To improve accuracy, we can use primary data so that all the variables that play a role can provide information.The improvement of the results is expected to be applied in determining the amount of premium and insurance claims of building damage due to the earthquake. In addition, the results of this study assist the government in reserve for recovery funds for disaster-prone areas.
