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Abstract
This work introduces a general numerical technique to invert one di-
mensional analytic or tabulated nonlinear functions in assigned ranges
of interest. The proposed approach is based on an “optimal” version of
the k-vector range searching, an ad-hoc modification devised for func-
tion inversion. The optimality consists of retrieving always the same
number of data (1, 2, . . . ) for a specified searching range to initiate
the root solver. This provides flexibility to adapt the technique to a
variety of root solvers (e.g., bisection, Newton, etc.), using a speci-
fied number of starting points. The proposed method allows to build
an inverse function toolbox for a set of specified nonlinear functions.
In particular, the method is suitable when intensive inversions of the
same function are required. The inversion is extremely fast (almost
instantaneous), but it requires a one-time preprocessing effort.
1 Introduction
Many problems in science involve computing the inverse of nonlinear func-
tions with unknown analytical expressions [1]. Examples of these are: the
Airy function [2, 3] (in optics, fluid mechanics, elasticity, or quantum physics),
the Bessel’s integrals [4, 5] (in many scientific problems, as in quantum
field, and condense matter theory problems), the Fresnel’s integrals [6, 7]
(in quantum mechanics and optics), the Dawson’s integrals [8, 9] (in rela-
tive hydrodynamics and wave problems), and the error function [10, 11]. A
great number of numerical algorithms have been developed over the years to
calculate these functions, while their inverses are computed by classic root
finders and proper initial guesses. The key point here is: how to obtain a
very accurate initial guess as fast as possible? The purpose of this paper is,
indeed, the development of an algorithm providing (almost instantaneously)
initial guesses with accuracy increasing with the memory available.
The most classic and common root finders are Newton-Raphson, regula-
falsi, bisection, secant, and fixed-point. Recently, other general root finders
were developed to increase performance, based on Adomian decomposition
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method [12, 13] and modifications of the Newton-Raphson algorithm [14,
15]. However, these methodologies only allow to find one root at a time in
nonlinear equations, with increasing complexity when multiple roots are to
be computed.
In this work, we introduce a general algorithm to invert one-dimensional
functions, which is based on generating a first approximation to the root
using the k-vector range searching methodology. Then, the final root is ob-
tained by the application of another root finder such as Newton-Raphson or
regula-falsi. The advantages of this methodology over the existing methods
is that it allows to find all the roots of the function at the same time and
that it can be adapted to each problem in study. On the other hand, its
disadvantage is that it requires to perform an initial preprocessing for each
function, making the method suitable when intensive inversions of the same
function are required and/or when a toolbox of prescribed inverse functions
is needed.
The k-vector technique has its origin in the spacecraft attitude estima-
tion problem using star trackers, where the identification of the observed
stars (Star-ID) is required in order to estimate the spacecraft orientation.
This process must be done as fast as possible (to improve the performance
of the control system) by an onboard computer with limited capabilities. To
solve this problem, a fast range searching technique, called k-vector, was de-
veloped [16, 17]. Currently, the k-vector is at the heart of Pyramid [18], the
state-of-the-art of Star-ID algorithms, currently operating in several satel-
lites
The most important property of the k-vector is that, once the prepro-
cessing effort is done for a given database, the searching process becomes in-
dependent from the database size, which makes the method specially suitable
for large databases. Compared with the most common searching algorithm,
the binary-search technique, the k-vector has a complexity of O(3), whilst
the binary-search technique has a complexity of O(2 log2 n), where n is the
database size.
The k-vector is a general range searching technique, particularly suitable
for retrieving data from static databases (such as star catalogs) [19]. How-
ever, this technique has recently been applied to solve a variety of different
problems, such as sampling [20], interpolation, and estimation [21].
This work focuses on the application of the k-vector technique to fast
function inversion, introducing a general methodology to invert any one-
dimensional nonlinear function in specific ranges of interest. In particular,
the technique allows to speed the convergence of other root finders, pro-
viding an initial root approximation, or for bracketing all the roots of a
given function. This study shows how to solve particular problems the tech-
nique may deal with, such as singularities of the function, piecewise function
definition, and functions with regions with very different derivative values.
Moreover, and in order to improve the performance of the function inver-
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sion, an optimal k-vector technique is here introduced, which can be applied
in combination with any root solver to obtain machine error precision.
The optimal k-vector is an ad-hoc improvement of the k-vector method-
ology, specifically developed for function inversion. It is based on the idea of
finding the distribution of points, for a specific function, in order to always
retrieve the same number of elements to initiate the root finder. This way,
the searching algorithm becomes adaptive, by retrieving the initial guess(es)
as the selected root solver asks for. One example of this is to get two points
bracketing the roots, a property that is required for bisection and regula-falsi
algorithms. In case a Newton root solver is selected, the k-vector approach
is able to provide just one point – the closest to the root – for the iteration
initialization.
Furthermore, when the function to invert is computationally intensive,
the inverse process can be performed with no function evaluations. The
process requires a more intensive preprocessing, producing in general a larger
database that will be used to get fast approximations of the roots with no
function evaluations. This will reduce the root accuracy but it increases the
inverse process speed considerably.
Simple and detailed examples are presented in order to show the proce-
dure and potential of the methodology in a clear manner. These examples
include the Gamma function, the Airy function of the first kind, the Bessel
integral, Kepler’s equation and the Gaussian integral.
2 Background on the k-vector
The range searching problem consists on retrieving, in a database of size n,
all the elements that are contained in a given interval, [ya, yb], where ya and
yb are the lower and upper bounds of the interval, respectively. The most
common searching algorithms are based on the binary search technique, that
has complexity O(2 log2 n), and the search by hashing, which is fast on the
average case while it can be linear in the worst case due to the collision
problem1 affecting the method. The k-vector range searching technique
is as fast as a hashing method (with best case complexity O(3)), which
has no collision problem but that may include some of the closest elements
to the query range2. However, it requires a very fast preprocessing effort
(provided in the appendix), as fast as just reading the sorted database.
These properties make the k-vector particularly suitable for searching in
large databases, where the worst case complexity goes asymptotically to
O(3) as more memory is available to store the k-vector elements [22].
1The collision issue is due to the use of modular arithmetic to assign bins to elements.
As a consequence of that, elements with values far from each other may be assigned to
the same bin.
2The expected number of these extraneous elements depends on the nonlinearity of the
database.
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The k-vector is built using a sorted database ordered in the ascending
mode and then generating a vector of indexes containing the information of
the number of elements below a mapping function for specific values of the
function. In this document, a straight line is assumed to be used as mapping
function, since it provides the best speed performance for the methodology.
Figure 1 shows a random database (left), the sorted database (right), and
the k-vector mapping function (line).
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Figure 1: Unsorted random database (left) and k-vector line and sorted
database (right).
Let n be the number of elements of the database, being y(i) the i-th
element, and s the vector containing the sorted database y, that is:
s(i) ≤ s(i+ 1), ∀i ∈ [1, n − 1]. (1)
Therefore, the minimum and maximum values of the database are ymin =
s(1) and ymax = s(n). Let I be the sorting indexes vector relating y and s,
that is:
s(i) = y(I(i)) where i = {1, 2, · · · , n}. (2)
The k-vector is a vector of indexes containing information about the
nonlinearity of the sorted database, that is, the variation with respect to
the k-vector mapping function (the k-vector line). In order to include all
the elements (given the rounding and machine errors), the k-vector line must
connect the points [1, ymin − δε], and [n, ymax + δε], where
δε = (n− 1)ε, (3)
and ε is the relative machine precision (2.22 × 10−16 for double precision
arithmetic). Therefore, the k-vector line equation is,
yl(i) = m (i− 1) + q = ymax − ymin + 2δε
n− 1 (i− 1) + ymin − δε, (4)
with
m =
ymax − ymin + 2δε
n− 1 , and q = ymin − δε, (5)
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and where i = {1, 2, · · · , n}. The line defined in Eq. (4) has the purpose
to define a series of reference levels, yl(i), that are used to generate the
k-vector.
The k-vector (kv) stores the nonlinearity of the sorted database by count-
ing the number of elements that are below a given level defined by Eq. (4).
This is equivalent to kv(i) = j, where j is the greatest index that fulfills
s(j) ≤ yl(i), that is:
kv(i) = max ({j | s(j) ≤ yl(i)}) . (6)
This also implies that kv(1) = 0 and kv(n) = n, no matter the database
studied, since there cannot be elements below yl(1) nor above yl(n). Ap-
pendix A provides a pseudo-code to generate the k-vector.
Once the k-vector is built, retrieving the elements that are inside the
range [ya, yb] becomes an easy task. Let ka and kb be the two indexes that
correspond to the range searching boundary [ya, yb]. They are computed
using Eq. (4),
ka =
⌊
ya − q
m
⌋
+ 1, and kb =
⌈
yb − q
m
⌉
, (7)
where ⌊x⌋ is the greatest integer lower than x, and ⌈x⌉ is the lowest integer
greater than x. Using the ka and kb indexes is then possible to find the range
of elements in y that are in the interval [ya, yb]. Let {ka : kb} be the set of
integer indexes from ka to kb, that is, {ka : kb} = {ka, ka+1, · · · , kb−1, kb}.
Then, the searched elements are:
{y(i) ∈ y | y(i) ∈ [ya, yb]} = y(I(ka : kb)). (8)
Appendix B provides the pseudo-code to use the k-vectorand retrieve the
elements sought.
Using this procedure it may be possible that some extraneous elements –
the closest to the searching range – will be included in the data retrieved. In
particular, since the number of yl(i) bins/steps are (n− 1) and the number
of elements are n, there will be an average of E0 = n/(n − 1) elements in
each [yl(i),yl(i+1)] bin. This means that the expectation of the number of
these extraneous element is n/(n− 1), a value that is close to one for large
databases. This happens due to the 50% probability for each of the two
external bins to get elements lower than ya or higher than yb. In the case
that these elements (the closest to the [ya, yb] range) cannot be tolerated,
they may be removed from the retrieved data by two local searches,
y(I(ka →)) < ya and y(I(← kb)) > yb, (9)
by increasing the indexes from ka and decreasing the indexes from kb as long
as the inequalities in Eq. (9) are satisfied. As it can be seen, other than
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removing an average of n/(n− 1) elements, this technique does not require
to perform any kind of search. This fact highlights the most important
property of the k-vector: the algorithm complexity is not a function of the
database size.
3 Finding the roots of a function
This section shows the procedure to obtain the roots of an assigned non-
linear function, y = f(x), within the ranges [xmin, xmax] and [ymin, ymax]
using the k-vector technique. The methodology requires a preprocessing
effort where the function is discretized, generating a database that is first
sorted and then accessed using the k-vector. This preprocessing effort must
be performed just once for each nonlinear function considered. For this rea-
son, the proposed method is suitable to build a toolbox of a set of inverse
functions.
First, the process requires to perform a function discretization in x (e.g.,
with constant step) within the domain of interest. Let n be the number of
elements of the database and x and y be the vectors containing the database
elements, where:
y(i) = f(x(i)), with i = {1, 2, · · · , n}. (10)
Second, the maximum absolute difference, δ, between two consecutive values
of y is computed as:
δ = max (|y(i+ 1)− y(i)|) + 4ε with i ∈ [1, n − 1]. (11)
This parameter is important as it allows to define a searching range for the
k-vector methodology in such a way that at least one discrete point is found
close to each root. In particular, let yr be the value of the function to be
inverted. Then, the function whose roots are required to be computed is:
f({xr})− yr = 0, (12)
where the set of roots for the value yr is denoted by {xr}. In order to retrieve
always at least one point near each root, the minimum searching range must
be:
[ya, yb] =
[
yr − δ
2
, yr +
δ
2
]
. (13)
Third, the y table is sorted in ascending mode and the k-vector is built.
Using the searching range, [ya, yb], the k-vector retrieves the two indexes ka
and kb, that are used to generate the vector k = {ka : kb}, which contains all
the indexes of database points near the roots. All points close to the roots
are {x(I(k))} and {y(I(k))}. However, these points are not in order. To
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find the number of roots and their locations the set {x(I(k))} – generally
small – needs to be sorted,
xs = {x(Ix(I(k)))}, (14)
where Ix is the sorting index vector. The values of the function in these
sorted points are,
ys = {y(Ix(I(k)))}. (15)
Since the discretization is uniform, the x-distance between two consecutive
points is:
δx =
xmax − xmin
n− 1 . (16)
Therefore, a sequential search is performed in xs to count the number of
different roots obtained. If
xs(i+ 1)− xs(i) < 1.5 δx, (17)
then the two points with indices i and i+1 belong to the same root, other-
wise, if
xs(i+ 1)− xs(i) > 1.5 δx, (18)
they belong to two consecutive roots. This allows to discriminate the roots
(by grouping the nearest points to each root) and to count them.
Let {xrr} be the set of consecutive points near to a particular root. Then,
the closest element to the root, xrr0 ∈ {xrr}, is
xrr0 = {xrri ∈ xrr : |f(xrri)− yr| = min
xrrj∈{xrr}
|f(xrrj)− yr|}. (19)
The value of xrr0 can be then used as initial guess to find the root by
Newton-Raphson iterations
x(rr,k+1) = x(rr,k) −
f(x(rr,k))
f ′(x(rr,k))
, with x(rr,0) = xrr0. (20)
Since xrr0 is really close to the root, the Newton-Raphson iteration process
converges with machine error accuracy in one or two iterations, only. How-
ever, in order to avoid special situations when the convergence may not be
obtained (or even experience divergence), two sanity checks are considered
during the iteration process. The first consists of bounding the maximum
number of iterations, while the second checks if the updated value remains
within a small range centered at the initial value, usually 2 or 3 times the
∆x step. These two sanity checks are considered when the root occurs in
strong nonlinear regions or, more frequently, when the roots are too close
to local minima/maxima. In these special situations, the root cannot be
computed and a flag index is returned along with the initial value, xrr0, as
root’s best estimation.
10.1016/j.amc.2017.10.009 Page 7
Nonlinear Function Inversion using k-vector D. Arnas, D. Mortari
3.1 Example of application
In order to make the procedure clear, consider the Airy function of the first
kind,
y =
1
pi
∫ ∞
0
cos
(
t3
3
+ xt
)
dt, (21)
with a domain of interest in x ∈ [−2, 0]. This function is shown in Fig. 2.
Suppose that only n = 11 points are considered3.
Figure 2: Airy function of the first kind.
From these initial conditions, we first generate the y database using an
uniform distribution of points in x. Then, y is sorted, obtaining the sorted
database, s, and the sorting index vector, I. Using this data, the values
of δ = 0.1134, m = 0.0308 and q = 0.1966 are obtained to compute the
11 values of yl(i). Then, the k-vector , kv, is computed. These vectors are
provided in Table 1.
Table 1: Generation of the k-vector.
i 1 2 3 4 5 6 7 8 9 10 11
x −2.0 −1.8 −1.6 −1.4 −1.2 −1.0 −0.8 −0.6 −0.4 −0.2 0.0
y 0.227 0.341 0.430 0.492 0.526 0.536 0.524 0.495 0.454 0.406 0.355
s 0.227 0.341 0.355 0.406 0.430 0.454 0.492 0.495 0.524 0.526 0.536
I 1 2 11 10 3 9 4 8 7 5 6
yl 0.227 0.258 0.289 0.320 0.351 0.382 0.412 0.443 0.474 0.505 0.536
kv 0 1 1 1 2 3 4 5 6 8 11
At this point the preprocessing is completed and we can select a value of
yr = f(x) and compute the corresponding roots. Let yr = 0.4. Therefore,
the searching interval is [ya, yb] = [0.2866, 0.5134]
4. For this range the k-
3This is an extreme case since the k-vector technique is devised for large databases.
4In this particular example, the interval [ya, yb] is large due to the lower number of
points used, being the searching interval noticeable smaller with larger databases.
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vector provides the interval indexes (ka, kb), which can be applied to the
initial set of points in order to find the elements inside the defined interval:
{xs, ys} = {x(Ix(I(ka : kb))),y(Ix(I(ka : kb)))}, (22)
where the points {xs, ys} are sorted in x in the ascending order, and where
Ix is the sorting vector that relates the sorted and unsorted subset retrieved.
These points are shown in Fig. 3 by circle marks (both empty and filled).
The numerical results of k = {ka : kb}, xs, and ys, are provided in Table 2.
Figure 3: Selected points of the database.
Table 2: Searching interval.
i 1 2 3 4 5 6 7
k 2 3 4 5 6 7 8
xs −1.8 −1.6 −1.4 −0.6 −0.4 −0.2 0.0
ys 0.3408 0.4299 0.4917 0.4948 0.4542 0.4063 0.3550
Ix 1 4 6 7 5 3 2
To compute the number of roots, Eqs. (17) and (18) are used. Then, a
search in the subset of points {xs, ys} is performed to find the closest point
to each root. These are, xr1 = −1.6 and xr2 = −0.2, providing the values
of |yr− yri | of 0.0299 and 0.0063, respectively. These points are represented
in Fig. 3 as filled circles.
Finally, the Newton-Raphson method is then applied using xr1 and xr2 as
starting points, obtaining the roots xr1 = −1.674 and xr2 = −0.17506, which
have an error smaller than 10−15 after five iterations. As mentioned before,
the initial accuracy of the starting points is improved by increasing the
number of points in the database. This will reduce the number of iterations
as well.
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3.2 Working with tabulated data
The k-vector methodology can be applied even when the function to invert
is unknown. In fact, consider a cloud of points that follow a particular
unknown function. These points, for example, can represent experimental
data, described by an unknown function. In such cases the k-vector method-
ology works similarly as presented before. The only difference is that a local
interpolation of the points near the roots has to be performed in order to
apply the Newton-Raphson method or another root finder.
4 Big slopes, piecewise defined functions, and sin-
gularities
The proposed approach can also be applied to functions with singularities,
big slopes, and piecewise defined functions. The following subsections ex-
plain how to approach these three cases.
4.1 Big slopes
For functions characterized by big and small values of their first derivatives,
a uniform distribution of n points in x yields to a large value of δ. This
implies that the searching interval increases, which makes the methodology
running slower. Two possible solutions exist to increase the performance in
these cases.
• If the regions where the function present higher derivatives are well
defined, it is possible to separate the x domain in sub-intervals and
then, generate different k-vector for each sub-interval. This way, the
roots must be searched in each sub-interval. This procedure allows to
adapt the k-vector to the requirements of each function, increasing the
performance of the method.
• The other methodology consists of generating a non uniform distribu-
tion of points in x in such a way that more elements are located where
the function presents bigger derivative values. A nonuniform distri-
bution can take advantage of the properties of the particular function
and, as it will be seen later, it is also the basic concept behind the
“optimal” k-vector methodology.
4.2 Piecewise defined functions
If piecewise defined functions are used, the k-vector can still be applied, even
if the function presents discontinuities. In order to overcome this issue, an
initial distribution of points over x is required to be defined in each of the
intervals of the function and then, a merging is performed in order to build
10.1016/j.amc.2017.10.009 Page 10
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the final distribution of points. This generates, in general, a non-uniform
distribution of points however, this proposed k-vector approach works with
no additional modifications.
4.3 Singularities
Functions with singularities implies two major issues. First, the regions
near the singularities must be avoided to bound the values of yl(i). In
these singular regions the methodology cannot be applied. Therefore, a
range of interest, [ymin, ymax], must be set that bounds the yr query. This
makes the function piecewise (see Section 4.2). Second, due to the high
derivative values near the singularity, the searching interval (δ) increases
and, consequently, the number of retrieved elements also increases and the
process slows down. Again, in order to avoid this, a non uniform distribution
of the points in the database is the solution (see Section 4.1).
4.4 Example of application
To show the procedure in a function with singularities, the Γ(x) function
has been selected. This function (see Fig. 4) is defined as
y = Γ(x) =
∫ ∞
0
tx−1e−tdt, (23)
which has singularities in Z when Z ≤ 0.
Figure 4: The Γ(x) function
Without losing generality, we consider the roots in the interval x ∈ [−5, 5]
and in the range y ∈ [−24, 24]. These two intervals define our region of
study. However, we need to define the domain of the region of interest. To
do that, we select two values slightly outside the desired range, for example
10.1016/j.amc.2017.10.009 Page 11
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y1 = −24.1 and y2 = 24.1, and we compute the roots for those values.
This calculation is done just once and can be performed by any method, for
example using the general procedure of the k-vector methodology.
With the knowledge of these roots, we can define a series of intervals
whose union defines the region of interest. In this example, the intervals
computed are:
x ∈ [−4.99965, −4.00172] ∪ [−3.99827, −3.00686] ∪
∪ [−2.99302, −2.02037] ∪ [−1.97883, −1.04087] ∪
∪ [−0.95766, −0.04259] ∪ [0.04059, 5.00276]. (24)
Now, for each of these intervals, a k-vector can be defined, considering this
example as a piecewise function definition. However, the issue with the
high values of the derivative still remains and, as explained in Section 4.1,
a non-uniform distribution of points in each interval should be introduced.
As it can be seen in Fig. 4, the function is very abrupt near the extremes
of each interval, and thus, more points are required in these regions. In order
to take advantage of this fact, we use a distribution of points for each interval
following a function that distributes more points near the boundaries of the
intervals. An example of this kind of functions is:
x(i) = xmin +
1
2
(xmax − xmin)
[
1 + tanh
(
5pi
2i− n− 1
n− 1
)]
, (25)
where xmin and xmax are the extremes of each interval, n is the number
of points distributed in the interval and i ∈ {1, · · · , n} is the distribution
variable of these points. Distinct k-vectors are built for each one of these
intervals; specifically, six k-vectors are computed. This is done as part of
the preprocessing effort, and therefore, they do not affect the performance
of the method while computing the inversions of the function.
Once the k-vectors are built, each time that a root is required to be
computed, a different search in each of the intervals is performed, obtaining
a set of roots for each interval that correspond to the roots of the function.
Note that depending on the value of yr there might be intervals containing
no root, and thus, the associated k-vector does not retrieve any element. As
an example of inversion, if yr = 5, the inverse of the function provides six
roots,
xr = {−3.99156, −3.03207, −1.88692, −1.19389, 0.18449, 3.85236} , (26)
with 10−14 accuracy. This example was performed with 100 points per
interval with five Newton-Raphson iterations. It is important to note that
instead of using Eq. (25), the optimal k-vector methodology can be applied
obtaining a better performance at a cost of a longer preprocessing.
10.1016/j.amc.2017.10.009 Page 12
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5 Optimal k-vector for function inversion
The “optimal k-vector” for function inversion is an optimization of the for-
mer methodology. The improvement is based on the generation of a database
distribution, [x,y], in such a way that the number of elements retrieved per
root is constant for any yr value in the [ymin, ymax] searching range of inter-
est. In order to obtain this feature, an additional preprocessing to generate
the new point distribution is required. However, once the preprocessing is
done, the function inversion becomes extremely fast as the number of points
retrieved per root is optimal for the root finder selected: one for Newton,
two for bisection or regula-falsi, or more, if required.
Building the optimal k-vector requires three steps:
1. The k-vector is generated using an uniform distribution of points. This
k-vector is then used to calculate the roots by following the method-
ology previously described.
2. The new distribution of points is computed. Let nd be the number of
levels defined in the range of the function. This value affects the size
of the optimal k-vector that we want to define (number of elements).
The parameter nd is free to choose. Larger values of nd increases the
memory required but also makes the root solver to run faster since
the points retrieved will be closer to the roots (less iterations). This
means that this methodology can be customized for performance and
memory requirements. Let yd be a linear distribution over the range
of the function, that is,
yd(i) = ymin +
ymax − ymin
nd − 1 (i− 1), (27)
where i = 1, 2, · · · , nd. Let {xd(i)} be the set of roots for each value of
yd(i) computed using the k-vector methodology for function inversion.
Then, the new distribution of points is given by the set consisting on
all the roots computed, that is:
x =
{
nd⋃
i=1
{xd(i)}
}
, (28)
where the distribution x, along with its images y = f(x), substitutes
the initial database stored in memory.
3. The k-vector is built for the new database, x. However, this new
k-vector has an important feature: for an assigned searching range
[ya, yb] =
[
yr − ne δ
2
, yr + ne
δ
2
]
where δ =
ymax − ymin
nd − 1 + 4ε,
(29)
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the number of elements retrieved is always the same. yr indicates
the value of the function to invert and ne the number of elements
associated with each root. That way, if ne = 1, only one element per
root is obtained, which corresponds to the closest point of the database
to the root. If ne = 2, then two elements are always retrieved per root,
which are the two closest elements of the database to the roots and,
in addition, these two elements bracket the root. This has important
implications: 1) no additional search is required in order to find the
closest point(s) from the database to the roots, 2) the points retrieved
(and the closest in the database) constitute a sanity check bound for
Newton-Raphson root solver iterations.
5.1 Example of application
As an example of application, let y = f(x) be the Bessel integral defined by:
y =
1
pi
∫ pi
0
cos(2t− x sin t) dt, (30)
and suppose the roots contained in x ∈ [0, 10] are the ones of interest. To
show a clear example, a small database of 24 points is selected. Figure 5
shows the Bessel integral and the 24 points used to generate the initial k-
vector (represented by empty and filled circles).
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Figure 5: General procedure for Bessel’s integral.
Now, we define the levels of the function with Eq. (27) and compute the
roots related to them using the k-vector for function inversion. The roots
obtained are now used as the new distribution of points in order to build the
optimal k-vector. Table 3 shows the results for this example when nd = 11
levels are defined. This distribution can also be seen in Fig. 6, where the
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Figure 6: Improved search for Bessel’s integral.
Table 3: New distribution of points.
y 0.0065 0.0865 0.1665 0.2465 0.3265 0.4065
x 0.2282 0.8579 1.2305 1.5579 1.8854 2.2596
y 0.4865 0.4065 0.3265 0.2465 0.1665 0.0865
x 3.0543 3.8137 4.1433 4.4113 4.6535 4.8851
y 0.0065 −0.0735 −0.1535 −0.2335 −0.3135 −0.2335
x 5.1166 5.3583 5.6256 5.9536 6.7061 7.4833
y −0.1535 −0.0735 0.0065 0.0865 0.1665 0.2465
x 7.8417 8.1476 8.4412 8.7478 9.1060 9.7100
circle marks (filled and emptied) represent the points of the distribution
used in the optimal k-vector.
Once the preprocessing is done, the calculation of the roots can be made
using the general procedure. As an example, we compute the roots for
yr = 0.1. The proposed methodology provides the roots with machine error
precision, xr = {0.9274, 4.8462, 8.8031}, using the elements retrieved by the
optimal k-vector and just five Newton-Raphson iterations.
Figure 6 also shows that the number of points per root retrieved is ne = 2,
with all roots bracketed by the elements retrieved. We can compare this
result with the general case shown in Fig. 5, which retrieved 10 points. This
effect is more evident if only ne = 1 point per root is selected as, for instance,
when using a Newton-Rahpson root finder.
6 Optimal k-vector with no function evaluation
The optimal k-vector methodology can also be used as an approximation
to function inversion without requiring to evaluate the function during the
inversion process. This is specially useful when very fast inversions of the
same function are required and more memory is available. One of the appli-
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cations of this methodology is to generate a function inversion toolbox or a
random number generator following a particular distribution function [20].
In Section 5, the optimal k-vector was introduced, providing a gen-
eral methodology to always retrieve the same number of elements from the
database. This technique removed the requirement of performing searches
inside the elements retrieved, and was also able to bracket all the roots of
the function. The objective now is to improve the speed performance of the
methodology by substituting the final root finder iterations with an approx-
imating expression using a larger database containing information about the
derivatives of the function in points of interest. In that respect, two differ-
ent methodologies are introduced using a linear approximation, and House-
holder’s methods (in particular, Newton-Raphson for a first order method,
and Halley for a second order approximation). These methodologies do not
require to perform any searches (as a characteristic of the optimal k-vector)
nor to evaluate the function (since all the information is provided by the
database) during the inverse process. This allows to invert functions in a
very fast way, using the stored points and derivatives of the function, which
were created in a single more intensive preprocessing.
6.1 Optimal k-vector with linear approximation
Let yr be the value of the function whose roots are required to be computed.
Then, by setting ne = 2, the optimal k-vector retrieves two elements per root
for each value of yr. Let xs be the elements retrieved from the database
sorted in the ascending mode in x, and let Ix be the sorting index vector.
That way:
{xs, ys} = {x(Ix(I(ka : kb))),y(Ix(I(ka : kb)))}. (31)
Moreover, let nr be the number of roots, then, the size of xs and ys is 2nr.
This means that each consecutive two points correspond to a root, and thus,
an approximation of the root can be performed by a linear interpolation
between the two points, that is:
xr(i) = xs(2i− 1) + yr − ys(2i− 1)
ys(2i)− ys(2i− 1)(xs(2i)− xs(2i− 1)); (32)
where i ∈ {1, · · · , nr} names each root of the function and xr(i) are the
approximations to the roots of the function in yr.
6.2 Optimal k-vector using a first order approximation
This technique is based on the idea of obtaining the approximation to the
root by performing a first iteration of the Newton-Raphson method without
requiring to evaluate the function nor its derivative during the inversion.
This is done by adding the information of the derivative in the database.
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Suppose that a k-vector has been computed alongside with its database
x. As part of the preprocessing, the function y and its first derivative y˙ in
the points x is computed and stored in memory. Then, by setting ne = 1
as parameter for the searching range, just one point per root is retrieved
for each value of yr. In particular, the points {x(Ix(I(k)))} retrieved cor-
respond to the closest points of the database to the roots.
Let nr be the number of roots of the function. Then, the approximation
of the root can be computed as:
xr(i) = x(t)− y(t)− yr
y˙(t)
, where t = Ix(I(k(i))), (33)
and i ∈ {1, · · · , nr} names each root. Note that the values of x(t), y(t) and
y˙(t) used are elements of the database and are not required to be computed.
However, it is important to note that, as the Newton-Rahpson method is
based in a linearization of the function, the error provided by this method-
ology is similar to the linear interpolation for large databases. Therefore, it
is preferable in general to use the linear interpolation as it does not require
to increase the database size.
6.3 Optimal k-vector using a second order approximation
The accuracy of the first order approximation can be improved using the
Halley’s method [23]. This methodology requires that, in addition to the pre-
processing performed in the first order approximation, the second derivative
in the points of the distribution has to be computed and stored in memory
(y¨). The process is similar to the first order approximation. First, we re-
trieve the elements x(Ix(I(k(i)))). Then, the second order approximation
is performed:
xr(i) = x(t)− 2(y(t)− yr)y˙(t)
2y˙(t)2 − (y(t)− yr)y¨(t) , where t = Ix(I(k(i))), (34)
and i ∈ {1, · · · , nr} names each root, and the values of x(t), y(t), y˙(t) and
y¨(t) used are elements of the database. This methodology provides more
accurate values of the roots with respect to the first order approximation at
the cost of a larger database.
It is important to note that it is possible to increase the order of the
methodology by storing higher order derivatives of the function and per-
forming a higher order interpolation by Taylor series and using Householder’s
methods [24]. This increases the memory requirements and the time to com-
pute the inverse, nevertheless, the accuracy of the methodology is improved.
Another possibility to improve the accuracy without increasing the run time
is to increase the size of the database for the k-vector. That way, the initial
approximation retrieved from the database is closer to the real roots of the
function.
10.1016/j.amc.2017.10.009 Page 17
Nonlinear Function Inversion using k-vector D. Arnas, D. Mortari
6.4 Example of application
As an example of application of the optimal k-vector with no function eval-
uation, Kepler’s equation is studied, which has the following form:
y = x− e sinx; (35)
where e is the parameter of eccentricity of a conic. Without losing generality
e = 0.5 is selected as parameter from the family of functions given by the
Kepler’s equation. A large value of e is selected due to the increase in the
nonlinearity of the function with this parameter. Then, an optimal k-vector
based on n = 65, 535 elements is generated with its respective databases: x,
y, y˙, and y¨.
First, an approximation error analysis is performed by finding the maxi-
mum error that can be produced by the approximation. In that respect, we
consider the middle points:
xr(i) =
x(i) + x(i+ 1)
2
, with i = {1, · · · , n− 1}, (36)
for function evaluation, that is:
yr(i) = xr(i) − e sinxr(i), with i = {1, · · · , n− 1}, (37)
where yr(i) are the values of the function where to compute the inverse.
0 0.5 1 1.5 2 2.5 3
10−16
10−14
10−12
10−10
10−8
x (rad)
e
rr
o
r 
(ra
d)
 
 
Linear approximation
First order approximation
Second order approximation
Figure 7: Error obtained in Kepler’s equation for e = 0.5.
Figure 7 shows the error of the three methodologies, using linear, first
order, and second order approximations. It is interesting to note that the
first order approach and the linear approximation provide a very similar
accuracy due to the small distance between points (in fact, in the figure
cannot be distinguished). This means that in general, it is more convenient
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to use the linear interpolation, as it does not require to increase the size of
the database while maintaining the accuracy. On the other hand, the second
order approximation provides the best accuracy as expected. As it can be
seen, with a second order approximation we can obtain near machine error
precision in all the range. Regarding the linear interpolation, it presents a
maximum error of 4 · 10−10 radians, 5 orders of magnitude better than the
original points retrieved from the database. Remember that these results
were obtained without performing an iteration nor a function evaluation.
On the other hand, another example with Kepler’s equation is provided
in order to show the behavior of this methodology in the singular corner of
the equation. The singular corner of Kepler’s equation is the region where
the eccentricity is near one and x presents values near zero. In that region,
all numerical methods require more iterations to converge due to the high
nonlinearity of the equation in that region [25, 26, 27, 28]. Thus, in order
to test the algorithm in this region, a value of e = 0.99 has been selected.
The errors of the different methodologies can be seen in Fig. 8. As it can
be observed, the error has increased with respect to the other example.
Nevertheless, it is possible to obtain a maximum error of 10−7 rad for all
the range using a second order approximation and without evaluating the
function. As mentioned earlier, this accuracy can be improved if required
by increasing the order of the method or by continuing the iteration with a
root finder.
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Figure 8: Error obtained in Kepler’s equation for e = 0.99.
7 Performance of the methodology
In this section we deal with the performance of the k-vector methodology
in terms of speed. In order to do that, several numerical test are performed
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in a single threaded script that was coded in Matlab on an Intel i7-3770
processor running at 3.4 GHz, with a total memory of 8 GB of RAM (which
means that only 1 GB is on actual use) and Windows 7. In addition, the
Gaussian integral (which is related to the error function) is selected as the
objective function. This integral is defined by:
y =
∫ x
−∞
1
σ
√
2pi
e−
(t−µ)2
2σ2 dt, (38)
where σ = 0.2 and µ = 0 are chosen as parameters of the function. Moreover,
and without losing generality, we assume that only the roots between x ∈
[−1, 1] are considered.
Under these conditions, we compare the performance of the k-vector with
a database of 1, 000 points, the optimal k-vector without function evaluation
and the Matlab fzero function [29, 30] which is based on a Newton-Raphson
method. In the case of the optimal k-vector, a database composed by 1, 000
points and their derivatives up to 4th order is stored in memory, since a
fourth order approximation will be used. In order to perform these speed
tests, 10 different runs for each algorithm considered are performed, each
one consisting in 100, 000 function inversions of a random value in the range
y ∈ [0, 1] with a prescribed accuracy of 10−15.
Table 4: Speed performance of the algorithms for 100, 000 function inver-
sions.
Algorithm fzero k-vector optimal k-vector
Time spent (s) 72.3 27.2 1.8
Mean number of iterations 9.75 1.62 0
Table 4 shows the mean time and the mean number of iterations that
each algorithm required to perform the inversions. As it can be seen, the
k-vector methodology is able to perform the inversion faster and with a
lower number of iterations than a general Newton-Raphson method, since it
provides a closer starting point for the initialization of the iteration. On the
other hand, the optimal k-vector does not require any iteration, providing
the root with just the original database. This allows to reduce the time
required to perform the inversion in more than one order of magnitude
with respect to the other algorithms. However, the methodology requires
a larger database (4 derivatives have been stored) and, although we obtain
machine error precision in nearly all the range, there is a very small area
near the extremes of the domain (that is, close to x = −1 and x = 1)
where the precision is reduced up to 10−8. This situation is provoked by
the relative lack of points distributed in those areas (compared to the rest
of the function) and the increase of the nonlinearity. This issue can be
easily solved by generation an additional k-vector for those areas. That
way, machine error precision is obtain in all the domain.
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8 Conclusions
Finding roots of a function is one of the most common tasks in science.
When the solution presents an analytical expression, it is straightforward
to evaluate the roots and the behavior of the function in study. However,
there are cases in which there is no known analytical solution and thus,
numerical methods are required in order to solve the function. In this work
we introduce the k-vector as a general methodology to invert any kind of
function.
The k-vector is a range searching technique originally developed for the
problem of star identification in star trackers. The methodology works with
static databases and requires an initial set up. However, once this prepro-
cessing is performed, the k-vector is a nearly search-less algorithm, which
makes it specially interesting for large databases. This idea is applied in
this work to function inversion, by generating a database with the values of
the function, and then, performing fast searches in the database created in
order to find root approximations of the function. Finally, a root finder is
applied to obtain a prescribed accuracy.
The methodology has proved to be extremely fast for recursive function
inversion and it has been applied to a wide variety of functions with good
results, being able to obtain all the roots of the function at once. Exam-
ples of that are Airy functions, Dawson’s integrals, Bessel’s integrals, Ke-
pler’s equation, elliptic integrals, Fresnel’s integrals or polygamma functions.
Moreover, the performance of the methodology can be improved even further
by the use of the optimal k-vector which makes the process of bracketing
the roots completely search-less. The optimal k-vector consist of finding
the distribution of points such that each time that the k-vector is used, the
same number of elements per root is always retrieved. In particular, these
elements correspond to the closest points to the roots. This modification of
the k-vector technique requires an additional preprocessing, but once this
process is done, the robustness of the methodology is enhanced considerably.
In addition, the optimal k-vector technique can also be used in combi-
nation with a linear or a Householder approximation. This allows to obtain
a root approximation without the requirement of evaluating the function in
the process (just in the preprocessing). That way, the inversion process be-
comes even faster, as the methodology does not require to spend resources in
the computation of the function nor its derivatives. However, this procedure
requires to store a larger database and its accuracy depends on the size of
the database, the order of the approximation and the function studied.
On the other hand, the k-vector technique (and its optimal version) can
adapt its performance to the memory available, and the speed and accuracy
required. That way, if the memory available is low, a lower dimension k-
vector can be built. On the other hand, if more speed and accuracy are
required, larger databases can be used in order to speed the process. This
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provides tools for adapting the methodology to the function to solve and the
resources available.
Finally, the complexity of the algorithm is not too high, making the
k-vector an easy to implement methodology with a wide range of applica-
tions. Moreover, the initial distribution of the database can be adapted to
the function in study, providing the possibility to optimize the method for
particular functions in high demanding applications.
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APPENDIX A: k-vector preprocessing
Algorithm to build the k-vector from a sorted database:
function [m, q, kv] = BuildKV(S)
n = length(S);
d = (S(n)− S(1))eps;
m = (S(n)− S(1) + 2d)/(n − 1);
q = S(1)− d−m;
Y l = (1 : n)m+ q;
i = 1;
for j from 2 to (n− 1) do
while S(i) < Y l(j) do
i = i+ 1;
end
kv(j) = i− 1;
end
kv(n) = n;
APPENDIX B: k-vector use
To use the k-vector the following algorithm can be used:
function k = UseKV(S, Smin, Smax,m, q, kv)
n = length(S);
i1 = floor((Smin− q)/m);
if i1 < 1 then i1 = 1;
if i1 > n then i1 = n;
i2 = ceil((Smax − q)/m);
if i2 < 1 then i2 = 1;
if i2 > n then i2 = n;
k1f = kv(i1) + 1;
k2f = kv(i2);
if k2f < k1f then
k = [ ]
else
for j from k1f to k2f do
if S(j) >= Smin then
break
end
end
k = k1 : k;
end
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