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Here, RxBS (t) denotes the set of packets that the BS receives at time slot t. That is, we aim to maximise the
total information value delivered to the BS over the time interval [0,T], with respect to the following constraints:
Txi (t) ⊆ Qi (t) (2)
for each agent i and time slot t, where Qi (t) is the set of total transmittable data packets in the memory. That is,
the set of transmitted data is the subset of the total transmittable data (packets that were sampled or arrived until
the previous time slot) of each agent i. Furthermore,
Qi (t + 1) = (Qi (t)/Txi (t)) ∪ Si (t) ∪ Rxi (t) (3)
for each agent i. Note that Qi (t)/Txi (t) denotes the set of packets that is in Qi (t) but not in Txi (t) (i.e.
exclusion). That is, the set of transmittable data of agent i at time slot (t + 1) is the union of the sets of residual
data (i.e. (Qi (t)/Txi (t))), the received data and the sampled data at time slot t. For the concept of energy-
neutrality, we have the following constraints:
eS
i |Si (t)| + eRx
i |Rxi (t)| + eTx
i |Txi (t)| ≤ Bi (4)
for each agent i, where |{.}| denotes the size of set {.}. Furthermore, eS
i , eRx
i , and eTx
i are the costs of sampling,
receiving, and transmitting a single data packet, as deﬁned in Section 3.1. This constraint demonstrates that the
energy consumption of each action taken by agent i cannot exceed the energy budget given in time slot t.
Furthermore, for each p ∈ Si (k) ∪ Rxi (t) (i.e. received data or sampled data of agent i at time slot t), that
is not delivered to the BS before time slot t:
v(p,t + 1) = λv(p,t) (5)
where λ ∈ (0,1] is the discount coefﬁcient. That is,the information value of packet p is decayed with the discount
factor λ, as time goes by.
As mentioned in Section 1, to efﬁciently solve the problem formulated in Equation 1, we separate the study
of the energy management and routing of the WSN, whilst we assume that efﬁcient sampling and information
content valuation can be achieved by using existing techniques. Given this, Section 3.3 discusses the energy
management problem in more detail, whilst Section 3.4 focuses on the routing problem.
3.3 The Energy Management Problem
As mentioned in Section 1, the deﬁnition of the energy management problem is based on the observation that
since each agent can sample, receive or transmit data, it is necessary for the agents to vary the energy budget they
associate with each of these action types, so that their overall performance can effectively adapt to environmental
changes. That is,byadaptively settingthe value of the energy budgets assigned tothe sensorytasks, the agents can
decide whether to put more effort on sampling (e.g. when signiﬁcant events are occurring in the monitored area),
receiving important data from the others (e.g. when they have collected high value information that has to be
delivered to the BS), or transmitting data (e.g. when the delivery of data cannot be delayed too long). With such
capabilities, our hypothesis is that the agents should achieve better performance than systems without the ability
to adapt in this fashion. However, in order to ﬁnd the optimal combination of budget allocation, the agents ﬁrst
have to learn the efﬁciency of each combination, which leads to the dilemma of exploration versus exploitation
(see Section 1). In more detail, if the agent only focuses on learning the optimal combination (i.e. exploration),
the total collected information of that agent over the operation time might not be maximal, since the agents has
to try out all the combinations (including those with low efﬁciency). On the other hand, if the agent decides to
focus on the best combination so far (i.e. exploitation), it may miss the chance to ﬁnd a better combination that
results in better overall performance (i.e. better collected information over a long term). Furthermore, since the
environment is dynamic, the optimal combinations may vary over time. Thus, the learning method has to be able
to adapt to these environmental changes as well. Given this, by using the notations of the WSN model and the
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transmittable data packets in the memory (see Section 3.2 for more details). Let Rei (t) denote agent i’s set of
residual packets from slot (t − 1) that are not transmitted until slot t. That is,
Rei (t) = Qi (t)/Txi (t) (13)
Given this, before we determine the reward function, let us consider the following. Assume that λ = 1; that is,
there is no information decay as time passes by. Given this, throughout the operational time T of the network,
the total information that is delivered to the BS is equal to the difference in the total information sampled by the
agents in the network until time slot (T − 1), and the total amount of information that remains in the memory of
the agents in the network at time slot T. In particular, since we assume that there is no data loss in our model,
sampled data until time slot (T − 1) is either successfully delivered to the BS or still remains as residual data in
the network at time slot T. Note that data sampled in time slot T is not considered here, since we assume that it
cannot be delivered immediately to the BS, and as deﬁned in Equations 13 and 3, Rei (T) does not contain data
that are sampled in time slot T. Thus, for each t ∈ [1,T], let r(t) denote the following function:
ri (t) =
X
p∈Si(t−1)
v (p,t − 1) −
X
p∈Rei(t)
v (p,t) +
X
p∈Rei(t−1)
v (p,t − 1) (14)
Note that the ﬁrst term on the right hand side of this equation is the total amount of sampled information of agent
i at time slot (t − 1). The second term is the total information value of the residual data on agent i at time slot
t, whilst the third term is the total information value of the residual data on agent i at time slot (t − 1). The
intuition behind Equation 15 can be explained as follows. From the deﬁnitions given in Equations 3 and 13, the
sum of the ﬁrst and the third terms form the total amount of information that agent i can transmit in time slot t. In
more detail, as we mentioned in Section 3.1, data sampled in time slot (t − 1) can only be transmitted from time
slot t, and not earlier. Thus, ﬁrst term represents the total amount of this sampled data. The third term represents
the amount of information that is not transmitted until time slot (t − 1). Both the sampled data and residual data,
however, is available at time slot t for transmission. On the other hand, the second term represents the information
value of data that is not sent by the end of time slot t, and thus, by subtracting it from the set of transmittable data
(i.e. sum of previously sampled data and residual data from (t − 1)), we get the throughput of agent i within time
slot t. Given this, by using ri (t) as the reward function within the case of λ = 1, each part of agent i’s chosen
action (i.e. the chosen energy budgets) will effect the value of ri (t). In particular, the size of nS
i (t) affects the
total amount of sampled information, while nRx
i (t) and nTx
i (t) affect the size of residual data.
Now, we show that by maximising the sum of ri (t) over all t and i indeed leads to the maximisation of
the total amount of collected information within the network, in the case of λ = 1. In so doing, recall that P
p∈Rei(t−1) v(p,0) = 0 for each agent i, since there is no residual data at all at the beginning. Given this, it
is easy to see that if we sum up ri (t) by t from 1 to T, what we get as a result is exactly the difference of the
total information collected by the network and the total amount of information that remains in the memory of the
agents in the network. More precisely, we have
T X
t=1
ri (t) =
T−1 X
t=0
X
p∈Si(t)
v (p,t) −
T X
t=1
X
p∈Rei(t)
v (p,t) +
T−1 X
t=0
X
p∈Rei(t)
v (p,t)
=
T−1 X
t=0
X
p∈Si(t)
v (p,t) −
X
p∈Rei(T)
v (p,T) +
X
p∈Rei(0)
v (p,0)
=
T−1 X
t=0
X
p∈Si(t)
v (p,t) −
X
p∈Rei(T)
v (p,T)
Recall that this value is equal to the total information that is delivered to the BS throughout the operation time of
the network. Thus, ri (t) could be a possible reward function for agent i, since by maximising the total reward on
interval [0,T], the agents together also maximise the total amount of collected information value that is delivered
to the BS as well.
Note that the deﬁnition of ri (t) in Equation 14 guarantees that in order to maximise the total amount of
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However, this is equal to the union of the set of received data, the set of sampled data, and the set of residual data
at time slot 1, excluding the set of residual data of layer 1 at time slot 2. Furthermore, any of these sets may not
be empty. The packets in the sets of received and residual data suffer from value discounting, thus, Equation 20
is equal to the following:
X
p∈RxBS(2)
v (p,2) =
X
j∈L1
X
p∈Txj(2)
v (p,2) =
=
X
i∈L1
X
p∈Si(1)
v (p,1) + λ
X
i∈L1
X
p∈Rei(1)
v (p,1) +
+ λ
X
i∈L1
X
p∈Rxi(1)
v (p,1) −
X
i∈L1
X
p∈Rei(2)
v (p,2) (21)
where λ is the discount coefﬁcient of the network. Now let us consider
P
i∈L1
P
p∈Rxi(1) v(p,1). Similar to
Equation 18, this can be written as:
λ
X
i∈L1
X
p∈Rxi(1)
v (p,1) = λ
X
i∈L2
X
p∈Txi(1)
v (p,1) (22)
Using Equations 21 and 22, and replacing L1 with L2 in Equation 19, we obtain the following:
X
p∈RxBS(2)
v (p,2) =
X
i∈L1
X
p∈Si(1)
v (p,1) −
−
X
i∈L1
X
p∈Rei(2)
v (p,2) + λ
X
i∈L1
X
p∈Rei(1)
v (p,1) +
+ λ
X
i∈L2
X
p∈Si(0)
v (p,0) − λ
X
i∈L2
X
p∈Rei(1)
v (p,1) (23)
In general, if we take the tth member of Equation 17, then it can be decomposed as follows. If t ≤ L, where L is
the number of the layers in the network, then:
X
p∈RxBS(t)
v (p,t) =
t X
j=1
λj−1 X
i∈Lj
X
p∈Si(t−j)
v (p,t − j) −
−
t X
j=1
λj−1 X
i∈Lj+1
X
p∈Rei(t−j+1)
v (p,t − j + 1) +
+
t X
j=1
λj X
i∈Lj
X
p∈Rei(t−j)
v (p,t − j) (24)
Let us note that here
P
i∈Lj
P
p∈Rei(0) v(p,0) = 0 for any layer j. That is, we can say that the amount of
information that arrives to the BS at time slot t can be decomposed into the sum of data on layer 1 at time slot
(t − 1), on layer 2 at time slot (t − 2), and so on. If t > L, however, the equation for this case is slightly different,
since the decomposition stops at the last layer of agents. Thus, we have:
X
p∈RxBS(k)
v (p,k) =
L X
j=1
λj−1 X
i∈Lj
X
p∈Si(t−j)
v (p,t − j) −
−
L X
j=1
λj−1 X
i∈Lj+1
X
p∈Rei(t−j+1)
v (p,t − j + 1) +
+
L X
j=1
λj X
i∈Lj
X
p∈Rei(t−j)
v (p,t − j) (25)22 Long Tran-Thanh et al.
That is, Dmax (τ) is not lower than the average value of Drj (τ). Using Equations 28 and 29, we get:
X
rj
Drj (τ + 1) ≤
|Ll−1| − 1
|Ll−1|
X
rj
Drj (τ)
That is, we can show by induction that the following holds for each τ:
(30)
X
rj
Drj (τ + 1) ≤
„
|Ll−1| − 1
|Ll−1|
« τ X
rj
Drj (1)
Note that Drj (1) ≤ nRx
rj (t);that is,the maximal number ofpackets that rj can receive at the ﬁrst communication
round is not greater than the receiving capacity of rj. Given this, from Equation 30 we get:
(31)
X
rj
Drj (τ + 1) ≤
„
|Ll−1| − 1
|Ll−1|
« τ X
rj
n
Rx
rj (t)
Now, note that MITRA stops after τ communication rounds if and only if
X
rj
Drj (τ + 1) < 1
That is, no more packets can be sent to the receivers. Given this, MITRA still runs after τ communication rounds
if
(32)
„
|Ll−1| − 1
|Ll−1|
« τ X
rj
n
Rx
rj (t) ≥ 1
This can be reformulated as:
(33)
X
rj
n
Rx
rj (t) ≥
„
|Ll−1|
|Ll−1| − 1
« τ
Taking the logarithmic function of both sides, we get:
(34) ln
0
@
X
rj
n
Rx
rj (t)
1
A ≥ τ (ln|Ll−1| − ln(|Ll−1| − 1))
Substituting Tcom (t) into this inequality concludes the proof. 2
Notethat fromtheproof, itiseasytoshowthat thisupper bound istight.Thus, Tcom (t) = O
“
ln
“P
rj∈Ll−1 nRx
rj (t)
””
;
that is, the upper bound of Tcom is the logarithm of the total number of packets that need to be forwarded within
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this, we deﬁne 5 types of environmental characteristics, each of which represents epochs which contain different
environmental phenomena, as follows:
1. In this environment, packets are sampled with the information value in the range of 0 and 10, with distribution
N (5,3) (i.e. the distribution is truncated at 0 and 10).
2. Here, packets are sampled with the information value in the range of 10 and 20, with distribution N (15,3).
3. The information value of each packet is in the range of 20 and 40, with distribution N (30,6).
4. The information value of each packet is in the range of 30 and 60, with distribution N (45,10).
5. The information value of each packet is in the range of 60 and 100, with distribution N (80,10).
Note that these numerical values are chosen such that they represent the differences between the characteristics
types. Other settings with different values also show the same broad patterns in the result of the simulations.
Thus, in order to capture the dynamic nature of the environment (i.e. how often it changes its characteristics), we
set the length of each epoch to be 1,000 time slots for the moderately dynamic case, 200 for the dynamic case,
and 50 for the extremely dynamic case. Whilst in the static case, there is only one epoch (i.e. there is no change),
with type 1 of environmental characteristics. When the environment changes its epoch, it randomly chooses one
of the aforementioned characteristics types, with the probabilities of 0.5, 0.25, 0.1, 0.1 and 0.05, respectively.
This represents the common observation that more extreme environmental phenomena occur less frequently.
To capture the dynamic behaviour of the network topology, we allow node failures during the operation of
the WSN. In so doing, we again divide the time line into epochs of 20 (i.e. each epoch lasts for 20 time steps). At
each epoch, each agent node may stop functioning for the whole epoch with probability 0.2, independently from
other nodes. Nodes with failures may be functioning again in the next epoch. Note that in our settings, epochs of
node failures are independent from the epochs of environmental changes.
Now, we set the energy settings of each agent node as follows. Each sensor’s transmission, receiving and
sampling energy consumption is uniformly and randomly chosen from intervals of 30−42, 20−34, and 15−25
per packet, respectively, and the solar energy harvesting energy budget of each node varies between 500 and 1500
4. Given this, in our simulations, we use these values to set the parameters, such as eS
i , eTx
i , eRx
i , and Bi, of the
agents. In addition, the network contains 100 agents, forming a 10–layer topology, with 10 nodes in each layer.
The communication edges of the network are randomly generated with probability 0.5 (i.e. two nodes within
neighbouring layers can communicate with each other with probability 0.5).
Now, note that within our paper, we focus on the long-term information collection, and thus, we do not have
strict constraints on the delivery time of each collected information (see Section 1 for more details). Given this,
the information discount factor that we consider here is typically high (see Section 3.1). However, it would be
also interesting to study the performance of our approach in systems where real–time information collection is
desired. Within these systems, the real–time monitoring typically requires newest data only, and thus, the value
of sampled information rapidly decreases as time passes by. This indicates that the discount factor is signiﬁcantly
low within such systems. Now, note that MITRA does not have any guarantee that it will deliver the sampled data
to the BS within a certain time threshold (which is a key requirement in real–time monitoring systems). Given
this, our hypothesis is that our approach may not perform well in systems that demand low discount factors. In
order to evaluate this hypothesis in more detail, we vary the value of λ during our simulations. In particular, we
set the information discount coefﬁcient λ = 0.9, 0.5, and 0.2, respectively. The former represents the discount
factor of non real–time systems, while the latter two are a typical values for real–time WSNs.
6.2 Overall Performance Evaluation
Given the parameter settings above, we now discuss the numerical results of the simulations in more detail. In
particular, we study the performance of MAB/EM combined with MITRA8 (i.e. τ = 8). As we will show later
in Section 6.4, the choice of τ = 8 results in both low performance loss and low number of communication
4 These values are proportional to real world sensor values as reported in Kansal and Srivastava (2003).30 Long Tran-Thanh et al.
dynamic environments, and up to 83% in extremely dynamic environments. Thus, within the ﬁrst scenario, our
approach is more efﬁcient in adapting to the environmental changes than USAC.
The simulation results for the scenario of networks with node failures are depicted in Figures 2a, 2b, 2c,
and 2d, respectively. Similarly to Figures 1a–d, these ﬁgures show the performance of the algorithms in static,
moderately dynamic, dynamic, and extremely dynamic environments, but within networks with node failures.
Here, we also set λ = 0.9, and thus, we assume that there is no signiﬁcant need to deliver information to the BS
as quick as possible. Note that within this scenario, due to the high number of dynamic parameters to be taken into
account, the centralised optimal solution, that we use as a theoretical benchmark, becomes intractable, typically
after 6000 time slots 5. Now, we can see from Figures 2a–d that the performance of our approach is decreased in
this scenario, compared to that of the case of networks with no node failures. In more detail, by comparing our
approach’s performance to that of the optimal solution, the ratio we get in the case of networks with node failures
is signiﬁcantly lower than that of the case of networks without node failures. The main reason of this performance
decrement is that when node failures are allowed to be occur, the system is more dynamic from the view of each
single agent, since node failures may occur besides the environmental changes. That is, our approach has to
adapt to signiﬁcantly more dynamic behaviours here, compared to the case of networks with no node failures.
Given this, since there is less time to learn the changes, MAB/EM achieves a worse performance within the case
of having node failures. This fact can be easily veriﬁed by comparing the performance of our approach to that
of the non–learning approach, that only uses MITRA8. Speciﬁcally, by combining MAB/EM with MITRA8,
the overall performance in the case of networks without node failures is typically doubled (see Figures 1a–d).
However, it is not the case within networks with node failures. In fact, the performance improvement that we
get here is typically lower, especially in the cases where the environment is highly dynamic (see Figures 2b–d).
However, our approach still outperforms USAC in all environmental settings. The main reason is that within
USAC, when a packet is chosen to be delivered towards the BS, an optimal routing path is chosen, and is ﬁxed
over the time of delivery (see Padhy et al., 2010). This technique brings up the following issue: a data packet,
which is already on the way towards the BS, may not be physically delivered, due to possible node failures
within the routing path of that packet. Thus, USAC may waste the budgets of the agents by occupying them with
delivering the current data. This is not the case in our approach, where such delivery guarantees do not hold. Note
that these delivery guarantees are also the reasons why USAC is outperformed by our approach in the case of
networks without node failures. However, here (i.e. within networks with node failures) our approach achieves
less signiﬁcant improvement, compared to the improvement it can achieve in networks without node failures.
This indicates that our approach is more sensitive to the topological changes than USAC.
We now focus on the simulation results of the third scenario, where both the environment and the topology of
the networks are dynamic, and the discount factor is low. In particular, we set λ = 0.5. The results are depicted
in Figures 3a–d. Again, these ﬁgures show the performance of the algorithms in static, moderately dynamic,
dynamic, and extremely dynamic environments, respectively. Here, since the high probability of node failures
may signiﬁcantly modify the performance of the algorithms (see the numerical results of the previous scenario),
we set the probability of node failures to 0.1, in order to show a clear effect of low λ values on the performance of
the approaches. Giventhis,wecanclearlyseethatwithinthisscenario, theperformance ofMITRAissigniﬁcantly
decreased, compared to that of USAC (recall that in the previous scenarios, these two approaches shows similar
performances). The reason here isthat while USACcanguarantee the delivery of packets towards the BS withina
time threshold by choosing a full routing path, MITRA does not. Therefore, with our approach, a large portion of
collected packets are delayed within the network, and thus, their information value is typically close to 0 when the
BS receives them. This performance loss is compensated when we combine MAB/EM with MITRA, especially
when environmental changes are slow enough so that MAB/EM can adapt to the changes (see Figures 3a–c).
However, in all the cases, our approach cannot outperform USAC, since it is not designed for fast packet delivery.
In more detail, we can clearly see this in Figure 3a, where the environment is static. In this case, since USAC does
not have to deal with the challenges of environmental changes, it signiﬁcantly outperforms our approach. As the
environmental changes become more frequent, but still slow enough so that MAB/EM can adapt to these changes,
the performance of USAC is decreased, while our approach shows improvement in its performance (see Figures
3b–c). However, when the environment becomes extremely dynamic, the learning approach cannot adapt to the
5 During our simulations, we used a Intel R   Core 2TM Quad q9400 computer with 4GB memory, and JavaTM 1.6.0 18 RE.