Introduction
The Leibniz-Hopf algebra is the free associative Z -algebra F on one generator S n in each positive degree with the graded, connected Hopf algebra structure determined by giving S n degree n and ∆(S n ) = ∑ i+j=n S i ⊗ S j (where S 0 denotes 1) [11] . This Hopf algebra is cocommutative and has been studied as the ring of noncommutative symmetric functions [4, 10, 12] . A topological model for this Hopf algebra is given by interpreting it as the homology of the loop space of the suspension of the infinite complex projective space, H * (ΩΣCP ∞ ) [2] . The graded dual of the Leibniz-Hopf algebra F * is the ring of quasisymmetric functions with the outer coproduct [4, 14] , which was the subject of the Ditters conjecture [3, 11, 12, 13] and isomorphic to the cohomology of ΩΣCP ∞ [2] , making it relevant to a wide area of combinatorics, algebra, and topology.
Note that in [11, Section 1] the graded dual of F over the integers is denoted by M and is called the overlapping shuffle algebra.
The mod 2 reduction F ⊗ Z/2 also has a connection with topology, since it has the mod 2 Steenrod algebra A 2 [4, Section 5] as a quotient. A 2 is a vector space over Z/2 with a basis made by admissible monomials [17] . Milnor [15] showed that the mod 2 dual Steenrod algebra A * 2 is a polynomial algebra on ξ 1 , ξ 2 , ξ 3 , . . . , where the grading of ξ i is 2 i − 1. In [15] , Milnor also showed that A In [7] , some progress was made to calculate Ker(χ A * 2 − 1); however, a complete picture was not achieved.
In [6] , as another approach, motivated by the work of Crossley and Whitehouse [7, 8] , a vector space basis was calculated for the conjugation invariants in the mod 2 dual Leibniz-Hopf algebra F * 2 (where F ⊗ Z/2 is denoted by F 2 ). The problem of finding conjugation invariants is interesting and was also studied in [5] .
In this paper we introduce a different view of the Adem relations in terms of 
Preliminaries
In this section we introduce the main algebraic structures that are used in this work. 
and then it adds the first indices together, then the second, and so on. The sum is over all such h for which the result contains no 0. In F * 2 , as an example,
(see [11, Section 2] for an alternative description of this product). [6] .
In order to make Section 5 of this paper more clear, we recall some of the terminology from [6] . A word 
A different view of the Adem relations
We now turn our attention to A 2 . Let Sq n denote the Steenrod square of degree n [17] . Then A 2 is defined as a quotient of F 2 by the Adem relations:
and Sq 0 = 1 , giving a graded algebra epimorphism π :
Furthermore, π is a graded Hopf algebra epimorphism, because the coproduct on the generators is defined in the same way for F 2 as for A 2 . Note that A 2 is also a connected algebra.
Since π is a Hopf algebra epimorphism, its dual π
is also a Hopf algebra morphism. In particular, π * is multiplicative. It is also a Hopf algebra inclusion [6] . Note that by the dual we mean the graded dual of π . over Z/2 and its admissible monomials form a basis. We denote the corresponding dual basis element by Sq I and define it by the duality as follows:
We write Sq
where J is a sequence of positive integers. In this section we give some descriptions of π * on Sq I s. A description of π * gives rise to a different view of the Adem relations. More precisely, this comes from looking at π * rather than π . The Adem relations are the kernel of π , and π is defined directly from the Adem relations. Hence, π * contains all information about the Adem relations. If we could give a formula for π * , the Adem relations could be retrieved from it. It can be hard to give that formula in higher degrees, but in lower degrees we can see it. See Table 1 to observe what π * does to each basis element in those degrees. We now give the following example: Table 1 . π * -images of dual admissible basis elements up to degree 5 . 
The map π first gives:
Since π is a quotient map, we get:
Hence, π ⋆ (Sq 3 ) has S 3 and S 1,2 as a summand, i.e.
Let C be an arbitrary length admissible sequence of degree m. It is natural to ask: what are the summands of π ⋆ (Sq C )? By definition of π ⋆ (Sq C ), we write: 
summed over all (non-admissible) sequences j 1 , j 2 , . . . , j r for which Sq j1,j2,...,jr has Sq C as a summand when expressed as a sum of elements in the admissible basis elements.
Problem 3.2 Can we find an explicit formula for
We give particular answers to Problem 3.2 in the following: 
has Sq n as a summand when written as sum of elements in the admissible basis. This is only possible for j = 0 and n = a + b in the Adem relations in Eq. (1). 2 
. However, for Sq J having Sq
as a summand, Sq jr+jr+1−y must be equal to Sq 
π
We first recall the definition of ξ n [17] :
As A * 2 is a polynomial algebra, Im(π ⋆ ) is generated by π ⋆ (ξ i ), but we do not have a good description Although a proof is not given, a particular answer is given by Crossley [4, Section 5] in the following: 
). Note that by product we mean the overlapping shuffle product. Hence, 
By the overlapping shuffle product, we have:
This completes the proof, since we work on mod 2 . 2
Corollary 4.4 ξ
Before proving Theorem 4. 
summed over all (nonadmissible) sequences j 1 , j 2 , . . . , j r for which Sq j1,j2,...,jr has Sq C as a summand when expressed as a sum of elements in the admissible basis elements. Applying r to both sides of Eq. (7), we get:
For all basis elements Sq C , we have r(π * (Sq C )) = Sq C . This completes the proof. 2
Proof [Proof of Theorem 4.5] Since π * is a Hopf algebra morphism, the following diagram commutes.
By Lemma 4.6 and the commutativity of the diagram (8), we have the following commutative diagram.
Hence,
By definition of χ and admissible monomial sequence, it follows that: 
Corollary 4.8
where P art(n) denotes the set of all ordered partitions of n , and for a given ordered partition α = (α(1)|α (2)
Proof It can be seen by Theorem 4.5 along with Lemma 1.1 of [7] .
2
Proof Since A * 2 is a commutative Hopf algebra, χ Proof By commutativity of diagram (8), Corollary 4.9, and Eq. (3), we arrive at
Applying χ to both sides of Eq. (9) completes the proof. 
A strategy for computing conjugation invariants in A * 2
In [7] , although a complete description is not given for Ker(χ A * In each fixed degree, conjugation invariants in A * 2 have a link with π * and conjugation invariants in F * 2 as follows: 
Recalling that π * is a monomorphism, we conclude that Ker(χ A * 2 − 1) has a basis {ξ 
A * 2 has a basis {ξ 3 1 , ξ 2 } , and π * (ξ
. Hence, we have:
Finally, we arrive at:
from which we conclude that Ker(χ A * 2 − 1) has a basis {ξ 3 1 } in degree 3 .
Example 5.7
In this example we introduce an efficient method for calculations in higher degrees. In degree 4, we first give an order to the monomial basis of F * 2 with respect to lexicographic order. We denote this ordered basis by Y , which is given in the following:
For instance, this basis tells us that S 2,1,1 is lexicographically bigger than S 1,3 . We now recall linear algebra from pages 199-200 of [18] : if V is the column space of a matrix A , and W is the column space of a matrix B , then V + W is the column space of the matrix D = [A B] and dim(V + W ) = rank (D) and dim(V ∩ W ) = nullity of D , which leads to the following formula:
To use the method above, by Tables 2 and 3 
