Sequencing-based approaches now allow high-resolution, genome-scale investigation of cellular epigenetic landscapes. For example, mapping of open chromatin regions, post-translational histone modifications and DNA methylation across a whole genome is now feasible, and new non-coding regulatory RNAs can be sensitively identified via RNA sequencing. The resulting large-scale data sets promise to contribute towards a more precise and complete understanding of gene regulation and to yield insights into the interplay between genomes and the environment. In this article, I review some of the conceptual issues and currently available software tools for the analysis of sequencing-based whole-genome epigenetics data.
INTRODUCTION
Epigenetics and its latter-day cousin, epigenomics, have flourished in recent years and have reaped huge benefits from increases in sequencing power. Second-and third-generation sequencing, comprising technologies such as Illumina's Genome Analyzer and HiSeq, Roche's 454, Helicos' Helioscope and Applied BioSystems' SOLiD as well as emerging platforms such as Pacific Biosciences, enable fullgenome mapping of many kinds of epigenetic characteristics. Genome-scale epigenetic research is still in its infancy and in the following, I will try to outline some issues and challenges in the bioinformatical aspects of sequencing-based epigenomics.
What is epigenetics?
Epigenetics is generally understood to be the study of heritable regulatory changes that do not involve any changes in the DNA sequence of a cell. Beyond that, however, it has proved difficult to define exactly what the term means. It may be useful to separate epigenetic phenomena from epigenetic mechanisms; the former include gene imprinting, X chromosome inactivation and maintenance of cell identity, while the latter include post-translational modifications of histone subunits, methylation of cytosines in DNA, and various RNA-mediated mechanisms. In recent years, 'epigenetics' has gradually acquired a strong connotation of being solely about chromatin structure, and especially about DNA methylation and histone modifications, which are known to be involved in altering it. For example, a recent publication defined an epigenetic trait operationally in this way: 'An epigenetic trait is a stably heritable phenotype resulting from changes in a chromosome without alterations in the DNA sequence' [1] . It should be stressed that the word 'heritable' in these definitions can mean either 'transmissible between parent to child' or 'transmissible from mother cell to daughter cell', as in cell division and differentiation. This tends to introduce confusion because the word 'heritable' is otherwise generally used to refer to generational inheritance but not cell growth. For this reason, it has been proposed that the term 'mitotically stable' should be used in place of 'heritable' in definitions of epigenetics [2] .
Strictly speaking, as e.g. Ptashne [3] has pointed out, there are many cases of heritable, DNA sequence independent changes which do not necessarily involve the modification of chromatin structure, such as gene expression patterns that persist following cell division without any changes in the chromatin, for instance due to cytoplasmic transmission of proteins (partitioning of proteins from the cytoplasm of a mother cell to a daughter cell during cell division), discussed in ref. [4] . Nevertheless, in this review, I will mostly be concerned with epigenetics in the sense of the analysis of chromatin structure, DNA methylation and histone modifications.
Chromatin and cell identity
Waddington introduced the term epigenetics ('above the genetics') in the context of developmental biology to account for the fact that different cell types, which have identical DNA sequences (with a few rare exceptions in the immune and reproductive systems), can show such different phenotypes [5] . Clearly, DNA sequence was not the whole story. Today, it is understood that a major additional factor is that chromatin-the compact structure of DNA and histone proteins that the genome is packed into-adopts different conformations in different contexts (such as in different cell types).
In the most simplified (but still helpful) view, chromatin can be 'open' (euchromatin) or 'closed' (heterochromatin), with the former being more amenable to transcription because it is easier for the transcriptional machinery to assemble there. The basic building block of chromatin is the nucleosome, a complex of histones around which DNA is wrapped. Nucleosomes, which are estimated to cover 80% of the base pairs in the yeast genome [6] , are connected by linker DNA regions. The positioning of nucleosomes in regulatory regions and around genes tends to show distinct patterns. For example, whole-genome nucleosome mapping in yeast, performed through sequencing the ends of monococcal nuclease digested DNA fragments (which are assumed to correspond to nucleosomeassociated DNA), showed that the region immediately upstream of a transcription start site (TSS) is typically nucleosome-depleted [6] . The histone subunits of nucleosomes can be post-translationally modified. The most well-studied types of modifications are acetylations and methylations, but phosphorylation, ubiquitination and others occur as well. A fair number of histone modifications (or 'marks') have been linked to various functional properties such as active transcription, repression, and enhancer function [7] . The so-called 'histone code hypothesis' [8] , which is actively being investigated, posits that different combinations of histone marks can predict specific changes in gene regulation. Chromatin structure can also be altered through methylation of cytosine in the DNA, which usually-but not always-has a silencing or repressive effect [9] . It has also become clear that certain epigenetics events are mediated by non-coding RNAs, ranging from microRNAs to PIWIassociated short RNAs and longer non-coding RNA species.
The significance of the epigenome Epigenetic traits have tended to be described as stable, but are in fact often dynamic and reversible. Aside from the fact that epigenetic marks are largely erased in the germ line [2] , reprogramming of differentiated cells into induced pluripotent cells is accompanied by a gradual reversion of epigenetic marks to an embryonic stem cell-like pattern [10] . Environmental factors like nutrition and parental care and lifestyle influences like stress exposure can also lead to epigenetic alterations [2] . Environmental enrichment (for example, providing a wide variety of toys and exercise apparati) has been shown to improve memory capacity in mice through epigenetic mechanisms [5] . The epigenome thus emerges as an important link at the interface between the genome and the environment. Understanding this link will be a major challenge for biomedical research.
Second-generation sequencing and epigenetics
Given the importance of chromatin structure and, by extension, DNA methylation, histone modifications and ncRNAs, it is not surprising that many researchers have taken advantage of the drastically improved sequencing capabilities that have become available in recent years to perform genome-scale studies of chromatin characteristics of and ncRNA expression in different cell types. Although microarrays, for the time being, offer lower cost and higher throughput for certain applications, sequencing-based methods offer some advantages. For example, they are not dependent on painstaking construction of custommade arrays or on knowledge of the reference genome or genomic features. Increased sensitivity and dynamic range have been claimed as advantages as well; see ref. [11] for a comparison between sequencing-and microarray-based techniques in an epigenomics context. However, sequencingbased methods pose a number of bioinformatics challenges [12] . A useful general overview of bioinformatics issues (not restricted to analyzing sequencing-based data) in epigenetics was written by Bock and Lengauer [13] . Table 1 lists a selection of bioinformatics software tools that are especially useful for the analysis of sequencing-based epigenomics data. In addition, the SeqAnswers wiki has a frequently updated list of all types of high throughput sequencing related software (http://seqanswers.com/wiki/Special :BrowseData) including those useful for epigenomics. Many of the software packages are briefly discussed below. Table 2 lists various databases and other kinds of non-software resources containing information about DNA methylation, histone modifications, non-coding RNA and imprinted genes.
HISTONE MODIFICATIONS
In eukaryotic cells, DNA is wound up around histone proteins (histones), creating structures called nucleosomes. Specific residues (typically lysines) primarily located in the N-terminal tails protruding out of the globular core of these histones are subject to post-translational modifications such as methylation, acetylation, ubiquitination and phosphorylation, the first two of which have been especially well studied in the last few years [14] . It has become clear that different histone 'marks' have different functional properties and mark out genomic regions in a partly cell-type-specific manner. For example, trimethylation of lysine residue 4 in the histone 3 (H3) protein, often abbreviated H3K4me3, is thought to be a mark of active promoters, or, in combination with H3K27me3 (trimethylation of lysine 27 in the same protein, H3), of 'poised' promoters which are not active but ready to be activated in response to the proper stimulus. Acetylation of H3 lysine 27 (H3K27Ac) is thought to mark enhancers, while H3 lysine 9 trimethylation (H3K9me3) is associated to heterochromatin and gene silencing. Many authors have discussed the possibility of a 'histone code' [15] or 'epigenetic code' [8] , which would describe how different histone marks, and possibly other epigenetic marks such as DNA methylation, can combine to specify the potential for expression of genes in a particular cell type at a defined stage of development or differentiation. These speculations are now being addressed using whole-genome mapping of histone marks in different organisms and tissues, enabling subsequent comparison of mark distributions and possible combinatorial effects.
ChIP-seq and histone marks
Histone marks can be mapped in a high-throughput fashion using chromatin immunoprecipitation (ChIP) followed by sequencing of the resulting DNA fragments, a process referred to as ChIP-seq. DNA-bound proteins are crosslinked to the DNA using formaldehyde, after which cells are lysed and a sonication step fractionates the genome into short (<1 kbp) pieces. A specific antibody for the protein of interest is then used to purify the DNA-protein complexes. The crosslinks are subsequently reversed by heating and the resulting DNA-fragments can be sequenced. Clearly, the availability of a specific antibody is crucial for the success of ChIP. The first analysis step in a ChIP-seq project is to match the sequenced DNA fragments (reads or tags) to a reference genome, which is called read mapping or alignment. Many efficient programs for short read mapping are available; these have been comprehensively reviewed [16] and will not be further discussed here (except in the special cases of bisulfite sequencing and short RNA sequencing; see below).
After the reads have been mapped to the reference genome, the next analysis step is usually to try to detect genomic loci highly enriched for sequenced reads, a process referred to as peak calling (reviewed in ref. [17] ). However, the bioinformatics analysis tools for detecting ChIP-enriched regions have usually been constructed with transcription factors in mind. These typically bind to short sequence elements (on the order of 10 bp), while histone marks are sometimes diffusely enriched over thousands of bp. Distinct peaks may be lacking and sequencing coverage may be far from saturation, which leads to problems for algorithms that have been designed to detect highly localized peaks. Ideally, one should use a specialized tool able to detect larger enriched regions that may lack continuous enrichment. Especially marks which are generally considered to be repressive (H3K27me3 and H3K9me3) are known to occur in broad domains, which can propagate themselves by recruiting chromatin-modifying enzymes [18] .
To identify methylated histone regions, a pioneering ChIP-seq study [19] used two different approaches. One of them was based on fixed-sized windows and used an empirical background model obtained by randomizing read locations for estimating significance, while the other was a hidden Markov model-based approach which yielded variable-length windows. The details of the HMM model were not fully described. A recently published algorithm, spatial clustering approach for the identification of ChIP-enriched regions (SICER, [18] ), attempts to solve the problem by pooling signals from consecutive nucleosomes in the same modification state. The method works by dividing the genome into 'candidate islands' using a non-stringent statistical criterion, after which the read distribution over each island in the ChIP library is compared to the control library distribution to detect regions of significant enrichment. SICER was shown to outperform a number of peak calling algorithms in detecting histone-mark enriched regions, which may not be surprising as all these had primarily been developed for transcription factor ChIP-seq experiments. The CCAT peak calling package [20] has a 'peak mode' and a 'region mode', the latter being intended for analysis scenarios like histone modification enrichment. CCAT uses the 'signal-to-noise' concept from signal processing theory to estimate the sequencing noise rate from a control library (e.g. non-ChIP or input DNA from the same sample or a sample obtained under the same experimental conditions). Peak or region calling is performed using information from this signal-to-noise analysis. A recent publication proposes a statistical methodology, based on estimation of multivariate mixture models, to compare genome-wide chromatin profiles from multiple diverse samples, such that, for instance, ChIP-chip and ChIP-seq experiments can be directly compared [21] . However, the authors regard their method as mostly 'a first-pass algorithm to identify candidate regions in the epigenome' which may be followed up by 'some type of second-pass algorithm to fine-tune detected peaks in accordance with biological or technological criteria'.
Decoding the histone marks
Various computational methods have been applied to the problem of understanding what the histone modifications 'mean', that is, what regulatory states they correlate with and/or control. Heintzman et al. [22] used ChIP-chip data from the ENCODE genomic regions to come up with a correlative model which suggested that the H3K4me1 is associated with human enhancers, and a predictive model that could identify new putative enhancers. Hon et al. [23, 24] then took the approach to the wholegenome scale (with a large collection of mapped histone marks) in their ChromaSig algorithm, which clusters the genome into compartments defined by specific patterns of histone marks. This unbiased analysis re-discovered known correlations such as that of H3K4me3 enrichment around TSSs and its connection to gene expression levels, while uncovering some novel types of histone mark patterns which have yet to be characterized experimentally. These included a novel chromatin signature for a subset of exons as well as signatures for various types of repeat elements associated with gene repression. In order to quantitatively relate histone modification status to gene expression, a recent study [25] used linear regression models based on whole-genome profiles of 41 histone marks and to successfully predict expression levels across different cell types. Their results suggested that the H3K27ac and H4K20me1 modifications were the most predictive marks for expression from high-CpG content promoters, while H3K4me3 and H3K79me1 were more important for low-CpG content promoters.
DNA METHYLATION
A common type of epigenetic mark is methylation of cytosine in the DNA. DNA methylation is widely observed in animals, plants and fungi, and is of particular interest in human cancers [26] . Typically, DNA methylation occurs at CpG nucleotides or in the sequence context CpHpG, where H is A, T or C [27] . In some tumors, methylation of CpG-rich promoter regions has a silencing effect on the gene controlled by the promoter. Silencing of tumorsuppressing micro-RNAs by methylation of CpG islands has also been observed in many types of tumor [28] . However, DNA methylation does not necessarily equal silencing. Methylation of gene bodies has been associated with transcriptional activity in Arabidopsis thaliana, Ciona intestinalis and human [9] . The MethyCancer database [29] compiles data on DNA methylation in human cancers, while PubMeth [30] is a database of articles concerning DNA methylation in cancer.
Genome-scale mapping of DNA methylation has only become possible in recent year. A comprehensive review of different approaches for such mapping, and the challenges inherent in each approach, can be found in ref. [27] . Briefly, three general kinds of whole-genome DNA methylation mapping are commonly used. In endonuclease restriction based methods, fragmentation patterns generated through DNA digestion by methylation-sensitive enzymes are used to detect methylated regions. A version of this technique in combination with high-throughput sequencing is called Methyl-seq [31] . Another approach is affinity enrichment of methylated regions using immunoprecipitation with an antibody specific for either 5-methylcytosine ('methylated DNA immunoprecipitation', MeDIP) or for methylbinding domain proteins. MeDIP has been successfully combined with microarrays (MeDIP-chip) and subsequently high-throughput sequencing (MeDIP-seq) [32] . The third approach, bisulfite conversion coupled to sequencing (BS-seq), exploits the fact that when DNA is treated with bisulfite, unmethylated cytosine (C) nucleotides are converted into uracil (U), which will then become thymine (T) in the next replication step. When the converted DNA is sequenced [33] , cytosine residues that were methylated will appear in the obtained sequence reads as Cs, while those that were not will appear as Ts. This poses a few problems for the mapping of bisulfite reads to a reference genome. An in-depth discussion of these issues can be found in ref. [34] , but briefly, some confounding factors are that bisulfite reads do not reverse complement in the same way as regular sequences, and that T nucleotides are ambiguous because they can result either from bisulfite converted Cs or from original Ts.
An early large-scale sequencing based DNA methylation mapping study [35] approached the latter problem by converting all Cs in both the reads and the reference to Ts, mapping the converted reads to the converted reference, and then postprocessing the alignments to remove matches where a C in a bisulfite read was aligned to a T in the reference. In a genome-scale study of DNA methylation in human embryonic stem cells and fibroblasts [36] , the authors constructed three reference sequences-the original reference as well as two bisulfite-converted references, one with Cs changed to Ts, and one with Gs changed to As to account for the reverse strand-in order to be able to accurately identify methylation events. However, this strategy is limited by the number of mismatches allowed by the mapping software [34] . Cokus et al. [37] used a sophisticated probabilistic alignment model to map reads directly to the Arabidopsis reference genome; however, due to the computational complexity of the algorithm, its usage on mammalian genomes requires certain algorithmic modifications as well as more than 16 GB of RAM memory [37] . Specialized packages for bisulfite-converted read mapping, which solve some of the problems inherent in the above-mentioned approaches, offering high sensitivity and speed with low demands on hardware, have subsequently been released. These include BSMAP [34] , which uses a seeding-andhashing strategy based on the SOAP package [38] and BRAT [39] , which was designed especially with paired-end bisulfite reads in mind. Several general-purpose short-read mappers like RMAP [40] , mrsFAST [41] and verjinxer [42] also support bisulfite-converted read mapping.
BS-seq is so far the only methylation mapping technique to have achieved single base pair resolution. A modified version of BS-seq, reduced representation bisulfite sequencing (RRBS), has recently been developed for efficient profiling of clinical samples [43] .
CHROMATIN STRUCTURE
It is increasingly appreciated how important chromatin structure is for regulating gene expression. Different tissues and cell types have different characteristic chromatin arrangements. Several sequencingbased assays for open chromatin, or chromatin believed to have regulatory functions, have been used. The most well-known one is DNAse-seq [44] , sequencing DNA fragments obtained after enzymatic treatment of nuclei with DNAse I. Such DNAse I hypersensitive sites are generally located in active regulatory regions. An alternative method, FAIRE-seq [45] , is accomplished in much the same way as ChIP-seq (described above), except that no antibody is used. Formaldehyde is used to crosslink DNA and protein, and sonication is used to obtain shorter DNA fragments. An extraction step is used to separate the non-protein-bound DNA to the aqueous part of the solution with the protein-bound fraction ending up in the interface between the aqueous and phenol phases. This 'naked' DNA is then sequenced. A similar but distinct technique, Sono-seq [46] , also uses cross-linking and sonication, but in contrast to FAIRE reverses the cross-links before the phenol-chloroform extraction phase.
For the analysis of sequencing-based data on open chromatin, some of the same caveats as for histone modification ChIP apply. Again, using standard peak callers designed for transcription factors may be suboptimal. The Fseq package [47] , which is based on density estimation, has been used in the ENCODE project for detecting DNAse hypersensitive regions and FAIRE isolated regions from high-throughput sequencing data. It would seem that unsupervised segmenting methods based on, for example, hidden Markov models, perhaps coupled with wavelet decomposition (see e.g. [48] ) should be interesting alternatives for detecting open chromatin regions from DNAse-, FAIRE-, or Sono-seq data. In the ENCODE project, an HMM model was used to detect DNAse hypersensitive regions from highdensity microarray data [49] .
NON-CODING RNA AND RNA-SEQ
Many types of non-coding RNA (ncRNA) have been shown to be involved in epigenetic phenomena. As a well-known example, the XIST gene, which does not code for a protein but rather a short RNA, is involved in X-chromosome inactivation. It is expressed exclusively in the inactivated X chromosome and physically coats it [50] . Another ncRNA gene, HOTAIR, is thought to interact with Polycomb repressive complex proteins, thereby mediating gene silencing [51] . Small interfering RNAs (siRNA) have been shown to be involved in heterochromatin formation [52] . PIWI-associated short RNAs (piRNAs) are (in mammals and Drosophila) expressed predominantly in the germline and thought to be involved in the control of transposons there, and possibly in controlling DNA methylation as well [53] . Long antisense non-coding RNAs have been shown to be involved in epigenetic silencing of cancer related genes [54] . These are just a few examples from a vast and growing catalog of noncoding RNA involvement in epigenetic mechanisms.
The availability of high-throughput RNA sequencing enables large-scale discovery of such regulatory non-coding RNA molecules. Most efforts have focused on the relatively well-understood category of micro-RNAs [55] , but other types of novel short and long non-coding RNAs have been discovered through next-generation sequencing approaches in a number of systems, from bacteria [56] to human breast cancers [57] . A recent study used a computational screening method to identify thousands of potential novel ncRNAs, of which 15 (out of 21 selected loci) were experimentally validated [58] .
Although standard read mappers can be used to align RNA-seq reads from experiments designed to detect ncRNAs, there are a few specialized mapping programs such as MicroRazerS [59] , CASHX [60] and CleaveLand [61] , which are primarily designed for mapping reads from short RNA or microRNA sequencing experiments. For example, CleaveLand uses prior knowledge about miRNAs to implement more sensitive ways to score mismatches.
One does not necessarily need RNA-seq data for predicting ncRNAs. Guttman et al. [62] predicted long non-coding intergenic RNAs (lincRNAs) using data from high-throughput ChIP-seq rather than RNA-seq data. By defining putative transcripts based on histone marks characteristic of transcriptional initiation and elongation, comparing to known annotations and estimating the proteincoding potential of the identified sequences, they were able to identify 1250 putative lincRNAs. Using a random sample of 350 of these, they found clear evidence of expression of 70% using specially constructed tiling microarrays.
MONOALLELIC OR ALLELE-SKEWED GENE EXPRESSION
Allele-specific gene expression, such as in so-called genomic imprinting, is a phenomenon where only one of the alleles of a gene (either the paternally or the maternally inherited one) is expressed. This occurs through allele-specific epigenetic modifications that silence one of the alleles during gametogenesis. The possible mechanisms include both cytosine methylation, histone-tail modifications and non-coding RNAs-many ncRNAs are expressed from imprinted loci [63] . Imprinting in mice was discovered in the 1980s, and today 100 mouse genes are known to be imprinted. Some human disorders have been linked to imprinting defects [64] .
Detecting monoallelic expression from sequencing data
Several studies have tried to identify monoallelic expression, or expression with a significant allelic skew, from high-throughput sequencing data. Such monoallelic or skewed expression is suggestive of parentspecific gene imprinting. One study [65] used illumina sequencing of total RNA from eight mouse embryos derived from a reciprocal cross to detect imprinted transcripts. Here, the parental genomes were known, so single-nucleotide variants (SNVs) could be identified by comparing the sequenced transcriptomes to a parental genome. Illumina quality scores were used to distinguish SNVs from sequencing errors by calibrating against a known set of Perlegen single-nucleotide polymorphisms (SNPs). Remarkably, 75% of the 160 000 SNVs discovered in this way had not been discovered before. The SNVs were then assessed with respect to allelic expression bias to find imprinted transcripts. This approach correctly identified 14 of 17 known imprinted loci (clusters of imprinted SNVs), but could not detect any new ones. At the gene level, the method detected 30 out of 90 known imprinted transcripts and discovered six novel imprinted genes. Another study [66] performed a similar screen for imprinted genes in brain extracts from reciprocal cross progeny mice using illumina sequencing. Stringent filtering allowed the identification of the parent of origin for each sequence read and a statistical test was used to assess allele-biased expression of each SNV. This resulted in 26 potentially imprinted genes (of which 14 were previously known to be imprinted), and 17 of these were verified as imprinted using Sanger sequencing and Pyrosequencing [67] . Three of the verified genes were novel. Again, no new imprinting clusters were found. Church and coworkers [68] used the so-called padlock probe technology to detect allele-specific expression in iPS cells derived from human fibroblasts from the Personal Genome Project and in cell lines. They designed padlock probes against 27 000 common exonic SNPs representing 10 345 genes, annealed the probes to genomic DNA and sequenced the products. This so-called 'digital RNA allelotyping' method found that a significant fraction of the allele-specific gene expression was tissue-restricted.
However, there are thorny mapping biases involved in trying to detect monoallelic expression [69] . Reads get more easily mapped to the reference sequence than to a sequence containing a variant base, and surprisingly, this effect persists even if known sequence variants are filtered out. One possible explanation for the effect could be a tendency for other unknown SNVs to occur in the vicinity of the known sequence variants [69] .
At the time of writing, PanGEA [70] was the only software package dedicated to the detection of monoallelic expression from high-throughput sequencing data (specifically, from Roche 454 reads). However, the SAMTools package [71] , especially in combination with the VarScan software [72] , can be readily applied for the same purpose to any kind of short-read data, provided that the aligned reads are available in SAM format (an emerging standard for aligned reads [71] ).
GENERAL TOOLS FOR WORKING WITH GENOME-SCALE EPIGENETICS DATA
Tools that are generally useful for working with large-scale epigenomics data include dynamic sequencing data visualizers such as, for example, AnnoJ (used in ref. [36] ) and integrative genomics viewer (http://www.broadinstitute.org/igv). Although standard tools such as the UCSC genome browser or ENSEMBL can also be used for visualization purposes, these tools are specifically optimized for handling a large number of reads and are dynamically responsive to user requests, so that they do not need to load information from a server in response to user actions. These tools are designed to be installed locally and allow rapid zooming and navigation. Similarly, the general-purpose bioinformatics platform Galaxy [73] provides simple ways to perform standard manipulations such as overlapping genomic fragments and calculating various statistics based on genomic intervals. EpiGRAPH [74] is an ambitious general-purpose tool for working with epigenetic data sets. (EpiGRAPH is in fact not restricted to epigenomic data-it could equally well be used to characterize TF binding sites from ChIP-seq, for instance.) Similarly to Galaxy, it lets the user upload files with information about genomic regions (for example, regions enriched in acetylated histones). EpiGRAPH can then calculate enrichment in the uploaded regions of various pre-loaded or user-provided features (there were around 1000 pre-loaded features in early 2010). The software can also construct classifiers that are able to predict the value of a target variable from the given genomic regions.
FUTURE PROSPECTS
The computational epigenomics subfield is likely to grow rapidly during the next few years due to the fast pace of technology innovation and data generation. As an example, new high-resolution DNA methylation mapping techniques are likely to be developed in the near future using the latest sequencing platforms. Pacific Biosciences have reportedly demonstrated that a methylated cytosine can be resolved as a distinct base type using their sequencer, which suggests the possibility of an assay to rival or surpass BS-seq in terms of sensitivity. Software tools need to adapt to the changing technology landscape, which is a tough challenge.
Like lower-level data processing tools, data interpretation must keep pace as well. For example, the encyclopedia of DNA elements (ENCODE) project is currently generating whole-genome open chromatin data (using DNase-seq and FAIRE-seq) for dozens of human cell lines and primary tissue cultures. At the time of writing, full open-chromatin data for 12 cell types were available through the UCSC genome browser (http://genome.ucsc .edu/ENCODE/.) In addition, a recent publication has started to address the intriguing question of individual-specific differences in chromatin structure [75] . These chromatin profiles, coupled to the equally impressive amounts of ChIP-seq data generated for both transcription factors and histone modifications by ENCODE as well as other groups around the world, could potentially point the way to a vastly deeper understanding of cell-type specific gene regulation. However, here is where the real challenge of computational epigenomics comes in-how to integrate all of these data sources into a coherent whole? There is a need for innovative analysis paradigms working at a higher level of abstraction, such as the above-mentioned EpiGRAPH.
To paint an even fuller picture, epigenomics data should also be combined with information about individuals' environment and lifestyle. The Swedish LifeGene project (https://www.lifegene.se), started in 2009, aims to study the relationships among heredity, environment and lifestyle in 500 000 volunteers. For a subset of the subjects, DNA methylation and histone protein analysis will be performed in addition to mRNA and genome sequencing, as well as the blood biomarker tests, physical measurements and lifestyle questionnaires that all volunteers are asked to complete. Though the statistical and informatics challenges in projects like this are daunting, to say the least, they may ultimately help to explain how environmental influences affect gene regulation through epigenetic mechanisms.
Key Points
The epigenome constitutes an important layer between the genome and the environment. High throughput sequencing enables genome-scale investigations into epigenetic mechanisms, but there are considerable informatics challenges. Custom tools are needed to optimally analyze ChIP-seq data on histone modifications and BS-seq data on DNA methylation. Regulatory non-coding RNAs can be discovered by RNA sequencing.
