As components engineering has progressively advanced over the past 20 years to encompass a robust element of reliability, a paradigm shift has occurred in how complex systems fail. While failures used to be dominated by 'component failures,' failures are now governed by other factors such as environmental factors, integration capability, design quality, system complexity, built in testability, etc. Of these factors, environmental factors are difficult to predict and assess. While test regimes typically encompass environmental factors, significant design changes to the system to mitigate any failures found is not likely to occur based on the cost. The early stages of the engineering design process offer a significant opportunity to evaluate and mitigate risks due to environmental factors.
As components engineering has progressively advanced over the past 20 years to encompass a robust element of reliability, a paradigm shift has occurred in how complex systems fail. While failures used to be dominated by 'component failures,' failures are now governed by other factors such as environmental factors, integration capability, design quality, system complexity, built in testability, etc. Of these factors, environmental factors are difficult to predict and assess. While test regimes typically encompass environmental factors, significant design changes to the system to mitigate any failures found is not likely to occur based on the cost. The early stages of the engineering design process offer a significant opportunity to evaluate and mitigate risks due to environmental factors.
Systems that are expected to operate in a dynamic and changing environment have significant challenges for assessing environmental factors. For example, external failure initiating event probabilities will change with respect to time and new types of external initiating events can be expect with respect to time. While some of the well exercised methods such as Probabilistic Risk Assessment (PRA) [Error! Reference source not found.] and Failure Modes and Effects Analysis (FMEA) [Error! Reference source not found.] can partially address a time-dependent external initiating event probability, current methods of analyzing system failure risk during conceptual system design cannot. As a result, we present our efforts at developing a Time Based Failure Flow Evaluator (TBFFE). This method builds upon the Function Based Engineering Design (FBED) [Error! Reference source not found.] method of functional modeling and the Function Failure Identification and Propagation (FFIP) [Error! Reference source not found.] failure analysis method that is compatible with FBED. Through the development of TBFFE, we have found that it can provide significant insights into a design that is to be used in an environment with variable probability external initiating events and unique external initiating events. We present a case study of the conceptual design of a nuclear power plant's spent fuel pool undergoing a variety of external initiating events that vary in probability based upon the time of year. The case study illustrates the capability of TBFFE by identifying how seasonally variable initiating event occurrences can impact the probability of failure on a month timescale that otherwise would not be seen on a yearly timescale. Changing the design helps to reduce the impact that time-varying initiating events have on the monthly risk of system failure.
BACKGROUND
There are several methods required to understand TBFFE and its background; one commonality all of those methods have is that they do not easily model failure probability shifts caused by time-based initiating event probabilities. This section aims to cover those methods as well as methods in the literature that demonstrate how this methodology is different from other methods.
Functional Modeling
Functional modeling, at its most basic, connects a series of inputs, outputs, flows, and functions together that transform the inputs into outputs [Error! Reference source not found.]. When functions are networked together, the result is a network of functions that transforms various inputs into a desired output. This tool is useful for modeling systems at a variety of resolutions. A common functional modeling implementation is FBED [Error! Reference source not found.]; we use FBED as the basis for our method. Functional modeling's robustness makes it a useful tool for many kinds of systems modeling [Error! Reference source not found., Error! Reference source not found., Error! Reference source not found.]. However, functional modeling is not useful for the stated goal of this method because on its own it does not even have a concept of failures.
Function Failure Design Method
The Function Failure Design Method (FFDM) is the groundwork upon which TBFFE is built [Error! Reference source not found.]]. Essentially, all functions are given a list of potential failures, and the probability of that failure is then entered for every function in the functional model. Then, the probability of a functional model failing can be calculated in much the same way as a failure is calculated in PRA -via cutset development and calculation. The limitation of this method that TBFFE endeavors to overcome is that FFDM has 978-1-5090-5284-4/17/$31.00 ©2017 IEEE no way to modify a risk's chance of occurring over time without creating a new functional model.
Function Failure Identification and Propagation
FFIP is an extension of the functional modeling theory underlying FFDM [Error! Reference source not found.]. Instead of utilizing a table to quantify the possible failures, FFIP analysis iterates through failures of possible functions and follows the failure flow until it exits the system as an output. This method allows for a user to see how a failure state is transmitted across a complex system and whether or not it ultimately poses a major risk to the system. While the addition of flows adds the concept of failure propagation to a system modeled using functional modeling, FFIP fails to live up to the needs of those who want to include time in the failure probabilities because it does not cover failure mechanisms or how they change over time.
Prognostic System Variable Configuration Comparison
The Prognostic System Variable Configuration Comparison (PSVCC) tool is a failure analysis method that helps to determine how useful sensors may be in particular applications to detect incipient failures when a mitigation action can still be taken to prevent system failure [Error! Reference source not found.]. PSVCC is relevant to TBFFE due to its implementation of time-based analysis for sensor placement, based on what operators of the system can do to fix the system after an incipient failure has been detected. However, this method does not account for initiating events that are time-variant, such as seasonal weather patterns. However, there are issues with this method because it does not account for multiple potential failure conditions and uses velocity components to resolve a time-based issue so that planes enter in the right order to a flight pattern rather than utilizing time to modify the failure velocity. In essence, their analysis method is, like Hutcheson's, meant to change dynamically with time rather than take into account time from a risk analysis perspective so that probabilistic risk of failure may be determined.
Related Functional Model-Based Methods

Probabilistic Risk Assessment
PRA is a method that exists outside of the functional flow modeling that has been discussed so far. This system concerns itself primarily with a component-level, rather than functionallevel assessment of an engineering system [Error! Reference source not found.]. The focus of the PRA method is to create a series of cutsets based on initiating events to create a series of potential failure flows and their associated probabilities.
PRA's use in nuclear power plants has resulted in its modification to deal with time-dependent issues unique to that specific use case [Error! Reference source not found.]. In particular, the exploration of core damage frequency as a surrogate measure to reach particular safety goals is of interest when discussing time-variate risk mitigation methods. This method focuses on whether or not changes to a reactor are allowed by evaluating the frequency of reactor core damage.
Related Physics-of-Failure and Parametric Analysis Methods
Despite the limitations of previously discussed methods, engineers do have various tools to evaluate time-dependent failure probabilities in a variety of contexts -however, the usefulness of these methods to an engineering team analyzing time-varying external initiating events is debatable. One such discipline is physics-of-failure mathematics. Physics-of-failure mathematics, pioneered by the University of Maryland among other groups, represents the identification and analysis of the physical causes for the failure of a particular component and then modeling the resulting data to develop a probability density function along a system's lifetime [Error! Reference source not found.]. Of note is the resulting probability distribution over time that frequently results from such analyses. While this approach is useful for looking at the probabilities of failure that happen within any particular component, the approach does not contain any methodology for design teams to act on the data--it is primarily a statistical method, not a design method.
Another methodology used to determine risk of failure is parametric analysis which is a statistical technique used when the unknown parameters of a particular component's longevity are populated with random values and a distribution is made of the resultant variables. This approach has many implementations, being integrated both in PRA analysis as well as in time-dependent probabilities of failure [Error! Reference source not found., Error! Reference source not found.]. However, there are certain issues with this approach -parametric analyses require the population of a data set to be developed through a tool such as Monte Carlo analysis, which can lead to a high computational expense when the methodology is applied to a more complex functional framework.
METHODOLOGY
TBFFE is a risk quantification method used to analyze complex, cyber physical systems during engineering design. This method is focused primarily in early engineering design where systems have opportunity for configuration charges. The goal of this method is to inform the designer on predominate risks that may be realized during the system's life cycle, and thus, the method systematically analyzes all known risks of the system.
The results of TBFFF can be used to enhance a design by reducing its risk of failure. The type of results produced by TBFFF include the systems' functional risk, which combines failure probability with the loss in functional health, tied to an initiating event. The results are presented across time (e.g., per month in the following case study) to represent heightened risk during specific time periods. An example solutions to an unacceptable risk could include a design configuration change where the failure propagation has a behavior to render the system less susceptible to the specific initiating events being analyzed. Another example could include turning backup systems on to reduce the load carried by primary systems.
A fundamental difference from other known risk methods is that TBFFF uses discrete time-based failure probabilities with a short time scales to more accurately model the reality of environment factors. Typical failure probabilities are modeled on an annual basis, however we analyze failure probabilities either monthly (as in the case study), daily, or even hourly. The discretization depends on the fidelity of the data used to build the probability values. For example, when assessing the risk of failures due to storms, failure probabilities would depend on the occurrence of storms in the local environment. If data is recorded in storms per month, the discretized failure probabilities will be monthly.
TBFFE is a process-oriented methodology that has several well defined steps. These steps are meant to guide a design team from a basic functional model to a complete timedependent representation of all potential points of failure that can affect a system.
Step 1: Functional Model Creation
The first step is the creation of a functional model based on the initial system architecture. The initial system architecture is usually a body of work developed by the design team and ranges across design requirements, sketches, blueprints, flowcharts, reliability block diagrams, as well as piping and instrumentation diagrams. In the absence of such existing work, an experienced design team might instead opt to generate a native FBED [Error! Reference source not found.] from scratch based on the desired system inputs and outputs given to the team.
Step 2: Initiating Event Identification
After creating a functional model, the team must note potential initiating events that may cause a failure. Finding initiating events in TBFFE is similar to the method utilized in PRA. For TBFFE the, designers are encouraged to consider external, internal, and special initiating events. External events are those which originate outside the system, such as weather or debris. After compiling a list of external events, designers then go through the system and identify potential internal initiating events, such as mechanical wear, fire, internal flooding, or an electrical bus failure. Having a comprehensive list of internal and external initiating events, designers can then analyze potential edge cases that might not fit within either category, such as animals finding their way into the system and chewing through wiring. By utilizing these categories, the design team can be thorough in their analysis and capture the greatest number of potential initiating events.
Step 3: Time-Dependent Initiating Event Identification
After developing a list of initiating events, the design team then classifies each event as time-dependent or independent. Those events which are based on seasonal phenomena, weather events, or events of variable strength such as storms are considered time-dependent.
For each time-dependent initiating event, there must be a particular profile to how risk increases or decreases over the course of a year (or other time increment that is normally analyzed across). With each event, practitioners should consider how the risk of the initiating event occurring increases or decreases. The team can choose to model certain initiating events either through a gradual function or through a discretized, step-wise function. Gradual increases best serve events like storms where there is an identifiable period of peak intensity followed by a drop-off. Typically, a design team is limited in how discretized the available data is. Engineers might have access to thorough meteorological data for their region that covers several days, or they might only know that storms occur more frequently over a particular range of months out of the year. Another important aspect to cover is how a system's probability of failure is affected by long-term or short term forecasts. As an example, the engineering team may know that a seasonally-affected failure is only possible during certain hours of the day (such as the position of the sun affecting certain sensors only certain months of the year). As a rule of thumb, design teams are encouraged to account for short-term forecasts if they represent a change in probability greater than a standard deviation from their given probability of risk. Changes of less than one standard deviation will likely be inconsequential as compared to other factors within the risk analysis during the conceptual design process such as design, model, and data uncertainty. The result of the data acquired by the engineers will be similar to a Bayesian statistical model, but dependent on time.
In the TBFFE method, the design team is presumed to have an existing probability of failure (per year or unit of time used for the particular system) as well as more discrete and detailed data for initiating events. The existing probability of failure divided by the unit of time for the overlay data is the baseline probability. If a design team has a yearly probability of failure by storm, and monthly values for frequency of storms in their region, then they would divide their probability by twelve. The data that the design team has should resolve itself into a function that shows frequency over time. In the case of the storm example, they will be able to chart the permonth frequency of storms over the year. As a verification step, the overlay data can be scaled such that, when combined, its value equals the existing yearly frequency of occurrence of the initiating event.
In the case that the design team does not have access to a dataset time-discretized for an initiating event, but does know that the probability of occurrence will be increased at certain times or decreased in others, they can create data themselves utilizing the standard deviations as local minima and maxima. Ensuring that the integral of the constructed occurrence probability distribution is equal to the yearly averaged occurrence probability is more of an art as the design team has control of the rate of dropoffs and increases.
Step 4: Analyze Failure Propagation in the System
Once the various initiating events have been given a timedependent profile, a probability of failure for each function within the model can be constructed. Both time-dependent and time-independent initiating events represent causes of failure that can map to particular functions. The design team can assign various causes of failure to individual functions. A function's probability of failure is the OR probability of any particular event occurring. By calculating the function's probability of failure at each time step, the design team develops a time-dependent failure profile for each function. Doing this for all functions allows the design team to have an FFIP model that they can look through time, allowing them to identify peak risks for particular functions.
Step 5: Design Iteration or Retrofit the System
By analyzing the various probabilities of failure present at particular time steps, the design team can begin to optimize their design. Starting with functions crucial to the system's operation, the designers can look at local maxima of failure probability for a given function. Those functions that exhibit the highest risk across any period of time can then be marked as at-risk. By identifying the initiating event or events responsible for this heightened state of risk, designers can focus on mitigating the probability of those initiating events happening, potentially by including specific functions or components that are used specifically in times of heightened risk. Starting with the highest risk functions, designers can continue to mitigate risks within the constraints of time, complexity, cost, etc. Once optimizations are complete, they can then iterate through the previous step to compare how their design has improved.
CASE STUDY
In this section, we present a case study that demonstrates TBFFE and its capabilities; a representative example was created of the potential applications in a nuclear power context.
Note that we have intentionally fictionalized probability data and plant design, and explicitly do not recommend using the results of this case study in a real-world application. The case study is demonstrative of the method and is intentionally not directly applicable to a specific nuclear power plant. In this example, a new nuclear power plant somewhere on the East coast of the United States is being designed. The engineers are working on designing a spent fuel pool, where they will store spent fuel rods until the rods are cool enough for disposal. Consequently, the fuel pool's main purpose is to cycle hot water through to a system of heat exchangers to continuously maintain the temperature of the water at acceptable levels. The region the plant is being constructed in is prone to stormy weather, as well as seasonal algae blooms. The plant is planned to have one internal loop of water exchanging heat to the ocean. The design team decides to utilize TBFFE to anticipate and mitigate timevariant risks due to these unique conditions.
3.1
Step
1: Functional Model Creation
As a first step, the group creates a functional model (see Figure 1 ). This functional model represents their desired design prior to any iteration. At this stage, the design team already decided that they wanted to include multiply redundant systems; three sets of motors power three sets of pumps that move the water in the primary pool, and three different heat exchangers are available. The pumps are designed to begin operation one after the other, in the event of failure, while the heat exchangers are designed such that one of them can transfer heat efficiently enough to keep the system nominal. These kinds of design decisions are acceptable at this stage of TBFFE. 
Step 2: Initiating Event Identification
Once the functional model was complete, the group considered potential initiating events and began research into the probabilities associated with each failure probability until they had a list of initiating events they felt was complete (see Table 1 ). They first identified external failures like electrical storms shorting out motors or algae blooms clogging up the intake to the heat exchangers, and then went on to internal failures such as mechanical wear within the machines. Going through each function, they were able to compile a list of initiating events they believed could fail the system.
Step 3: Time-Dependent Initiating Event Identification
Once the design team has a list of potential initiating events, they can go through each initiating event and classify it as time-variant or time-invariant. The team quickly recognized that algae blooms, electrical failures due to storms affecting the pumps, and heat exchanger failures due to storms affecting the intake of secondary water as significant initiating events that have a time-varying probability of occurrence. The reason for this is simple: both algae blooms and storms are events that occur seasonally, with significant change in event frequency occurring depending on the month. Having identified which risks were time-dependent, the design team moved on to determine how well they could characterize those risks over time. By now, the team had finished their research on their initiating events and were able to work using yearly probabilities of occurrence for all of the initiating events, as well as on-demand failure probabilities for all components. To acquire more detailed information on the behavior of their system, the team realized they needed a monthly time step for their external event analysis. For storms, they determined the monthly number of storms that occurred in their area, which they found to be sufficient. On the other hand, when researching the propagation of the algae they knew to be problematic, they were restricted to data from marine biologists that forecast them to be most prevalent from the months of July to October and otherwise not present in the area. Knowing this, the design team created a set of Boolean values corresponding to each month. Knowing the yearly probability of failure for the heat exchangers being installed for the spent fuel cooling pool due to storms and algae (as well as pumps due to storms), the team was able to create Tables 2  and 3 to calculate the monthly probability. Specifically, the annual failure rate for algae was evenly distributed across the months of May-Oct. Similarly, the annual failure rate for storms was proportionately distributed across the year based on the number of storms in each month (Storm1 for January: 0.03 * 10/526 = 5.7E-05 fails /month). 
Step 4: Analyze Failure Propagation in the System
The team then generated cutsets based on the functional Table 4 shows the yearly probabilities of failure for ten generated example cutsets. Of those ten cutsets, four of them involved timevariant initiating events. Table 5 was consequently generated to track the monthly probabilities of failure. These were generated based on the probability of the failures required to cause the system to completely fail. 
Step 5: Design Iteration or Retrofit the System
Based on analyzing the existing data, the design team noticed some statistically significant spikes in the probability of failure. For example, they discovered from their cutsets that the probability of heat exchanger failure due to storms was highest in August, as was the probability of an electrical failure. Consequently, the team realized that they could redesign their system to mitigate the risk of failure during those months. For example, the team decided that from July to October, the team could utilize a cooling pond rather than directly using the ocean to prevent both algae blooms and flotsam created by storms from clogging up the heat exchangers. Similarly, they realized that they could run backup generators during those months to dampen the risk of an outage caused by electrical storms. Beyond these specific seasonal improvements, the team also noticed that they could implement an emergency cooling water pipe going from the water tanks to the secondary loop to ensure that heat exchange could continue in the case of an inlet clog. From there, the team is able to create new, lowered monthly probability profiles and iterate further through their design.
RESULTS AND DISCUSSION
To better demonstrate the full capabilities of our method when applied to iterative design, our group developed a tool based on a Universal Modeling Language (UML) [Error! Reference source not found.] backend that does the work of generating cutsets automatically based on the functional model and using the TBFFE method. By implementing functional modeling in UML, defining critical functions that cannot be interrupted, and providing a per-month list of the probability of initiating events, the tool runs through all cutsets which result in the failure of the system and then calculate the overall risk of failure applied on the given timescale. This tool enables designers to use TBFFE even in scenarios that involve rapid iteration. In our fuel pool example, the critical function was defined as the transfer of heat to the water of the fuel pool. Figure 2 shows the resultant UML functional model, and Figure 3 shows the results of the overall risk analysis. From these results, it is possible to see how the resolution afforded by creating monthly probabilities is useful to design teams. The step of mathematical characterization showcased how risk profiles can spike dependent on the month; however, sometimes yearly probabilities are all that is available to an engineering team in databases for nuclear power plant failure events, and seasonal occurrences like storms or algae blooms are often unique to a region. The design team is best served by fitting local data to yearly probabilities that might be otherwise useful to their facility.
Figure 3: Probability of System Failure per Month
By utilizing the UML-based tool, we were able to perform iterative design as described in the previous section. We used the idea of a fuel pool as a starting point for iterative design. We ran cutsets on a modified functional model from the months of July to October that uses a cooling pond as a cooling water intake. Based on this model, the peak of risk was reduced significantly--the probability of a failure was reduced by 10% in August, and consistent decreases along similar months. Figure 4 displays the new set of probabilities--the new risk profile is significantly flatter, and showcases potential avenues that the design team can take to improve the risk profile of their fuel pool.
Figure 4: Probability of System Failure per Month After Iterative Design Using Insights Gained from TBFFE
From here, the design team can note new avenues of development--a surge in risk occurs in May consistent with the heightened risk of failure caused by storms. The design team could then focus on mitigating that form of system failure by creating redundancies in the power supply such as waterproofing the motor system as well as possibly looking into redundant backup generators. The team could also run TBFFE once more and generate a new risk assessment based on these improvements, aiming to create the smoothest risk profile throughout the year possible. The iterative design potential is the main draw of TBFFE, permitting teams to rapidly identify and mitigate areas of concern for their systems that would go unnoticed without access to time-based failure evaluation methods.
The main benefit of time-dependent analysis of risk is that increased granularity of failure probabilities with respect to time over which the probabilities are analyzed allows engineers to mitigate risk in a more optimal way, thereby focusing on spending resources in times of heightened risk. TBFFE allows practitioners to bring together risk data that operates on non-uniform timescales to create overall profiles of risk that provide insight which otherwise would be obscured by the commonly used yearly timescales of PRA and other risk analysis techniques.
One of the major limitations of the TBFFE method as it exists presently is the need for more granular initiating event data as an input. TBFFE is called for when the design team already knows that their system is going to be affected by time-variant initiating events -in the example of the fuel pool, the designers already knew that algae and storms had been problems in previous nuclear reactors and were able to account for this within their method. TBFFE is a method best suited to characterizing known information with greater granularity -unknowns are harder for the system to deal with and frequently can be as opaque to the design team as they would be had they simply stopped at utilizing a method like FFIP or PRA. A logical extension of this limitation is that TBFFE requires the design team to bring in data beyond what they might get from existing engineering databases to create distinct probability of occurrence data for initiating events. Depending on the initiating event, this might require assumptions on the part of the design team that might not be borne out by reality.
By understanding these weaknesses, it becomes clear that TBFFE is best suited to those scenarios where designers wish to integrate data that is specific to their use case into a larger framework of existing probabilities in their field. Examples that come most readily to mind are specific scenarios such as nuclear reactors or spacecraft, where there is a plurality of information available to an engineering team but where the details born of location or purpose are unique to their particular project.
