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の中で水中ロボット(Underwater robot)は、有人深海探査艇(Human Occupied 
Vehicles; HOVs)、遠隔操作型の無人潜水機 (Remotely Operated Vehicles; 
ROVs)、自律型無人潜水機(Autonomous Underwater Vehicles; AUVs)と分類で
きる [2]。水中ロボットの分類を Fig.1. 1 に示す。 
 






日本では、海洋研究開発機構(Japan Agency for Marine-Earth Science and 
Technology, JAMSTEC)で開発された「しんかい 6500」は名前の通り深海の
6500m まで調査可能に開発されたフラットフォームであり、乗組員 3 人を乗せ































東京大学・生産技術研究所(Institute of Industrial Science, the University of 
Tokyo; IIS)で開発されており、深海底の様子を撮影している。「TUNA-SAND」、






























成された海底マップを Fig.1. 5 に示す。 
 
Fig.1. 5 The conventional deep sea floor observation using AUV  
and the sea floor images map 
(a): The overview of deep sea floor observation using AUV,  
(b): The composed sea floor image map [11] 
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による海底のサンプルを採取し調査を行う。ROV によるサンプリング調査 [2] 
[14] [15]の様子を Fig.1. 6 に示す。 
 












 Fig.1. 6 では調査船と ROV がアンビリカルケーブルによる繋がっており、遠
隔操作で ROV の移動かつ採取を行う。Launcher は海中の潮の影響を減らすた
め調査深度近くで展開される。Launcher の展開で、ROV のアンビリカルケー
ブルにかかる張力を減り、海底での移動を容易にする。 





 地球表面の 7 割を占めている膨大な海の底を効率的に調査するため、広範囲
かつ長時間調査が可能な AUV を用いた“海底観測調査”と“サンプリング調査”
が高く求まれている。 














分類できる。システムの実現のため必要な開発項目を Table 1. 1 に示す。 
 
Table 1. 1 The development items to realize the sampling system 
Development of the hardware part Development of the software part 
Sampling-AUV 
Underwater image enhancement 
system 
Sampling device Interesting image selection system 
Camera system Image compression system 
Acoustic modem Image reconstruction system 
etc. Sampling target selection 
 Targets tracking 
 etc. 
 


























どを行う一連のシステム動作を Fig.1. 7 に示す。 
?
 
Fig.1. 7 Overview of proposing the ocean exploration system using an AUV 
Moving to interesting area and Sampling
A reconstructed image
This image is 
interesting!
Not interesting
OK! I will go 
to Image (t)’s 
area.
It’s interesting! 



















画像の補正を 2 章で、AUV による興味画像選択を 3 章で、音響通信による画像





























0.4000、緑光 0.0391、青光 0.0348 であり、水中環境での光減衰に関する近似式
を式 (2.1)に示す。 
)exp()0()( daidi    …(2.1) 
i は光の強度であり、d は距離、は波長、cは減衰率である。式(2.1)に基づ




Fig.2. 1 The light about red, green and blue attenuation in underwater environment 
 
Fig.2. 1 の縦軸は光強度(%)であり、横軸は各光を観測した距離である。Fig.2. 
1 では光の 3 原色である赤、緑、青の減衰が表れており、特に波長が長いい赤光
の減衰が激しく、10m 離れては場所では赤光成分の検出が容易ではない。この
ような特性で、AUV により撮影された深海画像は空気中の画像とは異なる特性












難である。このため、Fig.2. 2 の d1, d2, d3のように異なる高度で画像が撮影さ
れる。この高度の変化により画像の撮影領域も p1, p2, p3のように変化し、また
画像内の光強度も異なる。 

















Fig.2. 3 The Deep seafloor images taken by AUV 
(a): Deep seafloor image which taken 0.5m 
(b): Deep seafloor image which taken 1.9m 
(c): Deep seafloor image which taken 2.2m 
(d): Deep seafloor image which taken 2.5m 
 
Fig.2. 3 は AUV:TUNA-SAND により、上越市付近のメタンハイドレート区
域（深度 900m）で撮影された画像であり、撮影された生物はベニズワイガニで
ある。Fig.2. 3 の(a), (b), (c), (d)は異なる高度で撮影された画像であり、光の減
衰により赤などの波長が長い成分が強く減衰しているため、画像全体が青く見
えている。(a)は AUV の高度 0.5m で撮影されており、光源を含むカメラシステ
ムと距離が近く、右下が明るく撮影されており、カニの影もはっきり撮影され





く撮影されている。(c)は AUV の高度が 2.2m で撮影されており、画像内でむら
が生じている。光源の影響により右下が明るく撮影されており、左上は暗く撮
影されている。(d)は、AUV の高度が 2.5m で撮影されており、画像半分からむ
らが生じている。光源の影響により右半分は明るく、左半分は暗く撮影されて
いる。 
Fig.2. 3 の画像の特性を調べるため、HSB(Hue, Saturation and Brightness)カラー
空間を用いて画像の特性を表す。色相彩度カラーグラフを Fig.2. 4 に、明度の
ヒストグラムを Fig.2. 5 に示す。 
 
Fig.2. 4 Hue and saturation graphs about images in Fig.2. 3 
(a): HS graph about image which corresponds with Fig.2. 3 (a)  
(b): HS graph about image which corresponds with Fig.2. 3 (b) 
(c): HS graph about image which corresponds with Fig.2. 3 (c)  
















深海画像の照明むら特性のための明度ヒストグラムを Fig.2. 5 に示す。 
 
Fig.2. 5 Brightness histograms about images in Fig.2. 3 
(a): Brightness histograms about image which corresponds with Fig.2. 3 (a) 
(b): Brightness histograms about image which corresponds with Fig.2. 3 (b) 
(c): Brightness histograms about image which corresponds with Fig.2. 3 (c) 





















カラー空間での検討を行う。Fig.2. 3 の(c)と(d)の RGB カラー空間での特性と画
像全領域の輝度変化を Fig.2. 6 に示す。 
 
Fig.2. 6 The property of deep sea images about non-uniformed illumination  
in RGB space and luminance. 
(a): The change of RGB values about non-uniformed illumination in (c) of Fig.2.3 
(b): The change of RGB values about non-uniformed illumination in (d) of Fig.2.3 
(a) (b)

































Fig.2. 6 の(a)は、Fig.2. 3 の(c)の画像の y 軸中心の全 x の RGB 値と、画像全
領域の輝度の値であり、(b)は、Fig.2. 3 の(d)の画像の y 軸中心の全 x の RGB 値
と、画像全領域の輝度の値である。RGB グラフは、縦軸は 0 から 255 までのピ









ンスを向上させるモデルを提案し、Jaffe [19]は McGlamery のモデルを拡張さ
せ、光の散乱(light scattering)まで考慮した Jaffe-McGlamery モデルを提案し
た。本モデルでは、水中画像は、Direct component, Forward-scattered 
component そしで Backscatter component の要素により構成される。この要素




Fig.2. 7 The three components of underwater optical imaging 
 
Direct component は、光源から直接照射された光であり、Forward-scattered 
component は、光源から照射された光が物体に反射された光で、Backscatter 
component は、水中に浮いている浮遊物に、光源から照射された光が反射され






























質が大きく向上されており、演算時間は 1.5 秒(Image size: 512x512, CPU: Pentium 





照明光成分と反射率成分の関係を Fig.2. 8 に示す。 
 














),(),(),( yxRyxLyxI   …(2.2) 
 I は入力画像、x,y はピクセル座標、L は照明光成分であり、R は反射率成分で
ある。式(2.2)に従うと照明を推定し、排除することで反射率成分が求められる。
さらに、反射率成分をスケーリングすることで、照明光成分が排除された画像
を得ることができる。式(2.2)に従った画像補正手法は Retienx 理論 [23]と
Singh [24]が提案した画像補正手法がある。これらの詳細を次に述べる。 
 
2.2.1 Retinex 理論 
Land [23, 25]は 1971 年、人間の視覚システムに基づき色恒常性をモデル化し
た Retinex 理論を提案し、照明光成分をガウシアンフィルターにより推定する。
近年では、Retinex を用いた水中画像補正が研究されている [26] [27]。 
Retinex では照明光成分を急激な変化がない低周波の特性を持つ成分であると
仮定し、ガウシアンフィルターにより推定を行う。この数式を式(2.3)に示す。 
)(FILR   …(2.3) 
 𝐿𝑅は Retinex 理論により推定された照明光成分であり、F はガウシアンフィル
ターで、は標準偏差であり、はコンボリューション演算子である。 


























RRは Retinex 出力値である。本理論では、照明光成分である LR(x,y)は低周波の
特性を持っているため、ガウシアンによる平滑化の影響をほとんど受けない。
これで LR(x,y)*F(x,y,)と等しいと仮定する。その結果の計算式を式(2.6)に示す。 

















































































































n,m は入力画像のサイズの-1 であり、S は Surface fitting matrix、P は最小
二乗法によるパラメータベクトルである。P を求めるための数式を式(2.9)に示
す。 
ITT log)( 1SSSP   …(2.9) 
ここで求まる P から照明光成分を推定する。この式を式(2.10)に示す。 
SPSLlog  …(2.10) 
推定した照明光成分を用いて、反射率成分の画像を作成するための式を式
(2.11)に示す。 

















Fig.2. 9 A proposed image enhancement method 
 





る。(c)のコンセプトを Fig.2. 10 に示す。 
 








































Original color に近い色を持つ画像を作成する。 
Fig.2. 9 の(b), (c)そして(d)の式を次に述べる。 
),(),(ˆ yxOAyxO   …(2.12) 






)BlueGreen,Red,(,ˆˆ )(   HOH
 
(2.13) 
?̂?𝜆は各 Red, Greed, Blue に分けられた色相(Hue)調整画像であり、?̂?𝜆(𝐻)は?̂?の各
Red, Green, Blue に分類した空間の色相である。𝜃𝜆は色相調整値である。𝜃𝜆はカ
メラのイメージセンサやレンズ、照明強度などにより異なるため、実験により




















 Retinex による画像補正と Singh’s method による画像補正の比較とスケーリ









Fig.2.11 A pool environment and experimental setup of color enhancement 
(a): An experimental setup, (b): A pool environment 
 
Fig.2.11 の(a)は実験の様子であり、(b)は実験を行った日本サバイバルトレー
ニングセンター (Nippon Survival Training Center) [28]の水槽である。本実験
では、白、赤、緑、青の 4 色のテンプレートカラーボードを暗黒の水中環境で
光源を用いて撮影する。カメラに関しては、CCD カメラ 1280×960 の解像度を持
つものを使用しており、光源に関しては、500lumen と 40 度の指向性を持つもの
を使用した。画像撮影に関しては撮影高度 d を 1.0~3.0 までの距離で 0.5m 毎に
撮影を行う。 
本実験により撮影された元画像、各手法から推定された照明光、その照明光















Fig.2. 12 The resultant images by Singh’ method and Retinex theory 
 
 Fig.2. 12 (a)は撮影された元画像であり、(b)は Singh’s method により推定され
た照明光成分、(c)は Retinex により推定された照明光成分(: 128)、(d)は(b)を用
いた補正画像、(e)は(c)を用いた補正画像である(Fig.2. 9 の結果)。 
 (d)と(e)を比較すると両方とも鮮明なカラーに補正されたことが確認される。




















Fig.2. 13 The detail of illuminations by each method 
 











Singh’s method は、Retinex (:128 の場合)より 3 倍速い演算速度を見せたが、






x axis : Raw image
: Illumination by Singh’s method




















Retinex を用いた画像補正の全処理を Fig.2. 14 に示す。 
 
Fig.2. 14  A proposed image enhancement process 
 
Fig.2. 14 (a)は上記した Retinex による処理であり、(b), (c), (d)そして(e)は上記
したスケーリングと色彩調整の処理である。本手法により補正されたテンプレ
ートカラーボード画像を HSB カラー空間により分析を行い評価する。(a), (c)に
関しては色相(H)のグラフで、(b)と(d)に関しては、彩度と明度のヒストグラムに
より評価を行う。テンプレートカラーボード内の各色の色相(H)の撮影距離によ
る変化を Fig.2. 15 に示す。 
Input image
Log Transform






























14 の(c)のパラメータ)には 0 を使用した。“緑色と青色”に関しては、光の減衰
率により最大 3m の水中環境下では、ほとんど減衰してない。しかし、Retinex
により補正された“緑色と青色”は、空気中の画像と比較して役 10～30 度の差







: Average of each color in air
: The hue values in I
: The hue values in 








Fig.2. 16 The variations of average of saturation and brightness values by proposed 
enhancement method 
 
Fig.2. 16 では、上の 4 つにグラフが各色の彩度を表しており、下の 4 つにグ
ラフが各色の明度を表している。各グラフの縦軸は 0 から 1 で正規化された彩
度及び明度の値であり、横軸は撮影距離である。×は元画像の値であり、〇は










: Raw image value




















Fig.2. 17 The enhanced images by proposed method corresponding to the image in Fig.2. 3 
 
 Fig.2. 17 では、照明むらの排除が確認されており、画像内色も大きく補正さ
れたことが確認される。Fig.2. 14 に示している各処理の詳細の確認のため、








Fig.2. 18 The resultant images by each process in Fig.2. 14 
 
 
Fig.2. 19 The change of HSB values by the proposed enhancement method 












 Fig.2. 18 で各処理の結果画像が確認できており、Fig.2. 19 で色彩グラフと明
度ヒストグラムの確認できた。 
補正手法による色彩変化を確認するため、元画像と補正画像の色彩グラフか
ら、色彩分布領域の確認を行った。色彩領域の確認方法を Fig.2. 20 に示す。 
 
Fig.2. 20 The change of hue and saturation area 
 
Fig.2. 20 では、元画像と補正画像の色彩領域の変化を表している。極座標系
で表している色彩グラフ(HS graph)を直交座標系(HS values in xy-graph)へ変換し、
各ピクセル値の分布面積を四角で近似する。元画像と補正画像の色彩領域の比











HS values in xy-graph
HS values in xy-graph
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Table 2. 1 The square areas from Hue and saturation graph 
images 01 02 03 04 05 
Raw 104 72 72 90 80 
Enhanced 153 170 153 180 136 
images 06 07 08 09 10 
Raw 72 64 81 70 72 
 
Table 2. 1 で 10 枚の元画像と補正画像を調べた結果、元画像の平均色彩面積













Retinex 理論と Singh が提案した手法の比較を行った。Retinex 理論では、照明光
成分を推定するためガウシアンフィルターを用いており、Singh は 4 次の多項式
による近似を行った。 
 両手法の比較の結果 4 次関数による近似はガウシアンフィルター（σ：128）
による推定より約 3 倍速い演算速度が確認された(Image size: 640x480, CPU: Intel 
Core i7-4700MQ 2.40GHz, Program language: Matlab 2016a)。しかし、推定された
照明光の詳細を確認した結果(Fig.2. 13)、Singh の手法では 2 つのピークが、







約 2 倍増加した。演算時間は、0.5 秒であった(Image size: 640x480, CPU: Intel Core 






























































Fig.3. 1 The processed results using SIFT descriptor 
(a): Gray image which is taken 1.9m, (b): Gray image which is taken 2.2m, 
(c): Gray image which is taken 2.5m, (d): Enhanced gray image which is taken 1.9m,  
(e): Enhanced gray image which is taken 2.2m, (f): Enhanced gray image which is taken 2.5m 
 
 各画像内の白点は特徴点の位置である。SIFT パラメータは、Octave layers: 3, 
Contrast threshold: 0.04, Edge threshold: 10, Sigma: 1.6 である。(a), (b), (c)
では、特徴点の数が少ないが、(d), (e), (f)では、ピクセルの値の補正と照明むら









の排除により特徴点が大きく増加した。特徴点数の変化の詳細を Table 3. 1 に
示す。 
 
Table 3. 1 The change of feature number by enhancement method 
 Feature number  Feature number 
(a) 25 (d) 715 
(b) 16 (e) 1820 
(c) 24 (f) 1480 
 










Segmentation と、候補領域から対象かどうかを分類する Classification of Marine 
Life に分けられる。 
Image Segmentation に関しては、補正された画像の色を用いて対象候補の領域





Fig.3. 2 The flow chart of image segmentation process 
 




















Fig.3. 3 The results by each process of image segmentation  
(a): Binarization, (b): Closing, (c): Labeling and (d): Checking region size 
 





この処理の結果で、Fig.3. 2 の Output のように各領域に分けられて、







Fig.3. 4 The flow chart of classification based on BoK 
 
Fig.3. 4 はオフラインで行う dictionary の作成とオンラインで行われる
Comparison に分けられる。Dictionary はカニや海底の石などの領域から検出
された特徴量をクラスタリンしたデータベースである。クラスタリングには
K-means が利用されており、分けられたクラスターを visual word と呼ぶ。
Comparison では、各 visual word と対象候補領域で検出された特徴量を比較す
ることで、候補が何かを分類する。 


















Fig.3. 5 Making dictionary and comparison in BoK 
 
? Dictionary の作成では、複数の深海画像から特徴量を検出し、K-means によ
るクラスタリングを行う。各クラスターは visual word として comparison で比
較される。Comparison では Image segmentation の結果で得られた候補領域か
ら特徴量を検出し、各 visual word と比較を行う。比較の結果をヒストグラムで
表し、カニを情報を含めている visual word に当てはまった時にカニとして認識
し、反対の場合石に認識する。本処理の結果を Fig.3. 6 に示す。 
 






結果画像を Fig.3. 7 に示す。 
 
Fig.3. 7 The result images by marine life recognition 
 













  …(3.1) 
式(3.1)では、True Positive(TP), True Negative(TN), False Positive(FP), False 
Negative(FN)で認識の結果を分類する。TP はカニをカニに分類しものであり、
TN は石を石に分類したもの、FP は石をカニに分類したもの、FN はカニを石に
分類したものである。Fig.3. 7 の評価結果を Table 3. 2 に示す。 
 
Table 3. 2 Accuracy of recognition method 
No. TP TN FP FN Acc. 
1 5 2 0 0 100% 
2 4 3 0 1 88% 
3 5 2 1 1 78% 
4 3 0 0 3 50% 
5 7 2 0 2 82% 
6 11 11 0 2 92% 
7 20 18 1 11 76% 
8 8 5 0 3 81% 
9 5 5 1 0 91% 
10 5 7 0 1 92% 
Total accuracy 84% 
 












注意を数理モデル化した Itti-Koch モデル [36]を使用する。本モデルで Koch は
特徴統合理論 [38]に基づいて、単純な特徴らが人間の視覚的注意を引き、その
特徴らを統合することで注意を引く値（顕著度）を得ることができると提案し
た。Itti は Koch が提案したモデルを数理モデルとして確立させた。本モデルの
詳細を 3.3.1 に述べる。 
 
3.2.1 Itti-Koch モデル 












Color では赤と緑の差(MRG)と、青と黄色の差(MBY)を基に計算を行う。r, g, b
は画像内の赤、緑、青の空間である。Intensity に関する式を式(3.3)に示す。 
3/),,( bgrM I   …(3.3) 
MIは Intensity 成分のマップである。MIは画像の赤、緑、青の空間の平均に
より構成される。Orientation に関する式を式(3.4)に示す。 



















yxG  …(3.5) 
53 
 
式(3.5)では、𝛾は aspect ratio であり、 は standard deviation、𝜆は wavelength、𝜓は










各処理の結果を Fig.3. 8 に示す。 
 
Fig.3. 8 The detail of calculation of Saliency map 
 
MC(MRG,MBY), MI, Mを正規化し統合した結果が Result of process であり、
この 2 次元マップ(Saliency map)が顕著度と顕著性が高い位置を表す。顕著性が
高い位置が白で表されており、顕著度は色強度により表現される。本システム
は、Koch の研究グループで提供している Saliency toolbox [39, 40]を用いて、
Color
Input image




画像選択システムを作成した。本 Toolbox には、Itti は Koch のモデルを拡張さ





枚へ適用した。Fig.3. 9 に海底画像への適用の例を示す。 
 
Fig.3. 9 Examples of image selection by Itti-Koch model 
 
















































のため近年では、音響モデム搭載した AUV を停止させデータを通信する手法 
[41]や USV(Unmanned Surface Vehicle)を用いて AUV の位置を観測し自動に
追従しながら音響モデム間の垂直な位置を維持する手法 [42]などが研究されて
いる。 
AUV を停止させデータを通信する手法に関しては、連続画像を Wavelet 変換





Fig.4. 1 The overview of experiment and resultant image in Hoag’s paper [41] 
 
実験では、AUV に音響モデムを搭載し、沈没船 Titanic を連続で撮影し送信
する実験を行った。調査船に受信された画像をピーク信号対雑音比(PSNR)で評
価を行い、30.2db から 31.1db の結果を見せた。（PSNR - 25db 以下：poor、35db
以上 excellent） 
USV(Unmanned Surface Vehicle)を用いる手法に関しては、移動中の AUV
の位置をUSVが観測しながら垂直な位置を保ち、SSS (Side Scan Sonar),とAIS 
(Acoustic Imaging Sonar)データを送信する手法が提案されている [42]。本手
法の実験結果、SSS データは 72 回送信 72 回受信（11 回の再送信を含む）で
100%の通信成功率が確認されており、AIS データは 348 回送信 339 回受信（45
回の再送信を含む）で 97.4%の通信成功率が確認された。 
本研究ではAUVが常に移動しながら画像データの送信するシステムを提案し












Fig.4. 2 The acoustic communication during exploration 
 




















ー画像では各 R, G, B の空間を持っており、その 3 つの空間を用いてカラー画像
(Color image: 24bit; Red plane: 8bit, Green plane: 8bit, Blue plane: 8bit)で表
現される。単純な色圧縮では、カラー画像の分解能(bit 数)を調整することでデ
ータの量を減らす。線形的に分解した 8bit 又は 4bit のカラー画像を作成するこ
とは可能であるが、結果画像(8bit 又は 4bit)は元の画像(24bit)とは大きく異なる
画像となる。Bit の変化によるカラー変化を Fig.4. 3 に示す。 
 
Fig.4. 3 The change of color bit (24bit -> 4bit) 
 
Fig.4. 3 では、24bit の色相を 4bit の色相で圧縮した画像である。このような
色の量子化による圧縮の様子を Fig.4. 4 に示す。 
 
Fig.4. 4 Change of color depth from an image 











像を表現するためのカラーを 24bit で選択し、そのカラーを 4bit で表現したカ
ラーパレットを複数準備して撮現在影された画像を最もよく表現できるカラー
パレットにより圧縮を行う手法を提案する。 
画像圧縮と復元のコンセプトを Fig.4. 5 に示す。 
 
Fig.4. 5 The concept of proposed image compression and  
reconstruction method (2bit compression) 
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),(),()(  …(4.1) 
 式(4.1)では、24bit カラー画像の各ピクセルの RGB 値と、カラーパレットを





 24bit カラーデータからカラーパレットにより 2bit カラーで圧縮された





される(Reconstruction image)。Reconstruction image 画像は元の 24bit 画像と
は少し異なるが、非常に近い色で構成される。 
本提案手法では、水中画像でよく利用されるカラーでカラーパレットの構成
する必要がある。このために、カラー量子化の一つである Median cut [45]によ




Fig.4. 6 The used median-cut algorithm 
 




流れを Fig.4. 7 に示す。 
Plotting each pixel’s 
values in RGB coordinate
Calculation the median 
value in space
Dividing spaces based on 
median value as two 
spaces
Space number=2n
Saving centroid RGB 







Fig.4. 7 The processed results of Median-cut algorithm 
 
Fig.4. 7 の RGB values from images は、入力画像らのピクセルたちの値であ
る。Median-cut の中のクラフは R, G, B 空間を表しており、各ピクセルの最大
値と最小値を基準に立方体を作成、立方体の中央値を基準に分ける。これらの






























SIMilarity (SSIM) [46]を用いた評価を行う。SSIM は、同じシン(Scene)の二つ
の画像の構造的類似性を評価する手法であり、評価では、輝度(luminance; l)、





















式(4.2)の I1, I2は比較する画像であり、μ𝐼1  は I1の平均であり, μ𝐼2 は I2の平均、










































11 vvgkvgkv   …(4.5) 
式(4.4)の g は dynamic range of the pixel-values であり、k1は 0.01、k2は 0.03
である(default)。 
]),(),(),([),(  yxsyxcyxlyxSSIM   …(4.6) 
式(4.6)で、u, v, w は重みづけ変数であり、ここでは 1 を使用する。 





ーパレットと補正画像、圧縮画像の例を Fig.4. 8 に示す。 
 
Fig.4. 8 A color palette from 10 enhanced deep sea floor images  






Fig.4. 8 を用いて圧縮した 10 枚の画像を Fig.4. 9 に示す。 
 
Used color palette(4bit)




Fig.4. 9 A comparison between Enhanced images and compressed images 
 
Fig.4. 9 の各圧縮画像は Fig.4. 8 と同様に少し違うカラーで構成されている。
補正画像と圧縮画像の SSIM による構造的類似性を Table 4. 1 に示す。 
 
Table 4. 1 The SSIM values from difference  
between enhanced images and compression images 
No. 01 02 03 04 05 
SSIM 0.8878 0.9025 0.8942 0.8909 0.8784 
No. 06 07 08 09 10 




Table 4. 1 の結果、10 枚画像の平均 SSIM は 0.8835 であった。SSIM が 0.9
以上である場合、人間は二つの画像の差を確認しにくい [46]。このため、0.88
は以上に類似性が高い画像である。詳細な評価のために、人間の注意モデルで
ある Saliency map [36]を圧縮画像と補正画像に適用し、画像内の注意位位置の
評価を行う。その結果を Fig.4. 10 に示す。 
 
 
Fig.4. 10 The Comparison between Saliency map by enhanced image  
and Saliency map by compressed image 
Enhanced images Compressed images





Fig.4. 10 では、補正画像と圧縮画像の Saliency map を求め、補正画像の
Saliency map を赤に、圧縮画像の Saliency map を青に、両方重なる場合白に
表した。結果、色の圧縮により、顕著度の位置と強度が少し異なる場合もある
が、大きく異なる領域は発見できなかった。 
 各 Saliency map の最大顕著度と位置を Table 4. 2 に示す。 
 
Table 4. 2 The Maximum Saliency and position in images 
No. image Maximum Saliency No. image Maximum Saliency
Enhanced 2.38 185 216 Enhanced 2.15 471 205
Compressed 2.38 186 224 Compressed 2.18 336 42
Enhanced 2.24 230 135 Enhanced 2.30 276 358
Compressed 2.27 229 138 Compressed 2.36 280 359
Enhanced 2.38 249 292 Enhanced 2.48 287 395
Compressed 2.40 251 291 Compressed 2.44 279 387
Enhanced 2.60 507 149 Enhanced 2.27 220 284
Compressed 2.60 507 149 Compressed 2.36 210 282
Enhanced 2.27 428 136 Enhanced 2.30 282 242














Table 4. 2 の No.は Fig.4. 9 の画像の番号である。最大顕著度の位置が変わっ










Fig.4. 11 A pool environment for experiment of acoustic transmission using AUV 
 
Fig.4. 11 は、東京大学・生産技術研究所・千葉実験所 [47]の様子である。本
水槽は、長さ 50m(底がセメントの領域：25m)、幅 10m、深さ 5m である。本
実験に使用した AUV: TUNA-SAND2 の外見と装備の配置を Fig.4. 12 に示す。 
 
 






Fig.4. 12 の AUV: TUNA-SAND2 は AUV による深海底生物サンプリングを
目的に開発された AUV であり、サンプリングのためのマニピュレーターと圧縮
画像送信のための音響モデム、命令受信のための音響モデムを搭載している。
AUV の詳細を Table 4. 3 に示す。 
 
Table 4. 3 Specification of AUV Tuna-Sand 2 [48] 
 
また、画像送信と受信に使用した音響モデムの様子と詳細をFig.4. 13とTable 
4. 4 に示す。 
 





? Fig.4. 13 の右の送波機と AUV に搭載し、受波機を調査船に搭載する。送波
機と受波機の詳細を Table 4. 4 に示す。 
 
Table 4. 4 The Specification of acoustic transmitter and receiver for image transmission 
 
 
送波機のデータ送信速度は 16kbps である。AUV: TUNA-SAND2 を用いた実
験の様子を Fig.4. 14 に示す。 
 
Fig.4. 14 The experimental setup for image transmission 
 
筐体材質 アルミ合金 筐体材質 アルミ合金
構造 一体型 構造 一体型




送波レベル 約185dB(0dB = 1μ Pa at 1m) 受波信号について 5 素子のうち1Ch を選択して受信
電源 DC +24V、約50W 電源 DC +24V、約5W
寸法 140φ ×470mm 寸法 190φ ×590mm
重量 空中 約8kg、水中 3kg 重量 空中約8kg、水中 3kg
動作温度 0～30℃ 動作温度 0～30℃
保存温度 -10～+45℃ 保存温度 -10～+45℃
送波部最大使用深度 2000m 最大使用深度 100m













ノハナガニ [49]の形であり、採集したサンプルのデータから 3D プリンターで
製作した。 
カニの上の水面に受波機を設置し、AUV が移動しながら画像を撮影し、送信
するデータを受信する。本実験の結果を Fig.4. 15 に示す。 
 
 
Fig.4. 15 The experimental results  
(a): The crab model image by AUV, 
(b), (c): The area images of crab model in reconstructed image by proposed method, 
(d), (e): The reconstructed images by proposed method 
 










を送信し評価を行った。その結果を Table 4. 5 に示す。 
 





1 99 26 
2 100 25 
3 102 23 
4 111 14 
5 99 26 
6 106 19 
 












選択し 24bits から 4bits に圧縮する。AUV に搭載し水槽実験を行った結果、通信














域調査は、2016 年 2 月 22 日から 2 月 26 日まで静岡駿河湾で、2016 年 5 月 29









実験が行われた場所を Fig.5. 1 に示す。 
 





本実験は、Fig.5. 1 の赤丸の領域内（駿河湾）で行われており、深度約 30m
で行われた。実験のためには AUV: TUNA-SAND2 と AUV を運用するための支
援船と AUV の運搬、導入、揚水のための台船が利用された。実験で利用した支
援船の様子を Fig.5. 2 に示す。 
 
 
Fig.5. 2 The support ship Tauchi-maru  
(http://www.seatec.jp/setsubi/shiensen.html) 
 
 支援船田内丸は、長さ 16.5m、幅:3.6m、最大速度 24kt、定員数 20 人の支援船








Fig.5. 3 The scene of salvage barge and AUV 
 
 Fig.5. 3 では、AUV と台船の様子が確認できる。使用した台船（第 18 浜丸）
は、長さ 25.9m、幅 10.2m、深さ 1.8m、吃水：0.8m、トン数 300t 積(自重 200t)
であり、搭載されているクレーンは 35tである。作業可能エリアは約 16.9m×10.0m
である。 







Fig.5. 4 The overview of acoustic transmission experiment 
 
? 本実験のため、AUV の観測経路上に予め模型カニ(Fig.4. 15)を配置した。AUV
は模型カニを発見してその画像送信、画像の受信を評価する。 















Fig.5. 5 The results of transmission experiment 
 







2 月 22 日から 2 月 26 日）では、Fig.4. 5 で提案した画像圧縮のシステムが完成
されてなかったため、Fig.4. 5 の AUV 側の interesting area 選択処理が行われ
てない。このため、入力全画像の全ピクセルに対してカラーパレットの選択を
行った。画像の全ピクセルを画像内対象の領域が少ない場合、海底領域により
カラーパレットの選択ミスが発生する。この問題は、Fig.4. 5 の AUV 側の
interesting area 選択処理により解決された。 






 本調査では、2016 年 5 月 29 日から 6 月 5 日、オホーツク海の海底生物調査
のため、網走周辺海で調査を行った。本実験では、大深度での Sampling-AUV: 
TUNA-SAND2 の運用実験と音響画像通信実験の評価を目的にする。調査海域
を Fig.5. 6 に示す。 
 
Fig.5. 6 The observation point in the sea of Okhotsk 
 
 Fig.5. 6 の調査海域の深度は 450~700m であり、AUV は海底まで潜航し調査






Fig.5. 7 The research vessel: Hokko-maru 
 
Fig.5. 7 の調査船北光丸は長さ：64.73m、幅：11.90m、総トン数：1246 トン
の調査船であり、船上のクレーンにより AUV などの装備の投入と揚水が可能な
大型調査船である。本調査船により、AUV を調査海域まで運搬、深海の調査を





Fig.5. 8 The results of experiment in the sea of Okhotsk 
 













2016 年 7 月 10 日から 7 月 22 まで、沖縄瀬底島サンゴ生息地で実機実験を行
った。本実験は、AUV の音響画像送信システム動作の確認、AUV の観測経路
追従動作の確認、AUV が音響復帰動作の確認を目的にした。 
実験場所を Fig.5. 9 に示す。 
 
 
Fig.5. 9 The observation point near the Sesoko island 
 
 Fig.5. 9 の左の丸はサンゴ生息地であり、約 30m 深度に広く分布している。調
査では、AUV を運用するため、漁船に AUV の位置の確認のための GAPS と調
査船の位置把握のための GPS、AUV が送信する画像を受け取るための受波機を
配置した。利用した漁船の様子を Fig.5. 10 に示す。 
  








Fig.5. 10 The fish ship: Zen-ei maru for using AUV operation and experiment 
 
Fig.5. 10 の善栄丸を用いて AUV を調査海域まで移動させた。AUV の移送は
ロープで繋ぎ移動を行った。移動の様子を Fig.5. 11 に示す。 
 








 本調査で AUV が撮影した画像と補正画像、そして船上で確認した画像を
Fig.5. 12 と Fig.5. 13 に示す。 
 
Fig.5. 12 The result of experiment in Sesocko (1) 




Fig.5. 13 The result of experiment in Sesocko (2) 
 
 Fig.5. 12 と Fig.5. 13 の Raw image は AUV が撮影した元画像であり、












湾（2016 年 2 月 22 日～2 月 26 日）、北海道のオホーツク海（2016 年 5 月 29



































































Fig.6. 1 The realized system by proposed image processing method 
 
本研究により、Fig.6. 1 で示したシステムが完成された。AUV は自ら興味深










Image (t) is 
interesting. It is 
have to send. 
The researchers can check
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