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управляема в смысле определения 2, то найдутся такие числа σ > 0 и δ > 0, что для
любых числа t0 > 0 и вектора ξ ∈ Rn выполняется неравенство (4).
Замечание. В общем случае для любых вектора ξ ∈ Rn и (n ×m)-матрицы G верно
неравенство ( signG) ξ 6= sign (Gξ), поэтому левые части в неравенствах (3) и (4) не равны.
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Рассмотрим систему управления
A0x(t+ 1) = Ax(t− h) +Bu(t), t = 0, 1, 2, . . . , (1)
с начальным условием
x(·) = {x(τ) = qτ , τ = −h,−h+ 1, . . . , 0}, (2)
где x — n -вектор, u — r -вектор (управление), A0, A, B — постоянные матрицы соот-
ветствующих размеров, h (h > 1) — натуральное число (запаздывание), qi, i = −h, 0, —
заданный n -вектор.
При detA0 6= 0 система (1), (2) исследовалась в работе [1]. Поэтому будем считать, что
detA0 = 0 и пучок матриц λA0 − A является регулярным т. е. найдется λ˜ ∈ C такое, что
det(λ˜A0 −A) 6= 0. В силу этого без ограничения общности, можно считать, что для матриц
системы (1) выполняются условия A0A = AA0, kerA0 ∩ kerA = {0}.
Определение 1. Обратной матрицей Дразина [2] к любой квадратной матрице A на-
зывается матрица AD, которая удовлетворяет систем уравнений
ADA = AAD; ADAAD = AD; ADAk0+1 = Ak0 ,
где k0 = indA — индекс матрицы A (наименьшее неотрицательное число, такое что
rankAk0+1 = rankAk0).
Определение 2. Начальное состояние x0(·) назовем допустимым, если найдется управ-
ление u(t), t > 0, такое, что система (1), (2) имеет хотя бы одно решение x(t), t > 0.
Решение x(t), t > 0, системы (3) будем искать в виде x(t) = x1(t) + x2(t), где x1(t) =
= AD0 A0x(t), x2(t) = (E −AD0 A0)x(t), где AD0 — обратная Дразина для матрицы A0.
Умножая обе части системы (1) слева на AD0 , получим:
AD0 A0x(t+ 1) = A
D
0 Ax(t− h) +AD0 Bu(t)
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или, используя свойства обратных матриц Дразина,
x1(t+ 1) = AD0 Ax1(t− h) +AD0 Bu(t). (3)
Аналогично, умножая систему (1) слева на матрицу AD(E −AD0 A0), получим
ADA0(E −AD0 A0)x2(t+ 1) = x2(t− h) + (E −AD0 A0)ADBu(t). (4)
Легко показать, что система (3) имеет решение
x1(t) = (AD0 A)
dtAD0 A0zt−dt(h+1) +
dt∑
s=1
(AD0 A)
s−1AD0 Bu(t+ h− s(h+ 1)),
где dt =
[
t− 1
h+ 1
]
+ 1, zτ ∈ Rn.
Аналогичным образом, исследуя уравнение (4) и поскольку (ADA0)k0(E − AD0 A0) = 0,
имеем
x2(t) = −(E −AD0 A0)
k0−1∑
j=0
(ADA0)jADBu(t+ h+ j(h+ 1)).
Окончательно
x(t) = (AD0 A)
dtAD0 A0zt−dt(h+ 1)+
+
dt∑
s=1
(AD0 A)
s−1AD0 Bu(t+ h− s(h+ 1))− (E −AD0 A0)
k0−1∑
j=0
(ADA0)jADBu(t+ h+ (h+ 1)j).
Введем обозначение
Ω=
{
x(τ) | x(τ)=AD0 A0zτ−(E−AD0 A0)
k0−1∑
j=0
(AD0 A0)
jADBu(τ+h+(h+1)j), τ=−h, 0, zτ ∈Rn
}
,
Тогда нетрудно видеть, что начальное состояние (2) для системы (1) является совместным,
если оно принадлежит Ω.
Для удобства записи решения по уравнениям (3) и (4) введем в рассмотрение определя-
ющие уравнения [1]:
X1t+1 = A
D
0 AX
1
t−h +A
D
0 BUt,
ADA0(E −AD0 A0)X2t+1 = X2t−h +AD(E −AD0 A)BUt, t = 0,±1,±2, . . . , (5)
которые будем решать при условиях U0 = E; Ut ≡ 0, t 6= 0, X1t ≡ 0, t 6 0; X2t ≡ 0,
t > 1. Обозначим через X0t решение уравнения (5) при начальных условиях Ut ≡ 0, ∀t;
X00 = A
D
0 A0; X
0
t ≡ 0, t < 0.
Тогда в терминах решений определяющих уравнений решение x(t), t > 0, системы (1) с
начальными условиями x0(.) ∈ Ω запишется в виде:
x(t) = X0dtzt−dt(h+1) +
dt∑
s=1
X1su(t+ h− s(h+ 1)) +
ko−1∑
j=0
X2−ju(t+ h+ j(h+ 1)). (6)
Определение 3. Систему (1) назовем условно управляемой, если для любых начального
условия x0(·) ∈ Ω и c ∈ Rn существуют момент времени t1 > (k0 − 1)h и управление u(t),
t = (k0−1)h+1, (k0−1)h+2, . . . < t1+(k0−1)h такие, что решение системы удовлетворяет
условию x(t1) = c.
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Определение 4. Систему (1) назовем управляемой из нуля, если для ∀zτ , c ∈ Rn,
существуют момент времени t1 < +∞ и управление u(t), t = 0, 1, . . . , t1 + (k0 − 1)h, такие,
что решение системы удовлетворяет условиям x(τ) = 0 для τ = −h, 0 и x(t1) = c.
Из представления (6) решения x(t), t > 0, дискретной дескрипторной системы (1) и
приведенных выше определений вытекают следующие утверждения.
Теорема 1. Для условной управляемости системы (1) необходимо и достаточно, что-
бы
rank {X1s , s = 1, 2, . . . , dt1 − dkoh+1; X2−j , j = 0, 1, . . . , k0 − 1} = n.
Теорема 2. Система (1) управляема из нуля тогда и только тогда, когда выполняются
условия
rank {X2−j , j = 0, 1, . . . , k0 − 1} = rank {X2−j , j = 0, 1, . . . , k0 − 1;X00},
rank {X1s , s = 1, 2, . . . , dt1 − dk0h+1;X2−j , j = 0, 1, . . . , k0 − 1} = n.
Учитывая специфику начальных условий для системы (1) можно рассматривать и другие
виды ее управляемости.
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Рассматривается задача управления [1]:
dx
dt
= A(t)x+Q(t)u, (1)
p∑
i=0
Kix(ti) = 0, (2)
x(as) = hs, s = 0, 1, . . . ,m, (3)
где x ∈ Rn, u ∈ Rr(r 6 n), A ∈ C(I,Rn×n), Q ∈ C(I,Rn×r), I = [0, T˜ ), 0 < T˜ 6 ∞,
Ki ∈ Rn×n, hs ∈ Rn, 0 = t0 < t1 < . . . < tp = T < T˜ , 0 < a0 < a1 < . . . < am < T ;
Ki, hs, ti, as –– заданные величины типа [1], {ti}
⋂{as} = ∅.
В работе [1] установлено, что в некритическом случае методика [2] с использованием
[3] может быть развита применительно к задаче (1)–(3), представляющей интерес в связи с
рядом задач естественных наук (физика, химия и др.), техники (автоматика, робототехника
и др.), экономики (например, управление финансовыми потоками).
В данной работе изучается случай, когда однородная система dϕ/dt = A(t)ϕ имеет нетри-
виальные решения, удовлетворяющие условию (2). Тогда возникают дополнительные усло-
вия интегрального типа, аналогичные условию ортогональности в периодической краевой
задаче (см., например, [4, с. 217]). В частности, в полном критическом случае типа [2, гл. 2]
имеет место дополнительное условие
∑p
j=1KjΦ(tj)
∫ tj
0 Φ
−1(τ)Q(τ)u(τ) dτ = 0, а также усло-
вия, вытекающие из (3),
∫ as
0 Φ
−1(τ)Q(τ)u(τ) dτ = Φ−1(as)hs− c, s = 0, 1, . . . ,m, где Φ(t) ––
фундаментальная матрица однородной системы, c –– произвольный постоянный вектор.
