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a b s t r a c t
By a 2-packing in a graph wemean a subset of its vertex set, in which all the vertices are in
distance at least 3 from each other.
The question about the maximum number of 2-packings in a graph is strongly related
to the problem of L(2, 1)-labeling of graphs.
In this paperwe findnewasymptotic upper and lower bounds on themaximumnumber
of 2-packings in a connected graph on n vertices. The bounds are O(1.5399 . . .n) and
Ω(1.4970 . . .n), respectively.
Moreover, we present a lower bound on the number of k-element 2-packings in a
connected graph, which is max

n−2k+2
k

, (k+ 1)
 ⌊ n−12 ⌋
k

.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The direction of research that we follow in this paper is related to several famous results in extremal graph theory like,
for example, the upper bound for the number of maximal cliques in a graph byMoon andMoser [12] or the upper bound for
the number of maximal independent sets in a tree by Sagan [13]. These bounds are widely used in complexity analysis of
algorithms. Besides the bounds, the graphs achieving them are also subject of interest. In both cases mentioned above such
graphs are well characterized.
In this paper we study another problem of extremal graph theory, which is the problem of finding the maximum
number of 2-packings in a graph. A notion of 2-packings (and more generally, k-packings) has been introduced by Meir and
Moon [11]. A subset of vertices in a graph is called a k-packing if all its vertices are at distance greater than k from each other.
In particular, 2-packing is a subset of vertices, in which no two vertices are adjacent or have a common neighbor. We can
think of 2-packings in a graph G as of independent sets in the graph G2. Some authors refer to 2-packings as 2-independent
sets (see [2]) or 2-stable sets (see [4]).
Notice that no 2-packing in a connected graph has more than n2 vertices, since each of them must have at least one
neighbor and no two of them may share the same neighbor.
The notion of 2-packings has been extensively studied. Let P2(G) denote the maximum size of a 2-packing in a graph G
and let γ (G) denote the dominating number, i.e. the minimum size of a set D ⊆ V (G), such that every vertex of G is either in
D, or is adjacent to a vertex from D. It is known that the equation γ (G) = P2(G) is satisfied for G being a tree [11]. For general
graphs, it is NP-complete to decide if γ (G) = P2(G) [8]. Also determining P2(G) is NP-complete even for cubic graphs [9].
Another problem, where the notion of 2-packings proved useful, is the so-called star coloring problem (see [1,2]).
As independent sets are important to the graph coloring, 2-packings are highly related to the problem of L(2, 1)-labeling
of graphs [5]. An L(2, 1)-labeling of a graph G is such a labeling of vertices of G with nonnegative integer labels, that no
vertices at distance 2 in G have the same labels and labels of adjacent vertices differ by at least 2. Note that each label
induces a 2-packing in G.
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The question how large the number of 2-packings in a graph can be arised naturally in the analysis of an exact algorithm
for finding an L(2, 1)-labeling by Havet et al. [6]. The bound on the number of 2-packings is crucial in the discussion
of the computational complexity of this algorithm. The authors showed in [6] that the maximum number of k-element
2-packings over all connected graphs on n vertices (denoted by uk(n)) does not exceed

n/2
k

2n. From this inequality
we can derive a bound on the maximum number of all 2-packings in a connected graph on n vertices (denoted by u(n)),
which is
n
k=0

n/2
k

2n = O(1.7320 . . .n). In [7] we improved these bounds by showing that uk ≤

n−k+1
k

and u(n) ≤n
k=0

n−k+1
k

= O(1.6180 . . .n).
If we drop the connectivity restriction, the question about the maximum number of 2-packings becomes trivial—in a
graph with no edges the number of 2-packings is equal to 2n, where n denotes the number of vertices in this graph.
In Section 3 of this paper, we present an algorithm for generating all 2-packings in a connected graph. From the analysis
of this algorithm we derive a better bound on u(n) of O(1.5399 . . .n).
In Section 4 a lower bound on u(n) is established, by constructing a graph withΘ(1.4970 . . .n) 2-packings.
Finally, in Section 5, we present a lower bound on uk(n), which is max

n−2k+2
k

, (k+ 1)
 
n−1
2

k

.
2. Preliminaries
For graphs H and G we write H ⊆ G if and only if H is a subgraph of G. By G[X] (G is a graph, X ⊆ V (G)) we denote the
subgraph of G induced by the vertices in X .
Let NG(v) = {u: uv ∈ E(G)} denote the neighborhood of a vertex v in a graph G. The set NG[v] = NG(v)∪ {v} denotes the
closed neighborhood of v. By the neighborhood of a set X of vertices in G we mean the set NG(X) = v∈X NG(v) and by the
closed neighborhood of X we mean the set NG[X] = NG(X) ∪ X .
Let distG(x, y) denote the distance between vertices x and y in a graph G, which is the length of the shortest x-y-path. A
set X ⊆ V (G) is a 2-packing in G if and only if ∀x, y ∈ X distG(x, y) > 2.
For a tree T let L(T ) denote the set of leaves in T (i.e. vertices with degree equal to 1).
We write f (n) = O∗(g(n)) if there exists a polynomial p(n) such that f (n) ≤ p(n) · g(n) for all n greater than some n0.
3. Algorithm for generating all 2-packings in a connected graph
In this section we present a recursive algorithm for generating all 2-packings in a connected graph G. The analysis of this
algorithm gives an improved upper bound on the number of 2-packings.
Notice that removing an edge from a graph does not reduce the number of 2-packings. Hence a connected graph having
the maximum number of 2-packings is a tree.
If the graph has atmost 2 vertices, all 2-packings can be easily enumerated. For graphswithmore vertices, the algorithms
proceeds to its main part.
In the beginning, the algorithm finds a spanning tree T of G and then P , which is the longest path in T (the longest path
can be found by the algorithm described in [3]). Let v be an end-vertex of the path P , u its neighbor on P , and c a neighbor of
u on P other than v (the third vertex on P). Depending on the structure of T near the end-vertex of P , the algorithm chooses
one of the branching rules described below to construct a 2-packing. Let us denote this constructed 2-packing by S.
3.1. Branching rules
Branching rule A.
This rule can be applied if degT u = 2 and degT c ≤ 2.
The algorithm recursively generates 2-packings not containing v and 2-packings containing v. If v is not included in the
generated 2-packing S, we can delete v from the graph and proceed with the graph G−v. On the other hand, if v is included
in S, neither of the vertices u and c can belong to S. Thus we can proceed with the graph G− {v, u, c}.
Branching rule Bp,q (for any p, q ∈ N such that p + q ≥ 2) can be applied if degT u > 2 or degT c > 2. Let d denote a
neighbor of c with at least two neighbors in L(T ), if there exists such a vertex. Otherwise let d = c.
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Let Z = {z1, . . . , zq} and U = {u1, . . . , up} be the sets of neighbors of the vertex d, having degree 1 and 2 in the tree T ,
respectively. LetW = {w1, . . . , wp} = L(T ) ∩ N(U). Notice that p or qmight be equal to zero, but not at the same time. In
the case p = 1, q = 0 we can apply branching rule A, so we can assume that p+ q ≥ 2.
In this case we branch on all the vertices in Z ∪W ∪ U simultaneously. If none of these vertices is included in S, we can
delete them all from the graph and proceed with the graph G− (Z ∪W ∪U). In the other case we can choose any nonempty
2-packingS in G[Z∪W ∪U∪{d}] not containing d, and include its vertices in S. Notice that the vertex d is at distance atmost
2 from any of the vertices in Z ∪W ∪U , so it cannot belong to S. Thus we can proceed with the graph G− (Z ∪W ∪U ∪{d}).
There are p2p−1 + (q+ 1)2p − 1 nonempty 2-packings in G[Z ∪W ∪ U ∪ {d}] not containing d.
To decide which branching rule should be applied, the algorithm first checks if degT u = 2 and degT c ≤ 2. In this case
branching rule A is chosen. In the other case the algorithm checks if there is a neighbor x of the vertex c , adjacent to more
than one leaf in T . In such case branching rule B0,degT x−1 is applied for d = x. If there is no such neighbor then branching
rule Bp,q is applied for d = c , and proper p, q.
Notice that application of these branching rules may generate some sets that are not 2-packings in T . For example in
branching rule Bp,q when any vertex from Z ∪ U is added to S, then the neighbor of d in V (P) \ (Z ∪ U) cannot belong to
generated 2-packing. However, the algorithm does not delete it fromG, because this could make the graphG disconnected.
Moreover, not all 2-packings in T are also 2-packings in G. Thus after generating each set we should check if it is a 2-packing
in G and delete it if it is not. Checking if a given set is a 2-packing can be performed in polynomial time.
Here is the pseudocode of the algorithm Generate-2-packings. Notice that we have to keep the initial graph G all the
time to check if a generated set is a 2-packing in G. Hence in recursive calls we modify the copy of G, which isG.
Algorithm 1: Generate-2-packings
Call : Generate-2-packings(G,G, S)
Arguments: Connected graph G, Connected graphG ⊆ G, Set S ⊆ V (G) \ V (G)
1 if |V (G)| ≤ 2 then
2 foreach v ∈ V (G) do
3 if S ∪ {v} is a 2-packing in G then
4 Print S ∪ {v}
5 if S is a 2-packing in G then
6 Print S
7 return
8 T ← spanning tree ofG
9 P ← longest path in T
10 v ← end-vertex of P
11 u ← neighbor of v on P
12 c ← neighbor of u on P other than v (next vertex on P)
13 U ← {x ∈ NT (c) \ V (P) : degT x ≥ 2} ∪ {u}
14 Z ← {x ∈ NT (c) : degT x = 1}
15 W ← {x ∈ NT (U) : degT x = 1}
16 if degT u = 2 and degT c ≤ 2 then
17 Generate-2-packings(G,G− v, S)
18 Generate-2-packings(G,G− {v, u, c}, S ∪ {v})
19 else if there exists x ∈ U such that degT x > 2 then
20 foreach y ∈ NT (x) \ {c} do
21 Generate-2-packings(G,G− (NT [x] \ {c}), S ∪ {y})
22 Generate-2-packings(G,G− (NT (x) \ {c}), S)
23 else
24 foreachS – nonempty 2-packing in G[U ∪W ∪ Z ∪ {c}] not containing c do
25 Generate-2-packings(G,G− (U ∪W ∪ Z ∪ {c}), S ∪S)
26 Generate-2-packings(G,G− (U ∪W ∪ Z), S)
In order to generate all 2-packings in a graph Gwe call the algorithm: Generate-2-packings (G,G,∅).
Lemma 1. The algorithm call Generate-2-packings (G,G,∅) generates each 2-packing in G exactly once.
Proof. Let G be a connected graph,G a connected subgraph of G and S ⊆ V (G) \ V (G). We will prove by induction on the
number of vertices inG that the algorithm call Generate-2-packings (G,G, S) generates exactly once each set A, such that
A is a 2-packing in G and S ⊆ A ⊆ S ∪ V (G).
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If |V (G)| ≤ 2 the algorithm obviously gives the correct result (lines 1–7).
Assume that for any connected graph G, connected graphG ⊆ G with less than k vertices and any S ⊆ V (G) \ V (G) the
algorithm call Generate-2-packings (G,G, S) generates every 2-packing A in G such that S ⊆ A ⊆ S ∪ V (G) exactly once.
Notice that if S is not a 2-packing in G, there is no 2-packing in G containing S. In such a case the algorithm Generate-2-
packings returns no set, since before returning any set it checks if it is a 2-packing in G (lines 3 and 5). Hence from now we
can assume that S is a 2-packing.
Consider a connected graph G, connected graphG ⊆ G with k vertices and S ⊆ V (G) \ V (G). Let v, u, c,U, Z,W be
defined as in the algorithm.
If degT u = 2 and degT c ≤ 2, we can divide the set of all 2-packings A in G, such that S ⊆ A ⊆ S ∪ V (G), to those not
containing v and those containing v. Graphs G − v andG − {v, u, c} are connected so by the inductive assumption all the
2-packings not containing v are generated by recursive call in line 17, while ones containing v are generated in recursive
call in line 18.
If there exists x ∈ U such that degT x > 2 then the set of all 2-packings A such that S ⊆ A ⊆ S ∪ V (G), can be divided
into two sets: those containing any of vertices in NT (x) \ {c} and those not containing any of them. Notice that at most one
vertex from NT (x) \ {c} can belong to each 2-packing. GraphsG− (NT [x] \ {c}) andG− (NT (x) \ {c}) are connected so by the
inductive assumption all 2-packings containing a vertex from NT (x) \ {c} are generated in the recursive calls in lines 20–21
and all the 2-packings not containing vertices from NT (x) \ {c} are generated in the recursive call in line 22.
In all remaining cases we can divide the set of all the 2-packings A such that S ⊆ A ⊆ S ∪ V (G) into sets: AS = {A :
A is 2-packing such that S ⊆ A ⊆ S ∪ V (G) and A ∩ (U ∪W ∪ Z) =S} whereS is a 2-packing inG[U ∪W ∪ Z ∪ {c}] not
containing c (notice that a subset of a 2-packing is a 2-packing). GraphsG − (U ∪W ∪ Z) andG − (U ∪W ∪ Z ∪ {c}) are
connected so by the inductive assumption for the non-empty 2-packingS ⊆ U ∪W ∪ Z 2-packings fromAS are generated
in the recursive calls in lines 25 and 2-packings fromA∅ are generated in the recursive call in line 26.
Since those are all possible cases, the proof is finished. 
3.2. Time complexity analysis
In time complexity analysis wewill use awidely known technique first presented by Kullmann [10].We start this section
with a short introduction to this method.
Let T be a rooted tree, D: V (T ) → P (V (T )) its descendant function, i.e. D(v) = {u: u is a child of v in T }. A function
µ: V (T )→ R+ ∪ {0} is ameasure if and only if µ(v) > µ(u) for any v ∈ V (T ) \ L(T ) and u ∈ D(v). For a fixed rooted tree T
and a measure µ let τv (where v ∈ V (T ) \ L(T )) denote the positive root of the equation
1 =

u∈D(v)
τ−(µ(v)−µ(u)). (1)
Notice that this equation has a unique positive solution. Moreover, it is easy to observe that τv > 1.
Lemma 2 (Kullmann [10]). For a rooted tree T and a measureµ, if there exists a real number τ0 such that the inequality τv ≤ τ0
holds for every v ∈ V (T ) \ L(T ) then |L(T )| = O

τ
µ(r)
0

where r is the root of the tree T .
We will apply this method to prove the main theorem of our paper.
Theorem 1. The maximum number of 2-packings in a connected graph on n vertices does not exceed O(1.5399 . . .n). Moreover,
all 2-packings in a connected graph on n vertices can be generated in time O∗(1.5399 . . .n).
Proof. Let T be the recursive calls tree of the algorithm Generate-2-packings for a graph G. Notice that each leaf in T
corresponds to atmost one 2-packing (some recursive calls ofGenerate-2-packingsmay finishwith no 2-packing generated,
see lines 3 and 5), while inner nodes of T correspond to pairs (H, S), where H is a subgraph of G and S ⊆ V (G). We will use
Lemma 2 for µ(H) = |V (H)| to estimate the value of |L(T )|, which is the bound on the number of 2-packings in G. Now let
us show that τ(H,S) ≤ τ0 for every pair (H, S) corresponding to some inner node of T , where τ0 = 1.5399 . . . is the positive
root of the equation
τ 7 = τ + 19. (2)
This will show that |L(T )| = O(τ n0 ).
Notice that τ(H,S) does not depend on S, but only on the branching rule that is applied to subgraph H . Hence we will
denote τ(H,S) by τA if branching rule A is applied to H by the algorithm, and by τp,q if branching rule Bp,q is applied to H . The
number τA is the positive root of the equation
1 = τ−1 + τ−3. (3)
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From this equation we obtain the value of τA = 1.4655 . . . < 1.5399 . . . = τ0. The number τp,q is the positive root of the
equation
1 = τ−(2p+q) + (p2p−1 + (q+ 1)2p − 1)τ−(2p+q+1). (4)
Notice that τ0 = τ3,0. We can transform the above equation to a form
τ 2p+q+1 = τ + (p2p−1 + (q+ 1)2p − 1). (5)
Let Lp,q(τ ) = τ 2p+q+1 and Rp,q(τ ) = τ + (p2p−1 + (q+ 1)2p − 1).
We observe that τp,q ≤ τp+1,q−2 for all n, p and q ≥ 2. Let us compare the equations defining τp,q and τp+1,q−2:
τp,q : τ 2p+q+1 = τ + (p2p−1 + (q+ 1)2p − 1)
τp+1,q−2 : τ 2p+q+1 = τ + ((p+ 1)2p + (q− 1)2p+1 − 1).
Notice that Lp,q(τ ) = Lp+1,q−2(τ ) and Rp,q(τ ) < Rp+1,q−2(τ ), so τp,q < τp+1,q−2. thanks to this observation we can consider
only the cases where q = 0 or q = 1, (all the others values of τp,q can be bounded by the ones with reduced value of q). The
table below presents values of τp,q for small p, q.
τp,q
q
0 1
p
1 X 1.5337. . .
2 1.5354. . . 1.5239. . .
3 1.5399. . . 1.5201. . .
Now let us show that τp,0 < τ3,0 = τ0 for all p > 3. To prove it, it is enough to show that
Lp,0(τ0) > Rp,0(τ0) (6)
and
d
dτ
Lp,0(τ ) >
d
dτ
Rp,0(τ ) for τ ≥ τ0. (7)
Conditions (6) and (7) imply that Lp,0(τ ) > Rp,0(τ ) for τ ≥ τ0. Hence the positive root of the Eq. (5) must be smaller than τ0.
Notice that inequality (6) is equivalent to
τ0

τ 20
2
p
>
p+ 2
2
+ τ0 − 1
2p
.
Let l(p) = τ0

τ20
2
p
and r(p) = p+22 + τ0−12p . To prove that l(p) > r(p), it is enough to show that l(4) = 3.0444 . . . >
3.0337 . . . = r(4) and l′(p) > r ′(p) for p ≥ 4.
l′(p) = (0.2623 . . .) · (1.1856 . . .)p > 0.5
r ′(p) = 0.5− (0.3742 . . .) · 2−p < 0.5.
Hence l(p) > r(p) and therefore Lp,0(τ0) > Rp,0(τ0), which ends the proof of inequality (6).
To prove inequality (7), it is enough to show that ddτ L
p,0(τ ) = (2p+1)τ 2p > 1 = ddτ Rp,0(τ ). Hence τp,0 < τ0 for all p > 3.
In analogous way we can show that τp,1 < τ1,1 for all p > 2.
Since τ1,1 = 1.5337 . . . < 1.5399 . . . = τ0, the assumptions of Lemma 2 are fulfilled. Hence the number of leaves in T
and therefore the number of 2-packings in G does not exceed O(τ n0 ) = O(1.5399 . . .n).
All the local operations (i.e. finding a spanning tree, finding the longest path in a tree, deleting vertices, checking if a
set is a 2-packing etc.) may be performed in polynomial time, hence the total computational complexity of the algorithm is
O∗(1.5399 . . .n). 
The idea presented in this section can be developed to obtain better bound on the value of u(n). To do so, one has to
consider four or more consecutive vertices on the end of the longest path in a spanning tree (instead of three). However,
this leads to many technical calculations.
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4. Lower bound for the maximum number of 2-packings
In this section we present a lower bound on the maximum number of 2-packings in a connected graph.
Theorem 2. The maximum number of 2-packings in a connected graph is bounded from below byΩ(1.4970 . . .n).
Proof. We will prove the theorem by presenting a graph withΘ(1.4970 . . .n) 2-packings.
Let us consider the following graphs:
Let ak, bk and ck denote the number of 2-packings in graphs Ak, Bk and Ck, respectively. Let dk denote the number of
2-packings in graph Dk, which do not contain the crossed out vertex.
Considering the number of 2-packings not containing and2-packings containingmarked vertices,we obtain the following
system of recursions:
ak = bk−1 + ak−1
bk = ck + dk
ck = ak + 2dk−1
dk = 2ak−1 + dk−1.
Solving this systemwe obtain the result ak = Θ(3.3553 . . .k). Since k = n/3, the graph Ak contains ak = Θ(3.3553 . . .n/3) =
Θ(1.4970 . . .n) 2-packings. This is also a lower bound on the maximum number of 2-packings in a connected graph. 
5. Lower bound for the maximum number of k-element 2-packings
In this section we present a lower bound for the value of uk(n). To show it, let us prove the following lemmas.
Lemma 3. The maximum number of k-element 2-packings in a connected graph on n vertices is at least

n−2k+2
k

.
Proof. Let us consider a graph Pn, which is a path on n vertices. Let pk(n) be the number of k-element 2-packings in Pn.
Notice that pk(n) is equal to the number of binary sequences of length nwith exactly k ones, such that there are at least two
zeros between every pair of ones. Observe that there are exactly

n−2k+2
k

such sequences.
Hence the maximum number of k-element 2-packings in a connected graph on n vertices is at least

n−2k+2
k

. 
Lemma 4. The maximum number of k-element 2-packings in a connected graph on n vertices is at least (k+ 1)
 
n−1
2

k

.
Proof. For an odd number n by Sn we denote a graph obtained from a matching of size (n− 1)/2 by adding one vertex and
joining it with exactly one vertex from every edge of the matching.
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Let sk(n) denote the number of k-element 2-packings in Sn. It is easy to observe that
sk(n) =

n for k = 1
(k+ 1)
 n−1
2
k

for k ≠ 1.
Hence the maximum number of k-element 2-packings in a connected graph on n vertices is at least (k+ 1)
 
n−1
2

k

. 
We observe that p2(n) > s2(n) (for n > 5), while s n−1
2
(n) > p n−1
2
(n) = 0 (for n > 7).
Corollary 1. The number of k-element all 2-packings in a connected graph on n vertices is bounded from below by
max

n−2k+2
k

, (k+ 1)
 
n−1
2

k

.
6. Open problems
In this paper we showed that the value of u(n) (themaximum number of all 2-packings in a connected graph) is between
Ω(1.4970 . . .n) and O(1.5399 . . .n). The question what is the value of u(n) in terms ofΘ notation remains open.
The other problem that remains open is what is the exact value of uk(n), the maximum number of k-element 2-packings
in a connected graph.
It is also interesting to characterize graphswith u(n) 2-packings and graphswith uk(n)k-element 2-packings. In Section 3
it has been discussed that such graphs are trees and have no two leaves with a common neighbor.
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