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Abstract: We present a general likelihood for interval censored survival data
arising in longitudinal studies such as longitudinal randomized controlled clinical
trials (RCTs) and give some general formulae for inference in parametric, interval
censored, proportional hazards, regression survival models. For the exponential
regression model we compare the performance of the general likelihood with a
commonly used proxy likelihood, which ignores the interval censoring by treating
the interval censored times to events as if they were exact. We show analytically
that use of the proxy likelihood leads to estimators (for example, of the treatment
effect) which are artificially precise and we quantify the extent of the resulting
biases in a simulation study.
Keywords: Artificial precision, Interval Censoring, Longitudinal RCTs; PH Sur-
vival Models, Proxy likelihood.
1 Introduction
We consider the longitudinal randomized controlled clinical trials (LDA-
RCT setting, where the response variable, Y (t), is binary). Typically at
baseline (t0) the ith patient is in healthy state, i.e., Yi(t0) = 0, and as
the process evolves an adverse event may occur, i.e., Yi(ts) = 1 where
ts > t0. Finkelstien (1986) and Collett (1994) elected to adopt a “time
to event” analysis in order to recover information on the treatment effect
in the LDA-RCT setting. Moreover, clinicians (Bergink et al., 1998) have
adopted a similar approach in which interval censored follow-up times, to
the loss of 3 lines of visual acuity (Bailey-Lovie, 1976), were treated as if
they were exact times to events. Intuitively, this simple expedient which is
commonly adopted in applied settings seems sub-optimal and the objective
of this note is to investigate the extent of any penalty incurred.
In this context, Finkelstien (1986) argued that a common fixed follow-up
examination schedule was required for each individual and this approach
was echoed by Collett (1994) following a multinominal scheme suggested
by Lawless (1974). However, typically, it is not respected by individuals in
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clinical trials. Accordingly, in the course of our development, we, inter alia,
relax this rather un-necessarily restrictive assumption.
The paper is organized as follows. In §2 we develop the general interval-
censored likelihood in the LDA setting and discuss the usual form of the
proxy likelihood. In §3 we give a motivating example and in §4 develop the
Exponential Regression model giving key results. Lastly, in §5 we remark
on some extensions.
2 Likelihoods
Suppose there are m+ 1 fixed, scheduled, inspection times, t∗0, t
∗
1,..., t
∗
m at
which continuous or ordinal responses Y0, Y1,..., Ym, are measured. This
arrangement implies m+1 time intervals: I1 = (t0, t∗1], I2 = (t
∗
1, t
∗
2], ..., Ik =
(t∗k−1, t
∗
k], ...., Im = (t
∗
m−1, t
∗
m] and Im+1 = (t
∗
m,∞]. Typically, t0 = 0, espe-
cially in RCTs where, t0 = 0 represents time of randomization. Hence, let
T be a non-negative random variable denoting the time to some outcome
of interest defined on the Y s. Let S(t; θ) and λ(t; θ) be the corresponding
survival and hazard functions, respectively, depending on the unknown pos-
sibly vector-valued parameter θ ∈ Θ. Then, for a sample of n independent
subjects subject to non-informative censoring the usual likelihood for the
unknown parameters is
L(θ) = Πni=1[λ(ti; θ)S(ti; θ)]
δi [S(tic; θ)]1−δi , (1)
where λ(ti; θ)S(ti; θ) = f(ti; θ), δi is the censoring indicator (δi = 1 for an
event and 0 otherwise) and tic is a right censored survival time.
Typically each individual (i = 1, . . . , n) defines their own trajectory over
the course of the longitudinal study, thereby generating a person-specific
set of intervals. Accordingly, we obtain the following interval censored like-
lihood,
L1(θ) = Πni=1[S(ti,k−1; θ)− S(tik; θ)]δi [S(tic; θ)]1−δi , (2)
where the actual times at which the ith patient presents for examination
are utilized in the likelihood. Typically, tik is close to t∗k, but this is not
always the case.
Overall, conditioning on the times observed is to be preferred as it obviates
the incorporation of false assumptions about arrival and departure times
in the likelihood for the interval-censored observations. It is convenient to
rewrite (2) as
L1(θ) = Πni=1{S(ti,k−1; θ)[1− S(ti,k−1, tik; θ)]}δi [S(tic; θ)]1−δi . (3)
Having obtained a realistic interval censored likelihood for longitudinal
RCTs, we turn to consider proxy likelihoods arising from the ad-hoc ap-
proaches which are currently in use. The main approach is simply to sub-
stitute directly one of: (a) the beginning point of the interval, tib, or (b) the
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interval mid-point, tim or, (c) the interval end-point, tie, ∀ i, as if it were the
exact time at which failure occurred in (1) above. Thus, when substituting
one of these inexact times we may use (1) directly as a proxy-likelihood
denoting it then by L2(θ).
Now, L1(θ) and L2(θ) may be used to compare inference in a survival model
and estimate the penalty, if any, associated with treating interval censored
survival observations as if there were exact times to events.
3 A Motivating Example
If T follows the Exponential distribution with parameter φ, then λ(t; θ)=φ,
S(t; θ)=exp(−φt) and S(ti,k−1, tik; θ)= exp[−φ(tik− ti,k−1)]. From (1) and
writing `2(φ) for loge L2(φ), the first derivative is given by
U2(φ) =
∂l2(φ)
∂φ
=
n∑
i=1
[δiφ−1 − δiti − (1− δi)tic] (4)
and solving U2(φ) = 0 yields the closed form MLE
φˆ =
nu
(Tu + Tc)
, (5)
where Tu and Tc are the sums of the uncensored and censored times re-
spectively, and nu =
∑n
i=1 δi is the total number of uncensored events.
Differentiating again we find
I2(φ) = −∂
2l2(φ)
∂φ2
=
n∑
i=1
δiφ
−2. (6)
Thus, the variance of φˆ is given by V2(φ) = φ2/nu which may be consis-
tently estimated by substituting φˆ.
The corresponding equations for (4) are
U1(φ) =
n∑
i=1
[δidi(tk)ωi(φ)− δiti,k−1 − (1− δi)tic], (7)
where di(tk) = (tik−ti,k−1) and ωi(φ) = S(ti,k−1, tik;φ)/[1−S(ti,k−1, tik;φ)]
the conditional odds on survival in the interval (ti,k−1, tik]. Since ωi(.) is
non-linear in φ, the ML estimating equation, U1(φ) = 0, must be solved
iteratively for φˆ. However, it may be shown that the MLE given by (5)
is the approximate (i.e., first order) solution of U1(φ) = 0. The observed
information is then
I1(φ) ≈
n∑
i=1
δid
2
i (tk)ωi(φ)[1 + ωi(φ)] (8)
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and the approximate asymptotic variance of φˆ is given by V1(φ) ≈ φ2/(nu−
φd) where d =
∑n
i=1 δidi(tk). We may compare the relative efficiency of the
two estimators by examining V2(φ)/V1(φ) = 1− (φd/nu) < 1, which shows
that the estimator based on L2(θ) under-estimates the true variance V1(φ)
when the observed inspection times are analyzed as if they were exact.
We may gain further insight by substituting φˆ from (5) to show that the
relative efficiency is approximately (Tu + Tc − d)/(Tu + Tc), a factor which
artificially increases the precision of the estimator based on (1), as the time
intervals between visits coarsen (MacKenzie, 1999). This is an approximate
result, but it has been confirmed in simulation studies (Peng, 2009).
This finding leads to the conjecture, arguably rather bold, that a similar
result holds, i.e., V2(φ)/V1(φ) < 1, for all PH models.
4 The Exponential Regression Model
4.1 Proxy Likelihood
Armed with these general formulae we investigate the Exponential Regres-
sion model. Let T follow the exponential regression model defined by
λi2 = λ(ti;α2, β2) = exp(α2 + x′iβ2),
where S(ti;α2, β2) = exp[−λi2ti] and α2 is an unconstrained parameter,
β2 is p× 1 vector of regression coefficients and xi is a p× 1 vector of fixed
covariates. The corresponding proxy likelihood is
L2(α2, β2) =
n∏
i=1
{
λi2e−λi2ti
}δi{e−λi2tic}1−δi , (9)
4.2 IC likelihood
For the IC likelihood we have
λi1 = λ(ti;α1, β1) = exp(α1 + x′iβ1),
where S(ti,k−1, tik;α1, β1) = exp[−λi1di(tk)], and di(tk) = tik − ti,k−1 is
the width of the kth interval. Then,
L1(α1, β1) =
n∏
i=1
{
e−λi1ti,k−1
[
1− e−λi1di(tk)
]}δi{
e−λi1tic
}1−δi
, (10)
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4.3 Comparison of IC and Proxy Approaches
Comparing the Proxy and IC approaches we find that approximate IC mles
are identical to those estimated at tie = tik, the end points of the interval
using the proxy likelihood (ie, αˆ1 = αˆ2 and βˆ1r = βˆ2r) with proxy tie.
We compared the relative efficiency of the two estimators by examining
V2(αˆ2)/V1(αˆ1) and V2(βˆ2r)/V1(βˆ1r), r = 1, 2, · · · , p. The details are too
lengthy to reproduce here. Analytical results are available only for cate-
gorical covariates. We have proved the following result for a categorical
covariate with p+1 categories, modelled by p binary dummy variables, i.e.
V2(αˆ2e)/V1(αˆ1) < 1
V2(βˆ2er)/V1(βˆ1r) < 1 (11)
so that the conjecture that the proxy mles are artificially precise holds,
under the first order conditions invoked above, for categorical covariates.
In the journal paper we confirm these findings in a simulation study using
the full IC likelihood and for continuous covariates. We note in passing that
any continuous covariate may be represented in p ≤ n distinct categories
and hence for such a representation of a continuous covariate the above
conjecture holds.
5 Summary
In the journal paper we extend these ideas by developing inference for the
general interval-censored likelihood in the parametric PH case and extend
the methods to other PH regression models. In subsequent sections we
conduct a simulation study which confirms our analytical findings that the
IC likelihood is the most appropriate vehicle for inference. We also analyze
data from the MRC’s multi-centre RCT of Teletherapy in ARMD (Hart
et al, 2002) and consider extensions to non-PH models. Elements of these
findings will be presented at the workshop.
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