Assume we want to show that (a) the cost of any randomized decision tree computing a given Boolean function is at least c. To this end it su ces to prove that (b) there is a probability distribution over the set of all assignments to variables of that function with respect to which the average cost of any deterministic decision tree computing that function is at least c. Yao in 11] showed that this method is universal for proving lower bounds for randomized errorless decision trees, that is, that (a) is equivalent to (b). In the present paper we prove that this is the case also for randomized decision trees which are allowed to make errors. This gives the positive answer to the question posed in 11].
Introduction
Boolean decision trees model is the most simple model to compute Boolean functions. In this model, the primitive operation made by an algorithm is evaluating an input Boolean variable. So the cost of a (deterministic) algorithm is the number of variables it evaluates on a worst case input. It is easy to nd the deterministic complexity of all explicit Boolean functions (for most functions it is equal to the number of variables).
A randomized Boolean decision tree algorithm is allowed to ip coins (without any charge for ipping). We consider two di erent notions of whether a randomized algorithm R computes a function f: 1) the algorithm R computes the function f if on any input a it outputs f(a) with probability 1 (in this case we say that R computes f) and 2) the algorithm R is allowed to output a wrong answer with some probability " < 1=2, that is, for any input a, Prob R(a) 6 = f(a)] " (in this case we say that R "-computes f). The minimal cost of randomized algorithm computing f according to the rst second] de nition is called Las Vegas Monte Carlo] complexity of f. The Monte Carlo complexity depends on ", therefore we will call it "-complexity. Thus the Las Vegas complexity is the 0-complexity.
Due to simplicity of the computational model the analogs of many question being open for Turing machine complexity can be solved for Boolean decision trees and many of them are nontrivial. The known inequalities between the de ned complexities are the following: the "-complexity does not exceed the deterministic complexity; the deterministic complexity does not exceed squared Las Vegas complexity 1, 2, 10] and cubed "-complexity 5] (within to a multiplicative constant depending on "). It was shown by Snir 9] that the Las Vegas complexity can be less than deterministic complexity: he presented a function of n variables having deterministic complexity n and Las Vegas complexity n 0:753:::
. There is unknown at present whether the Monte Carlo complexity can be essentially less than Las Vegas complexity. That is it is unknown whether their ratio is bounded by a constant.
In the present paper, we are interested in how to prove lower bounds for both randomized complexities. The following way to do this was presented by Yao 11] . Suppose there is a probability distribution on the set of all inputs to f with respect to which the average cost of any deterministic algorithm computing f is at least c. Then one can show that the Las Vegas complexity of f is at least c. This method was used in 7] to prove exact lower bounds for certain Boolean function.
A similar method can be used to obtain lower bounds for the Monte Carlo complexity. Namely, assume there is a probability distribution with respect to which the average cost of any deterministic algorithm having the agreement probability with f at least 1 ? 2" is c or more. Then one can show that the "-complexity of f is at least c=2 11]. Yao 11] showed that the described method to obtain lower bounds for Las Vegas complexity is universal. That is, for any f there exists a probability distribution with respect to which the average cost of any deterministic algorithm computing f is at least as large as the Las Vegas complexity of f. He asked whether this is the case for the Monte Carlo complexity. In the present paper we answer this question in a rmative: we show that if the "-complexity of f is c then there is a probability distribution with respect to which the average cost of any deterministic algorithm having the agreement probability with f at least 1 ? "=2 is c=2 or more (Theorem 3.3). This shows that the described method to obtain lower bounds for Monte Carlo complexity is universal if we identify bounds di ering by a multiplicative constant.
We present also the method by which the exact lower bounds for the Monte Carlo complexity can be proved (Theorem 3.4). Examples of the exact lower bounds for the Monte Carlo complexity were established in 8].
In the second part of the paper we compare di erent types of randomized algorithms to evaluate the so called read once formulae.
A read once formula is a formula having connectivities^; _ of any fanin and having exactly one occurrence of each its variable. The problem of evaluating read once formulae is closely related to the problem of evaluating game trees. (A read once formula with Boolean values assigned to its variables itself can be regarded as a tree of a game.) It is easy to see that deterministic complexity of any read once formula is equal to the number of its variables.
In the paper 7], Saks and Wigderson de ned the so called directional algorithms to evaluate read once formulae. The de nition is given by induction on the number of connectivities in a read once formula F. If F is a single variable then there exists the unique directional algorithm to evaluate F: evaluate the variable and return its value.
If
is speci ed by a sequence of directional algorithms R 1 ; : : :; R k to evaluate respectively F 1 ; : : :F k and a probability distribution on the set of permutations of 1; : : :; k. The algorithm R is performed by selecting a permutation of 1; : : :; k according to this distribution and evaluating F 1 ; : : :F k in order using R 1 ; : : :; R k until the value of F is known. It is easy to see that any directional algorithm to evaluate F computes F. Saks and Wigderson pointed out that not all read once formulae have an optimal algorithm which is directional. They gave no example of such formula, though. In the present paper we construct for all n a read once formula F n of n variables with n " gap between Las Vegas complexity and the cost of optimal directional algorithm (Theorem 4.1).
Notation and Preliminaries
Let us x a set fx 1 ; : : :; x n g of Boolean variables. The symbol f will denote a Boolean function of these variables.
A Boolean decision tree is is a nite binary rooted tree whose leaves are labeled by zeros an ones, whose internal vertices are labeled by variables from the set fx 1 ; : : :; x n g, and for every internal vertex, one of the two outgoing edges is labeled by 0 and the other is labeled by 1. A Boolean decision tree computes the Boolean function f of variables x 1 ; : : :; x n de ned as follows. Let b 1 ; : : :; b n are Boolean values. Evidently, there exists a single path in the tree starting at the root and going to a leaf such that for every pair hu; vi of consequent vertices in this path if u is labeled by x i , then the edge hu; vi is labeled by b i . The value f(b 1 : : :b n ) is de ned as the label of the end leaf in this path.
Later we will call Boolean decision trees simply algorithms. Let A be an algorithm and let a be an assignment of Boolean values to the variables x 1 ; : : :; x n . Denote by A(a) the output value of A on a. By C(A; a) we denote the number of variables probed by A on the assignment a. This value is called the cost of A for a. The cost C(A) of an algorithm A is de ned as the number of probed variables for the worst assignment:
The cost of an algorithm is equal to its height provided any path in it has at most one occurrence of any variable.
The set of all assignments will be denoted by A. C(A): A randomized algorithm is a probability distribution over the family of deterministic algorithms. The probability of an algorithm A with respect to the distribution R is denoted by R A . We interpret R as an algorithm that has probability R A to proceed exactly as A. For a randomized algorithm R and an assignment a the cost of R for a, C(R; a), is de ned as the expected number of probed variables for a:
We measure the cost of a randomized algorithm as the expected number of probed variables for the worst assignment: C(R) = max a2A C(R; a). Denote by supp(R) the set of all deterministic algorithms having positive measure with respect to probability distribution de ning randomized algorithm R. We say that R computes Boolean function f if any deterministic algorithm in supp(R) computes f. Let e f (R) = max a2A e f (R; a).
We say that R "-computes f if e f (R) ". It is easy to see that a randomized algorithm computes f i it 0-computes f.
The randomized complexity R(f) of Boolean function f is de ned as the minimalcost of randomized algorithm computing f. The existence of an optimal randomized algorithm to compute any Boolean function is shown in 11].
Denote by R " (f) the in mum of costs of randomized algorithms "-computing f. Actually, Theorem 3.4 states that there is an optimal randomized algorithm "-computing f.
The following inequalities between the above de ned complexities are known:
for any " 2 0; 1=2) (proven in 5]).
The randomized complexity can be less than deterministic complexity. The best known example is due to Snir 9] 
Converting Yao's inequality
Suppose we want to prove that R(f) c. This can be done as follows. Let be a probability distribution in the set of all assignments of values to the variables of f. Let A be a deterministic algorithm. Denote by C(A; ) the average cost of A with respect to : C(A; ) = P a2A a C(A; a). Assume that there exists such that C(A; ) c for any deterministic algorithm A computing f. Then we can prove that that R(f) c. Indeed, let R be a randomized algorithm that computes f. Let t be the average value of C(A; ) when A is taken at random with respect to R. Then t c. On the other hand, t is equal to the mean value of C(R; a) when a is taken at random with respect to the distribution . Hence there is a 2 A such that C(R; a) c, that is C(R) c.
Yao observed that the well known Minimax theorem by von Neumann 4] implies that this method to prove lower bounds on R(f) is universal. This theorem is a corollary of other theorem, giving an equivalent de nition of the value R " (f) in the style of Theorem 3.1. In its formulation, and denote probability distribution in the set of all assignments and S denotes a nonnegative real. 
We do can apply the duality principle as both systems (3) and (4) are consistent.
It is easy to see that the maximum value of ?" P a2A w a + z is achieved if z = min 
In the sequel, we will use the following easy observation:
Our goal is to construct for all n a read once formula F n of n variables with n " gap between R(F n ) and d(F n ).
The rst example
A list of variables like v 1 ; v 2 ; : : :; v k will be denoted byṽ.
Consider the following example. Let
It is easy to see that the optimal way to evaluate F(x) is to evaluate variables in a random order until 0 is found. So we get d 0 (F) = 11 and d 1 (F) = 6.
As Let us construct an algorithm R to evaluate G such that C0(R) = C1(R) = 14. The randomized algorithm R is performed as follows: evaluate rst F(x) and F(ỹ) in a random order (using the optimal algorithm to evaluate F) and then evaluate z and u in a random order (the evaluating stops if 0 is found).
Obviously, C1(R) = 14. Let us nd C0(R). If F(x) = 0 or F(ỹ) = 0 for an assignment, then the cost of R for that assignment is at most 1=2(11 + 6) + 1=2 11 = 14 achieving 14 when F(x) = 0 and F(ỹ) = 1. If F(x) = F(ỹ) = 1 and z = 0 or u = 0 then the cost of R is at most 6 + 6 + 1=2(1 + 1) + 1=2 = 13:5. So C0(R) = 14.
So directional algorithms are not optimal to evaluate the formula G. However, this example has the following minor point. We used the fact that the family of directional algorithm to evaluate the formula x^z^y^u (using an AND of fanin 4) is wider than the family of directional algorithm to evaluate the formula (x^y)^(z^u). Namely a directional algorithm to evaluate x^z^y^u is allowed to probe variables in the order, say, z; u; x; y but no directional algorithm to evaluate (x^y)^(z^u) is allowed to do so.
We shall construct now an example without this minor point, that is, we shall construct a formula in which ANDs and ORs alternate. Let us use the same idea as in the above example. = 49:53::: . Let us construct a randomized undirectional algorithm R to evaluate G having smaller cost. The algorithm R is performed as follows. Evaluate rst t and s. Then evaluate F(x) and F(ỹ) in a random order (using the optimal algorithm to evaluate F) and then evaluate H(z) and H(ũ) in a random order (the evaluating stops if the value of G is found). It is easy to see that the both values C0(R; hx;z; t;ỹ;ũ; si), C1(R; hx;z; t;ỹ;ũ; si) are achieved for assignments in which t = s = 0.
The second example
If F(x) = F(ỹ) = H(z) = H(ũ) = 1, then the cost of R is at most d 0 (t) + d 0 (s) + 2d 1 (F) + 2d 1 (H) = 1 + 1 + 2 20 + 2 4 3 8 = 50 3 4 , and the value 50 
Let us de ne an undirectional algorithm R i to evaluate G i by induction on i. To perform R 0 evaluate the variable and output its value.
The algorithm R i+1 is performed as follows: run the above algorithm R evaluating G but instead evaluating variables of G run R i .
Let us denote by a 0 (i) a 1 All we need is the inequality 2 < 2 . This inequality can be proved without complicated computation as follows. Let us prove that 2 < 51 < 2 . To this end let us substitute the number 51 in the characteristic polynomial of both matrices. This substitution can be done by subtracting 51 from diagonal elements of matrices and computing the determinants of the resulting matrices: More precise computation shows that our example yields the di erence 0:0058::: between and in the formulation of Theorem 4.1. A re nement of that example gives the di erence 0:0077:::. It is interesting whether the difference between two exponents can be signi cantly greater, say, greater than 0.05. If this is not the case then we can restrict ourselves with directional algorithms for evaluation read once formulae being sure that our loss is very small. This would be nice because the optimal directional algorithm can be found in polynomial time given a formula. In the case of binary gates (or, when the fanin of gates is bounded by a constant) this was shown in 7] . In the case of unbounded fanin a polynomial algorithm was constructed by A. Ev mjevsky (unpublished). We have
The last equality is true since d It is easy to see that the assumption a 0 (i) a 1 (i) implies that a 0 (i + 1) a 1 (i + 1).
Thus, a 0 (i + 1) = 50:5a 0 (i) + 0:5a 1 (i) a 1 (i + 1) = 44 1 4 a 0 (i) + 6 1 2 a 1 (i)
