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1. Bevezetés
Az operációs rendszerek megfelelő működtetésében nagy szerepet játszik
a rendszernaplózás. Az operációs rendszerek és az azokon futó alkalmazások
működésük során eseményeket, üzeneteket generálnak, amelyeket rögzítve a
rendszerben történő állapotváltások nyomonkövethetővé válnak. A begyűjtött
naplók számos célra felhasználhatóak, leggyakrabban az adott rendszerben
bekövetkezett hibák, kivételes események detektálására, valamint azok feloldására
használandók; de ezen felül biztonsági megfontolások, reprodukálhatóság,
accounting és rengeteg más célja is lehet a naplók tárolásának.
A naplók (logok) fogadásáért, rendszerezéséért és tárolásáért egy rendszernaplózó
szoftver (syslog daemon) felel, amit általában az operációs rendszer biztosít. Az OS
és az alkalmazások ezt a szolgáltatást egy egységes protokollon keresztül érik el,
ahova strukturált vagy szöveges módon továbbítják a logjaikat.
A syslog-ng [15] nyílt forráskódú szoftver egyike ezen naplózórendszereknek. A
projekt 20 éves múltra tekint vissza, 1998-ban egy nsyslog nevű logger újraírásaként
jött létre, majd később kiegészült RFC 3164 [16] és RFC 5424 [17] üzenetek
fogadási és küldési lehetőségeivel, JSON formátum kezeléssel, Python és Java nyelven
történő bővítési lehetőségekkel, klasszifikációs képességekkel, SQL/NoSQL és big
data végpontokkal (Elasticsearch, Apache Hadoop, Kafka, Splunk).
A syslog-ng nyílt forráskódú változata Unix rendszerek (Linux, BSD, Solaris,
macOS) naplózási igényének széles spektrumát tudja lefedni.
Egyre több korszerű alkalmazás webes alapokon kerül implementálásra. Ezek
az alkalmazások többnyire HTTP protokollon alapuló kommunikációt végeznek,
így a működésük során keletkező események, üzenetek is HTTP protokollon
továbbíthatók a legegyszerűbben. A felhő alapú szolgáltatások egyre elterjedtebbek,
ezek eseménynaplói gyakran ugyancsak HTTP protokoll felett kérdezhetők le.
A szakdolgozat célja, hogy a HTTP protokollon kommunikáló alkalmazások,
a felhőben futó szolgáltatások naplóit rugalmasan konfigurálható, gyors és jól
skálázódó módon lehessen fogadni, feldolgozni és tárolni vagy továbbítani más
rendszerek felé.
Számos létező megoldás próbálja ellátni ezt a feladatkört (Elasticsearch [18],
Splunk HEC [19], Logstash [20], Windows Event Collector [21], Fluentd), de ezek
teljesítményüket és az üzenetek feldolgozásának és irányításának flexibilitását
tekintve jelentősen limitáltak. A syslog-ng naplózórendszerrel – moduljainak
és domain-specifikus konfigurációs nyelvének köszönhetően – szinte bármilyen
üzenettovábbítási lánc/gráf kialakítható; a beérkező események rugalmas módon
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szűrhetők, elemezhetők, kiegészíthetők, osztályozhatók és továbbíthatók.
A szoftver jelenleg nem rendelkezik HTTP fogadó modullal, ezért a
szakdolgozatban a syslog-ng rendszernaplózó daemon kibővítésre kerül egy
nagysebesságű HTTP/HTTPS szerver implementációval, aminek segítségével
lehetőség nyílik üzenetek fogadására HTTP protokollon keresztül.
A syslog-ng architektúrájából adódóan nincs lehetőség már létező HTTP
szerver vagy programkönyvtár integrálására, ezért saját megvalósítás létrehozása
szükséges. Mivel nem szabványosított a HTTP protokollon történő üzenettovábbítás
formátuma, így a szerver mellett egy keretrendszer is implementálásra kerül, amellyel
tetszőleges HTTP és HTTPS protokollon kommunikáló üzenetfogadó bővítmény
könnyedén létrehozható.
A szervert és keretrendszert felhasználva a szakdolgozat keretében egy példa
HTTP „source plugin” is megvalósításra kerül. Ezzel JSON [37] és szöveges syslog





A syslog-ng naplózórendszer telepítése, konfigurálása és használata
rendszer-adminisztrátori tevékenység. A szakdolgozat részeként létrehozott
HTTP(S) modul és a syslog-ng alapvető használatához az alábbi ismeretekre lehet
szükség:
• Linux/Unix rendszer adminisztrációs ismeretek;
• hálózati alapismeretek, TCP/IP protokollhierarchia;
• naplózó protokollok: BSD syslog protokoll (RFC 3164 [16]), IETF-syslog
protokoll (RFC 5424 [17]);
• webes technológiák (HTTP, JSON stb.).
2.2. Rendszerkövetelmények
A syslog-ng futtatása minimális erőforrást igényel. A naplózó performanciája
és erőforrásigénye a fogadni, feldolgozni és továbbítani vagy tárolni kívánt logok
mennyiségétől és méretétől függ, illetve az igénybe vett feldolgozó objektumok
komplexitásától (parserek, filterek, rewrite szabályok).
Ajánlott rendszerkövetelmények:
• Linux-kernel alapú operációs rendszer, FreeBSD, Solaris vagy macOS
• 1 GHz vagy annál gyorsabb x86, x86-64 családba tartozó processzor
• 512 MB RAM
Az ajánlott rendszerkövetelmények a szakdolgozat tesztelési környezetét
tükrözik, a szoftver számos más platformon és környezetben működtethető, például
ARM eszközökön, de a BMW i3 elektromos meghajtású autó fedélzeti komputerén
is megtalálható a syslog-ng naplózórendszer [22].
2.3. Telepítés
A syslog-ng, nyílt forráskódjának köszönhetően, telepíthető forrásból való
fordítással és az adott Linux-disztribúció vagy más támogatott operációs
rendszer csomagkezelője segítségével. A felhasználói dokumentációban az egyik




A különböző platformok csomagjai a syslog-ng hivatalos weboldaláról érhetők el
[23].
Ubuntu 18.04.1 LTS esetén az alábbi terminálban kiadott parancsokkal
telepíthető a syslog-ng csomag:
$ wget -qO - http://download.opensuse.org/repositories/home:/laszlo_budai:/
syslog-ng/xUbuntu_18.04/Release.key | sudo apt-key add -
$ echo "deb http://download.opensuse.org/repositories/home:/laszlo_budai:/
syslog-ng/xUbuntu_18.04 ./" | sudo tee --append /etc/apt/sources.list.d/
syslog-ng-obs.list
$ sudo apt-get update
$ sudo apt-get install syslog-ng-core
A szakdolgozathoz mellékelt .deb csomagok a következő parancsokkal
telepíthetők Ubuntu 18.04 operációs rendszeren:
$ wget -qO - http://download.opensuse.org/repositories/home:/laszlo_budai:/
syslog-ng/xUbuntu_18.04/Release.key | sudo apt-key add -
$ echo "deb http://download.opensuse.org/repositories/home:/laszlo_budai:/
syslog-ng/xUbuntu_18.04 ./" | sudo tee --append /etc/apt/sources.list.d/
syslog-ng-obs.list
$ sudo apt-get update
$ sudo apt-get install -f ./syslog-ng-core_3.18.1-snapshot_amd64.deb
$ sudo apt-get install -f ./syslog-ng-mod-json_3.18.1-snapshot_amd64.deb
$ sudo apt-get install -f ./syslog-ng-mod-examples_3.18.1-snapshot_amd64.deb
2.3.2. Fordítás forrásból
Mivel nem minden új funkció érhető el a legfrissebb kiadott syslog-ng verzióban,
mint például a szakdolgozat tárgyát képző HTTP source modul, ezért forrásból
történő fordításra is szükség lehet [24]. Ennek lépései a következők:




















1. ábra. A syslog-ng kötelező dependenciái
A függőségek telepítését megkönnyítendő, Docker konténerek [25] is elérhetők,
amelyek előtelepítve tartalmazzák a szükséges csomagokat.
2. forrás klónozása:





4. fordítás, tesztek futtatása:
$ make -j4
$ make check -j4
5. installálás:
$ make install -j4
Ezt követően a konfigurálási lépésben megadott –prefix útvonalon elérhetővé
válik az installált syslog-ng példány.
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2.4. Bevezetés a syslog-ng használatába
A syslog-ng alkalmazás jól skálázódó, gyors és rendkívül rugalmasan
konfigurálható log management megoldás. Segítségével a legkülönbözőbb
formátumokban és protokollokon fogadhatunk üzeneteket, a konfigurációs nyelve
segítségével programozási nyelvekhez hasonló szintaxissal és részletességgel lehet az
üzenetek feldolgozását, tárolását és továbbítását testre szabni. Az összes elérhető
funkcionalitás [26] dokumentálása – terjedelme miatt – nehézkes, ezért néhány
lehetséges felhasználási módszert a teljesség igénye nélkül sorolok fel:
• üzenetek TCP/UDP protokollon való fogadása és továbbítása
• magasabb szintű (alkalmazási réteg) protokollok ismerete: HTTP, SMTP,
RLTP, AMQP stb.
• megbízható üzenettárolás és továbbítás nyugtázó protokollok, diszken történő
ideiglenes bufferelés és „flow control” segítségével
• üzenetek biztonságos, titkosított, digitálisan aláírt fogadása, kiküldése és
tárolása
• flexibilis feldolgozás: események parse-olása (JSON, CSV, key-value), szűrése,
klasszifikálása, korrelálása
• SQL, NoSQL támogatás
• üzenet-orientált köztesréteg és big data lehetőségek: Apache Kafka,
RabbitMQ, Elasticsearch, Apache Hadoop
2.4.1. Könyvtárhierarchia
A syslog-ng telepítése során létrejött a Linux rendszerekből ismert
könyvtárhierarchia a szükséges binárisokkal, dinamikus programkönyvtárakkal
és példa konfigurációs fájlokkal:
A bin mappán belül találhatóak a normál felhasználók által is használható
binárisok. Ezek többnyire segédeszközök, tesztelésre használható alkalmazások.
A dqtool a naplózórendszer disk-buffer nevű moduljához készült eszköz,
amellyel disk-buffer fájlok tartalma elemezhető. A disk-buffer perzisztens tárolón
való ideiglenes üzenettárolást tesz lehetővé. Amennyiben egy logokat fogadó
végpont nem elérhető vagy lassú, a syslog-ng naplózó memóriában vagy
disk-bufferben tárolja az üzeneteit, ameddig nem sikerül garantáltan kiküldenie.























2. ábra. A syslog-ng könyvtárszerkezete
lehetővé különböző protokollokon keresztül, a pdbtool pedig a PatternDB nevű
logokat hatékonyan parse-oló, osztályozó és üzenetekre mintákat illesztő modulhoz
létrehozott segédeszköz.
Az etc könyvtárban találhatóak a syslog-ng konfigurációs fájljai. A
patterndb.d mappában helyezhetőek a már említett PatternDB plugin XML
konfigurációs fájljai. Az scl.conf (syslog-ng configuration library) fájlban
találhatóak a syslog-ng konfigurációs nyelvén íródott segédblokkok, amelyek a
felhasználó által írt fő konfig fájlban, a syslog-ng.conf-ban használhatók fel.
A lib mappa tartalmazza a syslog-ng működéséhez szükséges
programkönyvtárakat, illetve a betölthető plugineket is.
Az sbin könyvtárban vannak elhelyezve a főbb futtatható állományok,
amelyek elindításához adminisztrátori jogokra van szükség. Itt található maga a
syslog-ng bináris, a syslog-ng-ctl (control) „tool” és a syslog-ng-debun
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(debug bundle). A debug bundle fontosabb rendszerinformációkat és a syslog-ng
konfigurációt gyűjti és csomagolja össze, ezzel megkönnyítve a hibabejelentést.
A syslog-ng és a syslog-ng-ctl dokumentációja a 2.4.3. fejezetben olvasható.
A share platformfüggetlen segédscripteket és „man page”-eket (dokumentációt)
foglal magában.
A var könyvtárban gyakran változó állományok tárolandók. Itt foglalhatnak
helyet a log fájlok, disk-buffer fájlok és adatbázisok. Az alkalmazás működéséhez
szükséges három főbb fájl is itt található.
• syslog-ng.ctl: Unix domain socket fájl, amelyen a syslog-ng-ctl
kommunikál a syslog-ng daemonnal.
• syslog-ng.persist: „Persist” fájl; a naplózó daemon újraindításai
között fenntartott állapotot tároló bináris fájl. Ebben kerülnek tárolásra
például pozícióinformációk, amellyel elkerülhető a logok duplikációja és
az üzenetvesztés is, amennyiben a logok forrásán értelmezett a pozíció
lekérdezés/követés művelete.
• syslog-ng.pid: A futó syslog-ng példány ID-ját tároló állomány.
2.4.2. Konfiguráció
A syslog-ng konfigurációs fájlja a telepítési könyvtáron
belül az etc/syslog-ng.conf útvonalon található. A logoló
szoftver beállítása egy deklaratív, a C programozási nyelv
szintaxisához hasonló, környezetfüggetlen nyelvtannal történik.
A jelenlegi alapértelmezett konfiguráció a következőképp néz ki.
1 #############################################################################
2 # Default syslog-ng.conf file which collects all local logs into a




















22 destination d_local {
23 file("/var/log/messages");
24 file("/var/log/messages-kv.log" template(














3. ábra. Az alapértelmezett syslog-ng konfiguráció ábrázolása
A fájl első sorának a @version verzióinformációval kell kezdődnie. A
verziószám a konfiguráció verzióját jelöli; ezzel lehetővé téve, hogy újabb syslog-ng
verziókban bevezetett, funkcionalitást megváltoztató („eltörő”) módosítások csak
akkor jussanak érvényre, ha a konfigurációs fájl is frissítésre kerül (backward
compatibility).
Az @include direktíva segítségével a fő konfigurációs fájlba beilleszthetőek külső
fájlok is. Ezzel a konfiguráció elkülönülő részei fájl szinten is szeparálhatók, továbbá
lehetőség nyílik újrafelhasználható SCL (syslog-ng configuration library) blokkok
implementálására, amelyekkel jelentős komplexitás és ismétlődések rejthetők el egy
egyszerű név és néhány opció mögé. Az @include direktíva rekurzívan is kiadható,
15 mélységben lehetséges az egymásba ágyazás. Abszolút és relatív útvonalak is
megadhatóak, az elérési útban „UNIX-style” helyettesítő karaktereket (például * és
?) megengedett használni.
A direktívákat a konfigurációs nyelvtan fő része követi, az objektum deklarációk
és definíciók. A naplózó teljes funkcionalitása objektumdefiníciókkal érhető el. Ezek
a következő – Backus–Naur (BNF) formában megadott – szintaxissal írhatóak le:
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⟨statements⟩ ::= ⟨statement⟩ ‘;’ ⟨statements⟩ | ⟨empty⟩










⟨obj_items⟩ ::= ⟨obj_item⟩ ‘;’ ⟨obj_items⟩ | ⟨empty⟩
⟨obj_item⟩ ::= ⟨plugin_name⟩ ‘(’ ⟨options⟩ ‘)’
⟨plugin_name⟩ ::= ...
⟨options⟩ ::= ...
A pluginek (plugin_name) és opcióik (options) több száz nyelvtani szabály
felvételét igényelnék, ezért ezeket nem tartalmazza a BNF leírás.
A szintaxis helyessége a syslog-ng bináris –syntax-only kapcsolójával
ellenőrizhető. További kapcsolók részletezései a 2.4.3. fejezetben találhatók.
A fentebbi példa (1) 11. sorában kezdődik az első objektumdefiníció. Itt egy
s_local azonosítójú objektum lett deklarálva, magában foglalva két üzenetforrást:
1. a system() source a legfontosabb source plugin, ez felel az operációs rendszer
logjainak fogadásáért;
2. az internal() source a syslog-ng működése során keletkező belső üzeneteit
képes elérhetővé tenni.
A 16. sorban s_network néven lett létrehozva egy újabb source objektum, amely
logok TCP és UDP protokollon (például RFC 6587 [27] szerint) történő fogadását
teszi lehetővé.
A 22. sorban kerül létrehozásra egy destination objektum, amely két fájlt jelöl
meg, mint a fogadott logok célpontja. A /var/log/messages fájlban szöveges
formában lesznek tárolva az események; a /var/log/messages-kv.log pedig
strukturált módon, WELF formátumban [28] fogja tartalmazni az üzeneteket.
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A 30. sortól kezdődik a syslog-ng „pipeline”-t felépítő blokk, a log kulcsszóval
kezdődően. Itt az előzőleg definiált objektumokat lehet egymást követően felsorolni,
ezzel egy útvonalat (irányított körmentes gráfot) definiálva, amit a source
objektumoktól a destination objektumokig az üzenetek bejárnak.
A nyelvtan ezen felül megenged „inline” definíciókat is, így az egynél több


















2. Listing. syslog-ng példa konfiguráció inline változata
A konfigurációs fájl egyes részei akár dinamikusan, külső program segítségével is
generálhatók a syslog-ng indítását követően a confgen [29] modult használva.
A nyelv lehetőségeit jól szemléltetik az SCL blokkok, amikkel újrafelhasználható
konfiguráció részleteket lehet elnevezi és paraméterezhetővé tenni. Például a
syslog-ng natív, C-ben implementált „HTTP destination” moduljára építve,
könnyedén létrehozható egy Telegram [30] destination SCL blokkok segítségével:













3. Listing. Telegram destination SCL implementációja
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Az előző példa egy telegram() nevű blokkot hoz létre, és ahhoz felhasználója
által kitölthető opciókat ad meg. A blokk az opciók tartalmát egy HTTP kérésbe
csomagolja, így lesznek kiküldve az api.telegram.org felé. Használata a fő




A syslog-ng „pipeline”-ja további, a szakdolgozat dokumentációjában nem
ismertetett konstrukciókkal bővíthető. Ezekkel egyszerű láncok helyett akár DAG
(directed acyclic graph) típusú gráfok is létrehozhatók, így szinte bármilyen
üzenettovábbítással kapcsolatos igény megvalósítható a konfigurációs nyelv
segítségével.
2.4.3. A syslog-ng alkalmazás indítása, syslog-ng-ctl
A konfigurálást követően a syslog-ng példány elindítása következik. Az
alkalmazás futtatható állománya a telepítési könyvtár alatt, az sbin/syslog-ng
útvonalon található.
Kapcsolók nélküli használat esetén a program daemon módban [42], a háttérben
indul el egy „supervisor” folyamat gyerekeként. Abban az esetben, ha a syslog-ng
folyamat hiba következtében leáll, az őt felügyelő folyamat újra fogja indítani.
A naplózót háttérben indítani a konfiguráció helyességének ellenőrzése és
mélyebb tesztelés után érdemes. Tesztelés során a programot előtérben ajánlott
elindítani, néhány belső logolást képernyőre író kapcsoló segítségével:
$ sbin/syslog-ng -Fdev
...
[-] syslog-ng starting up; version=’3.18.1’
4. Listing. syslog-ng indítása előtérben, debug módban
• Az -F (foreground) kapcsoló meggátolja a szoftver daemon módba váltását,
így előtérben indul el.
• A -d (debug) kapcsoló bekapcsolja a debug üzenetek generálását, ezzel
elérhetővé téve a pontos működés követését.
• Az -e (stderr) kapcsoló a syslog-ng belső logjait a képernyőre (stderr
csatornára) írja.
• A -v (verbose) kapcsoló bővebb belső logolást tesz lehetővé.
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Ha csupán a konfigurációs fájl szintaktikai helyességét szeretnénk ellenőrizni a
syslog-ng elindítása nélkül, akkor ez a -s (syntax-only) kapcsolóval tehető meg.
Szintaktikai hiba esetén a hiba pontos helye és típusa a kimenetre kerül. Például a
no-parse flag félregépelése a következő hibaüzenetet eredményezi:
$ sbin/syslog-ng -s












5. Listing. syslog-ng szintaktikai hibák jelzése
Szemantikát érintő hibák detektálására csak normál indítás esetén van lehetőség.
Például, ha a szakdolgozat keretében elkészült HTTP source plugint TLS
módba kapcsoljuk, de nem adjuk meg a TLS titkosításhoz szükséges kulcsot,











[-] transport(tls) was specified, but tls() options missing;
[-] Error initializing message pipeline; plugin_name=’http’
6. Listing. syslog-ng szemantikát érintő hibák jelzése
A hibát nem generáló rendellenes működést a debug logok alapján lehetséges
felderíteni, vagy az -Fi (interactive) kapcsoló segítségével. Interaktív módban [31]
az üzenetek a pipeline objektumain egyesével léptethetők keresztül, ezzel követhetővé
téve egy-egy üzenet pontos útvonalát, és az aközben bekövetkezett változásokat.
A syslog-ng összes kapcsolója lekérdezhető a sbin/syslog-ng –help-all
parancsot kiadva.
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Az sbin mappában található még a syslog-ng-ctl (syslog-ng control) nevű
eszköz is. Ez a program egy futó syslog-ng példánytól képes információkat lekérdezni,
annak állapotát manipulálni.
A syslog-ng-ctl a következő alparancsokkal indítható el:
• stats: statisztikák lekérdezése
• verbose: „verbose” belső logolási szint bekapcsolása
• debug: „debug” belső logolási szint bekapcsolása
• trace: „trace” belső logolási szint bekapcsolása
• stop: a syslog-ng példány leállítása
• reload: a syslog-ng konfigurációjának újratöltése
• reopen: fájl célpontok újranyitása
• query: statisztikák lekérdezése filterekkel, azok aggregálása
• credentials: jelszavak/kulcsok kezelése
• config: a syslog-ng példány aktuális konfigurációjának lekérdezése
Az alparancsok paraméterezése az sbin/syslog-ng-ctl [alparancs]
–help segítségével kérhető le.
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2.5. A HTTP(S) source bővítmény
A szakdolgozat részeként elkészült HTTP szerver implementáció, HTTP
kéréseket és válaszokat könnyedén kezelhetővé tevő keretrendszer és alapszintű
HTTP(S) source plugin közül egyedül a source plugin érhető el végfelhasználók
számára, a többi a későbbi továbbfejlesztést teszi lehetővé és könnyeddé.
A HTTP(S) source plugin TCP és TLS protokollok felett a HTTP/1.0 [32] és a
HTTP/1.1 [33][34] protokollok ismertebb részhalmazát implementálja, ezzel lehetővé
téve üzenetek Hypertext Transfer Protocolon keresztüli fogadását és feldolgozását.
A szakdolgozat keretében létrejött alapszintű HTTP(S) source plugin az
„examples” modulban foglal helyet. Az ide kerülő pluginek a syslog-ng magjában
történő egy-egy nagyobb fejlesztést, változtatást bemutatni hivatott pluginek.
Miután egy ilyen példa plugin hasznosnak bizonyul a syslog-ng felhasználói
közössége számára, az „examples” modulból saját modulba helyeződik át.










7. Listing. HTTP source konfigurációs példa
Amennyiben minden opció az alapértelmezett értéken van hagyva – mint a fenti
példában –, az elindított syslog-ng példány a 80-as porton kezdi el fogadni a HTTP
kérések formájában beérkező üzeneteket.
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P O S T  /event  H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P O S T  /event  H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P U T  /alert H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P O S T  /event  H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P U T  /alert H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P U T  /alert H T T P /1. 1  (text/plain)
63774 80
H T T P /1. 1 200 O K  
63774 80
P O S T  /event  H T T P /1. 1  (text/plain)
63775 80
H T T P /1. 1 200 O K  
63775 80
P O S T  /event  H T T P /1. 1  (text/plain)
63777 80
H T T P /1. 1 200 O K  
63777 80
P O S T  /event  H T T P /1. 1  (text/plain)
63778 80





















192. 168. 1. 218
192. 168. 1. 201
4. ábra. A http() source által kiszolgált kérések Wiresharkkal vizualizálva
A 4. ábrán több POST és PUT HTTP kérés fogadása látható az /event és az
/alert végpontokon. Ezek a kérések üzeneteket tartalmaznak, amelyeket a naplózó
feldolgoz, majd 200 OK státusszal válaszol. Hiba esetén, ahogyan az ábra utolsó
válaszán is látható, 200-tól eltérő hibakód kerül kiküldésre.
A syslog-ng más hálózati forrásaihoz és végpontjaihoz igazodva, a TLS
(Transport Layer Security) támogatás nem a https() kulcsszóval kapcsolható be,
hanem a http() source-on belül elérhető transport() opciót kell beállítani. TLS
transport esetén további opciók megadása szükséges, egy kulcs és egy tanúsítvány







8. Listing. HTTPS source konfigurációs példa
16
Ebben az esetben a 443-as porton történik az üzenetek fogadása titkosított
módon az SSL vagy TLS [36] néven ismert szállítási rétegbeli protokoll segítségével.
Az üzenetek a HTTP kérések törzsében számtalan módszerrel és formátumban
lehetnek ábrázolva. A http() példa plugin jelenleg három módban képes működni:
single, text és json.
„Single” módban egy HTTP kérés egyetlen üzenetet tartalmaz. A kérés törzsének
teljes egésze egy üzenetként lesz értelmezve. „Text” módban egy kérésben több
szöveges formában megadott üzenet kerülhet átvitelre, ahol minden üzenet új
sorban foglal helyet. Ebben az üzemmódban a syslog-ng beépített RFC3164 [16]
és RFC5424 [17] syslog formátumot értelmező parserei is használhatók a flags()
opcióban beállított módon. Az alapértelmezett működés szerint szöveges módban
az üzenetek a felsorolt syslog formátumokban kerülnek értelmezésre, ez a no-parse
flag beállításával kikapcsolható.
„JSON” [37] mód esetén a HTTP kérés a logokat strukturáltan
tartalmazza egy tömbben, így a tömb mentén történik az
üzenetek darabolása. „JSON” módban érdemes megfontolni a
json-parser() [26] használatát a syslog-ng pipeline későbbi pontjaiban.
A működési mód a mode() opcióval állítható be.
Az összes rendelkezésre álló opció leírása a 2.5.1. fejezetben található.
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2.5.1. A http() source opciói
mode(string)
Alapérték: single
Leírás: A HTTP source működési módja adható meg az
opcióval. Lehetséges értékek: single, text és json.
single módban egy HTTP kérés egyetlen üzenetet tartalmaz.
A kérés törzsének teljes egésze egy üzenetként lesz értelmezve.
text módban egy kérésben több, szöveges formában megadott
üzenet kerülhet átvitelre, ahol minden üzenet új sorban foglal helyet.
json mód esetén a HTTP kérés strukturáltan tartalmazza a logokat
egy tömbben, így a tömb mentén történik az üzenetek darabolása.
transport(string)
Alapérték: "tcp"
Leírás: A HTTP protokoll alatt elhelyezkedő „szállítási”
(transport) protokoll állítható be az opcióval.
Lehetséges értékek: "tcp" vagy "tls"
ip(string)
Alapérték: 0.0.0.0
Leírás: Az opció a „bind” IP-címet határozza meg. Alapértelmezetten
minden hálózati interfészen elérhető a syslog-ng HTTP szervere
a port() opcióban meghatározottak szerint. Az ip() beállítása
akkor lényeges, ha a rendszer több hálózati interfésze közül nem
mindegyiken szeretnénk elérhetővé tenni a http() source-ot.
port(integer)
Alapérték: 80 | 443
Leírás: A HTTP szerver TCP portja állítható be az opcióval.




Leírás: transport("tls") opció esetén a tls() blokkban adhatóak meg
a HTTP source SSL/TLS beállításai.
Ezek a következők lehetnek:
• key-file(): PEM [38] formátumban tárolt TLS kulcs elérési
útvonala
• cert-file(): X.509 [39] tanúsítvány elérési útvonala (PEM)
• ca-dir(): A CA (certificate authority) tanúsítványokat
tartalmazó könyvtár útvonala
• crl-dir(): A CRL (certificate revocation list)
tanúsítványlistát tartalmazó könyvtár útvonala
• pkcs12-file(): PKCS #12 [35] formátumban tárolt kulcs,
tanúsítvány, és CA elérési útvonala
• peer-verify(): yes/no beállítás; kölcsönös autentikáció
esetén a kliens hitelesítéséhez szükséges bekapcsolni
• trusted-keys(): SHA-1 ujjlenyomatlista; megadása esetén
kizárólag az ujjlenyomatoknak megfelelő tanúsítványokkal
rendelkező kliensek tudnak kapcsolódni a HTTP szerverhez
• cipher-suite(): A TLS kapcsolathoz használt cipher lista
(kettőspontokkal elválasztva) korlátozható az opcióval; a
lehetséges értékek lekérdezhetőek az openssl ciphers -v
paranccsal
• dhparam-file(): Diffie-Hellman paramétereket tartalmazó fájl
elérési útvonala (PEM)
• ecdh-curve-list(): Kettőspontokkal elválasztott elliptikus
görbék listája; ezzel kiválaszthatóak a használni kívánt görbék








Leírás: Az egyidejűleg fenntartható TCP kapcsolatok számát korlátozza.
Erre a flow controlhoz használt „window” (log-iw-size()) kezdeti
értékének meghatározhatósága miatt van szükség.
keep-alive(yes/no)
Alapérték: yes
Leírás: Az opció a syslog-ng konfigurációjának újratöltése esetén határozza




Leírás: Az opció segítségével a HTTP source-ból érkező összes üzenet
hosztnév ($HOST) mezője felülírható.
time-zone(string)
Alapérték: system
Leírás: Az alapértelmezett időzónát határozza meg, például:
"Europe/Budapest". Amennyiben a beérkezett üzenet nem
tartalmaz időzóna-információt, az itt megadott időzóna szerint
kerül értelmezésre az üzenet időpecsétje.





Leírás: A folyamfelügyelethez (flow control) használt kezdeti ablakméret
(initial window size). Az itt meghatározott érték leosztásra kerül
a max-connections() értékével, ez lesz egy adott kapcsolat
ablakmérete. A TCP protokoll nyugtázásához hasonlóan, a
syslog-ng-n belül magasabb szinten implementált üzenetnyugtázás
használatos. A „destination” oldalt elhagyó üzenetek a célpont
típusától/protokolljától függően nyugtázásra kerülnek a syslog-ng-n
belül is, ezzel felszabadítva egy helyet a „source” oldalon fenntartott
ablakból. Az ablak betelésével az üzenetek fogadása megáll, így a
syslog-ng belső memória/diszk pufferei nem növekednek felső korlát
nélkül. Ha a source-on definiálható a pozíciókövetés művelete, akkor
ezek a nyugták az adott üzenet pozíciójának perzisztálásához is




Leírás: Alapértelmezett esetben az üzenetben található hosztnév mező a
helyben (use-fqdn(), use-dns() alapján) feloldott hosztnévvel
kerül helyettesítésre. yesre állítva az eredeti hosztnév megőrizhető.
chain-hostnames(yes/no)
Alapérték: no
Leírás: Ha a keep-hostname() opció be van kapcsolva, a
chain-hostnames opció beállításával lehetőség nyílik a syslog-ng
példány által feloldott hosztnevet is az eredeti hosztnévhez
illeszteni. Ekkor az eredeti hosztnevet egy ‘/’ elválasztókarakter,
majd a helyben feloldott hosztnév követi.
use-fqdn(yes/no)
Alapérték: no
Leírás: yes beállítás esetén rövid hosztnevek helyett FQDN (Fully
qualified domain name) [40] alak kerül használatra. Az opciónak
keep-hostname(no), vagy hosztnevet nem tartalmazó üzenetek




Leírás: Bekapcsolt állapotban a beérkező logok küldőjének IP-címe
feloldásra kerül, ez lesz az üzenet HOST mezőjében tárolva. Az
opciónak keep-hostname(no), vagy hosztnevet nem tartalmazó
üzenetek mellett van csupán hatása.
dns-cache(yes/no)
Alapérték: yes
Leírás: A syslog-ng belső DNS cache funkciója kapcsolható ki és be.
normalize-hostnames(yes/no)
Alapérték: no
Leírás: Az opciót yesre állítva a feloldott hosztnevek normalizálva (kisbetűs
alakra hozva) kerülnek tárolásra az üzenetekben.
keep-timestamp(yes/no)
Alapérték: yes
Leírás: Az opció meghatározza, hogy a bejövő logok időpecsétjét megtartva,
vagy a fogadás idejével felülírva történjen-e az üzenet továbbítása.
program-override(string)
Alapérték: <üres>
Leírás: Segítségével a HTTP source-on keresztül érkező összes üzenet
program ($PROGRAM) mezője felülírható.
tags(string list)
Alapérték: <üres>
Leírás: Az üzenetek a tags opcióval megcímkézhetők. A címkék hatékony
módon való filterezést tesznek lehetővé a syslog-ng pipeline későbbi





Leírás: A flagek a source alapvető működését befolyásolják. HTTP source
esetén a következő flagek érhetőek el:
• syslog-protocol: A logok RFC 5424 [17] szerint, hiba esetén
RFC3164 [16] szerint kerülnek értelmezésre.
• no-parse: Az üzenetet parse-olás nélkül továbbítja a syslog-ng
példány.
• sanitize-utf8: Minden invalid (UTF-8 karakterkódolásnak
nem megfelelő) karakter „escaped” formára lesz konvertálva.
• store-raw-message: A $RAWMSG nevű mezőben tárolásra
kerül az eredeti, parse-olás előtti üzenet is.
so-sndbuf(integer)
Alapérték: system
Leírás: A HTTP source TCP kapcsolatainak küldő kernel puffer mérete [41]
állítható be az opcióval (bájtban megadva).
so-rcvbuf(integer)
Alapérték: system
Leírás: A HTTP source TCP kapcsolatainak fogadó kernel puffer mérete [41]
állítható be az opcióval (bájtban megadva).
so-keepalive(yes/no)
Alapérték: no
Leírás: Az opcióval be- és kikapcsolható a TCP keepalive [4] funkció.
2.5.2. http() source példák
A fejezet néhány konkrét konfigurációs példát mutat be az előzőekben
dokumentált opciókat felhasználva.
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A fenti példában látható konfiguráció az alapértelmezett 80-as porton
fogad HTTP kérésekbe csomagolt üzeneteket, amelyek bármilyen feldolgozás,
parse-olás nélkül kerülnek tárolásra a /var/log/app/messages fájlban. A
max-connections, log-iw-size és log-fifo-size opciók a nagyobb sebesség
elérése érdekében lettek módosítva. Az utolsó előtti sorban látható flow-control
flag az egész log blokkba foglalt útvonalon bekapcsolja a flow controlált
üzenetfogadási módot, ezzel a source-ot megállítva, ha a céloldali fájl írása lassú
lenne, esetleg elfogyna a partíción a hely.
A példát előtérben indított syslog-ng példánnyal futtatva, és HTTP üzeneteket
küldve a következő látható:
$ sbin/syslog-ng -Fdev
[-] syslog-ng starting up; version=’3.18.1’
[-] Accepting connections; addr=’AF_INET(0.0.0.0:80)’
[-] Connection accepted; fd=’15’, client=’AF_INET(127.0.0.1:48824)’
[-] Incoming HTTP request;
[-] Incoming log entry; line=’pelda uzenet’
[-] Initializing destination file writer; filename=’/var/log/app/messages’
[-] Outgoing message; message=’pelda uzenet’
[-] Connection closed; fd=’15’, client=’AF_INET(127.0.0.1:48824)’
[-] Destination timed out, reaping; filename=’/var/log/app/messages’
[-] syslog-ng shutting down; version=’3.18.1’
9. Listing. syslog-ng indítása és kimenete http() példával
Az alapértelmezett 80-as port használatához általában adminisztrátori





[-] Error binding socket; addr=’AF_INET(0.0.0.0:80)’, error=’Permission denied (13)’
[-] Error initializing message pipeline; plugin_name=’http’
10. Listing. syslog-ng „socket binding” jogosultsági probléma
Ilyen esetekben a port() opcióval normál felhasználók számára is elérhető port
választható, például port(8080).




















A példában kölcsönös autentikáció (TLS mutual authentication) került
beállításra a peer-verify() opcióval. TLS-t használva a szerver autentikációja
mindig megtörténik, a titkosítás alapértelmezett. A peer-verify() opció
bekapcsolásával a kliens is autentikálható. Az autentikáció a ca-dir() útvonalon
található tanúsítványokkal történik. A pkcs12-file() opciót használva a
key-file(), cert-file() és ca-dir() opciók elhagyhatók, mivel a PKCS #12
[35] fájl ezeket tartalmazza.
Ha a kliens tanúsítvány nélkül próbál csatlakozni, vagy a tanúsítványát nem
sikerült autentikálni, a kapcsolat eldobásra kerül:
$ sbin/syslog-ng -Fe
...
[-] SSL error while reading stream; tls_error=’peer did not return a certificate’
[-] I/O error occurred while reading HTTP request; fd=’15’,
error=’Connection reset by peer (104)’
[-] Connection closed; fd=’15’, client=’AF_INET(127.0.0.1:42722)’,
local=’AF_INET(0.0.0.0:443)’
11. Listing. syslog-ng kliens autentikációs hiba
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A példában JSON [37] formátumban dolgozza fel az üzeneteket a syslog-ng
példány. A „pipeline”-ba egy json-parser() is be lett illesztve, hogy az üzenetek
egyes részei kulcs-érték párok formájában is elérhetőek legyenek a destination
számára.









Az előbbi beállításokkal a fogadott logok RFC 5424 [17] vagy RFC 3164 [16]
szerint lesznek értelmezve/parse-olva.
A feldolgozást követően az üzenet egyes részei kulcs-érték párokban érhetők




A fejezetben főként szerveralkalmazások skálázhatóságát támogató
implementációs módszerekről, stratégiákról és programtervezési mintákról esik
szó. Az ismertetett fogalmak/módszerek nem mindegyike került felhasználásra
a szakdolgozat implementálásakor, az itt felsoroltak közül került kiválasztásra a
syslog-ng architektúrájába legjobban illő, illetve a szakdolgozat keretében elkészült
HTTP szerver skálázhatóságát legjobban elősegítő megoldás.
3.1. Kliens-szerver modell
A kliens-szerver modell eszközök és programok hálózaton történő
kommunikációjának leggyakoribb típusát határozzák meg. A modellt két fajta
komponens alkotja: a kliensek és a központi szerver (kiszolgáló).
• Kliens: Olyan hálózati eszköz vagy program, amely egy távoli számítógépen
elhelyezett szolgáltatást, információt használni/elérni hivatott.
• Szerver: Általában nagyobb teljesítményű számítógép vagy program, amely
távoli kliensek számára szolgáltatások elérését, hálózaton megosztott
erőforrások használatát teszi lehetővé.
A szerver komponens az általa megosztani kívánt szolgáltatást, erőforrást
elérhetővé teszi a hálózaton keresztül a kliensek számára. A modellben többnyire a
kliensek kezdeményeznek, egy kérést küldenek a szerver felé. Például egy webszerver
esetén a kliensek lehetnek böngésző alkalmazások, amelyek HTTP [33] kéréseket
küldenek a szerver felé. A szerver erre a kért tartalommal válaszol. A példában a
szerver információs szolgáltatást nyújt egy központi adatbázis felhasználásával.
5. ábra. Kliens-szerver modell (forrás: Wikipédia)
A kliens-szerver architektúra sokféle hálózati protokollon implementálható,
a szakdolgozat a TCP/IP protokollstruktúra szállítási és alkalmazási rétegének
















6. ábra. TCP/IP és az OSI-modell rétegeinek összehasonlítása
3.2. A C10K probléma
A „C10K probléma” kifejezést 1999-ben vezette be Dan Kegel egy internetes
cikkében [43]. A C10K kifejezés arra utal, hogy az akkori legerősebb szerverek sem
tudtak 10.000 kliens felé skálázódni, azaz nem voltak képesek ennél több kapcsolat
egyidejű kiszolgálására.
A cikk a probléma és annak lehetséges megoldásainak elemzéséről szól, főként
Unix rendszerek lehetőségeit figyelembe véve, de néhány Windows-specifikus példát
is adva. A probléma feloldásának fontos lépése az adott operációs rendszeren
elérhető I/O stratégiák megismerése. A legegyszerűbben implementálható „thread
per client” modelltől kiindulva, a Linux és BSD kernelek által biztosított epoll()
és kqueue() rendszerhívásokkal bezárólag minden módszer elemzésre kerül. Ezek a
szakdolgozatban is rövid bemutatásra kerülnek a 3.3. fejezetben.
A C10K probléma mellett néhány éve a C10M probléma [44] is felmerült,
amely az operációs rendszerek kerneljeinek megkerülésével próbál tízmillió egyidejű
kapcsolatot elérni. Ennek vizsgálata azonban a szakdolgozat témáján kívül esik.
3.3. I/O stratégiák
3.3.1. „Thread per client” modell
A „thread per client” stratégia a legegyszerűbben implementálható klienskezelési
megoldás. Minden beérkező kapcsolat esetén egy új szálat indít a szerveralkalmazás,
ez a szál dedikáltan az adott kliens kiszolgálására lesz fenntartva. A kommunikáció
során használt read() és write() rendszerhívások – vagy az ezeknek megfelelő
más nevű műveletek – blokkolnak. Blokkolás alatt az értendő, hogy a hálózati
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kommunikációért felelős rendszerhívások nem térnek vissza, ameddig nem sikerül
az elvárt mennyiségű bemenő/kimenő adatot fogadni/elküldeni.
Ennek végeredményeképp tízezer kliens esetén tízezer szál indítására van
szükség. Egy szál indításához az operációs rendszernek erőforrásokat kell foglalnia,
például egy 2-8 MB méretű verem adatszerkezetet a szál függvényhívásainak és
lokális változóinak tárolásához. Ez a memóriaigény már 1000 egyidejű kapcsolat
fenntartásánál is jelentős, így nem minősíthető jól skálázódó megoldásnak.
A szálak idejük nagy részét I/O műveletek befejeződésére várva töltik, a közöttük
történő kontextusváltás (context switch) pedig költséges művelet a CPU-k számára.
A cache-ek nagy része ilyenkor invalidálódik, a processzor regisztereit el kell menteni,
majd visszaállítani; ezért processzoridő szempontjából sem beszélhetünk megfelelően
skálázódó modellről.
A szálak memória és processzoridőbeli költségei csökkenthetők „green
thread”-ekkel, vagy a Go programozási nyelv [13] „Goroutine” megoldásának
segítségével.
3.3.2. „Non-blocking” megoldások
A „thread per client” stratégia negatívumainak felismerése után adódik a
gondolat, miszerint egy szálon vagy processzen belül akár több klienst is ki lehetne
szolgálni.
Az operációs rendszerek kernelei több megoldással is támogatják ezt a
gondolatot. Az első szükséges lépése az egy szálon belül történő több kliens
kiszolgálásának a „non-blocking” műveletek bevezetése. Akkor tekinthető egy
rendszerhívás nem blokkolónak, ha a meghívását követően nem történik I/O
műveletre való várakozás. Ezt a Unix rendszerek kernelei úgy oldják meg, hogy
a read() vagy write() hívások [3] vagy azonnal visszatérnek a kernel pufferekből
olvasott/írt adatokkal, vagy pedig egy hibakóddal jelzik, hogy a művelet nem tud
blokkolás nélkül végrehajtódni. Ez a hibakód általában EAGAIN vagy EWOULDBLOCK
szokott lenni [41].
A „non-blocking” műveleteken kívül szükség van egy megoldásra, amely
egy szálon képes több kliens kiszolgálását multiplexálni. Ehhez azt kell tudni
megállapítani, hogy adott pillanatban mely kliensek állnak készen nem-blokkoló I/O
műveletek végzésére. Ez a művelet ugyancsak a kernelek nyújtotta rendszerhívásokon
alapul. Egy részük „polling” módszereken alapszik, ami a kliensek állapotának
ismételt lekérdezését jelenti. Más megoldások szignál- vagy eseményvezérelt módon
működnek.
Unix rendszereken a hálózati kommunikáció során a klienskapcsolatok „file
descriptorokkal” (FD) vannak reprezentálva. Az FD gyakorlatban egy azonosító
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– egy szám –, amely hozzáférést biztosít a már említett read() és write()
műveleteken keresztül az I/O erőforrásokhoz.
A „non-blocking” módon való socketkezeléshez ezeket az FD-ket kell
„non-blocking” módba állítani a O_NONBLOCK flag beállításával [41]. Ezt
követően select(), poll(), epoll(), kqueue() vagy POSIX AIO segítségével a
nem-blokkoló FD-k állapota („I/O readiness”) megfigyelhető. Ezek a megoldások
egyszerre több kliens állapotát figyelik, a kliensek közti multiplexálás a készenlétük
sorrendje alapján történik.
A következő alfejezetekben az előbb felsorolt módszerek kerülnek bemutatásra.
3.3.3. „Edge-triggered” és „level-triggered” eseménykezelés
A kapcsolatok készenléti állapotát („I/O readiness”) megfigyelő módszerek
két kategóriába sorolhatók: élvezérelt („edge-triggered”) és szintvezérelt
(„level-triggered”).
Level-triggered esetben, ha egy FD elérhetővé válik nem-blokkoló olvasásra,
és a kernel pufferekből nem került kiolvasásra az összes adat, akkor a következő
lekérdezéskor ugyanúgy elérhetőként lesz megjelölve az adott FD. Ezzel szemben
az edge-triggered módszer csak akkor jelöl egy FD-t újra elérhetőnek, ha a kernel
puffereiből minden adat kiolvasásra került (ha a read() hívás EAGAIN-nel tért
vissza). Ugyanez igaz az írás műveletre is.
Máshogy megfogalmazva, az élvezérelt mód állapotváltásokat jelez, ahol a két
váltakozó állapot a „várakozó” és az „írásra/olvasásra kész” FD; a szintvezérelt mód
pedig állandó információt ad arról, hogy mely FD-kből lehet írni/olvasni blokkolás
nélkül.
Az edge-triggered módszert használó alkalmazások hatékonyabbak a
level-triggered változatoknál, de ez jelentős komplexitást ad az implementációhoz.
A syslog-ng architektúrája egy szintvezérelt könyvtár alapjaira lett építve, így
például itt sincs lehetőség az élvezérelt mód használatára.
3.3.4. select() és poll() rendszerhívások
A select() [45] és a poll() [46] a legidősebb és legismertebb rendszerhívások,
amik megoldást adnak az ismertetett problémára.
A select hívás több „file descriptor” egyidejű felügyeletét teszi lehetővé. Az írni
és olvasni kívánt FD-k halmazát külön megadva a hívásnak (egy időtúllépési érték
mellett), a rendszerhívás várakozni fog, ameddig egy vagy több FD I/O műveletre
előrhetővé nem válik, vagy a megadott „timeout” érték le nem telik. A várakozás
szignál által is megszakítható, ezért a művelet eredményét utólag ellenőrizni kell.
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A rendszerhívás jó megoldást nyújtana a 3.3.2. fejezetben bemutatott
problémára, azonban limitációi és néhány implementációs problémája miatt nem
a ma elérhető leghatékonyabb választás:
1. Legfeljebb FD_SETSIZE [45] FD figyelhető meg a select() segítségével. Ez
Linux rendszereken 1024, így nem igazán alkalmas annál több kliens egyidejű
kiszolgálására.
2. A hívásból visszatérve a megadott FD halmaz összes elemét be szükséges járni,
így lehetséges csupán meghatározni, hogy mely kapcsolatok váltak elérhetővé
I/O műveletek végzésére. Ez az iteráció a kernel oldalon is megtörténik. Az
iteráció a kapcsolatok számától lineárisan függő processzoridőt vesz igénybe.
3. A rendszerhívásnak megadott halmazok módosításra kerülnek a kernel által,
ezért a létrehozott adatszerkezet nem használható fel újra. A halmazok
újraépítése vagy lemásolása ugyancsak időigényes.
4. Nem szálbiztos.
A poll() rendszerhívás a select() limitációi és hátrányai közül próbál
néhányat feloldani. Működése majdnem teljesen megegyezik a select híváséval.
1. Nincs korlátozva a monitorozható kapcsolatok száma.
2. A hívásnak felügyelésre átadott lista többször is felhasználható másolatok vagy
újraépítés nélkül.
Bár egy limitáció feloldásra került, a listán történő iteráció továbbra is szükséges
a felhasználói oldalon is.
A monitorozott FD lista dinamikus módosítására egyik esetben sincs lehetőség.
Mindkét mechanizmus szintvezérelt („level-triggered”) megfigyelést valósít meg. A
fennmaradó problémákat Linux platformokon az epoll() rendszerhívással, BSD
rendszereken pedig a kqueue()-val próbálták meg orvosolni.
3.3.5. epoll() és kqueue()
A Linux-kernel 2.6-os verzióját követően az epoll() [47] vált az ajánlott
„polling” mechanizmussá. A select és poll limitációit és teljesítménybeli
problémáit kiküszöbölve az epoll ugyanúgy „file descriptorok” monitorozását teszi
lehetővé.
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Az API három rendszerhívásból épül fel:
• epoll_create(): Egy epoll példányt hoz létre. Maga az epoll példány is egy
FD-vel kerül reprezentálásra.
• epoll_ctl() (control interface): A megfigyelni kívánt erőforrások dinamikus
hozzáadása, módosítása és törlése ezzel a hívással történik.
• epoll_wait(): A poll, illetve select-hez hasonló hívás, amely a
megfigyelendő események bekövetkezésére vár.
Ellentétben az előző megoldásokkal, az epoll implementáció teljes egésze
kerneloldalon található. Nincs szükség halmaz, vagy bármilyen adatszerkezet
felhasználói oldali létrehozására/fenntartására. Az epoll példány egy FD-vel
azonosítva, a fenti műveletekkel dinamikusan konfigurálható.
Az epoll használata során nincs szükség a kapcsolatokon iterálni, az
epoll_wait() hívás kizárólag azokkal a kapcsolatokkal tér vissza, amelyek
eléthetővé váltak. A megfigyelni kívánt erőforráson (FD-n) kívül saját adatmező
is megadható az epoll API-nak, ezzel az adott eseményre feliratkozva beállítható
az esemény kontextusa, ami a bekövetkezést követően lekérhető. A mechanizmus
szálbiztos, élvezérelt („edge-triggered”) és szintvezérelt („level-triggered”) módot is
támogat. Az epoll_create() függvénnyel létrehozott epoll példány kerneloldali
állapotot tart fenn, ezért a példányt használat után a close() hívással le kell zárni.
A kqueue() [48] rendszerhívás BSD rendszereken – köztük a macOS operációs
rendszeren – érhető el, az epoll() hívással majdnem teljesen megegyező
funkcionalitással bír, egy más API mögött.
3.3.6. POSIX aszinkron I/O (AIO)
A POSIX AIO [49][5] valódi aszinkron megoldást próbál nyújtani I/O műveletek
végzésére, ellentétben a többi bemutatott „polling” módszerrel, ami szinkron
környezetben multiplexál több erőforrás, kapcsolat között.
AIO esetén az olvasást és írást végző műveletek (aio_read(), aio_write())
azonnal visszatérnek, az I/O műveletek elvégzésére való várakozás nélkül. Ilyenkor
az olvasási/írási művelet egy várakozási sorba kerül. Az I/O eljárás befejeződéséről
aszinkron módon értesülhet a hívó fél, például szignál vagy „callback” függvény új
szálban történő meghívásával.
A Linux-kernel AIO implementációja nem tekinthető elég érettnek, ezért nem
javasolják szerveralkalmazások implementálásához.
Az aszinkron I/O mellett szignál alapú (signal-driven I/O) [1] megközelítés
is létezik, amely POSIX szignálokon keresztül jelzi a socketeken történt
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állapotváltozásokat. Ez a megoldás gyakorlatban csupán UDP protokollal
használható, TCP socketek esetén túl gyakran érkeznek szignálok, és nem állapítható
meg a bekövetkezett esemény pontos oka.
3.4. Eseménykezelő programtervezési minták
A 3.3. fejezetben ismertetett I/O stratégiák rendszerközeli, alacsony szintű
műveleteket definiáltak. Ezeket felhasználva különböző programtervezési minták
(design patternek) alakultak ki, a mintákra építve pedig eseményvezérelt
programozási elveket követő programkönyvtárak jöttek létre.
A fejezetben két ismertebb eseménykezelő programtervezési minta kerül
bemutatásra.
3.4.1. A Reactor programtervezési minta
A reactor programtervezési minta [2] párhuzamosan beérkező inputok
kezelésére alkalmas. A minta alapja egy eseményvezérlő ciklus, amely események
beérkezésére, I/O műveletek non-blocking elérhetőségére vár. A beérkezett kérések
demultiplexálásra kerülnek, és továbbítva lesznek szinkron módon – a kérés típusa
alapján – a megfelelő kéréskezelő rutin felé. A kéréskezelő újabb I/O műveleteket –
például választ – ütemezhet be, amelyet a reactor újra továbbít egy másik kezelő














7. ábra. A reactor pattern szemléltetése eseménysorral, munkavégző szálakkal
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A minta komponensei:
• Erőforrások: Inputot és outputot előállítani képes elemek, például: hálózati
kapcsolat, socket, FD
• Esemény demultiplexer: Egy eseményvezérlő ciklust futtató elem. Gyakran
egy eseménysor is társul hozzá, itt kerülnek felhasználásra az előző fejezetek
„polling” módszerei is, például az epoll() vagy a kqueue(). Amint egy
esemény blokkolás nélkül teljesíthető, az elküldésre kerül a „Továbbítónak”.
• Továbbító: A kéréskezelők regisztrációját, azok törlését végzi. A demultiplexer
által küldött eseményeket, kéréseket a megfelelő kéréskezelőhöz rendeli és
továbbítja neki.
• Kéréskezelő: Egy adott típusú kérés kezeléséért felelős, az alkalmazás fő
logikája itt foglal helyet.
A programtervezési minta kéréskezelői jól elkülöníthetőek egymástól, ezért
az alkalmazás elemei moduláris módon implementálhatók. A reactor többnyire
egyszálú, de a kéréskezelő metódusok külön munkavégző „worker” szálakba
szervezhetőek, és a kérés feldolgozása során beütemezendő új I/O műveletek pedig
visszavezethetőek a reactor fő szálába.
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3.4.2. A Proactor programtervezési minta
A proactor tervezési minta [2] a reactor pattern aszinkron változatának
tekinthető. Implementálható például POSIX AIO-ra építve, vagy reactor patternt
beágyazva, epoll() vagy kqueue() alapokon.
8. ábra. A proactor pattern komponensei és kölcsönhatásaik (forrás: Boost.Asio)
Alkotóelemei:
• Aszinkron művelet: Egy aszinkron módon elvégezni kívánt művelet, például
egy hálózati kapcsolatból való olvasás/írás.
• Aszinkron műveletfeldolgozó: Végrehajtja az aszinkron műveleteket, befejezést
jelző eseményeket helyez az eseménysorba.
• Befejezésjelző eseménysor: Az aszinkron műveletek befejeződését jelző
eseményeket tároló sor adatszerkezet.
• Eseménykezelő: Feldolgozza az aszinkron műveletek eredményét.
Alkalmazásspecifikus logikát tartalmaz.
• Aszinkron esemény demultiplexer: Események bekövetkezésére vár. Az
eseményeket az eseménysorból kiszedi, és visszaadja azokat a hívó félnek.
• Proaktor: A demultiplexert meghívva eseményeket dolgoz fel, és futtatja azok
eseménykezelőit.
• Kezdeményező: Alkalmazásspecifikus kód, amely aszinkron műveleteket
produkál. Ezeket az aszinkron műveletfeldolgozóval kölcsönhatásba lépve
indítja el.
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3.4.3. Eseményvezérelt I/O programkönyvtárak
A reactor, proactor programtervezési mintákra és az azokban használatos
epoll(), kqueue(), poll() rendszerhívásokra számos eseményalapú
programkönyvtár épül. Ezek közül néhány ismertebb C/C++ könyvtár a libevent
[50], libev [51], libuv [52] és a Boost.Asio [53].
A felsorolt programkönyvtárak ugyanazon célból és gondolat mentén jöttek
létre – eseményvezérelt módon működő alkalmazások készítéséhez –, ezért
funkcionalitásuk is hasonló, többnyire támogatott platformjaikban és kiegészítő
funkcióikban térnek el egymástól.
Fő funkcióik a hálózati kapcsolatok aszinkron, non-blocking módon való
kezelése, aszinkron fájlműveletek, időzítők, belső események generálása és kezelése,
munkavégző szálak támogatása és azok szinkronizációját segítő elemek biztosítása.
9. ábra. A libuv programkönyvtár felépítése (forrás: libuv dokumentáció)
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3.5. Webszerverek
A fejezet két ismertebb webszerver implementációt mutat be röviden az
előzőekben részletezett stratégiák mentén.
3.5.1. Az Apache HTTP szerver
Az Apache HTTP szerver [60] a legtöbbek által ismert webszerver megvalósítás.
I/O stratégiáit tekintve 3 módon képes üzemelni. Ezek „Multi-Processing Modules”
(MPM) [61] néven ismertek.
• MPM prefork: A „thread per client” modell megvalósítása. Szálak helyett
teljes folyamatok kerülnek létrehozásra, mindegyik folyamat egy kapcsolat
kiszolgálására alkalmas. Az egyidejűleg kiszolgálható kérések száma a
konfigurációban limitált (MaxRequestWorkers), ez a beállítás mondja meg,
legfeljebb hány processz kerülhet elindításra. Az MPM prefork mód nem
skálázódik jól sok egyidejű kapcsolat mentén.
• MPM worker: Hibrid, több szálat és több folyamatot használó
megoldás. Minden elindított folyamat egy megadott számú szerverszálat
(ThreadsPerChild) és egy kapcsolatokat fogadó szálat indít. A fogadó
szálak szinkronizált módon osztják szét a TCP kapcsolatokat, majd ezeket
szálakhoz rendelik, ahol ugyancsak „blocking I/O” megoldásokkal történik
a HTTP kérések kiszolgálása. A több HTTP kérést küldő kapcsolatok
(keep-alive) a szálakat foglaltan tartják, így ez sem alkalmas igazán sok
egyidejű kapcsolat hatékony kiszolgálására.
• MPM event: Az epoll() és kqueue() rendszerhívásokon alapuló
eseményvezérelt megoldás. A kérések feldolgozása az MPM workerhez
hasonlóan munkavégző szálakba kerül ütemezésre, de ez „non-blocking”
műveletekkel történik, így a szálak nem állnak I/O hívásokban várakozva. Az
MPM event az előző két mód limitációit feloldja, „keep-alive” kapcsolatok
esetén is hatékony, skálázódó működést biztosít.
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3.5.2. Az NGINX webszerver
Az NGINX [62] szerveralkalmazás kifejezetten a C10K probléma feloldására
készült webszerver és proxy megvalósítás.
Az NGINX HTTP szerver implementációja eseményvezérelt, a reactor
programtervezési mintán alapul [7].
10. ábra. Az NGINX egy processzének működése munkavégző szálakkal (forrás:
nginx.com)
Mivel a reactor programtervezési minta eseményvezérlő ciklusa csak egy
szálon képes futni, az nem képes processzormagokon skálázódni. Az NGINX
emiatt konfigurálható számú folyamatot indít el, minden egyes folyamat egy
saját eseménykezelő ciklust futtat. A beérkező kapcsolatok egyenletesen kerülnek
szétosztásra a folyamatok között, ahol „non-blocking” módon lesznek kiszolgálva
a kérések. A hosszabb időt igénybe vevő feladatok – például háttértárról történő
olvasás – a folyamatokon belül külön munkavégző szálakba ütemeződnek, így a
ciklus valóban fennakadások nélkül képes működni. A feladatok befejeződése után
a kliensek számára visszaküldendő válasz bekerül a ciklus eseménysorába, így kerül
ugyancsak „non-blocking” módon kiküldésre.
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3.6. Eseményvezérelt I/O a syslog-ng-ben
A syslog-ng rendszernaplózó szoftverben a bemutatott „non-blocking”
megoldások közül több is használatban van. A program teljes egésze jól skálázódó,
eseményvezérelt és aszinkron módon került implementálásra. Az eseménykezelő
ciklust, és a „non-blocking” I/O műveletek végzését az ivykis [54] névre hallgató
programkönyvtár valósítja meg, erre épül a syslog-ng funkcionalitásának java. A
3.4.3. fejezetben részletezett programkönyvtárak közül sok még nem létezett a
syslog-ng aszinkronná alakításának idején, ezért került a választás a kevésbé ismert
ivykisre.
Az ivykis könyvtár kqueue, epoll és poll megoldásokat is használ, mindig az
adott platformon elérhető leghatékonyabb módszert választva.
Mivel a syslog-ng moduljai és az azokban elhelyezkedő pluginek is az
ivykis könyvtárra épülnek, ezért más, saját eseményvezérlő ciklussal rendelkező
programkönyvtárak vagy blokkoló API-ra (application programming interface) épülő
megoldások integrálása nem lehetséges. Emiatt a szakdolgozat céljaként kitűzött
HTTP szerver és „source” külső szerverkönyvtár használata nélkül lett megvalósítva,
de ezt megelőzően egy másik megközelítés is megtervezésre került általam, amely
lehetővé teszi más szerverkönyvtárak használatát a syslog-ng source oldalán. Ezt a
tervet meg is valósítottam „Threaded source and fetcher” [55] néven. A syslog-ng
Python nyelven üzenetfogadást lehetővé tevő bővítménye [56] épül jelenleg erre az
alrendszerre.
3.6.1. Threaded source
A „threaded source” a syslog-ng fejlesztőinek készült absztrakció, amely
segítségével könnyedén implementálhatók konkrét üzenetfogadó pluginek az
ivykis könyvtártól való szoros függés nélkül. Az API egy külön szálat
biztosít, amelyben blokkoló műveletek használhatók, vagy egy külső aszinkron
szerveralkalmazás/programkönyvtár indítható el. A dedikált szálból üzenetek
továbbíthatók a syslog-ng pipeline további pontjai felé.
Ahogy a 11. ábrán látható, a LogThreadedSourceDriver absztrakt osztályból
leszármazó konkrét megvalósításoknak 4 műveletet szükséges implementálniuk.
Az init() és deinit() metódusok a syslog-ng pipeline inicializálásához és
deinicializálásához szükségesek. A run() műveletben van lehetőség a saját
eseménykezelő ciklus elindítására, amely egy külön, dedikált szálon kerül futtatásra.
Ebben a függvényben lehetséges továbbá a szerver által fogadott üzenetek
továbbítása. Ehhez először a beérkezett nyers üzeneteket strukturált formára kell
alakítani a LogMessage osztály példányosításával és annak mezőinek beállításaival.


























































11. ábra. A threaded source és fetcher osztálydiagramja példákkal
A syslog-ng leállításakor és a konfiguráció újratöltése (reload) során a source szálat
is le kell állítani. A szál szabályos leállítása a request_exit() meghívásával
lehetséges, ezért ennek implementálása is kötelező.









12. ábra. A threaded fetcher állapotdiagramja
LogThreadedFetcherDriver osztály a LogThreadedSourceDriver egy
specializált változata. Ez főként blokkoló I/O műveleteken alapuló könyvtárak
használatához készült. A dedikált szál mellett saját ütemező ciklussal rendelkezik,
így a felhasználójának nem szükséges ezt külön implementálnia. Egyetlen kötelezően
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megadandó művelete a fetch(), ami egy üzenet fogadását/lekérdezését végzi.
Visszatérési értéke emiatt maga az üzenet egy státuszkóddal társítva. A connect()
és disconnect() függvények opcionálisak, ezeknek akkor van jelentősége, ha
az üzenetek fogadásához szükséges erőforráshoz kapcsolódni kell. Amennyiben a
kapcsolódás nem sikerül, vagy a kapcsolat megszakad, a syslog-ng konfigurációjában
megadott time-reopen időközönként próbálkozik újra a plugin.
A „threaded source” alapján egy kész HTTP szervert megvalósító
programkönyvtár is integrálható lenne, mint például a C++ nyelven íródott
Beast [57]. A Beast programkönyvtár használatához a C++ nyelv támogatásának
bevezetése lenne szükséges a syslog-ng-ben. C nyelven íródott, hasonlóan jó
minőségű könyvtárat a tervezés idejében nem találtam, emiatt a „threaded
source”-tól független, ivykis alapokon történő implementáció mellett döntöttem.
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4. Fejlesztői dokumentáció
A fejlesztői dokumentáció a HTTP kéréseket és válaszokat kezelő keretrendszer,
a HTTP(S) szerver implementáció és a példaként bevezetett HTTP(S) source plugin
rendszertervét tartalmazza.
Mivel ezek a syslog-ng rendszernaplózó szoftver bővítményeiként kerültek
implementálásra, ezért a syslog-ng architektúrájának és az érintett/felhasznált
komponenseknek az ismertetésére is szükség van.
4.1. Objektumorientált programozás C nyelven
Az objektumorientált programozás a ma leggyakrabban használt és követett
programozási paradigma. Nevéből adódóan objektumokon alapszik. Egy
objektum állapotokat reprezentál, adatokat foglal magában, és az adatok
manipulálásához műveleteket biztosít. Az adatokat attribútumoknak, mezőknek
vagy tulajdonságoknak szokták nevezni, az objektumon végezhető műveleteket
pedig metódusoknak. Egy objektumorientált módon írt program egymással
kölcsönhatásba lépő objektumokból épül fel.
Az objektumok a legtöbb programozási nyelvben osztály vagy prototípus
alapúak. Egy osztályt példányosítva jön létre egy objektum példány, amely más
objektumokat magába zárhat (kompozíció, aggregáció), vagy öröklődhet más
osztályokból. Az osztályokon belül gyakran láthatósági szintek is definiálhatók,
illetve az osztályok néhány specializált változata is nyelvi szinten megfogalmazásra
kerül, például: absztrakt osztályok, interfészek.
Objektumorientált kód írásához az adott programozási nyelvnek támogatnia
kell a paradigmát a felsorolt eszközök biztosításával. Ez néha a nyelv „öregségéből”
adódóan vagy egyéb okok miatt nem valósul meg.
A syslog-ng naplózórendszer jelentős része C nyelven íródott. A C programozási
nyelv közel 50 éves múltra tekint vissza, így érthető okokból nem ad
objektumorientált programozáshoz eszközöket. Ennek ellenére a felsorolt fogalmak
és módszerek bevezethetőek és kézzel implementálhatóak C nyelven is, a syslog-ng
forráskódjában számos példa található erre.
4.1.1. Osztályok, absztrakt osztályok és öröklődés C-ben
A C alacsony szintű, általános célú programozási nyelv. Primitív típusain kívül
definiálhatók tömbök, struktúrák, uniók, felsorolók, mutatók és típusdeklarációk.
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Ezeket felhasználva lehetséges az objektumorientált programozási paradigmák
szerint alkalmazásokat fejleszteni a nyelvvel [6]. Egy osztály modellezhető C
nyelvbeli struktúrák, függvények és függvénymutatók segítségével, például:









void log_source_init_instance(LogSource *self, GlobalConfig *cfg);
void log_source_free(LogSource *self);
void log_source_set_options(LogSource *self, LogSourceOptions *options);
bool log_source_free_to_send(LogSource *self);







12. Listing. A LogSource osztály definíciója C nyelven (példa)
A 12. példának megfelelő UML osztálydiagram a következőképp néz ki:
+options : LogSourceOptions *
+ack_tracker : AckTracker *
#LogSource(cfg : GlobalConfig *)
#~LogSource()
+set_options(options : LogSourceOptions *)
+free_to_send() : bool




13. ábra. A LogSource példa UML osztálydiagramja
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Az osztályok attribútumai a struktúrában foglalnak helyet. Láthatóság állítására
nincs a C++ nyelvhez hasonló részletességű lehetőség, a típusdefiníciók és
metódusok priváttá tehetők, ha azok a static kulcsszóval kerülnek definiálásra
a megfelelő .c fájlban.
Egyszeres öröklődés megvalósítható úgy, hogy a gyerekosztály struktúrájának
első mezőjeként kerül megválasztásra az ősosztály, például super néven. Így a
LogSource::super kifejezéssel az ősosztály tagjai elérhetővé válnak. A példában
szereplő LogSource osztály példányosítás után értékül adható egy LogPipemutatót
tároló változónak, és a kasztolás operátor segítségével bármikor visszaalakítható
LogSource objektummá, mivel a C szabványok garantálják, hogy egy struktúra első
mezőjének címe megegyezik a struktúrából létrehozott objektum címével. Egynél
nagyobb mélységű öröklődési lánc esetén a gyerekosztályok kissé csúnya módon, a
self->super.super láncolásával érhetik el az ősosztályaikat. Ez kiküszöbölhető
lenne a más programozási nyelvekben alkalmazott „vtable” (virtual method table)
[10] alkalmazásával, de a syslog-ng forráskódja az előbbi módszert alkalmazza az
egyszerűség kedvéért.
Az osztályokhoz rendelt metódusokat egyszerű C függvények helyettesítik,
melyeknek első paramétere az OOP nyelvekből ismert this, amit a példában
selfnek nevezünk. A metódusok neveiben prefixként szerepel a struktúra neve,
például a LogSource osztály post() metódusának neve log_source_post()
lesz. A self segítségével a függvény hozzáfér a struktúra elemeihez, pontosan
úgy, ahogyan egy metódus is meg tudja ezt tenni. A C nyelvben a konstruktor
és a destruktor is egy függvényként kerül megvalósításra. Ezek nevei általában
tartalmazzák a „new/free” vagy „init/deinit” szavakat.
A példában szereplő LogSource osztály egy absztrakt osztály. Az absztrakt
osztályok nem példányosíthatóak, és legalább egy absztrakt metódussal
rendelkeznek, amelyet a gyerekosztálynak kell felüldefiniálnia. Absztrakt
metódusokat „vtable” hiányában a struktúrán belül, függvénymutatók segítségével
lehet deklarálni. A LogSource-ban szereplő wakeup() függvénymutató egy jó példa
erre. Ezt a származtatott osztály konstruktorában lehet felülírni a gyerekosztály
implementációjával, például: self->super.wakeup = my_wakeup;. Öröklődés
esetén a destruktorok is ezzel a módszerrel tehetők virtuálissá.
Az absztrakt metódusok meghívása a következőképp történhet:
self->wakeup(self). Itt az objektumpéldány neve redundáns, ezért
ennek meghívása egy függvény mögé rejthető, mint ahogy a példában a
log_source_wakeup() függvényben történik.
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4.2. A syslog-ng architektúrája
A syslog-ng rendszernaplózó szoftver 20 éves múltja alatt rengeteg átalakításon,
újraíráson és refaktoráláson esett át, emiatt architektúrája rendkívül komplex.
Az architektúrát érintő komponensek, fogalmak kerülnek ismertetésre ebben a
fejezetben.
4.2.1. A naplózó fő komponensei
A szoftver fő komponensei a „syslog-ng core”, a syslog-ng moduljai és a
segédprogramok. Ezek forráskód szintjén is jól elkülönülnek egymástól.
14. ábra. A syslog-ng forráskódjának fájlrendszer szintű hierarchiája
A lib mappán belül találhatók a syslog-ng magját képező elemek
és segédkönyvtárak, a modules mappa a dinamikusan betölthető modulok
forráskódját tartalmazza. Az egyes modulok egymástól függetlenek, de a lib
mappában található „core” elemektől függhetnek, felhasználhatják azokat. A
lib alatt található csomagok és osztályaik erősen kapcsolódnak egymáshoz,
interfészeik kevésbé tisztázottak, ezért ezek monolitikus módon, egyetlen dinamikus
programkönyvtárban foglalnak helyet. A modulok – ezzel szemben – a monolitikus
felépítést megtörve, jól definiált interfészen keresztül tölthetőek be és használhatóak
fel a syslog-ng alkalmazásban.
A modulok egy vagy több pluginből állnak, amelyek a syslog-ng „pipeline”-jába
épülnek be. A 16. ábrán látható affile modul például több plugint is tartalmaz:
egy fájlokból üzenetek olvasását lehetővé tévő forrás plugint, egy fájlok írásáért
felelős célállomás plugint és egy wildcard-file() forrás bővítményt, amely több
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fájl egyidejű megfigyelését teszi lehetővé hatékony módszerekkel (inotify [59]).
15. ábra. A syslog-ng forráskódjának („lib”) hierarchiája
16. ábra. A syslog-ng forráskódjának („modules”) hierarchiája
A 14, 15. és 16. diagramokon látható fájlhierarchia a forráskód szervezése mellett
azt is megmutatja, hogy mely komponensek módosulnak a leggyakrabban. A gyakran
változtatott elemek sötétebb színnel vannak megjelölve az ábrákon. Az ábrák a Code
Maat [58][11] forráskódelemző eszközzel készültek.
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4.2.2. A syslog-ng „pipeline”
A syslog-ng architektúrája moduláris, „pipeline” alapú.
A naplózó felhasználói interfésze a syslog-ng.conf konfigurációs fájl. A
2.4.2. fejezetben bemutatott konfigurációs nyelvet használva lehetséges a syslog-ng
alkalmazás beállítása. A nyelv a GNU Bison [14] parser generátor használatával
kerül feldolgozásra, amely LALR(1) [12] szintaktikus elemzést végez.
A konfiguráció szintaktikai elemzése közben irányított körmentes gráfok (DAG)
épülnek fel, a gráf egyes ágaira hivatkozunk „pipeline” néven. A gráfban a bejövő
élekkel nem rendelkező csúcsokat forrásoknak (source), a kimenő élekkel nem
rendelkező csúcsokat pedig nyelőnek, célállomásnak (destination) nevezzük. A többi
csúcs „parser”, „rewrite rule”, „filter” és egyéb objektumokat tartalmaz.





















parser { json-parser(); };




A syslog-ng által készített gráf ettől kissé eltér, a fenti gráf LogMultiplexer,










17. ábra. Példa konfigurációs gráf
A konfiguráció betöltését követően a felépült gráfok forrásai üzeneteket kezdenek
fogadni. Az üzenetek a gráf irányított élei mentén kerülnek továbbításra további
objektumok felé. A „filter” (if()) típusú csúcsok az üzenet tartalma vagy más
külső tényező alapján képesek az üzeneteket elnyelni/továbbítani. A „parser” és
„rewrite rule” típusú elemek az üzenetek értelmezéséért, módosításáért, bővítéséért
felelősek. A „destination” objektumok a kimenő élekkel nem rendelkező csúcsok.
Az üzenetek ezekben a nyelő csúcsokban hagyják el a syslog-ng példányt, például
hálózaton keresztül kerülnek kiküldésre vagy fájlban lesznek tárolva.
A gráf minden csúcsa a LogPipe absztrakt osztályból származik. A nevéből
adódóan („csővezeték”) az osztály a rákövetkező LogPipe objektumra tartalmaz
egy referenciát. Ezzel a módszerrel nem építhető fel tetszőleges irányított körmentes
gráf, így szükség van egy speciális LogPipe példányra, ami több csúcs felé is képes
üzeneteket továbbítani; ennek LogMultiplexer a neve. A gráf elemei történelmi
okokból épülnek fel az ismertetett módon, a megvalósítás egy hagyományos
LogNode elemeken alapuló megoldással is implementálható lehetne.
A 18. ábrán látható osztálydiagram a gráf csúcsait alkotó objektumtípusokból
mutat néhány példát. Az absztrakt osztályok és interfészeik a lib „csomagon”
belül foglalnak helyet, a konkrét megvalósítások pedig pluginként csomagolva a
modulesban vannak.
A példa öröklődés és kompozíció szintjén azt is megmutatja, hogy a source és
destination implementációk esetén általában a LogSrcDriver és a LogDestDriver
osztályokból szokás származtatni a konkrét „driver” típust. Ezek a „driverek”
felelősek az adott syslog-ng konfigurációs objektum összefogásáért és vezérléséért.
A konfigurációs nyelvtan feldolgozása közben jön létre az adott „driver” objektum,
ami „setter” metódusokon keresztül kapja meg a konfigurációból a felhasználó által
beállított opciókat. A konfiguráció betöltését követően a gráf bejárásra kerül és
a LogPipe objektumok init() metódusa meghívódik, ezzel elindítva az adott
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+queue(msg : LogMessage *)
+forward_msg(msg : LogMessage *)
+clone() : LogPipe *
+notify(code : int)














18. ábra. A LogPipe osztályhierarchia
objektum funkcionalitását.
A „pipeline” aszinkron műveleteket végző elemei többnyire a források és a
célállomások, azokon belül is a 18. ábrán is látható LogReader és LogWriter
példányok. Ezek a csúcsok az ivykis [54] programkönyvtár használatával végzik
az I/O és egyéb eseményalapú műveleteiket. A gráf köztes csúcspontjai („parser”,
„filter” és „rewrite rule”) ritkábban használnak aszinkron megoldásokat, mivel ezek
többnyire nem alapszanak blokkoló műveleteken, ezért nincs is igazán szükség
aszinkronitásra néhány időzítőt és más objektumoktól érkező eseményt kivéve.
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4.2.3. Az ivykis aszinkron I/O programkönyvtár
Az ivykis [54] eseményalapú I/O programkönyvtár biztosítja a syslog-ng
„pipeline” számára az aszinkron működéshez szükséges eszközöket és magát az
eseménykezelő ciklust is.
A programkönyvtár a 3. fejezetben bemutatott aszinkron I/O műveletek végzését
lehetővé tévő mechanizmusokat fedi el egy vékony absztrakcióval, platformok közötti
hordozhatóságot lehetővé téve. A reactor programtervezési mintát valósítja meg
„callback” függvények segítségével. Az I/O műveleteken kívül további aszinkron
eszközöket is biztosít:
• időzítők (iv_timer)
• aszinkron feladatok (iv_task)
• szálak közötti események kézbesítése (iv_event)
• POSIX szignálok kezelése (iv_signal)
• fájlrendszer eseményeinek aszinkron monitorozása (iv_inotify)
• párhuzamos munkavégző feladatok ütemezése (iv_work_pool)
A felsorolt komponensek az iv_work_poolt kivéve mind az eseménykezelő
ciklust vezérlő szál eseménysorába kerülnek regisztrálásra. Bekövetkezésük esetén














19. ábra. Az ivykis programkönyvtár komponensei
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4.2.4. A syslog-ng „source”-specifikus osztályai
Egy aszinkron, „non-blocking” source implementálása során érintett osztályokat






20. ábra. A syslog-ng „source”-specifikus osztályai
A LogPipe osztály a syslog-ng „pipeline” alapvető alkotóeleme. Ebből
származik a LogDriver osztályon keresztül a LogSrcDriver absztrakt osztály.
Innen szükséges öröklődnie az összes source funkcionalitást ellátó syslog-ng
objektumnak. A konkrét LogSrcDriver leszármazott olyan erőforással vagy
erőforrásokkal rendelkezik, amelyekből üzenetek olvashatók ki. Ez a driver
típusától függően lehet egy fájl, több hálózati kapcsolat vagy más erőforrás is.
Ebből az erőforrásból a LogReader osztály példányosításával vagy saját reader
LogSource-ból való implementálásával lehetséges üzeneteket kinyerni. Amennyiben
az erőforrás reprezentálható „file descriptorokkal”, saját logolvasó implementálása
nélkül, LogReader alapokon is lehetséges az üzenetek fogadása. A LogSrcDriver
gyerekosztálya által létrehozott LogReader példány ezután bekötésre kerül a
„pipeline”-ba (a driver elé), így az a driveren keresztülhaladva képes az üzeneteket
továbbítani a gráf további csúcsai felé.
Saját olvasó készítése esetén az olvasás során használt protokollok és az
erőforrások kezelése – megszorítások nélkül – az implementálóra hárulnak.
LogReader alapú forrásoknál erről a LogReader osztály gondoskodik, azonban
ez az osztály bevezet két további absztrakt fogalmat: a szerverprotokollt és a
transzportot.
A LogProtoServer osztály reprezentálja a szerverprotokollt. Egy új protokoll
bevezetésére az osztályban definiált interfész implementálásával van lehetőség:
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#status : LogProtoStatus
#ack_tracker : AckTracker *
#options : LogProtoServerOptions *
#transport : LogTransport *
#LogProtoServer(transport : LogTransport *, options : LogProtoServerOptions *)
+is_position_tracked() : bool
+prepare(cond : GIOCondition *, timeout : int *) : LogProtoPrepareAction
+fetch(msg : string, bookmark : Bookmark *) : LogProtoStatus





21. ábra. A LogProtoServer osztály
• is_position_tracked(): Amennyiben a protokollon értelmezett a
pozíciókövetés művelete, ennek a metódusnak igazzal kell visszatérnie.
• prepare(): Az üzenetek olvasásának előkészítésére alkalmas. Minden
fetch() művelet előtt hívódik meg, ez alapján történik a fetch() ütemezése.
Visszatérési értéke egy LogProtoPrepareAction felsoroló típus, amely
LPPA_POLL_IO, LPPA_FORCE_SCHEDULE_FETCH vagy LPPA_SUSPEND lehet.
LPPA_POLL_IO-t visszaadva a LogReader példány a file descriptort
monitorozni kezdi az ivykis könyvtár segítségével. Ha a prepare()
metódus cond paraméterében meghatározott művelet „non-blocking” módon
elvégezhetővé válik, egy fetch() hívás kerül beütemezésre. A cond
kimenő paraméter lehetséges értékei a G_IO_IN és G_IO_OUT, ezekkel lehet
meghatározni a protokollban, hogy aktuálisan olvasni vagy írni szeretnénk-e a
socketet.
Az LPPA_FORCE_SCHEDULE_FETCH azonnali ütemezést biztosít a fetch()
metódusnak. Ez akkor használható, ha a protokoll pufferel és elég adat áll
rendelkezésre a pufferekben egy újabb fetch() lépés sikerességéhez.
Az LPPA_SUSPEND ritkán használt érték. Amikor egy protokoll nem a távoli
fél válaszára vár, hanem egy belső esemény bekövetkezésére, akkor ezzel
az értékkel jelezhető a LogReadernek, hogy ne ütemezze újra a fetch()
műveletet az esemény bekövetkezéséig.
A prepare() második paraméterében egy timeout érték is megadható.
Amennyiben timeout másodpercben megadott időn belül nem érkezik válasz
a távoli féltől, vagy nem vált elérhetővé az írás művelet „non-blocking” módon
(pl.: észrevétlenül megszakadt a kapcsolat, vagy a távoli fél alkalmazása invalid
állapotba lépett), a LogReader lezárja az erőforrást/kapcsolatot.
• fetch(): A prepare() eredményétől függően ütemeződik be a metódus
egy munkavégző szálon belül. Ebben a metódusban van lehetőség a
protokoll szerinti kommunikációra. A fetch() visszatéréskor egy üzenetet ad
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vissza egy opcionális Bookmark példánnyal együtt, amely pozícióinformációt
tartalmazhat. Mivel a fetch() művelet nem blokkolhat, ezért megtörténhet,
hogy nincs lehetőség egy teljes üzenet visszaadására. Ezekben az esetekben
üzenet nélkül tér vissza a művelet, LPS_SUCCESS, LPS_ERROR vagy LPS_EOF
státusszal. A státusztól függően a fetch()művelet vagy újra ütemezésre kerül
(a prepare() hívása után), vagy az erőforrás lezárul.
• restart_with_state(): Ha a protokoll pozícióinformációkkal rendelkezik,
azok a Bookmark osztályon keresztül perzisztálásra is kerülnek a syslog-ng
„persist” fájljában, amint egy üzenet elhagyja a forráshoz rendelt összes
célállomást. A restart_with_state() metódussal a protokoll állapota
visszaállítható a „persist” fájl szerint leírt állapotba, ezzel hiba vagy a
szoftver újraindítása után is lehetővé téve a duplikáció- és veszteségmentes
üzenetfogadást.
A LogProtoServer példány magában foglal egy LogTransportot, amelyből
a leggyakoribb fajták (fájl, „pipe”, „socket” és TLS) megtalálhatóak a
syslog-ng forráskódjának lib/transport mappájában. A fetch() metódus
a LogTransport nem blokkoló I/O műveleteit használva végez kommunikációt.
Az ábrákon szürkével jelölt osztályok azok, amelyekből leszármazva vagy azokat
példányosítva létrehozható egy új source plugin.
4.3. Szerkezeti áttekintés
A szakdolgozat kitűzött célja üzenetek HTTP protokollon való nagysebességű
fogadása syslog-ng-vel. Ehhez az előző fejezetekben ismertetett módszerekre és
absztrakciókra építve – a syslog-ng architektúráját követve – a következők kerültek
elkészítésre:
• egy LogReader alapú „non-blocking”, jól skálázódó HTTP szerver
implementáció
• egy absztrakt HTTP „source driver” osztály, HTTP kéréseket és válaszokat
kezelő absztrakciókkal, amelyek egy keretrendszert nyújtanak HTTP alapú
source-ok implementálásához
• egy általános HTTP(S) source példa implementációja
Az első kettő a syslog-ng forráskódjának lib/http könyvtárában, a példa forrás
implementáció pedig a modules/examples/sources/http könyvtárban található,

























A HTTP szerver és „source” forráskódjának fájlszerkezete
A létrehozott osztályok és kapcsolataik a 23. ábrán láthatók, az alábbi
funkcionalitások ellátásáért felelősek:
• HTTPSourceDriver: Absztrakt HTTP forrás funkcionalitást implementáló
osztály, HTTP protokollon alapuló konkrét „source” implementációk
ősosztálya.
• HTTPSourceConnection: Egy bejövő HTTP kapcsolatot reprezentáló osztály.
• LogProtoHTTPServer: A HTTP protokollon történő kommunikációt szerver
oldalon lehetővé tévő osztály.
• HTTPParser: HTTP kéréseket és válaszokat elemző és belső ábrázolási formára
alakító osztály.
• HTTPMessage: Egy HTTP üzenetet ábrázoló típus, gyerekosztályai:
HTTPRequest, HTTPResponse.
• ExampleHTTPSourceDriver: Példa HTTP source implementáció, mely syslog

























23. ábra. HTTP „source” és szerver osztálydiagram
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4.4. HTTP szerver implementáció
A 3. fejezetben részletezett technikák és módszerek elengedhetetlen feltételei
egy jól skálázódó, hatékony hálózati alkalmazás implementációjának. Ezen
technológiákat használja fel a syslog-ng aszinkron működéséért felelős ivykis
programkönyvtár és a LogReader osztály is.
A HTTP szerver funkcionalitást a LogProtoHTTPServer osztály látja
el, amit a LogReader és a HTTPSourceDriver osztályok működtetnek. A
LogProtoHTTPServer a HTTP/1.0 [32] és a HTTP/1.1 [33][34] protokollokon
keresztül végez kommunikációt. A HTTP protokoll a TCP/IP protokollstruktúra






IPv4 vagy IPV6 protokoll
TCP protokoll TLS (SSL) protokoll
HTTP protokoll
Ethernet
24. ábra. TCP/IP protokollstruktúra HTTP példával
A kapcsolati, hálózati rétegek protokolljait, illetve a szállítási réteg protokolljai
közül néhányat az operációs rendszerek kernelei implementálnak. A szállítási
réteg protokolljai LogTransport néven vannak absztrahálva, a TCP és a TLS
protokollok például LogTransportSocket és LogTransportTLS néven érhetők
el a LogProtoHTTPServer számára. A LogProtoHTTPServer magában foglal
egy HTTPParser példányt is, amely a 4.5.2. fejezetben kifejtett HTTPMessage
objektumokat hozza létre a LogProtoHTTPServer által fogadott folyam alapján.
A teljes szerver implementációt ábrázoló UML diagram a 25. ábrán tekinthető
meg.
4.4.1. A LogProtoHTTPServer osztály
A HTTP szerver legfőbb alkotóeleme a protokollt megvalósító
LogProtoHTTPServer osztály. A LogProtoServer leszármazottjaként kerül
injektálásra a LogReader osztályba, ahol a prepare() és a fetch() műveletpárok
segítségével működtethető. A típus a LogProtoServer interfésze mögött egy
állapotgépet tart fenn. Minden fetch() hívást követően az állapotgép egy vagy
több állapotváltáson esik keresztül. A prepare() metódus az állapotgép aktuális









+LogProtoHTTPServer(transport : LogTransport*, options : LogProtoServerOptions*)
+~LogProtoHTTPServer()
+prepare(cond : GIOCondition*, timeout : int*) : LogProtoPrepareAction




-receive_request(status : LogProtoStatus*) : HTTPRequest*
-send_response() : LogProtoStatus
-extract_log_messages(request : HTTPRequest*) : GQueue<LogMessage>*
-create_response(request : HTTPRequest*) : HTTPResponse*
-pop_next_log_message() : LogMessage*






































25. ábra. A HTTP szerver osztálydiagramja
ütemezési módot és a következő „non-blocking” módon elvégezni kívánt művelet
paramétereit.
A LogProtoHTTPServer állapotai az alábbiak:
• RECEIVE_HTTP_REQUEST: Egy kliens által küldött HTTP kérés
„non-blocking” fogadása és pufferelése. A HTTP kérés validálása és
belső ábrázolásra alakítása is ebben az állapotban történik. Hiba esetén a
HTTP_ERROR állapotba, egy helyes kérés teljes beérkezése esetén pedig a
PROCESS_LOG_MESSAGES állapotba váltunk.
• HTTP_ERROR: A HTTP kérés fogadása során hiba következett be. A
megfelelő hibakóddal HTTP válasz kiküldése történik ebben az állapotban.
A válasz teljes kiküldését követően a TCP kapcsolat lezárul, egy hibát jelző
végállapotba jutunk.
• PROCESS_LOG_MESSAGES: Az állapot a HTTP kérésekből kinyert üzenetek
továbbításáért felel. A logok LogMessage példányok formájában továbbításra
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kerülnek a „pipeline” további elemei felé. Ezt követően SEND_HTTP_RESPONSE
állapotba váltunk.
• SEND_HTTP_RESPONSE: A HTTP kérés és a kinyert üzenetek tartalmától
függően egy HTTP válasz kerül létrehozásra. A SEND_HTTP_RESPONSE
állapotban a létrehozott HTTP válasz lesz kiküldve. A teljes HTTP
üzenet kiküldését követően – a kliens beállításaitól függően (keep-alive) –
végállapotba kerülhetünk a TCP kapcsolat lezárása mellett, vagy újra a
RECEIVE_HTTP_REQUEST kezdőállapotba, új kérések fogadását lehetővé téve.
Amennyiben az állapotgép hálózati kommunikációért felelős állapotaiban az
alkalmazási réteg alatt elhelyezkedő protokollok (például: TCP és TLS) hibát
jeleznek, azok az aktuális állapottól függetlenül azonnal kezelésre kerülnek.
entry / read TCP stream
do / parse HTTP request
do / post LogMessage
do / send HTTP error message
exit / signal transport error
do / write HTTP response







request is not complete
HTTP error
response is not completely sent
connection close
no LogMessage
response is not completely sent
request complete
connection close
26. ábra. A LogProtoHTTPServer állapotdiagramja
A LogProtoHTTPServer osztály metódusai a következők. A publikus metódusok
vastagon szedett betűkkel vannak jelölve.
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LogProtoHTTPServer()
Bemenet: transport : LogTransport*, options : LogProtoServerOptions*
Kimenet: LogProtoHTTPServer*
Leírás: A LogProtoHTTPServer típus konstruktora. Az osztályból egy
példányt allokál és ad vissza, amely a transport paramétert
használva lesz képes I/O műveletek végzésére és a HTTP protokoll
szerinti kommunikációra. Az options paraméter szerverprotokollok
általános beállításait tartalmazza, például a pozíciókövetés
bekapcsolását, illetve a kezdeti és maximum puffer méreteket.
prepare()
Bemenet: self : LogProtoHTTPServer*
Kimenet: cond : GIOCondition*, timeout : int*, LogProtoPrepareAction
Leírás: A prepare() a fetch() metódus ütemezésének meghatározásához
szükséges. Visszatérési értéke egy LogProtoPrepareAction felsoroló
típus, amely LPPA_POLL_IO vagy LPPA_FORCE_SCHEDULE_FETCH
lehet.
LPPA_POLL_IO-t visszaadva a protokollt működtető LogReader
példány a file descriptort monitorozni kezdi az ivykis könyvtár
segítségével. Ha cond paraméterében meghatározott művelet
„non-blocking” módon elvégezhetővé válik, egy fetch() hívás kerül
beütemezésre. A cond kimenő paraméter lehetséges értékei a G_IO_IN
és G_IO_OUT, ezekkel lehet meghatározni a protokoll állapotgépe
alapján, hogy olvasni vagy írni szeretnénk-e a socketet.
Az LPPA_FORCE_SCHEDULE_FETCH azonnali ütemezést biztosít a
fetch() metódusnak. Ha a protokoll puffereiben elegendő adat áll
rendelkezésre, vagy ha hálózati kommunikációt nem végző állapotban
van az objektum, ezzel térünk vissza.
Amennyiben timeout másodpercben megadott időn belül nem
érkezik válasz a távoli féltől, a TCP kapcsolat lezárásra kerül.
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fetch()
Bemenet: self : LogProtoHTTPServer*
Kimenet: msg : LogMessage**, bookmark : Bookmark*, LogProtoStatus
Leírás: A fetch() metóduson keresztül végezhető el a HTTP kommunikáció
egy lépése a belső állapotgéptől függően. Amennyiben a HTTP kérés
fogadásának vagy a HTTP válasz küldésének állapotaiban áll az
objektum, LPS_SUCCESS vagy LPS_ERROR értékkel fogunk visszatérni
az msg argumentumot üresen hagyva.
PROCESS_LOG_MESSAGES állapotban a HTTP kérésből kinyert
üzenetekből egyet visszaad a metódus az msg argumentumban.
A bookmark kimenő paraméter jelenleg nincs használva.
extract_log_messages()
Bemenet: self : LogProtoHTTPServer*, request : HTTPRequest*
Kimenet: GQueue<LogMessage>*
Leírás: Az extract_log_messages „callback” függvényt a konkrét „source
driver” implementáció adja meg. Feladata, hogy a request
paraméterben megadott HTTP kérést feldolgozva LogMessage
példányokat adjon vissza egy sor adatszerkezetben.
create_response()
Bemenet: self : LogProtoHTTPServer*, request : HTTPRequest*
Kimenet: HTTPResponse*
Leírás: Az create_response „callback” függvényt a konkrét „source driver”
implementáció adja meg. Feladata, hogy a request és a kapcsolat
vagy „driver” egyéb belső állapotai alapján egy HTTPResponse
válasszal térjen vissza, amely ezután kiküldésre kerül a kliens számára.
fetch_data()
Bemenet: self : LogProtoHTTPServer*
Kimenet: self : LogProtoHTTPServer*
Leírás: A protokoll bemenő puffereit tölti fel „non-blocking” módon a klienstől




Bemenet: code : HTTPStatusCode
Kimenet: self : LogProtoHTTPServer*
Leírás: Amennyiben a HTTP kérés feldolgozása során hiba következik be, ez
a metódus kerül meghívásra a megfelelő HTTP hibakóddal.
Feladata a code hibakódnak megfelelő HTTP válasz létrehozása és az
állapotgép HTTP_ERROR állapotba állítása.
parse_request()
Bemenet: self : LogProtoHTTPServer*
Kimenet: HTTPRequest*
Leírás: A fetch_data() által beolvasott pufferből HTTPRequest
objektumokat létrehozó metódus. A HTTP kérések és válaszok
„parse”-olásáért a 4.4.2. fejezetben kifejtett HTTPParser típus felel,
ennek egy példányának kerülnek átadásra a pufferelt adatok.
A HTTPParser a bemenő adatot elemezve egy HTTPRequest
objektumot hoz létre, amellyel ezt követően a parse_request()
metódus visszatér.
send_response()
Bemenet: self : LogProtoHTTPServer*
Kimenet: LogProtoStatus
Leírás: A create_response() vagy a set_error_response() által
létrehozott HTTP válasz kiküldéséért felelős.
A metódus a LogTransport objektum write() metódusának
hívásával teszi ezt „non-blocking” módon.
pop_next_log_message()
Bemenet: self : LogProtoHTTPServer*
Kimenet: LogMessage*
Leírás: Az extract_log_messages() metódus által kinyert üzenetekből
egyet kiszed a protokoll pending_log_messages sor
adatszerkezetéből és visszaadja azt a fetch() hívójának (a




Bemenet: code : HTTPStatusCode
Kimenet: HTTPResponse*
Leírás: Osztályszintű metódus, a code HTTP státuszkód megadásával
generál egy alapértelmezett HTTPResponse példányt. Amennyiben
egy HTTP kérés feldolgozása közben hiba lép fel vagy a forrás plugin
implementáció nem ad vissza a create_response() metódusban
HTTP választ, a generate_error_response() által létrehozott
üzenet kerül visszaküldésre a kliensnek.
4.4.2. A HTTPParser osztály
A HTTPParser osztály a 25. ábrán látható módon, kompozícióval kapcsolódik
a LogProtoHTTPServerhez. Célja a beérkező nyers adatfolyam elemzése, amiből
HTTP kéréseket és HTTP válaszokat nyer ki, és HTTPRequest és HTTPResponse
objektumok formájában visszaadja ezeket a LogProtoHTTPServernek.
A HTTPParser HTTP 1.0 [32] és HTTP 1.1 [33][34] szabványok szerinti
szintaktikus elemzést végez. Ez megvalósítható lett volna a syslog-ng konfigurációs
fájlját feldolgozó GNU Bison [14] parser generátor segítségével is, azonban annak
performanciát érintő negatív hatásai lettek volna.
Bár a HTTP protokoll nyelvtana BNF formában van megadva a szabványban,
azaz a Chomsky-féle hierarchia 2. nyelvosztályába – a környezetfüggetlen nyelvek
közé – tartozik; a nyelvtan egyszerűsége lehetővé teszi, hogy a hagyományos
veremautomatáktól eltérő, hatékony szintaktikus elemző készüljön hozzá, mint az
NGINX [62] webszerver vagy a Node.js http-parser [63] elemzője.
Elsőként egy rekurzív leszállás módszerén alapuló, kézzel írt elemzőt kezdtem el
implementálni, amely a HTTP protokoll egy szűk részhalmazát tudta feldolgozni.
A rekurzív leszállásos elemzők egyetlen előnye az egyszerűségük. A működésüket
biztosító verem adatszerkezetről a C fordítóprogram és az operációs rendszer
gondoskodik. A hívási verem mérete limitált, ezért nem célszerű olyan megoldást
alkalmazni, ami egy hálózati kapcsolaton fogadott adatoktól függő, felső korlát
nélküli hívási láncot eredményez. Egy ilyen megoldás biztonsági problémákat
is felvet, mivel egy megfelelően formázott HTTP üzenettel például az egész
szerveralkalmazás megállítható (denial-of-service attack). A rekurzív leszállás
módszerével készült elemzők működésébe ezen kívül nehezen illeszthető be az
aszinkron módon érkező, parciális bemenet, ugyanis ezek a parserek a rekurzív
hívásokon belül olvasnak be új szimbólumokat. A rekurzív lánc a parciális bemenet
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feldolgozását követően megszakítható, de új adatok érkezése esetén nehézkes az
állapot helyreállítása saját verem használata nélkül.
A rekurzív leszállásos parser csupán „proof of concept” implementációként
szolgált, eközben találtam rá a Node.js projekt http-parser programkönyvtárára.
A könyvtár C nyelven íródott, így könnyedén használatba vehető a syslog-ng
forráskódjában. Az implementáció a véges determinisztikus automatákhoz hasonló
egyszerűséggel, verem adatszerkezet nélkül képes a HTTP/1.0 és 1.1 protokollok
szintaktikai elemzésére néhány trükk alkalmazásával. Az elemző ezen felül véd
az esetleges puffer túlcsordulások ellen, lehetővé teszi a más protokollokra való
átváltást (például WebSocket upgrade) és egy egyszerű „non-blocking” folyamokhoz
jól idomuló, „callback” alapú API-t biztosít. Mindezt kapcsolatonként körülbelül
40 bájt allokálásával képes megtenni.
A HTTPParser osztály az említett nodejs/http-parser elemzőt foglalja
magában, annak segítségével állítva elő a HTTPRequest és HTTPResponse




Leírás: Egy új HTTPParser példányt hoz létre, amely HTTP kéréseket elemez




Leírás: Egy új HTTPParser példányt hoz létre, amely HTTP válaszokat




Bemenet: self : HTTPParser*, data : char*, length : size_t
Kimenet: consumed : size_t*, bool
Leírás: A parser „etetése” a feed() metóduson keresztül történik. A
data paraméterben megadott bemenet length bájt hosszúságban
a szintaktikai elemző rendelkezésére áll. A consumed kimenő
paraméterben a feldolgozott bájtok száma kerül elhelyezésre.
Amennyiben ez eltér a length értékétől, a parser vagy hibát jelzett
vagy egy teljes HTTP üzenet feldolgozásra került a data puffer
végigolvasása nélkül.
Hiba esetén a metódus „false” értékkel tér vissza, ilyenkor a hiba
pontos oka a get_last_error() metódussal kérdezhető le. Ha
egy teljes HTTP üzenet elemzésre került, az elemzés szüneteltetve
lesz. Folytatáshoz a steal_message() vagy a skip_message()
műveletek egyikét szükséges meghívni, ezt követően újabb bemenet
adható a parsernek.
signal_end_of_stream()
Bemenet: self : HTTPParser*
Kimenet: bool
Leírás: Egy TCP vagy TLS kapcsolat lezárulása esetén a
signal_end_of_stream() meghívásával jelezhető az elemzőnek a
folyam vége. Ha a folyam lezárása egy teljes HTTP üzenet fogadása
után történt, a metódus „true” értékkel tér vissza, egyébként „false”
értékkel jelzi a helytelenül befejezett folyamot.
is_message_complete()
Bemenet: self : HTTPParser*
Kimenet: bool
Leírás: Amennyiben a feed() hívás ismételt hívásával egy teljes HTTP
üzenet elemzésre került, a is_message_complete() metódus
„true” értékkel fog visszatérni. Ebben az állapotban az elemző
működése szünetel, ameddig az elemzés mellékhatásaként létrejött
HTTPMessage objektum kiolvasásra nem kerül.
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steal_message()
Bemenet: self : HTTPParser*
Kimenet: HTTPMessage*
Leírás: A steal_message() segítségével olvasható ki az elkészült HTTP
üzenet strukturált formában. Ezt követően az elemző újra működő
állapotba lép, a feed() függvény hívásával újabb üzenetek
elemezhetők.
A „steal” kifejezés arra utal, hogy a visszaadott HTTPMessage
objektum a hívást követően a hívó fél tulajdonává válik, a hívó felelős
a felszabadításáért.
skip_message()
Bemenet: self : HTTPParser*
Kimenet:
Leírás: A skip_message() metódus az elkészült HTTP üzenetet eldobja.
Amikor több HTTP üzenet feldolgozása esetén nincs szükség egy vagy
több üzenetre, ezzel a metódussal léptethető tovább a HTTPParser.
get_last_error()
Bemenet: self : HTTPParser*
Kimenet: GError*
Leírás: A feed() és signal_end_of_stream() műveletek meghívásakor
keletkező hiba kérdezhető le a metódussal. A hiba pontos oka szöveges
formában elérhető a GError objektumon belül.
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4.5. HTTP keretrendszer implementáció
A szakdolgozat HTTP keretrendszere két komponensből áll: egy absztrakt HTTP
„source driver” osztályból és a HTTP üzenettípusokból.
4.5.1. Absztrakt HTTP „source driver”
A 28. ábrán látható HTTPSourceDriver osztály fog össze minden olyan logikát,
amely egy HTTP szerver működtetéséhez szükséges. A specifikus HTTP forrás
objektumok közös opcióinak beállításáért, a megadott TCP porton való „figyelésért”
és a HTTP kapcsolatok (HTTPSourceConnection) fogadásáért és kiszolgálásáért
felelős.
Az implementáció jelentős része a syslog-ng afsocket moduljának TCP és
UDP kapcsolatokat kezelő AFInetSourceDriver osztálya alapján készült.
A HTTPSourceDriver típus absztrakt, így közvetlenül példányosítani
nem lehet. A konkrét HTTP source-ok ebből a típusból leszármazva,
az extract_log_messages() és a create_response() metódusok
implementálásával adhatják hozzá alkalmazásspecifikus logikáikat.
Az extract_log_messages() metódus a con bemeneti paraméterével
hozzáférést biztosít az adott HTTPSourceConnection objektumhoz, aminek owner
attribútumán keresztül a driver is elérhető. A műveletet implementáló feladata,
hogy a req paraméterben megadott HTTP kérésből LogMessage példányokat adjon
vissza egy sor adatszerkezetben.
A create_response() absztrakt metódus az extract_log_messages()-zel
megegyező paraméterezésű, eredménye egy HTTPResponse példány, amely a
kliensnek válaszként kerül kiküldésre. Ha a metódus nem tér vissza egy
valid HTTPResponse objektummal, automatikusan „500 Internal Server Error”
hibakóddal generált válasz lesz a kliensnek visszaküldve.
Az osztály konstruktora csak a gyerekosztályok számára elérhető, paraméterei a
következők:
• SocketOptions: A TCP socket beállításait tartalmazó objektum. A
felhasználói dokumentációban felsorolt so-sndbuf(), so-rcvbuf() és
so-keepalive() konfigurációs opciók például ebben az objektumban
kerülnek átadásra a driver számára.
• TransportMapper: A konfigurációban megadott szállítási protokollt létrehozó
és konfiguráló objektum. A socket megnyitása is a TransportMapper
objektumon keresztül történik.
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TLS kapcsolat használatánál a TransportMapper feladata a TLS kontextus
beállítása, és jelszóval védett TLS kulcs esetén a driver init() műveletének
„késleltetése”. A TLS kulcshoz tartozó jelszó injektálása a syslog-ng-ctl
segédprogrammal lehetséges, ezt követően a transport mapper elindítja az
előzőleg visszatartott init() metódust, amennyiben a jelszó helyes volt.
• GlobalConfig: A feldolgozott syslog-ng konfiguráció globális opcióit
tartalmazó struktúra.
A driver – mivel LogPipe leszármazott – az init() és deinit() metódusaival
indítható el, illetve állítható le. Elindítását követően a bekonfigurált TCP
porton megkezdi a HTTP üzenetek fogadását és feldolgozását. Egy bejövő TCP
kapcsolat esetén a driver elfogadja a kapcsolatot, a létrejött socketből egy
HTTPSourceConnection példányt hoz létre, amelyet felfűz a connections duplán
láncolt lista adatszerkezetre.
A HTTPSourceConnection konstruktora ennek megfelelően a socketet kapja
paraméterül (sock), a sockethez tartozó címinformációkat (paddr), és a globális
konfigurációs opciókat rejtő GlobalConfig struktúrát. A kapcsolatot reprezentáló
HTTPSourceConnection objektum egy dinamikusan létrehozott LogPipe példány,
amelyet a syslog-ng konfigurációs gráfjába futásidőben illesztünk be, a
HTTPSourceDriver „elé”, azaz a kapcsolatnak a driver lesz a rákövetkező csúcsa.
A kapcsolat tulajdonosa a driver, ezért HTTPSourceConnection konstruálása után
a set_owner() metódussal egy referenciát állít be a kapcsolatnak önmagára, ezzel
elérhetővé téve az egyes kapcsolatokból a driver objektumot.
Az HTTPSourceConnection::init() metódus meghívására
HTTPSourceConnectionben tárolt LogReader példány is inicializálásra kerül, a
gráfban ugyanúgy elfoglalja a helyét. A végső „pipeline” a következőképp néz ki:
LogReader HTTPSourceConnection HTTPSourceDriver ...
27. ábra. A HTTPSourceDriver által létrehozott „pipeline”
A LogReader objektum így a neki átadott protokollon keresztül kezdi
meg a HTTP üzenetek fogadását. Hiba vagy a kapcsolat lezárulása esetén
a HTTPSourceConnection::notify() metódussal értesíti a kapcsolatot a két
esemény egyikének bekövetkezéséről, amire a HTTPSourceConnection a TCP
kapcsolat lezárásával reagál.
Minden helyes HTTP kérés után meghívásra kerülnek a gyerek által implementált
extract_log_messages() és create_response() metódusok.
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A HTTPSourceDriver osztály többi művelete „setter” függvény, ezek a


















#HTTPSourceDriver(o : SocketOptions*, m : TransportMapper*, cfg : GlobalCong*)
#~HTTPSourceDriver()
#extract_log_messages(req : HTTPRequest*, conn : HTTPSourceConnection*) : GQueue<LogMessage>*



























28. ábra. A HTTP „source driver” osztálydiagramja
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4.5.2. HTTP üzenet
Az RFC 7230 [33] 3. fejezetében specifikált szöveges HTTP 1.1 üzenetformátumot
objektumorientáltan ábrázoló típus a HTTPMessage.
A HTTPMessage absztrakt osztály, két példányosítható leszármazottja a
HTTPRequest és a HTTPResponse. Az utóbbi két típus közül a HTTP kérés kerül
előállításra a 4.4.1 fejezetbeli LogProtoHTTPServer által, amit a „source driver”
megkap paraméterül, hogy abból üzeneteket nyerjen ki és egy HTTP választ állítson
elő.
A HTTPMessage a kérés és válasz közös alkotóelemeit tartalmazza (29. ábra):
• a HTTP verziószámot (http_major, http_minor);
• a fejléceket nyers formában (raw_headers), amelyekhez egy index is készül
hatékonyabb lekérdezhetőséget lehetővé téve (header_positions);
• illetve a HTTP üzenet törzsét bináris tömb formájában (body).
Az osztály többnyire „getter” és „setter” műveletekkel rendelkezik, a felsorolt
mezők beállítására és lekérdezésére szolgálnak. Lehetőség van ezen kívül fejlécek
létezésének vizsgálatára az indexet felhasználva a header_exists() metódussal.
A szabvány nem különbözteti meg a kis- és nagybetűket a fejlécek neveiben, ezért
az üzeneten belül a fejlécek nevei normalizálásra kerülnek, kisbetűs módon vannak
tárolva. A fejléceket lekérdező, illetve a létezésüket megállapító metódusokból emiatt
olyan változatok is rendelkezésre állnak, amelyekkel megkerülhető a normalizálás
(get_header_using_normalized_key(), normalized_header_exists).
A HTTPRequest osztály kiegészíti a HTTPMessage-et egy URL és HTTP
metódus mezővel, ezek beállítására és lekérdezésére ugyanúgy műveleteket definiál.
A null_terminate_body() a HTTP kérés törzsét NULL karakterrel zárja le. A C
programozási nyelv NULL karakterrel jelzi a string típusoknál a szöveg végét, így
a művelet végrehajtása után a HTTP kérés törzse alkalmassá válhat – tartalmától
függően – stringként való feldolgozásra. A generate_raw_request() metódus
nem érhető el publikusan a HTTP forrás pluginekből, a LogProtoHTTPServer
használja a műveletet, hogy az objektumból a szabványban meghatározott „nyers”
HTTP kérést állítson elő.
A HTTPResponse szintén a HTTPMessage leszármazottja, ahhoz egy HTTP
státuszkódmezőt ad hozzá. A HTTPStatusCode felsoroló típus tartalmazza a
szabvány összes státuszkódját név és kódérték szerint. Ebből szöveges „státuszsor”































+set_http_version(major : ushort, minor : ushort)
+get_http_version(major : ushort*, minor : ushort*)
+add_header(key : string, value : string)
+get_header(key : string) : string
+get_header_using_normalized_key(nkey : string) : string
+header_exists(key : string) : bool












29. ábra. A HTTP üzenet, kérés és válasz osztálydiagramja
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4.6. HTTP(S) source implementáció
A szakdolgozatban a HTTP szerver és a hozzá tartozó „source driver” és
HTTP üzenet absztrakciók mellett elkészítésre került egy felhasználóknak is elérhető,
konkrét HTTP(S) forrás implementáció. Ez az 4.5.1. fejezetbeli HTTPSourceDriver
lehetőségeit hivatott bemutatni, ezért maga a példa HTTP source implementáció










-extract_single_message(req : HTTPRequest*, conn : HTTPSourceConnection*) : GQueue<LogMessage>*
-extract_messages_text(req : HTTPRequest*, conn : HTTPSourceConnection*) : GQueue<LogMessage>*
-extract_messages_json(req : HTTPRequest*, conn : HTTPSourceConnection*) : GQueue<LogMessage>*










30. ábra. A példa HTTP(S) „source driver” osztálydiagramja
A példa forrás plugin a beérkező HTTP kérésekből háromféle módon képes
logokat kinyerni:
1. „single” módban a HTTP kérés teljes törzséből egyetlen LogMessage
példány jön létre. Strukturálatlan, többsoros szöveges üzenetek, vagy bináris
adatfolyam alakítható ezzel a módszerrel könnyedén üzenetté.
2. „text” módban a HTTP kérés soronként tagolva tartalmazza az üzeneteket
szöveges formában, ilyenkor a syslog-ng beépített RFC3164 [16] és RFC5424
[17] syslog formátumot értelmező parserei is használhatók. Az üzenetek a
Unixos sortörő karakter (\n) mentén kerülnek tagolásra, így lesznek átadva
a LogMessage típus konstruktorának, ami az említett formátumok szerinti
elemzést is elvégzi, amennyiben a felhasználó ezt úgy konfigurálta be a flags()
syslog-ng opcióban.
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3. „json” módban a kérés egy JSON struktúrát tartalmaz, ahol az üzenetek egy
objektumtömbből kerülnek kiolvasásra. A kérés törzsének valid JSON [37]
formátumúnak kell lennie. Amennyiben a legkülső JSON elem egy tömb, az
abban helyet foglaló objektumokból lesz létrehozva egy-egy üzenet. Ha a JSON
legkülső eleme objektum, akkor a JSON által reprezentált fa első szintje kerül
bejárásra, és a szinten található, megadás sorrendje szerinti első tömb típusú
elemből kerülnek létrehozásra a logüzenetek.
Tömböt nem tartalmazó JSON objektumok esetén nem lesznek üzenetek
kiolvasva az adott HTTP kérésből.
A fenti működési módok közül a felhasználó által beállított kerül tárolásra az
ExampleHTTPSourceDriver példány mode attribútumban. Ennek megfelelően
implementálja a példa a HTTPSourceDriver két absztrakt metódusát: az
extract_log_messages()-t és a create_response()-t. A többféle működési
mód miatt az extract_log_messages()-ből három implementáció is adott. A
create_response() a példában jelenleg minden esetben sikeres, „200 OK” választ
hoz létre a kliensnek, ez a későbbiekben tetszőlegesen módosítható, a HTTP kérés és
a „source driver” állapotának megfelelően, ugyanis a választ létrehozó metódusban
a TCP/TLS kapcsolat információi, a „source driver” állapota és a HTTP kérés is
rendelkezésre áll.
Mivel az absztrakt HTTPSourceDriver képes a TLS transzporton keresztüli
működésre is (LogTransportTLS), így a példa forrás is automatikusan megörökli
ezt a képességet, aminek köszönhetően kölcsönösen autentikált és titkosított HTTPS
(Hypertext Transfer Protocol Secure) protokollon keresztül is működtethető a forrás.
Minden megörökölt konfigurációs opciót a http_source_option nemterminális
szimbólummal lehet hozzáadni az adott forrás plugin nyelvtanához, így a
példa HTTP source is ezt teszi a http-source-grammar.ym GNU Bison [14]
forrásfájljában. A felhasználói dokumentációban felsorolt rengeteg örökölt opción
kívül a példa egyetlen saját opciót tartalmaz. Ez a mode, amivel a logok
kiolvasásának módja adható meg. A példa HTTP source nyelvtana ezen felül
definiálja a plugin kulcsszavát, a http()-t. Ennek megadásával tud a felhasználó




A fejezet a HTTP source és az azt működtető HTTP szerver és keretrendszer
implementálása során felhasznált tesztelési eljárásokat mutatja be. A tesztesetek
egyaránt tartalmaznak fekete és fehér dobozos módszereket is, a fejezet négy fő
kategóriába sorolja ezeket: memóriamenedzsment, egységtesztek, rendszertesztek és
teljesítménytesztek.
5.1. Memóriamenedzsment
A C/C++ programozási nyelven írt szoftverek hibái leggyakrabban
memóriamenedzsmentbeli problémákból erednek. Ezek nyelvi szinten nem
támogatnak szemétgyűjtő (GC) megoldásokat, a memória allokálása és
felszabadítása explicit módon a programkódban történik, így könnyedén lehet
például memóriaszivárgást előidézni egy allokált, de soha fel nem szabadított
memóriaterülettel. Az allokált memóriaterületek gyakran mutatók segítségével
kerülnek elérésre. A mutatókon keresztül lehetséges már felszabadított területek
elérését megkísérelni, vagy egy előzőleg helyesen allokált memóriaterületet túlírni.
Ezek a memóriakezelést érintő hibák gyakran nem derülnek ki a tesztelési fázisban,
ezért később komoly biztonsági és stabilitási problémákhoz vezetnek.
A Valgrind [64] dinamikus elemző szoftver képes ezen hibák egy részének
felderítésére. A memcheck alrendszerét a szakdolgozat implementálása közben végig
használtam. Ez a program alapértelmezett allokátorát lecserélve képes a következő
hibák felismerésére:
• memóriaszivárgás
• inicializálatlan memóriaterületek elérése, inicializálatlan értékből
származtatott változók követése
• nem a program által allokált területről való olvasás/írás
• többször felszabadított memóriablokkok
• korábban felszabadított memóriaterület elérése
• pufferek túlírása vagy olvasása
A Valgrind mögött futtatott HTTP szerver implementációban számos pufferelési
hibára fény derült az eszköznek köszönhetően, például a HTTP kérést tároló Buffer
indexelési problémáira, és a HTTPResponse objektumokból készült nyers HTTP




A HTTP üzenetek és a HTTPParser implementációja tesztvezérelt fejlesztéssel
(TDD) [8] készült. A módszer fekete dobozos teszteket állít elő, mivel a tesztek a
tesztelendő programlogika megírása előtt kerülnek elkészítésre.
A tesztesetek egy adott osztály metódusait tesztelik, ezzel futtatható és
validálható formában specifikálva egy objektum interfészét. A specifikáció (teszteset)
megírását követően kerül implementálásra a tesztet kielégítő programlogika, amelyet
utána további fehér dobozos, szélső értékeket ellenörző esetekkel lehet bővíteni.
A HTTPMessage és leszármazottjai a következő tesztekkel rendelkeznek:
• HTTP kérés- és válaszobjektumok létrehozása
• Fejlécek hozzáadása és lekérdezése
• HTTP üzenetekből nyers üzenet generálása
• HTTP törzs hozzáadása, lekérdezése
• Metódus, URL beállítása és lekérdezése a HTTP kérés objektumban
• Státuszkód beállítása és lekérdezése a HTTP válaszban
• HTTP státuszkódok státuszsorrá alakítása
• Kötelező fejlécek automatikus hozzáadása
Az implementációt követően fehér dobozos módon tesztelésre került a fejlécek
lekérdezését hatékonyabb módon lehetővé tévő index adatszerkezet is.
A HTTPParser osztály a nyers HTTP üzenetek elemzéséért felelős. Mivel ez
egy külső programkönyvtár segítségével történik, ezért egységtesztjeinek jelentős
részét fekete doboz tesztek teszik ki. Ezek többnyire a TCP folyamból érkező kérések
speciális eseteit ellenőrzik:
• Egyszerű GET és POST kérések elemzése és a parse-olás során készült
HTTPMessage objektum ellenőrzése
• Egy HTTP kérés több eltérő méretű pufferből való szintaktikai elemzése és
helyességének validálása
• Hiányos vagy HTTP üzenetet nem tartalmazó folyam elemzése
• Több HTTP üzenet elemzése egyetlen folyamon belül
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• Annak ellenőrzése, hogy a parser szünetelt állapotba áll-e, amennyiben egy
teljes üzenetet kiolvasott
• Üzenet eldobásának tesztelése, és ezt követően a parser újraindulásának
ellenőrzése
A tesztek a Criterion [65] tesztkeretrendszerrel készültek. A keretrendszer
unit-tesztek írását teszi lehetővé C és C++ programozási nyelven. Minden teszt
párhuzamosan, izolált környezetben fut, ahol a tesztesetekhez időkorlát adható
meg, illetve lehetőség van szignálok kezelésére, így például elvárt eredményként
megadható az is, hogy az adott tesztesetnek szegmentációs hibával (SIGSEGV) kell
összeomlania.
5.3. Rendszertesztek
A rendszer egészének tesztelése manuális és félig automatizált módon történt.
A LogReader és a LogProtoHTTPServer protokoll típus nehezen „mockolható”
függőségei miatt nem készültek ezekhez az osztályokhoz egységtesztek, így ezek
működésének validálása is a rendszertesztek által történik.
A rendszertesztek a syslog-ng „pipeline”-jának teljes egészét vizsgálják, amiben
source objektumként a szakdolgozat http() példa forrása van beállítva.
A következő tesztekkel lett validálva a HTTP source működésének helyessége:
• HTTP source single módú konfigurációja, az üzenetek file() destinationbe
íródnak. Az üzenetek 4 párhuzamos kapcsolatból lettek beküldve, a céloldalon
a beküldött üzenetek száma egyezett a fájlba írt üzenetekével.
• HTTP source textmódú konfigurációja, az üzeneteket fájlba írva, 10 és 100-as
csoportokban küldve, 4 párhuzamos kapcsolattal. A beérkező üzenetszám és
azok tartalma egyezik a háttértárra írt tartalommal.
• RFC3164 [16] és RFC5424 [17] parse-olás tesztelése text és single módban.
• json módú HTTP forrás konfiguráció mellett, az egyes üzenetek
json-parser()-rel további feldolgozáson esnek át, majd azok strukturált
formában továbbításra kerülnek egy syslog() hálózati destinationnel. A
túloldalon megérkezett üzenetek megegyeznek a beküldött adatokkal.
• Egy http() forrás üzeneteinek több célpontba való továbbítása, filterezéssel
szétválasztva az egyes útvonalakat.
• A http() forrás TLS transzportjának tesztelése. Az első négy üzenetmódokat
vizsgáló teszteset HTTPS protokollon keresztül is el lett végezve.
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5.4. Teljesítménytesztek
A szakdolgozat legfőbb célja egy jól skálázódó, nagysebességű HTTP szerver
létrehozása volt, így a fejlesztés minden fázisában nagy hangsúly került a
teljesítményre és annak mérésére.
A HTTP szerver sebességét a wrk [66] nevű segédprogrammal mértem. Ez
az eszköz a 3. fejezetben ismertetett „non-blocking” epoll() és kqueue()
eseményvezerélt módszereken alapszik, így jelentős forgalmat képes generálni
komolyabb erőforrásigény nélkül, ezzel elérve, hogy biztosan a szerveralkalmazás
legyen a szűk keresztmetszet.
A következő teljesítménytesztek mindegyike a párhuzamos kapcsolatok számának
függvényében került megmérésre. Az egyes tesztek 30 másodpercen át futottak,
abból átlagot számolva a másodpercenként fogadott üzenetek/HTTP kérések száma,
és a HTTP kérések és válaszok közötti késleltetés lett a grafikonokon megjelenítve. A
tesztek a http() source teljesítményét hivatottak mérni, így más külső tényezőket
kizárva, egy virtuális hálózati interfészen keresztül kerültek beküldésre az üzenetek.
A mérések a következő paraméterekkel rendelkező számítógépen lettek elkészítve:
• Intel Core i5-6600K 3.50GHz processzor (4 mag)
• 16 GB RAM, amelyből a tesztelt szoftver maximum 2 GB használatára lett
korlátozva
• 256 GB SSD háttértár
• Linux-kernel 4.19
5.4.1. A syslog-ng és az nginx sebességének összehasonlítása
Az nginx webszerver [62] fő fókusza ugyanúgy a C10K probléma feloldása és a
sebesség; a ma elérhető leggyorsabb szerveralkalmazások közé sorolható.
A syslog-ng naplórendszer HTTP szerverének fő feladata az üzenetek HTTP
protokollon való fogadása, így az nginx webszervertől eltérően nem célja
fájlrendszeren tárolt statikus vagy dinamikus tartalmak kiszolgálása. A két
egymástól eltérő cél okán részletes összehasonlításnak nincs értelme, ezért csupán
egy, a két HTTP szerver „nyers erejét” mérő tesztet készítettem.
Mindkét szoftver úgy lett konfigurálva, hogy a fájlrendszer érintése nélkül
válaszoljon a beérkező HTTP kérésekre egy statikus, memóriában tárolt HTTP
válasszal. A HTTP kérés mindkét esetben elemzésre kerül, de nem történik
útvonalválasztás, sem bármilyen más kérés tartalmától függő tevékenység.
A 31. ábra logaritmikus skálán, a párhuzamos kapcsolatok számától függően
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31. ábra. A http() source és az nginx webszerver sebességének összehasonlítása
Az ábrán látható, hogy 4-8 párhuzamos kapcsolat esetén még alacsonyabb a
másodpercenként feldolgozott kérések száma, 8 és 16384 kapcsolat között viszont
nagyjából egyenletes. Ez az eredmény minden nem „thread per client” módon
működő HTTP szervertől elvárt; ez azt támasztja alá, hogy a szerver valóban a
kapcsolatok számától csupán elhanyagolható mértékben függő sebességgel képes a
kérések kiszolgálására, így az jól skálázódik kliensek mentén.
A syslog-ng HTTP szervere megközelítőleg 230.000 HTTP kérést tud
kiszolgálni másodpercenként az nginx webszerver 320.000 kéréséhez képest. A
syslog-ng architektúrája nem kétirányú protokollokra lett optimalizálva, illetve az
eseményvezérlés nem élvezérelt módon történik a szoftverben, de mindezek ellenére
is az elért sebesség megfelelőnek tekinthető.
5.4.2. A http() forrás skálázódása processzormagokon
A performanciamérések egy 4 magos processzoron történtek. A magok számát
korlátozva lehetőség van a magonkénti teljesítmény megállapítására is.
A syslog-ng LogReader objektuma a protokoll írás/olvasás műveleteit egy
„thread poolba” ütemezi be, amely a processzormagok számának megfelelő
munkavégző szálat tart fenn. A hálózati műveletek a munkavégző szálakba
egyenletesen kerülnek ütemezésre.
A 32. ábrán látható, ahogyan a processzormagok hozzáadásától a
másodpercenként kiszolgált HTTP kérések száma a többszörösére nő.




















Smal l  HTTP requests ,  var iable  CPU cores
1 core 2 core 3 core 4 core
32. ábra. A syslog-ng HTTP szerverének sebessége a processzormagok számának
függvényében
16384 párhuzamos kapcsolat esetén a sebesség láthatóan csökken, ez a rendszeren
tesztelt összes TCP alapú szervernél észlelhető volt. A Linux-kernel hálózati
paramétereinek állításával a probléma áthidalható.
5.4.3. A http() forrás módjainak sebességtesztje
Az előző mérések logokat nem tartalmazó HTTP kérésekkel készültek, így
tisztán a HTTP szerver sebességét reprezentálták. A http() forrás plugin egyes
módjaihoz is készültek teljesítménytesztek. Ezek az előzőekkel ellentétben HTTP
kérések helyett az azokon belül fogadott logok másodpercenkénti számát mérik.
Singlemód esetén minden HTTP kérés egyetlen syslog üzenetet tartalmaz, azaz
az előző mérésekben látott sebesség csökken az üzenetek létrehozásának és a belső
„pipeline”-on való továbbításnak a költségével. A 33. ábrán található az így kapott
eredmény.
Az üzeneteket nem tartalmazó HTTP kérésekhez képest (230.000
kérés/másodperc) a maximum elért másodpercenkénti üzenetszám 160.000-re
csökkent. A kérések és válaszok közötti késleltetést az ábra milliszekundumban
tartalmazza, 16384 párhuzamos kapcsolat esetén is elhanyagolható (110 ms) ez az
érték.
A single módban elért eredmény a syslog-ng más hálózati protokolljaihoz




















































33. ábra. Üzenetek fogadásának sebessége single módban
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Text módban egy HTTP kérés több syslog üzenetet is tartalmazhat, így a
HTTP protokoll üzenetei által okozott költség csökkenthető. A 34. ábra 10, 100
és 1000 üzenetet magában foglaló HTTP kérések fogadásának teljesítményét méri.
A kérésekből kinyert üzenetek a létrehozásukat követően egy üres célobjektumba
lettek irányítva, hogy a mérést ne befolyásolja az üzenetek céloldala.
Az így maximálisan elért másodpercenkénti üzenetszám 2.000.000, ezt ezer
üzenetet tartalmazó HTTP kérésekkel lehetett elérni. Ezer üzenet létrehozása és
„pipeline”-on való továbbítása azonban a HTTP kérések és válaszok között eltelt
időt drasztikusan megnövelte. 1024 párhuzamos kapcsolat esetén a késleltetés a
fél másodpercet, 2048 kapcsolat fölött a másfél másodpercet is elérte. A 100
üzenetenként kiküldött HTTP kérések késleltetése 16384 kapcsolat esetén érik csak






















"text" mode, batch size: 10/100/1000
























"text" mode latency, batch size: 10/100/1000 
Text batch 10 Text batch 100 Text batch 1000
34. ábra. Üzenetek fogadásának sebessége és késleltetése „text” módban
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JSON módban egy HTTP kérésben szintén több üzenet foglalhat helyet, ezt a
JSON struktúra első szintjére elhelyezett tömbbel lehetséges elérni. A 35. ábrán – a
text módhoz hasonlóan – 10, 100 és 1000 üzenetet tartalmazó „batch”-ek kerültek
tesztelésre. A legmagasabb érték 64-128 párhuzamos kapcsolat mellett 840.000
üzenet/másodperc. A jelenlegi implementáció a syslog-ng-ben található json-c [67]
könyvtárat használja, amely a teljes JSON objektumot feldolgozza. Erre az üzenetek
szeparálásához nincs szükség, elegendő lenne a HTTP kérést részlegesen elemezni a
tömbelemek mentén, ezért ez a teljesítmény más, részleges parse-olást lehetővé tévő
könyvtárakkal, vagy saját elemzővel javítható.
A kérések és válaszok között eltelt átlagos idők a text móddal egyezőek,


























JSON mode, batch size: 10/100/1000 
























JSON mode latency, batch size: 10/100/1000 
JSON batch 10 JSON batch 100 JSON batch 1000
35. ábra. Üzenetek fogadásának sebessége és késleltetése „json” módban
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Az előző performanciatesztek a szakdolgozat keretében implementált http()
forrás teljesítményét mutatják be külső tényezők figyelembevétele nélkül. Ezek a
számok valódi felhasználási esetekben nem érhetők el, mivel a fogadott üzeneteket
valós esetekben nem dobjuk el, ehelyett diszkre lesznek írva vagy más protokollokon
lesznek továbbítva.
A 36. és a 37. ábrán folytonos vonallal láthatók az előző célobjektum nélküli
mérések eredményei, szaggatott vonalakkal pedig egy olyan konfigurációban mért
változatuk, ahol a fogadott üzenetek SSD háttértáron tárolásra is kerülnek. Text
módban a szaggatott vonalas mérésekben még a syslog-ng beépített RFC3164 [16]
és RFC5424 [17] elemzői is bekapcsolásra kerültek, hogy az üzenetek strukturált
formában legyenek a háttértárra írva.




























"text" mode + parsing, batch size: 10/100
Text (10) Text (100) Text + parse (10) Text + parse (100)

























JSON mode + file des!na!on, batch size: 10/100 
JSON + dest (10) JSON + dest (100) JSON (10) JSON (100)
37. ábra. Fájlba írt JSON formátumú üzenetek sebességének összehasonlítása
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6. Fejlesztési lehetőségek
• A szakdolgozatban egy alapszintű HTTP(S) forrás implementáció készült el.
A létrehozott keretrendszer segítségével ennél komplexebb forrás bővítmények
is implementálhatóak lennének, így például a Windows Event Forwarding [21]
is megvalósítható lehetne Unix környezetben.
• Pozíciókövetés (Bookmark) lehetőségének hozzáadása a keretrendszerhez,
amivel perzisztens módon követhető, hogy a kliensek által küldött üzenetek
közül melyek kerültek feldolgozásra, az elveszett üzenetek detektálhatók és
újraküldhetők.
• Egy általános célú HTTP forrás létrehozása, amely képes a beérkezett
kérés típusa alapján a megfelelő formátumért felelős „source” objektumhoz
irányítani a kérést.
• A HTTP kapcsolatok által végzett allokációk mennyiségének csökkentése a
syslog-ng beépített ScratchBuffers komponense segítségével.
• A HTTP forrás JSON módjának újraimplementálása, részleges feldolgozással.
A jelenlegi megvalósítás a beérkezett JSON objektumokat teljesen feldolgozzák
(szintaktikailag elemzik). A forráson belül csupán az üzenetek darabolására
van szükség, a további elemzés a „pipeline” későbbi részeinél szükséges, a
parser objektumokban.
• A keretrendszer HTTPParser és HTTPMessage típusai lehetővé teszik, hogy a
HTTP szerver mellett HTTP kliens funkcionalitás is hozzáadható legyen.
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