Prediction of portal and hepatic blood flow in cattle. Ellis et al. Given the extent of variability in 2 post absorptive metabolism, there is growing interest in developing integrated post-absorptive 3 metabolism models for cattle. An integral part of linking a multi-organ post-absorptive model is 4 the prediction of nutrient flow between organs, and thus blood flow. This paper applied a 5 multivariate meta-analysis technique to simultaneously predict incoming and outgoing blood flows 6 to the liver. Prediction equations based on DMI performed well, and division of DMI into forage 7 and concentrate DMI improved blood flow predictions.
INTRODUCTION 66 67 was difficult to obtain convergence of the multivariate model when ARTBF was modelled directly 146 (not shown). This is likely because ARTBF is a comparatively small flow determined by difference 147 experimentally (in vivo, observed ARTBF = observed HEPBFobserved PORBF). As a result, 148 predicted ARTBF was determined by calculation of the difference between predicted PORBF and 149 HEPBF. Similarly, PORBF/HEPBF (%) was evaluated as the ratio of predicted blood flows, and 150 not modeled directly. 151 As the data were compiled from multiple studies, it was necessary to analyze not only the 152 fixed effects of the dependent variables, but also the random effect of experiment as this accounts 
.
,
. . The B's are the fixed effects influencing the curve parameters due to blood flow (PORBF, Initial analysis revealed a potential 'fan' shape in the residuals, where residual variance increased 167 with the predicted BF value. In addition, within-treatment and across treatment BF variation 168 increased as BF and/or DMI increased (P < 0.05; data not shown). This may reflect the different 169 type of animals used at low and high DMI (beef cattle vs. dairy cows), milk yield or body reserve 170 mobilization, or the range of diets examined. To compensate, a variance weighting statement (wt) 171 was added to the NLMM macro model, wt = 1/(predicted value) 2 , which decreased variance weight 172 with increasing predicted BF value (see Strathe et al., 2009 for discussion).
173
The joint distribution of random effects was assumed to be multivariate normal and the 174 dual quasi-Newton technique was used for optimization with an adaptive Gaussian quadrature as 175 the integration method. where the mean square prediction error (MSPE) is calculated as: where n is the total number of observations, Oi is the observed value, and Pi is the predicted value.
188
The rMSPE, expressed as a percentage of the observed mean, gives an estimate of the overall prediction error. The rMSPE can also be decomposed into error in central tendency or mean bias 190 (ECT), error due to deviation of the regression slope from unity (ER) and error due to the 191 disturbance (random error) (ED) (Bibby and Toutenburg, 1977) .
192
Secondly, concordance correlation coefficient analysis (CCC) was performed (Lin, 1989), 193 where CCC is calculated as:
where r is the Pearson correlation coefficient and Cb is a bias correction factor. The r Visual inspection of the data revealed two potential clusters within the databases, 208 representing a cluster of 'lower-intake' and 'higher-intake' data ( Figure 1 ). These intake groups 209 are confounded with animal type, and also represent clusters of studies, where the low intake group 210 comprised all beef cattle data and the high intake group comprised all dairy cow data. As a result, 211 analysis was initially performed by separating the data (by studies) into low and high intake groups (or, alternatively, animal type) ( into two intake groups in the current dataset did not result in significantly different parameter 221 estimates between low-and high-intake groups (P > 0.09) ( (Table 3) . This division into low and high intake groups was not 236 performed for quadratic equations due mainly to lack of convergence, but also because a quadratic 237 fit should inherently capture changes in the slope of the relationship across intake level. In support 238 of the findings that parameter estimates did not differ significantly between low and high intake 239 groups, fitting quadratic equations to the database resulted in similar or marginally better joint BIC 240 values, and the quadratic parameter estimates were not always significant ( 
DMI and MEI Based Equation Evaluation
252 Equations developed were tested on an independent evaluation database (described in 253 sheep. Therefore, it is likely that this observation has a physiological basis rather than being error 267 related.
268
Comparing linear to quadratic equations, predictions were similar but slightly improved 269 with the linear equations ( were similar and good across all equations with only minor differences. were parameterized for PORBF and HEPBF, with ARTBF again calculated by difference.
307
Equations developed are presented in Table 5 .
308
When testing the PORBF forage and concentrate slopes against each other, the difference 309 between parameter estimates was non-significant ( blood flow relative to liver mass (Lautt, 1996; Lautt, 2009 ). This appears to be regulated via a (Table 3) (Table 3) 
