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Abstract
Compared with cheap addition operation, multiplication
operation is of much higher computation complexity. The
widely-used convolutions in deep neural networks are ex-
actly cross-correlation to measure the similarity between
input feature and convolution filters, which involves mas-
sive multiplications between float values. In this paper, we
present adder networks (AdderNets) to trade these massive
multiplications in deep neural networks, especially convo-
lutional neural networks (CNNs), for much cheaper addi-
tions to reduce computation costs. In AdderNets, we take
the `1-norm distance between filters and input feature as
the output response. The influence of this new similarity
measure on the optimization of neural network have been
thoroughly analyzed. To achieve a better performance, we
develop a special back-propagation approach for Adder-
Nets by investigating the full-precision gradient. We then
propose an adaptive learning rate strategy to enhance the
training procedure of AdderNets according to the magni-
tude of each neuron’s gradient. As a result, the proposed
AdderNets can achieve 74.9% Top-1 accuracy 91.7% Top-5
accuracy using ResNet-50 on the ImageNet dataset without
any multiplication in convolution layer.
1. Introduction
Given the advent of Graphics Processing Units (GPUs),
deep convolutional neural networks (CNNs) with billions
of floating number multiplications could receive speed-ups
and make important strides in a large variety of computer
vision tasks, e.g. image classification [26, 17], object de-
tection [23], segmentation [19], and human face verifica-
tion [30]. However, the high-power consumption of these
high-end GPU cards (e.g. 250W+ for GeForce RTX 2080
Ti) has blocked modern deep learning systems from being
∗Work was done while visiting Huawei Noah’s Ark Lab
deployed on mobile devices, e.g. smart phone, camera, and
watch. Existing GPU cards are far from svelte and cannot
be easily mounted on mobile devices. Though the GPU it-
self only takes up a small part of the card, we need many
other hardware for supports, e.g. memory chips, power cir-
cuitry, voltage regulators and other controller chips. It is
therefore necessary to study efficient deep neural networks
that can run with affordable computation resources on mo-
bile devices.
Addition, subtraction, multiplication and division are the
four most basic operations in mathematics. It is widely
known that multiplication is slower than addition, but most
of the computations in deep neural networks are multiplica-
tions between float-valued weights and float-valued activa-
tions during the forward inference. There are thus many pa-
pers on how to trade multiplications for additions, to speed
up deep learning. The seminal work [5] proposed Bina-
ryConnect to force the network weights to be binary (e.g.-1
or 1), so that many multiply-accumulate operations can be
replaced by simple accumulations. After that, Hubara et
al. [15] proposed BNNs, which binarized not only weights
but also activations in convolutional neural networks at run-
time. Moreover, Rastegari et al. [22] introduced scale fac-
tors to approximate convolutions using binary operations
and outperform [15, 22] by large margins. Zhou et al. [38]
utilized low bit-width gradient to accelerate the training
of binarized networks. Cai et al. [4] proposed an half-
wave Gaussian quantizer for forward approximation, which
achieved much closer performance to full precision net-
works.
Though binarizing filters of deep neural networks sig-
nificantly reduces the computation cost, the original recog-
nition accuracy often cannot be preserved. In addition,
the training procedure of binary networks is not stable and
usually requests a slower convergence speed with a small
learning rate. Convolutions in classical CNNs are actually
cross-correlation to measure the similarity of two inputs.
Researchers and developers are used to taking convolution
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(a) Visualization of features in AdderNets (b) Visualization of features in CNNs
Figure 1. Visualization of features in AdderNets and CNNs. Features of CNNs in different classes are divided by their angles. In contrast,
features of AdderNets tend to be clustered towards different class centers, since AdderNets use the `1-norm to distinguish different classes.
The visualization results suggest that `1-distance can served as a similarity measure the distance between the filter and the input feature in
deep neural networks
as a default operation to extract features from visual data,
and introduce various methods to accelerate the convolu-
tion, even if there is a risk of sacrificing network capability.
But there is hardly no attempt to replace convolution with
another more efficient similarity measure that is better to
only involve additions. In fact, additions are of much lower
computational complexities than multiplications. Thus, we
are motivated to investigate the feasibility of replacing mul-
tiplications by additions in convolutional neural networks.
In this paper, we propose adder networks that maximize
the use of addition while abandoning convolution opera-
tions. Given a series of small template as “filters in the
neural network, `1-distance could be an efficient measure
to summarize absolute differences between the input sig-
nal and the template as shown in Figure 1. Since subtrac-
tion can be easily implemented through addition by using its
complement code, `1-distance could be a hardware-friendly
measure that only has additions, and naturally becomes an
efficient alternative of the convolution to construct neural
networks. An improved back-propagation scheme with reg-
ularized gradients is designed to ensure sufficient updates of
the templates and a better network convergence. The pro-
posed AdderNets are deployed on several benchmarks, and
experimental results demonstrate AdderNets advantages in
accelerating inference of deep neural networks while pre-
serving comparable recognition accuracy to conventional
CNNs.
This paper is organized as follows. Section 2 investi-
gates related works on network compression. Section 3 pro-
poses Adder Networks which replace the multiplication in
the conventional convolution filters with addition. Section 4
evaluates the proposed AdderNets on various benchmark
datasets and models and Section 5 concludes this paper.
2. Related works
To reduce the computational complexity of convolu-
tional neural networks, a number of works have been pro-
posed for eliminating useless calculations.
2.1. Network Pruning
Pruning based methods aims to remove redundant
weights to compress and accelerate the original network.
Denton et al. [6] decomposed weight matrices of fully-
connected layers into simple calculations by exploiting sin-
gular value decomposition (SVD). Han et al. [8] proposed
discarding subtle weights in pre-trained deep networks to
omit their original calculations without affecting the per-
formance. Wang et al. [29] further converted convolution
filters into the DCT frequency domain and eliminated more
floating number multiplications. In addition, Hu et al. [13]
discarded redundant filters with less impacts to directly re-
duce the computations brought by these filters. Luo et
al. [21] discarded redundant filters according to the recon-
struction error. He et al. [10] utilized a LASSO regression
to select important channels by solving least square recon-
struction. Zhuang et al. [39] introduce additional losses to
consider the discriminative power of channels and selected
the most discriminative channels for the portable network.
2.2. Efficient Blocks Design
Instead of directly reducing the computational complex-
ity of a pre-trained heavy neural network, lot of works fo-
cused on designing novel blocks or operations to replace
the conventional convolution filters. Iandola et al. [16] in-
troduced a bottleneck architecture to largely decrease the
computation cost of CNNs. Howard et al. [12] designed
MobileNet, which decompose the conventional convolution
filters into the point-wise and depth-wise convolution filters
with much fewer FLOPs. Zhang et al. [36] combined group
convolutions [33] and a channel shuffle operation to build
efficient neural networks with fewer computations. Hu et
al. [14] proposed the squeeze and excitation block, which
focuses on the relationship of channels by modeling interde-
pendencies between channels, to improve the performance
at slight additional computational cost. Wu et al. [32] pre-
sented a parameter-free “shift” operation with zero flop and
zero parameter to replace conventional filters and largely re-
duce the computational and storage cost of CNNs. Zhong et
al. [37] further pushed the shift-based primitives into chan-
nel shift, address shift and shortcut shift to reduce the in-
ference time on GPU while keep the performance. Wang et
al. [28] developed versatile convolution filters to generate
more useful features utilizing fewer calculations and param-
eters.
2.3. Knowledge Distillation
Besides eliminating redundant weights or filters in deep
convolutional neural networks, Hinton et al. [11] pro-
posed the knowledge distillation (KD) scheme, which trans-
fer useful information from a heavy teacher network to
a portable student network by minimizing the Kullback-
Leibler divergence between their outputs. Besides mimic
the final outputs of the teacher networks, Romero et al. [25]
exploit the hint layer to distill the information in features of
the teacher network to the student network. You et al. [35]
utilized multiple teachers to guide the training of the student
network and achieve better performance. Yim et al. [34] re-
garded the relationship between features from two layers
in the teacher network as a novel knowledge and introduced
the FSP (Flow of Solution Procedure) matrix to transfer this
kind of information to the student network.
Nevertheless, the compressed networks using these al-
gorithms still contain massive multiplications, which costs
enormous computation resources. As a result, subtractions
or additions are of much lower computational complexities
when compared with multiplications. However, they have
not been widely investigated in deep neural networks, es-
pecially in the widely used convolutional networks. There-
fore, we propose to minimize the numbers of multiplica-
tions in deep neural networks by replacing them with sub-
tractions or additions.
3. Networks without Multiplication
Consider a filter F ∈ Rd×d×cin×cout in an intermediate
layer of the deep neural network, where kernel size is d,
input channel is cin and output channel is cout. The input
feature is defined as X ∈ RH×W×cin , where H and W are
the height and width of the feature, respectively. The output
feature Y indicates the similarity between the filter and the
input feature,
Y (m,n, t) =
d∑
i=0
d∑
j=0
cin∑
k=0
S
(
X(m+ i, n+ j, k), F (i, j, k, t)
)
,
(1)
where S(·, ·) is a pre-defined similarity measure. If cross-
correlation is taken as the metric of distance, i.e. S(x, y) =
x × y, Eq. (1) becomes the convolution operation. Eq. (1)
can also implies the calculation of a fully-connected layer
when d = 1. In fact, there are many other metrics to
measure the distance between the filter and the input fea-
ture. However, most of these metrics involve multiplica-
tions, which bring in more computational cost than addi-
tions.
3.1. Adder Networks
We are therefore interested in deploying distance metrics
that maximize the use of additions. `1 distance calculates
the sum of the absolute differences of two points vector
representations, which contains no multiplication. Hence,
by calculating `1 distance between the filter and the input
feature, Eq. (1) can be reformulated as
Y (m,n, t) = −
d∑
i=0
d∑
j=0
cin∑
k=0
|X(m+ i, n+ j, k)−F (i, j, k, t)|.
(2)
Addition is the major operation in `1 distance measure,
since subtraction can be easily reduced to addition by using
complement code. With the help of `1 distance, similarity
between the filters and features can be efficiently computed.
Although both `1 distance Eq. (2) and cross-correlation
in Eq. (1) can measure the similarity between filters and
inputs, there are some differences in their outputs. The out-
put of a convolution filter, as a weighted summation of val-
ues in the input feature map, can be positive or negative,
but the output of an adder filter is always negative. Hence,
we resort to batch normalization for help, and the output
of adder layers will be normalized to an appropriate range
and all the activation functions used in conventional CNNs
can then be used in the proposed AdderNets. Although the
batch normalization layer involves multiplications, its com-
putational cost is significantly lower than that of the convo-
lutional layers and can be omitted. Considering a convolu-
tional layer with a filter F ∈ Rd×d×cin×cout , an input X ∈
RH×W×cin and an output Y ∈ RH′×W ′×cout , the compu-
tation complexity of convolution and batch normalization
is O(d2cincoutHW ) and O(coutH ′W ′), respectively. In
practice, given an input channel number cin = 512 and a
kernel size d = 3 in ResNet [9], we have d
2cincoutHW
coutH′W ′
≈
4068. Since batch normalization layer has been widely used
in the state-of-the-art convolutional neural networks, we can
simply upgrade these networks into AddNets by replacing
their convolutional layers into adder layers to speed up the
inference and reduces the energy cost.
Intuitively, Eq. (1) has a connection with template
matching [3] in computer vision, which aims to find the
parts of an image that match the template. F in Eq. (1)
actually works as a template, and we calculate its matching
scores with different regions of the input feature X . Since
various metrics can be utilized in template matching, it is
natural that `1 distance can be utilized to replace the cross-
correlation in Eq. (1).
3.2. Optimization
Neural networks utilize back-propagation to compute the
gradients of filters and stochastic gradient descent to update
the parameters. In CNNs, the partial derivative of output
features Y with respect to the filters F is calculated as:
∂Y (m,n, t)
∂F (i, j, k, t)
= X(m+ i, n+ j, k), (3)
where i ∈ [m,m + d] and j ∈ [n, n + d]. To achieve
a better update of the parameters, it is necessary to derive
informative gradients for SGD. In AdderNets, the partial
derivative of Y with respect to the filters F is:
∂Y (m,n, t)
∂F (i, j, k, t)
= sgn(X(m+i, n+j, k)−F (i, j, k, t)), (4)
where sgn(·) denotes the sign function and the value of the
gradient can only take +1, 0, or -1.
Considering the derivative of `2-norm
∂Y (m,n, t)
∂F (i, j, k, t)
= X(m+ i, n+ j, k)− F (i, j, k, t), (5)
Eq. (4) can therefore lead to a signSGD [2] update of `2-
norm. However, signSGD almost never takes the direc-
tion of steepest descent and the direction only gets worse
as dimensionality grows [1]. It is unsuitable to optimize
the neural networks of a huge number of parameters using
signSGD. Therefore, we propose using Eq. (5) to update
the gradients in our AdderNets. The convergence of tak-
ing these two kinds of gradient will be further investigated
in the supplementary material. Therefore, by utilizing the
full-precision gradient, the filters can be updated precisely.
Besides the gradient of the filters, the gradient of the in-
put features X is also important for the update of parame-
ters. Therefore, we also use the full-precision gradient (Eq.
(5)) to calculate the gradient of X . However, the magnitude
of the full-precision gradient may be larger than +1 or -1.
Denote the filters and inputs in layer i as Fi and Xi. Dif-
ferent from ∂Y∂Fi which only affects the gradient of Fi itself,
the change of ∂Y∂Xi would influence the gradient in not only
layer i but also layers before layer i according to the gradi-
ent chain rule. If we use the full-precision gradient instead
of the sign gradient of ∂Y∂X for each layer, the magnitude
of the gradient in the layers before this layer would be in-
creased, and the discrepancy brought by using full-precision
gradient would be magnified. To this end, we clip the gra-
dient of X to [−1, 1] to prevent gradients from exploding.
Then the partial derivative of output features Y with respect
to the input features X is calculated as:
∂Y (m,n, t)
∂X(m+ i, n+ j, k)
= HT(F (i, j, k, t)−X(m+ i, n+ j, k)).
(6)
where HT(·) denotes the HardTanh function:
HT(x) =

x if − 1 < x < 1,
1 x > 1,
− 1 x < −1.
(7)
3.3. Adaptive Learning Rate Scaling
In conventional CNNs, assuming that the weights and the
input features are independent and identically distributed
following normal distribution, the variance of the output can
be roughly estimated as:
V ar[YCNN ] =
d∑
i=0
d∑
j=0
cin∑
k=0
V ar[X × F ]
= d2cinV ar[X]V ar[F ].
(8)
If variance of the weight is V ar[F ] = 1d2cin , the variance of
output would be consistent with that of the input, which will
be beneficial for the information flow in the neural network.
In contrast, for AdderNets, the variance of the output can be
approximated as:
V ar[YAdderNet] =
d∑
i=0
d∑
j=0
cin∑
k=0
V ar[|X − F |]
= (1− 2
pi
)d2cin(V ar[X] + V ar[F ]),
(9)
when F and X follow normal distributions. In practice,
the variance of weights V ar[F ] is usually very small [7],
e.g. 10−3 or 10−4 in an ordinary CNN. Hence, compared
with multiplying V ar[X] with a small value in Eq. (8), the
addition operation in Eq. (9) tends to bring in a much larger
variance of outputs in AdderNets.
We next proceed to show the influence of this larger vari-
ance of outputs on the update of AdderNets. To promote
Algorithm 1 The feed forward and back propagation of
adder neural networks.
Input: An initialized adder networkN and its training set
X and the corresponding labels Y , the global learning
rate γ and the hyper-parameter η.
1: repeat
2: Randomly select a batch {(x, y)} from X and Y;
3: Employ the AdderNet N on the mini-batch: x →
N (x);
4: Calculate the full-precision derivative ∂Y∂F and
∂Y
∂X for
adder filters using Eq. (5) and Eq. (6);
5: Exploit the chain rule to generate the gradient of pa-
rameters in N ;
6: Calculate the adapative learning rate αl for each
adder layer according to Eq. (13).
7: Update the parameters inN using stochastic gradient
descent.
8: until convergence
Output: A well-trained adder network N with almost no
multiplications.
the effectiveness of activation functions, we introduce batch
normalization after each adder layer. Given input x over
a mini-batch B = {x1, · · · , xm}, the batch normalization
layer can be denoted as:
y = γ
x− µB
σB
+ β, (10)
where γ and β are parameters to be learned, and µB =
1
m
∑
i xi and σ
2
B =
1
m
∑
i(xi − µB)2 are the mean and
variance over the mini-batch, respectively. The gradient of
loss ` with respect to x is then calculated as:
∂`
∂xi
=
m∑
j=1
γ
m2σB
{
∂`
∂yi
− ∂`
∂yj
[1 +
(xi − xj)(xj − µB)
σB
]
}
.
(11)
Given a much larger variance V ar[Y ] = σB in Eq. (9),
the magnitude of the gradient w.r.t X in AdderNets would
be much smaller than that in CNNs according to Eq. (11),
and then the magnitude of the gradient w.r.t the filters in
AdderNets would be decreased as a result of gradient chain
rule.
Table 1. The `2-norm of gradient of weight in each layer using
different networks at 1st iteration.
Model Layer 1 Layer 2 Layer 3
AdderNet 0.0009 0.0012 0.0146
CNN 0.2261 0.2990 0.4646
Table 1 reports the `2-norm of gradients of filters ‖F‖2
in LeNet-5-BN using CNNs and AdderNets on the MNIST
dataset during the 1st iteration. LeNet-5-BN denotes the
LeNet-5 [18] adding an batch normalization layer after each
convolutional layer. As shown in this table, the norms of
gradients of filters in AdderNets are much smaller than that
in CNNs, which could slow down the update of filters in
AdderNets.
A straightforward idea is to directly adopt a larger learn-
ing rate for filters in AdderNets. However, it is worth notic-
ing that the norm of gradient differs much in different lay-
ers of AdderNets as shown in Table 1, which requests spe-
cial consideration of filters in different layers. To this end,
we propose an adaptive learning rate for different layers in
AdderNets. Specifically, the update for each adder layer l is
calculated by
∆Fl = γ × αl ×∆L(Fl), (12)
where γ is a global learning rate of the whole neural net-
work (e.g. for adder and BN layers), ∆L(Fl) is the gradi-
ent of the filter in layer l and αl is its corresponding local
learning rate. As filters in AdderNets act subtraction with
the inputs, the magnitude of filters and inputs are better to
be similar to extract meaningful information from inputs.
Because of the batch normalization layer, the magnitudes
of inputs in different layers have been normalized, which
then suggests a normalization for the magnitudes of filters
in different layers. The local learning rate can therefore be
defined as:
αl =
η
√
k
‖∆L(Fl)‖2 , (13)
where k denotes the number of elements in Fl to average the
`2-norm, and η is a hyper-parameter to control the learning
rate of adder filters. By using the proposed adaptive learn-
ing rate scaling, the adder filters in different layers can be
updated with nearly the same step. The training procedure
of the proposed AdderNet is summarized in Algorithm 1.
4. Experiment
In this section, we implement experiments to validate the
effectiveness of the proposed AdderNets on several bench-
mark datasets, including MNIST, CIFAR and ImageNet.
Ablation study and visualization of features are provided to
further investigate the proposed method. The experiments
are conducted on NVIDIA Tesla V100 GPU in PyTorch.
4.1. Experiments on MNIST
To illustrate the effectiveness of the proposed Adder-
Nets, we first train a LeNet-5-BN [18] on the MNIST
dataset. The images are resized to 32 × 32 and are pro-
precessed following [18]. The networks are optimized us-
ing Nesterov Accelerated Gradient (NAG), and the weight
decay and the momentum were set as 5× 10−4 and 0.9, re-
spectively. We train the networks for 50 epochs using the
cosine learning rate decay [20] with an initial learning rate
Table 2. Classification results on the CIFAR-10 and CIFAR-100 datasets.
Model Method #Mul. #Add. XNOR CIFAR-10 CIFAR-100
BNN 0 0.65G 0.65G 89.80% 65.41%
VGG-small AddNN 0 1.30G 0 93.72% 72.64%
CNN 0.65G 0.65G 0 93.80% 72.73%
BNN 0 41.17M 41.17M 84.87% 54.14%
ResNet-20 AddNN 0 82.34M 0 91.84% 67.60%
CNN 41.17M 41.17M 0 92.25% 68.14%
BNN 0 69.12M 69.12M 86.74% 56.21%
ResNet-32 AddNN 0 138.24M 0 93.01% 69.02%
CNN 69.12M 69.12M 0 93.29% 69.74%
0.1. The batch size is set as 256. For the proposed Adder-
Nets, we replace the convolutional filters in LeNet-5-BN
with our adder filters. Note that the fully connected layer
can be regarded as a convolutional layer, we also replace
the multiplications in the fully connect layers with subtrac-
tions.
The convolutional neural network achieves a 99.4% ac-
curacy with ∼435K multiplications and ∼435K additions.
By replacing the multiplications in convolution with addi-
tions, the proposed AdderNet achieves a 99.4% accuracy,
which is the same as that of CNNs, with ∼870K additions
and almost no multiplication.In fact, the theoretical latency
of multiplications in CPUs is also larger than that of ad-
ditions and subtractions. There is an instruction table 1
which lists the instruction latencies, throughputs and micro-
operation breakdowns for Intel, AMD and VIA CPUs. For
example, in VIA Nano 2000 series, the latency of float
multiplication and addition is 4 and 2, respectively. The
AdderNet using LeNet-5 model will have ∼1.7M latency
while CNN will have∼2.6M latency in this CPU. In conclu-
sion, the AdderNet can achieve similar accuracy with CNN
but have fewer computational cost and latency. Noted that
CUDA and cuDNN optimized adder convolutions are not
yet available, we do not compare the actual inference time.
4.2. Experiments on CIFAR
We then evaluate our method on the CIFAR dataset,
which consist of 32×32 pixel RGB color images. Since the
binary networks [38] can use the XNOR operations to re-
place multiplications, we also compare the results of binary
neural networks (BNNs). We use the same data augmen-
tation and pro-precessing in He et al. [9] for training and
testing. Following Zhou et al. [38], the learning rate is set
to 0.1 in the beginning and then follows a polynomial learn-
ing rate schedule. The models are trained for 400 epochs
with a 256 batch size. We follow the general setting in bi-
nary networks to set the first and last layers as full-precision
1www.agner.org/optimize/instruction_tables.pdf
convolutional layers. In AdderNets, we use the same setting
for a fair comparison.
The classification results are reported in Table 2. Since
computational cost in batch normalization layer, the first
layer and the last layer are significantly less than other
layers, we omit these layers when counting FLOPs. We
first evaluate the VGG-small model [4] in the CIFAR-
10 and CIFAR-100 dataset. As a result, the AdderNets
achieve nearly the same results (93.72% in CIFAR-10 and
72.64% in CIFAR-100) with CNNs (93.80% in CIFAR-10
and 72.73% in CIFAR-100) with no multiplication. Al-
though the model size of BNN is much smaller than those of
AdderNet and CNN, its accuracies are much lower (89.80%
in CIFAR-10 and 65.41% in CIFAR-100). We then turn to
the widely used ResNet models (ResNet-20 and ResNet-
32) to further investigate the performance of different net-
works. As for the ResNet-20, the convolutional neural net-
works achieve the highest accuracy (i.e. 92.25% in CIFAR-
10 and 68.14% in CIFAR-100) but with a large number of
multiplications (41.17M). The proposed AdderNets achieve
a 91.84% accuracy in CIFAR-10 and a 67.60% accuracy in
CIFAR-100 without multiplications, which is comparable
with CNNs. In contrast, the BNNs only achieve 84.87%
and 54.14% accuracies in CIFAR-10 and CIFAR-100. The
results in ResNet-32 also suggest that the proposed Adder-
Nets can achieve similar results with conventional CNNs.
4.3. Experiments on ImageNet
We next conduct experiments on the ImageNet
dataset [17], which consist of 224 × 224 pixel RGB color
images. We use ResNet-18 model to evaluate the proposed
AdderNets follow the same data augmentation and pro-
precessing in He et al. [9]. We train the AdderNets for 150
epochs utilizing the cosine learning rate decay [20]. These
networks are optimized using Nesterov Accelerated Gradi-
ent (NAG), and the weight decay and the momentum are set
as 10−4 and 0.9, respectively. The batch size is set as 256
and the hyper-parameter in AdderNets is the same as that in
Table 3. Classification results on the ImageNet datasets.
Model Method #Mul. #Add. XNOR Top-1 Acc. Top-5 Acc.
BNN 0 1.8G 1.8G 51.2% 73.2%
ResNet-18 AddNN 0 3.6G 0 67.0% 87.6%
CNN 1.8G 1.8G 0 69.8% 89.1%
BNN 0 3.9G 3.9G 55.8% 78.4%
ResNet-50 AddNN 0 7.7G 0 74.9% 91.7%
CNN 3.9G 3.9G 0 76.2% 92.9%
(a) Visualization of filters of AdderNets (b) Visualization of filters of CNNs
Figure 2. Visualization of filters in the first layer of LeNet-5-BN on the MNIST dataset. Both of them can extract useful features for image
classification.
CIFAR experiments.
Table 3 shows the classification results on the ImageNet
dataset by exploiting different nerual networks. The con-
volutional neural network achieves a 69.8% top-1 accu-
racy and an 89.1% top-5 accuracy in ResNet-18. However,
there are 1.8G multiplications in this model, which bring
enormous computational complexity. Since the addition
operation has smaller computational cost than multiplica-
tion, we propose AdderNets to replace the multiplications in
CNNs with subtractions. As a result, our AdderNet achieve
a 66.8% top-1 accuracy and an 87.4% top-5 accuracy in
ResNet-18, which demonstrate the adder filters can extract
useful information from images. Rastegari et al. [22] pro-
posed the XNOR-net to replace the multiplications in neural
networks with XNOR operations. Although the BNN can
achieve high speed-up and compression ratio, it achieves
only a 51.2% top-1 accuracy and a 73.2% top-5 accuracy in
ResNet-18, which is much lower than the proposed Adder-
Net. We then conduct experiments on a deeper architecture
(ResNet-50). The BNN could only achieve a 55.8% top-1
accuracy and a 78.4% top-5 accuracy using ResNet-50. In
contrast, the proposed AdderNets can achieve a 74.9% top-
1 accuracy and a 91.7% top-5 accuracy, which is closed to
that of CNN (76.2% top-1 accuracy and 92.9% top-5 accu-
racy).
4.4. Visualization Results
Visualization on features. The AdderNets utilize the
`1-distance to measure the relationship between filters and
input features instead of cross correlation in CNNs. There-
fore, it is important to further investigate the difference
of the feature space in AdderNets and CNNs. We train a
LeNet++ on the MNIST dataset following [31], which has
six convolutional layers and a fully-connected layer. Num-
bers of neurons in each convolutional layer are 32, 32, 64,
64, 128, 128, and 2, respectively. For the proposed Adder-
Nets, convolutional and fully connected layers are replaced
with the proposed add filters.
The visualization results are shown in Figure 1. The con-
volutional neural network calculates the cross correlation
between filters and inputs. If filters and inputs are approx-
imately normalized, convolution operation is then equiva-
lent to calculate cosine distance between two vectors. That
is probably the reason that features in different classes are
divided by their angles in Figure 1. In contrast, AdderNets
utilize the `1-norm to distinguish different classes. Thus,
features tend to be clustered towards different class cen-
ters. The visualization results demonstrate that the proposed
AdderNets could have the similar discrimination ability to
classify images as CNNs.
Visualization on filters. We visualize the filters of the
LeNet-5-BN network in Figure 2. Although the AdderNets
and CNNs utilize different distance metrics, filters of the
proposed adder networks (see Figure 2 (a)) still share some
similar patterns with convolution filters (see Figure 2 (b)).
The visualization experiments further demonstrate that the
filters of AdderNets can effectively extract useful informa-
tion from the input images and features.
Visualization on distribution of weights As the pro-
posed AdderNets use `. We then visualize the distribution
of weights for the 3th convolution layer on LeNet-5-BN. As
shown in Figure 4, the distribution of weights with Adder-
Nets is close to a Laplace distribution while that with CNNs
looks more like a Gaussian distribution. In fact, the prior
distribution of `1-norm is Laplace distribution [27] and that
of `2-norm is Gaussian distribution [24] and the `2-norm
(a) Accuracy (b) Loss
Figure 3. Learning curve of AdderNets using different optimization schemes. FP and Sgn gradient denotes the full-precision and sign
gradient. The proposed adaptive learning rate scaling with full-precision gradient achieves the highest accuracy (99.40%) with the smallest
loss.
Figure 4. Histograms over the weights with AdderNet (left) and
CNN (right). The weights of AdderNets follow Laplace distribu-
tion while those of CNNs follow Gaussian distribution.
is exactly same as the cross correlation, which will be ana-
lyzed in the supplemental material.
4.5. Ablation Study
We propose to use a full-precision gradient to update the
filters in our adder filters and design an adaptive learning
rate scaling for deal with different layers in AdderNets. It is
essential to evaluate the effectiveness of these components.
We first train the LeNet-5-BN without changing its learning
rate, which results in 54.91% and 29.26% accuracies using
full-precision gradient and sign gradient, respectively. The
networks can be hardly trained since its gradients are very
small. Therefore, it is necessary to increase the learning rate
of adder filters.
We directly increase the learning rate for filters in Adder-
Nets by 100, which achieves best performance with full-
precision gradient compared with other values from the pool
{10, 50, 100, 200, 500}. As shown in Figure 3, the Adder-
Nets using adaptive learning rate (ALR) and increased
learning rate (ILR) achieve 97.99% and 97.72% accuracy
with sign gradient, which is much lower than the accuracy
of CNN (99.40%). Therefore, we propose the full-precision
gradient to precisely update the weights in AdderNets. As
a result, the AdderNet with ILR achieves a 98.99% accu-
racy using the full-precision gradient. By using the adaptive
learning rate (ALR), the AdderNet can achieve a 99.40%
accuracy, which demonstrate the effectiveness of the pro-
posed ALR method.
5. Conclusions
The role of classical convolutions used in deep CNNs
is to measure the similarity between features and filters,
and we are motivated to replace convolutions with more
efficient similarity measure. We investigate the feasibility
of replacing multiplications by additions in this work. An
AdderNet is explored to effectively use addition to build
deep neural networks with low computational costs. This
kind of networks calculate the `1-norm distance between
features and filters. Corresponding optimization method
is developed by using regularized full-precision gradients.
Experiments conducted on benchmark datasets show that
AdderNets can well approximate the performance of CNNs
with the same architectures, which could have a huge im-
pact on future hardware design. Visualization results also
demonstrate that the adder filters are promising to replace
original convolution filters for computer vision tasks. In
our future work, we will investigate quantization results for
AdderNets to achieve higher speed-up and lower energy
comsumption, as well as the generality of AdderNets not
only for image classification but also for detection and seg-
mentation tasks.
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