Abstract-We applied a recently published electroluminescence method for calculating the lateral bandgap distribution to copper indium gallium (di) selenide (CIGS) modules of three manufacturers. First, we used a CIGS module with a known apparent bandgap distribution to calibrate a bandgap imaging method at the electroluminescence setup at the University of Ljubljana. 
I. INTRODUCTION
T HE copper indium gallium (di) selenide (CIGS) photovoltaic (PV) modules together with cadmium telluride PV modules are widely deployed thin-film technologies that have a market share in the GW range and can compete with the conventional silicon modules, thanks to the successful research, development activities, and industrial scale-up to mass production [1] - [4] . The absorber of CIGS is made of a Cu(In,Ga)(Se,S) 2 compound where indium to gallium and selenium to sulfur ratios determine the bandgap of the material [5] , [6] . This property is used to tune the bandgap M. Bokalič and M. Topič are with the Faculty of Electrical Engineering, Laboratory of Photovoltaics and Optoelectronics, University of Ljubljana, Ljubljana SI-1000, Slovenia (e-mail: matevz.bokalic@fe.uni-lj.si; marko. topic@fe.uni-lj.si).
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Digital Object Identifier 10.1109/JPHOTOV. 2017.2762589 of the absorber to best exploit the solar spectrum as well as to implement the bandgap grading to optimize semiconductor properties [7] , [8] . Whereas correct bandgap changes along the depth of the absorber are beneficial to the device efficiency [9] , [10] , bandgap changes may also appear laterally across the module as a result of the manufacturing process. Such changes are called bandgap fluctuations and, in general, decrease the device efficiency [11] , [12] . Recently, we developed a method to image the bandgap 1 in CIGS PV modules by electroluminescence (EL) in different spectral ranges [13] , [14] . In this paper, we will report on the calibration of the bandgap imaging method at the EL setup at the Laboratory of Photovoltaics and Optoelectronics, University of Ljubljana (UL). The calibration was performed using the same module as in [13] . We used the obtained calibration to study bandgap fluctuations in a total of ten CIGS PV modules from three different manufacturers. Herein, we present and discuss the obtained results.
II. BACKGROUND
The bandgap imaging method uses two cameras in different but overlapping spectral ranges and exploits the dependence of the luminescence spectrum on the bandgap of the absorber. The requirements of the method, spectral imaging conditions, and detailed information on the method can be found elsewhere [13] . For a CIGS absorber, an InGaAs detector array can be used for imaging in a short-wavelength infrared (SWIR) range, and a Si charge coupled device provides adequate overlap from the nearinfrared (NIR) range. Alternatively, filters can also be used to achieve image acquisition in appropriate spectral ranges. When the bandgap changes, the luminescence spectrum shifts, which is detected differently by the two cameras. The images acquired by the cameras are, thus, different, and when divided, they result in the ratio image, which contains the spatial information about the local value of the bandgap. To calculate the bandgap image from the ratio image, a calibration must be performed where the ratio values at calibration locations in the image are related to the bandgap values, extracted from the local external quantum efficiency measurements [13] .
III. METHODOLOGY

A. CIGS Thin-Film PV Modules
In the scope of this paper, we inspected ten modules from three manufacturers. The history and some properties of the 1 With the word bandgap, we refer to the term apparent bandgap [13] .
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See http://www.ieee.org/publications standards/publications/rights/index.html for more information. Their measured efficiency is 12% and 13%, respectively. Module f1 was subject to intense light-and electro-soaking from January to March, while module g1 was only subject to one cycle. Afterwards, both modules were kept in dark at room temperature. Furthermore, some modules have consecutive serial numbers: first: c1, a1, and b1; second: b2 and a2; and third: d1 and d2. Module a1 is also the module that was used to establish the method [13] and is used herein to calibrate the method at the UL EL setup.
B. EL Setups and Calibration
The EL setup at FZJ used in this and the previous work [13] consists of a deep air cooled 640 × 512 pixels Princeton Instruments InGaAs camera and an air-cooled 9 megapixel Apogee silicon camera. The setup at the UL also consists of two cameras, an air-cooled Photonic Science InGaAs array with 640 × 512 pixels and an air-cooled FLI Si camera with 16 megapixels. All EL images for bandgap determination were obtained at rated I SC , after some EL images taken at lower currents. The a1 module was used for calibration of the method at the FZJ setup in 2014 and also for the calibration of the method at the UL setup in 2017. Prior to FZJ calibration, the module was first installed outdoors and received 500 kWh/m 2 of solar irradiation and then kept in dark for a few months. The identified relation between the image ratio of time normalized SWIR and NIR images ( ELratio = ELswir / ELnir ) and the peak of EL spectrum (Ê γ ) is [13] 
(1)
The calibration of the method at the UL was performed two years after the calibration at FZJ. In the meantime, the calibration module was transported to the UL and kept at room temperature in dark afterwards. The imaging conditions during the calibration at the UL were kept close to the imaging conditions at FZJ (module temperature 23°C at the UL and 25°C at FZJ), short-circuit bias current.
IV. RESULTS
A. Calibration Curve Determination
The calibration of the method at the UL at the calibration locations (marked in Fig. 2 ) identical to those at FZJ on the a1 module is shown in Fig. 1 . A logarithmic regression yields the relationÊ
Whereas the calibration equation kept its form due to setup similarities, a difference in calibration parameters is observed. The coefficient changed from -0.033 to -0.040 eV and the constant from 1.28 to 1.38 eV, which is due to different cameras and different parameters (spectral response, lenses, pixel size, gain, focal length, etc.).
The relation between the apparent bandgap (Ẽ G ) andÊ γ depends on the availability of the energy states, which govern the interaction between light and absorber. The relation does not depend on the camera selection and for the calibration module amounts toẼ Calculating the ratio image of corrected images from both setups and applying respective relations yields the bandgap images of the module obtained with the FZJ EL setup [see In the scope of this paper, we consider the differences negligible and validate the calibration of the method at the UL EL setup for bandgap imaging of these CIGS PV modules.
B. Bandgap Fluctuations in Multiple Modules From Different Manufacturers
Bandgap images with respective histograms representing area fractions per bin are shown in Figs. 3-6 . The subfigures are arranged such that the rows represent the modules with the same history. In Figs. 3 and 4 (manufacturer A), the columns correspond to unordered consecutive serial numbers, whereas in Fig. 5 (manufacturer B) , the modules with consecutive serial numbers are in the upper row. The scale is kept constant for all subfigures in Figs. 3 and 5 individually, but it is shifted for 20 meV between subfigures in Fig. 6 , whereas the range is maintained at 50 meV. The range in Fig. 3 is 140 meV, and in Fig. 5 , it is 80 meV.
All tested modules produced by manufacturer A have notable lateral bandgap fluctuations ranging from 1.06 to 1.17 eV with standard deviations between 14 and 22 meV (see Fig. 4 ). However, the spread of their average values is within one standard deviation (<15 meV), with a total average of 1.12 eV. There seems to be no correlation between quantitativeẼ G , module serial numbers, or module history. We do observe a slightly smaller standard deviation (15 meV) for modules a1 and a2, which were tested outdoors for 4 months 2.5 years ago in contrast to the standard deviation of 18 meV for b2 module and 22 meV for b1 and c1.
Histograms of manufacturer A modules (see Fig. 4 ) can be arranged into two groups. The left column histograms have three peaks: two smaller ones around the highest central peak, whereas the right column histograms resemble the bell shape. The distinction of histograms between columns corresponds to two groups of consecutive serial numbers. The modules' b1 and c1 histograms are a bit wider and extend also into 1.06 eV, which is the contribution of the low bandgap area in the left part of the modules (see Fig. 3) .
Qualitatively,Ẽ G images of manufacturer A modules (see Fig. 3 ) show certain similarities. All of them show 13 equally spaced horizontal lines. They also show significant fluctuations along the bottom edge of the module. The pattern of bottom edge fluctuations is similar for b1 and c1 modules and for a2 and b2 modules. Both module pairs have consecutive serial numbers and could have been produced one after another. However, following this key, module a1 should belong to b1, c1 pair, but its bottom edgeẼ G fluctuations do not follow their pattern. Additionally, the general distribution ofẼ G -low along the left edge, higher on the right side, fluctuation pattern in-between-is also similar on b1 and c1 modules. In general, module c1 appears the most homogeneous regarding local bandgap fluctuations-it is also the only one that has not been exposed to solar irradiation.
Use of the bandgap imaging method calibrated on the module made by manufacturer A to modules of other manufacturers violates the requirement of per-module-type calibration specified in [13] . Violation of requirements may lead to erroneous absolute values; however, as we will show, the results will reveal potential bandgap fluctuations and provide an estimate for their magnitude. The bandgap fluctuations are calculated from the fluctuations in the ratio image as long as the spectrum of luminescence is still covered by both cameras. With that in mind, we used the calibration and relations obtained herein on modules of manufacturers B and C.
The bandgap images with corresponding histograms of modules by manufacturer B are shown in Fig. 5 . The average bandgap imaged for the three modules is estimated to 0.99 eV, which is at the bottom edge of the CIS modules, depending on the bandgap definition and literature [6] , [16] , and will be discussed in Section V. The average standard deviation of bandgap fluctuations in these modules is estimated to 8 meV, which is more homogeneous than in modules made by manufacturer A.
Comparison of bandgap images for the d1, d2, and e1 modules reveals similarities between d1 and e1 modules, which have not been subjected to the same testing, nor do they have consecutive serial numbers. The visual and absolute distribution of the bandgap appears similar, and consequently, the histograms are also very alike with a bell-shaped curve and similar edges. Comparing modules d1 and d2, which were exposed to exactly the same conditions for the last 3 years and which even have consecutive serial numbers, reveals no similarities. The bandgap distribution is just the opposite, and whereas the d1's histogram has a bell shape, the d2's histogram has two peaks. There are no other qualitative similarities between the bandgap images than just described general bandgap distribution.
The bandgap distributions with corresponding histograms of modules produced by manufacturer C are shown in Fig. 6 . Their average bandgap is estimated to 1.13 eV with average standard deviation estimation of only 4 meV. Similar to modules of manufacturer B, here we also used the calibration relation created for modules of manufacturer A with the same justification. Because the lateral fluctuations of the bandgap are very small, the histograms of the two images do not overlap despite only 17 meV difference in the average bandgap value.
Qualitative image inspection reveals some patterns in bandgap fluctuations. Spots of a locally reduced bandgap appear in regular patterns. In module f1, there are six spots in the grid pattern, three with equal vertical spacing in horizontal centers of each half, whereas there are four spots in module g1 in the same positions as in module f1, except the middle two spots. There is a linear gradient of the bandgap in module f1 rising from 1.130 eV at the bottom to 1.145 eV at the top. In module g1, the bandgap is lower at right and left edges with the lower bandgap region extending from the edges toward the four spots of a reduced bandgap. There are also a few artifacts present in the images: 1) in the image of module g1, there are a few squares visible at the left-hand side of the image-they are caused by reflections from other equipment in the measurement chamber; 2) the two bandgap extrema in the top part of module f1 are caused by a combination of pixels saturation near monolithic contact interruptions and possible misregistration of the images; and 3) at the top center of both modules, there is a (semi)circular shape that corresponds to the location of the junction box.
The quantitative results summarized in Fig. 7 put bandgap fluctuations and values into perspective. The modules can be clearly distinguished between manufacturers based on mean bandgap values and their fluctuations. Modules by manufacturers A and C both show mean bandgap value of 1.12 eV, which is probably the designed bandgap value that coincides with the optimum bandgap for exploitation of the AM1.5 spectrum [17] , [18] . The mean value of manufacturer B modules' is calculated around 0.99 eV corresponding to pure CuInSe 2 . The highest bandgap fluctuations are present in manufacturer's A modules with an average standard deviation of 18 meV, followed by manufacturer B with 8 meV, whereas manufacturer's C modules exhibit only standard deviation of 4 meV.
V. DISCUSSION AND CONCLUSION
We have used a module with known bandgap and locations of peak EL spectrum at several locations on the module to calibrate the method at the EL setup at the UL for bandgap imaging. With such calibration, the method at the UL EL setup can now be used for imaging the bandgap of modules of this type without the need for recalibration. The calibration parameters differ slightly from parameters at FZJ, but the calibration curves have a similar shape. This is expected because similar types of cameras are used in both setups. The ability to successfully calibrate the method at other EL setups for bandgap imaging is very important, as it demonstrates that the method is setup independent and easily portable from one setup to another.
Despite the violation of method requirements, we used both setups to image the bandgaps in modules produced by other manufacturers. The bandgap grading data for commercial modules are almost never disclosed; therefore, we rely on the available literature for rough estimation of the bandgap profiles. For manufacturer B, we rely on the A1 case in [10] , from which we reconstruct the bandgap profile that reveals the 1 µm thick layer of CuInSe 2 with constant 1.00 eV bandgap positioned between two rising slopes. This region is the main source of the detected EL emission, since the luminescence from this region can freely pass the front Se/S grading, whereas this region absorbs the majority of higher energy luminescence emission from the back contact region of Ga/In and Se/S grading. For manufacturer A, we rely on the "old" data in [1] , where E G = 1.08 eV is reported for their record cells from that time, and also the "old" double graded bandgap profile with a local bandgap minimum. The bandgap minimum here is reached only in a single spot, in contrast to manufacturer B, where the bandgap is kept at 1 eV for 1 µm. Thus, the minimum bandgap area is much narrower and provides less optical filtering; therefore, the measured apparent bandgap for manufacturer A may appear larger than the one stated. This is in agreement with the slightly higher apparent bandgap reported herein. Unfortunately, we could not find any data for manufacturer C.
The agreement of our results with the open-circuit voltages and literature data of the bandgaps is even more surprising when considering that the calibration curve obtained on the manufacturer A module in the range 1.07-1.13 eV was extrapolated in the process and used on manufacturer B modules in the "as measured" range 0.97-1.03 eV.
Successful application of the method to the modules by other manufacturers demonstrates the method's universality. Even though the results seem good at first glance, the method should be calibrated on these modules for the method to be verified and to make the bandgap values presented herein valid and trustworthy. Further work to generalize the approach to other CIGS module types or even generalization of the method is underway.
Qualitatively, bandgap imaging of CIGS PV modules reveals bandgap fluctuations specific to manufacturers. Spatial distribution of fluctuations across the modules of the same manufacturer can often be correlated between the modules with consecutive serial numbers, which are, thus, assumed to come from the same manufacturing line and even the same batch. This indicates that bandgap fluctuations are primarily defined by the manufacturing process, in particular, by the placement of the equipment in deposition chambers. Thus, the method provides important information about the bandgap fluctuations, which can be used to improve the manufacturing process and reduce the fluctuations. The way bandgap fluctuations are different within modules of the same type and between various types of modules varies. Within modules by one manufacturer, the fluctuations differences seem of the same types; whereas within the modules by other manufacturers, the fluctuation differences seem of other types. This suggests that investigation of bandgap fluctuation should be performed on both levels; within modules by one manufacturer and across modules by different manufacturers.
Lateral bandgap fluctuations cause varying internal voltages (i.e., junction voltages) in different parts of the devices. Geometrically simplified, different parts of the devices are connected in parallel to low-resistant front and back contact via highresistant local series resistances. Due to parallel connection, different parts are forced toward equalization of their external voltages. Since voltage equalization is done over resistive elements in form of parasitic lateral currents, it results mainly in the reduction of local voltages and joule losses, which both lead to decrease in the performance. We have not evaluated exact performance loss due to bandgap fluctuation on module scale. However, we evaluated the impact on performance on cell level based on the data in [12] . By fitting a second-order polynomial to the published results at the optical limit, we estimate the loss of efficiency to 0.26%, 0.04%, and 0.01% absolute for manufacturers A, B, and C, respectively. The latter two losses are close to negligible small, whereas the first one translates to around 2% relative loss, which is not negligible and provides an opportunity for further improvements of the devices. These are just losses estimations; therefore, further research is needed for correct evaluation of losses due to bandgap fluctuations on module scale.
The ability of the method to identify bandgap fluctuations in a matter of seconds allows its implementation into the production line. Together with the fact that bandgap fluctuations reduce the performance, the method offers an attractive possibility to reduce the cell to module efficiency gap and improve the efficiency of large-scale modules.
