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ON THE UPPER SEMI-CONTINUITY OF HSL NUMBERS
SERENA MURRU
Abstract. Let B be an affine Cohen-Macaulay algebra over a field of characteristic p.
For every prime ideal p ⊂ B, let Hp denote H
dimBp
pBp
(
B̂p
)
. Each such Hp is an Artinian
module endowed with a natural Frobenius map Θ and if Nil(Hp) denotes the set of all
elements in Hp killed by some power of Θ then a theorem by Hartshorne-Speiser and
Lyubeznik shows that there exists an e ≥ 0 such that Θe Nil(Hp) = 0. The smallest such
e is the HSL-number of Hp which we denote HSL(Hp).
The main theorem in this paper shows that for all e > 0, the sets {p ∈ SpecB | HSL(Hp) <
e} are Zariski open, hence HSL is upper semi-continuous. An application of this result
gives a global test exponent for the calculation of Frobenius closures of parameter ideals
in Cohen-Macaulay rings.
1. Introduction
Throughout this paper every ring is assumed to be Noetherian, commutative, associative,
with identity, and of prime characteristic p.
Let R be a ring and for every positive integer e define the eth-iterated Frobenius endo-
morphism T e : R → R to be the map r 7→ rp
e
. For e = 1, R → R is the natural Frobenius
map on R. For any R-moduleM we define F e∗M to be the Abelian groupM with R-module
structure given by r ·m = T e(r)m = rp
e
m for all r ∈ R and m ∈M .
We can extend this construction to obtain the Frobenius functor F eR from R-modules to
R-modules as follows. For any R-module M , we consider the F e∗R-module F
e
∗R⊗R M and
after identifying the rings R and F∗R, we may regard F
e
∗R ⊗R M as an R-module and
denote it F eR(M) or just F
e(M) when R is understood. The functor F eR(−) is exact when
R is regular, cf. [2, Corollary 8.2.8], and for any matrix C with entries in R, F eR(CokerC) is
the cokernel of the matrix C [p
e] obtained from C by raising its entries to the peth power, cf.
[6]. For any R-moduleM an additive map ϕ :M →M is an eth-Frobenius map if it satisfies
ϕ(rm) = rp
e
ϕ(m) for all r ∈ R and m ∈ M . Note that there is a bijective correspondence
between HomR(M,F∗M) and the Frobenius maps on M .
For every e ≥ 0 let Fe(M) be the set of all Frobenius maps on M . Each Fe(M) is
an R-module: for all ϕ ∈ Fe(M) and r ∈ R the map rϕ defined as (rϕ)(m) = rϕ(m)
is in Fe(M) for all m ∈ M . If ϕ ∈ Fe(M) we can define for i ≥ 0 the R-submodules
Mi = {m ∈M |ϕ
i(m) = 0}. We define the submodule of nilpotent elements in M as
Nil(M) = ∪i≥0Mi.
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Theorem 1 (cf. Proposition 1.11 in [5] and Proposition 4.4 in [9]). If (R,m) is a complete
regular ring, M is an Artinian R-module and ϕ ∈ Fe(M) then the ascending sequence
{Mi}i≥0 above stabilises, i.e., there exists an e ≥ 0 such that ϕ
e(Nil(M)) = 0.
Definition 2. We define the HSL number or index of nilpotency of ϕ on M , denoted
HSL(M), to be the smallest integer e at which ϕe(Nil(M)) = 0, or ∞ if no such e exists.
We can rephrase Theorem 1 by saying that under the hypothesis of the theorem, HSL(M) <
∞.
Another way of describing a Frobenius map ϕ : M →M on an R-moduleM is to think of
M as a module over a certain skew-commutative ring R[θ; fe] where the latter is defined as
follows. R[θ; fe] is the free R-module
⊕∞
i=0 Rθ
i endowed with the further non-commutative
operation θs = sp
e
θ for every s ∈ S. Therefore it is equivalent to say thatM is an R-module
with a Frobenius action given by ϕ and thatM is an R[θ; fe]-module with module structure
given by θm = ϕ(m).
The action of Frobenius on a local cohomology module is constructed as follows. Any
R-linear map M → N induces a map HiI(M) → H
i
I(N) for every i. The map R → F∗R
sending r 7→ F∗r
p is R-linear because F∗r
p = r · F∗1 and so it induces for every i a map
HiI(R)→ H
i
I(F∗R) = H
i
IF∗R(F∗R) = H
i
F∗I[p
e](F∗R) = H
i
F∗I(F∗R) = F∗H
i
I(R) where in the
first equality we used the Independence Theorem for local cohomology [3, Proposition 4.1]
and in the third that the ideals I and I [p
e] have same radical cf. [3, Proposition 3.1.1].
So we get an R-linear map HiI(R) → F∗ H
i
I(R) which is the same as a Frobenius map
HiI(R)→ H
i
I(R).
If (R,m) is regular of dimension d and x1, · · · , xd is a system of parameters for R then
we can write Hdm(R) as the direct limit
R
(x1, · · · , xd)R
x1···xd−→
R
(x21, · · · , x
2
d)R
x1···xd−→ · · ·
where the maps are the multiplication by x1 · · ·xd.
Another way to describe the natural Frobenius action on Hdm(R) is the following. The
natural Frobenius map on R induces a natural Frobenius map on Hdm(R) in the following
way; a map φ ∈ Fe(Hdm(R)) is defined on the direct limit above by mapping the coset
a + (xt1, · · · , x
t
d)R in the t-th component to the coset a
pe + (xtp
e
1 , · · · , x
tpe
d )R in the tp
e-th
component.
Definition 3. A local ring (R,m) is F -injective if the natural Frobenius map Him(R) →
Him(R) is injective for all i.
The structure of this paper is the following; in Section 2 we define the operator Ie(−)
and in the case of a polynomial ring A we show that it commutes with completions and
localisations with respect to any multiplicatively closed subset of A. In section 3 we define
the ∆e- and the Ψe-functors, cf. [7]. In Section 4 we consider a quotient S of a regular local
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ring (R,m) and we give an explicit description of the R-module Fe(HdmS(S)) consisting of
all eth-Frobenius maps acting on the top local cohomology module HdmS(S). We then give
a formula to compute HSL(HdmS(S)) when S is a Cohen-Macaulay domain. In Section 5 we
prove that the set Be =
{
p ∈ Spec(A)|HSL
(
H
d(p)
pB̂p
(B̂p)
)
< e
}
, where B is a quotient of a
polynomial ring A, is a Zariski open set. Note that this result generalises the openness of
the F-injective locus. Furthermore, in Section 6 we provide an algorithm for computing the
HSL-loci and we give an example. The results of Section 7 give a global test exponent for
the calculation of Frobenius closures of parameter ideals in Cohen-Macaulay rings.
2. The Ie(−) operator
In this section we define the operator Ie(−) which has been introduced in [6], and in
[3] with the notation (−)[1/p
e]. We will show that this commutes with localisations and
completions.
For any ideal I of a ring R, we shall denote by I [p
e] the eth-Frobenius power of I, i.e. the
ideal generated by {ap
e
|a ∈ I}.
Definition 4. If R is a ring and J ⊆ R an ideal of R we define Ie(J) to be the smallest
ideal L of R such that its eth-Frobenius power L[p
e] contains J .
In general, such an ideal may not exist; however it does exist in polynomial rings and
power series rings, cf [7, Proposition 5.3].
Let A be a polynomial ring K[x1, . . . , xn] and W be a multiplicatively closed subset of A
and J ⊂ A an ideal.
Lemma 5. If L ⊆W−1A is any ideal then L[p
e] ∩A = (L ∩A)[p
e].
Proof. Let g11 , . . . ,
gs
1 be a set of generators for L and let G be the ideal of A generated by
g1, . . . , gs. Then we can write L
[pe]∩A =
∑
w∈W (G
[pe] :A w) and (L∩A)
[pe] =
∑
w∈W (G :A
w)[p
e]. Since A is regular, for any w ∈ W , wp
e
is in W and (G[p
e] :A w
pe) = (G :A w)
[pe ] so
(L ∩ A)[p
e] ⊆ L[p
e] ∩ A. Also (G[p
e] :A w) ⊆ (G
[pe] :A w
pe ) so L[p
e] ∩A ⊆ (L ∩A)[p
e]. 
Lemma 6. If J is any ideal of A then Ie(W
−1J) exists for any integer e and equals
W−1Ie(W
−1J ∩A).
Proof. Let L ⊆ W−1A be an ideal such that W−1J ⊆ L[p
e], then W−1Ie(W
−1J ∩ A) ⊆ L;
in fact, W−1J ∩ A ⊆ L[p
e] ∩ A = (L ∩ A)[p
e] where the equality follows from Lemma
5. Thus Ie(W
−1J ∩ A) ⊆ L ∩ A so W−1Ie(W
−1J ∩ A) ⊆ W−1(L ∩ A) ⊆ L. Hence
W−1Ie(W
−1J ∩A) is contained in all the ideals L such that W−1J ⊆ L[p
e]. If we show that
W−1J ⊆ (W−1Ie(W
−1J∩A))[p
e] then Ie(W
−1J) exists and equalsW−1Ie(W
−1J∩A). But
sinceW−1J ∩A ⊆ Ie(W
−1J ∩A)[p
e] then using Lemma 5 we obtainW−1J =W−1(W−1J ∩
A) ⊆W−1(Ie(W
−1J ∩ A)[p
e]) = (W−1Ie(W
−1J ∩ A))[p
e]. 
Proposition 7. Let Â denote the completion of A with respect to any prime ideal and W
any multiplicatively closed subset of A. Then the following hold:
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(1) Ie(J ⊗A Â) = Ie(J)⊗A Â, for any ideal J ⊆ A;
(2) W−1Ie(J) = Ie(W
−1J).
Proof. (1) Write Ĵ = J ⊗A Â. Since Ie(Ĵ)
[pe] ⊇ Ĵ using [11, Lemma 6.6] we obtain
(Ie(Ĵ) ∩ A)
[pe] = Ie(Ĵ)
[pe] ∩ A ⊇ Ĵ ∩ A = J.
But Ie(J) is the smallest ideal such that Ie(J)
[pe] ⊇ J , so Ie(Ĵ) ∩ A ⊇ Ie(J) and
hence Ie(Ĵ) ⊇ (Ie(Ĵ) ∩ A)⊗A Â ⊇ Ie(J)⊗A Â.
On the other hand, (Ie(J)⊗A Â)
[pe] = Ie(J)
[pe]⊗A Â ⊇ J⊗A Â and so Ie(J⊗A Â) ⊆
Ie(J) ⊗A Â.
(2) Since J ⊆W−1J ∩A, Ie(J) ⊆ Ie(W
−1J ∩A), and so W−1Ie(J) ⊆W
−1Ie(W
−1J ∩
A). By Lemma 6, W−1Ie(W
−1J ∩R) = Ie(W
−1J) hence W−1Ie(J) ⊆ Ie(W
−1J).
For the reverse inclusion it is enough to show that W−1J ⊆ (W−1Ie(J))
[pe] because
from this it follows that Ie(W
−1J) ⊆ W−1Ie(J) which is what we require. Since
J ⊆ Ie(J)
[pe] then W−1J ⊆ W−1(Ie(J)
[pe]) = (W−1Ie(J))
[pe] where in the latter
equality we have used Lemma 5.

3. The ∆e- and Ψe-functors
Let (R,m) be a complete and local ring and let (−)∨ denote the Matlis dual, i.e. the
functor HomR(−, ER), where ER = ER(K) is the injective hull of the residue field K of R.
In this section we recall the notions of ∆e-functor and Ψe-functor which have been described
in more detail in [7, Section 3].
Let Ce be the category of Artinian R[θ, f ]-modules and De the category of R-linear maps
αM : M → F
e
R(M) with M a Noetherian R-module and where a morphism between M
αM→
F eR(M) and N
αN→ F eR(N) is a commutative diagram of R-linear maps:
M
h
//
αM

N
αN

F eR(M)
F eR(h)
// F eR(N).
We define a functor ∆e : Ce → De as follows: given an eth-Frobenius map θ of the Artinian
R-module M , we obtain an R-linear map φ : F e∗ (R) ⊗R M → M which sends F
e
∗ r ⊗m to
rθm. Taking Matlis duals, we obtain the R-linear map
M∨ → (F e∗ (R)⊗R M)
∨ ∼= F e∗ (R)⊗R M
∨
where the last isomorphism is the functorial isomorphism described in [9, Lemma 4.1]. This
construction can be reversed, yielding a functor Ψe : De → Ce such that Ψe ◦∆e and ∆e ◦Ψe
can naturally be identified with the identity functor. See [7, Section 3] for the details of this
construction.
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4. The local case
In this section we give an explicit formula for the HSL-numbers.
Let (R,m) be a complete, regular and local ring, I an ideal of R and write S = R/I. Let d
be the dimension of S and suppose S is Cohen-Macaulay with canonical module ω¯. Assume
that S is generically Gorenstein (i.e. each localisation of S at a prime ideal is Gorenstein)
so that ω¯ ⊆ S is an ideal of S, (see. [12, Proposition 2.4]), and consider the following short
exact sequence:
0→ ω¯ → S → S/ω¯ → 0
that induces the long exact sequence
· · · → Hd−1
mS (S)→ H
d−1
mS (S/ω¯)→ H
d
mS(ω¯)→ H
d
mS(S)→ 0.
Since S is Cohen-Macaulay, the above reduces to
(1) 0→ Hd−1
mS (S/ω¯)→ H
d
mS(ω¯)→ H
d
mS(S)→ 0.
As noted in the introduction, a natural Frobenius map acting on S induces a natural
Frobenius map acting on HdmS(S). The following theorem gives a description of the natural
Frobenius (up to a unit) which we will later use in Theorem 12.
Theorem 8 (cf. in Example 3.7 [11]). Let Fe := Fe(H
d
mS(S)) be the R-module consting
of all eth-Frobenius maps acting on HdmS(S). Then F
e is generated by one element which
corresponds, up to unit, to the natural Frobenius map.
We aim to give an explicit description of the R-module Fe and consequently of the natural
Frobenius map that generates it.
Remark 9. The inclusion ω¯ → S is R[θ, fe]-linear where θs = sp
e
acts on ω¯ by restriction.
This induces an R[θ; fe]-linear map HdmS(ω¯)
α
→ HdmS(S)→ 0 where the structure of R[θ, f
e]-
module on HdmS(ω¯) is obtained from the one on ω¯ ⊆ S and where H
d
mS(S) has a natural
structure of R[θ; fe]-module as we have seen in the introduction.
Since any kernel of an R[θ; fe]-map is an R[θ; fe]-module, ker(α) = Hd−1
mS (S/ω¯) is an
R[θ; fe]-module as well. Hence the sequence 0→ Hd−1
mS (S/ω¯)→ H
d
mS(ω¯)→ H
d
mS(S)→ 0 is
an exact sequence of R[θ; fe]-modules.
Identifying HdmS(ω¯) with ES = AnnER(I) it is clear that H
d−1
mS (S/ω¯) must be of the form
AnnES (J) for a certain ideal J ⊆ R. More precisely we have the following:
Lemma 10. Hd−1
mS (S/ω¯) and AnnES (ω¯) are isomorphic.
Proof. If ω is the preimage of ω¯ in R then Hd−1
mS (S/ω¯)
∼= Hd−1m (R/ω). Since H
d−1
m (R/ω)
is an R-submodule of ES = AnnER I ⊆ ER then H
d−1
m (R/ω) = AnnER
(
0: RH
d−1
m (R/ω)
)
.
The fact that (0 : Hd−1m (R/ω)) = ω follows from [10, Theorem 2.17] replacing R with R/ω
and (0) with ω and using the fact that ω is unmixed. 
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Remark 11. All R[θ; fe]-module structures on AnnER(I) = ES have the form uF where F
is the natural Frobenius map on ER and u ∈
(
I [p
e] : I
)
. The identification HdmS(ω¯) with ES
endows ES with a Frobenius map which then has to be of the form uF with u ∈
(
I [p
e] : I
)
.
In general if we start with an R[θ; f ]-module M , we can consider M as an R[θe, f
e]-module
where fe : R → R, fe(a) = ap
e
, θe(m) = θ
e(m). In our case, for M = ES the action of θe
on ES is:
θe = θ ◦ · · · ◦ θ︸ ︷︷ ︸
e times
= (uF )e = uνeF e
where νe = 1 + p + · · · + p
e−1 when e > 0 and ν0 = 0. Therefore when we apply the
∆e-functor to ES ∈ C
e we obtain the map
R/I
uνe
→ R/I [p
e].
Theorem 12. The R-module consting of all eth-Frobenius maps acting on HdmS(S) is of the
form
Fe =
(
I [p
e] : I
)
∩
(
ω[p
e] : ω
)
I [pe]
where ω is the preimage of ω¯ in R.
Proof. By Lemma 10 we can rewrite (1) as
(2) 0→ AnnES (ω¯)→ AnnER(I)→ H
d
mS(S)→ 0.
Apply the ∆e-functor to the latter short exact sequence. When we apply it to ES =
AnnER(I) and AnnES(ω) we obtain respectively ∆
e(ES) = R/I
uνe
→ R/I [p
e] and ∆e(AnnES(ω)) =
R/ω → R/ω[p
e]. Thus the inclusion AnnES (ω)→ ES yelds to the diagram
0 // (HdmS(S))
∨ //

R/I //
uνe

R/ω //

0
0 // F eR(H
d
mS(S))
∨ // R/I [p
e] // R/ω[p
e] // 0.
Now, we can identify (HdmS(S))
∨ with ω/I and F eR(H
d
mS(S))
∨ with ω[p
e]/I [p
e]. Therefore
when we apply ∆e to the sequence (2) we obtain the short exact sequence in De:
0 // ω¯/I //

R/I //
uνe

R/ω //

0
0 // ω¯[p
e]/I [p
e] // R/I [p
e] // R/ω[p
e] // 0
where the central vertical map is the multiplication by uνe . The only way to make the
diagram above commutative is that the other two vertical maps are also the multiplication
by uνe . It follows that u ∈
(
I [p
e] : I
)
∩
(
ω[p
e] : ω
)
. Finally consider the surjection
ϕ :
(
I [p
e] : I
)
∩
(
ω[p
e] : ω
)
→ Fe(HdmS(S))
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then u ∈ Kerϕ if and only if u : ω¯I →
ω¯[p
e]
I[pe]
is the zero map which happens if and only if
uω¯ ⊂ I [p
e] ⊆ I i.e. uω = 0. ω¯ contains a non-zero-divisor and since
⋃
Ass(I) =
⋃
Ass
(
I [p
e]
)
then ω¯ contains a non-zero-divisor modulo I [p
e], say x. So ux ∈ I [p
e] implies u ∈ I [p
e].
Therefore Kerϕ = I [p
e]. 
We prove now the main result of this section:
Theorem 13. HSL(HdmS(S)) is the smallest integer e for which
Ie(u
νeω)
Ie+1(uνe+1ω)
= 0
where ω is the preimage of ω¯ in R and νe = 1 + p+ · · ·+ p
e−1 when e > 0 and ν0 = 0.
Proof. For all e ≥ 0 define Me =
{
x ∈ HdmS(S)|θ
ex = 0
}
and note that {Me}e≥0 form an
ascending sequence ofR[θ, fe]-submodules of HdmS(S) that stabilises by Theorem 1. Consider
the short exact sequence of R[θ, fe]-modules 0 → Hd−1
mS (S/ω¯) → H
d
mS(ω¯) → H
d
mS(S) → 0
where the action of θ on ES = H
d
mS(ω¯) is given by u
νeF where F is the natural Frobenius
on ER. We have seen we can write this sequence as
0→ AnnES (ω¯)→ AnnER(I)→ H
d
mS(S)→ 0.
It follows that
HdmS(S)
∼=
AnnER(I)
AnnES (ω¯)
.
Since each Me is a submodule of H
d
mS(S) then it is of the form
AnnES (Le)
AnnES (ω¯)
for some ideals
Le ⊆ R contained in I. Apply the ∆
e-functor to the inclusion Me →֒ H
d
mS(S) to obtain
ω/I // //
uνe

ω/Le

ω[p
e]/I [p
e] // // ω[p
e]/L
[pe]
e
where the map ω/I → ω[p
e]/I [p
e] is the multiplication by uνe by Remark 11. It follows that
the map ω/Le → ω
[pe]/L
[pe]
e must be the multiplication by uνe because of the surjectivity
of the horizontal maps; note that such a map is well defined because uνeω ⊆ ω[p
e], and then
Le ⊆ ω. Moreover ω/Le → ω
[pe]/L
[pe]
e must be a zero-map by construction of ∆e. Hence,
uνeω ⊆ L
[pe]
e and for every Le with u
νeω ⊆ L
[pe]
e the action of θ on Me is zero. We want the
largest Me ⊂ H
d
mS(S) for which θ
e acts as zero. The largest module
AnnES (Le)
AnnES (ω¯)
killed by θe
corresponds to the smallest Le such that u
νeω ⊆ L
[pe]
e i.e. Le = Ie(u
νeω). 
Corollary 14. S is F -injective if and only if ω = I1(uω).
Proof. S is F -injective if and only if the index of nilpotency is zero i.e. if and only if
ω = I1(uω). 
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5. The non-local case
Let A be a polynomial ring K[x1, · · · , xn] with coefficients in a perfect field of positive
characteristic p and let M be a finitely generated A-module generated by g1, · · · , gs. Let
e1, · · · , es be the canonical basis for A
s and define the map
As
ϕ
// M
ei
✤ // gi.
ϕ is surjective and extends naturally to an A-linear map J : At → As with kerϕ = Im J . Let
Ji be the matrix obtained from J ∈ Mats,t(A) by erasing the i
th-row. With this notation
we have the following:
Lemma 15. M is generated by gi if and only if Im Ji = A
s−1.
Proof. Firstly suppose Im Ji = A
s−1. We can add to J , columns of Im J without changing
its image so we can assume that J contains the elementary vectors e1, · · · , ei−1, ei+1, · · · , es:
J =

a1,1 a1,2 · · · a1,n 1 0 · · · 0
a2,1 a2,2 · · · a2,n 0 1 · · · 0
...
...
...
...
...
...
...
ai,1 ai,2 · · · ai,n b1 b2 · · · bs
...
...
...
...
...
...
...
am−1,1 am−1,2 · · · am−1,n 0 · · · 1 0
am,1 am,2 · · · am,n 0 · · · 0 1

.
where ak,l, bj ∈ A. In this way for every j 6= i we have gj − bjgi = 0 i.e. gi generates
M . Viceversa if M is generated by gi then for all j 6= i we can write gj = rjgi i.e.
gj − rjgi = 0 and the relation gj − rjgi gives a relation ej − rjei in the image of J, so
ej − rjei ∈ Kerϕ = Im J . Hence we can assume that J contains a column whose entries are
all zeros but in the i-th and j-th positions where there is 1 and rj respectively. Consequently
Ji contains the (s− 1)× (s− 1) identity matrix. 
Let W be a multiplicatively closed subset of A. Localise the exact sequence At → As →
M → 0 with respect to W obtaining the exact sequence W−1At →W−1As →W−1M → 0.
With this notation we have:
Proposition 16. W−1M is generated by gi1 if and only if W
−1Ji = (W
−1A)s−1
Proof. Apply Lemma 15 to the localised sequence W−1At →W−1As →W−1M → 0. 
Proposition 16 is equivalent to saying that the intersection of W with the ideal of (s −
1)× (s− 1) minors of Ji is not trivial. So we have the following;
Corollary 17. Let M be a finitely generated A-module and let g1, · · · , gs be a set of gener-
ators for M . If M is locally principal then for each i = 1, · · · , s
Gi = {p ∈ Spec(A) |MÂp is generated by the image of gi}
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is a Zariski open set and ∪iGi = Spec(A). Moreover, Gi = V (Ji)
c for every i = 1, · · · , s.
Proof. p ∈ Gi if and only if p 6⊇ Ji. 
Note that Corollary 17 gives a description of Gi in terms of minors of the matrix Ji. This
description will be used to implement the algorithm in Section 6.
In the rest of this section let J ⊂ A be an ideal of A and let B be the quotient ring A/J .
If B is Cohen-Macaulay of dimension d then Ω¯ = ExtdimA−dA (B,A) is a global canonical
module for B; morover, if B is generically Gorenstein then Ω¯ is isomorphic to an ideal of
B, [2, Prop. 3.3.18 (b)]. In Macaulay2, [4], we can compute explicitly a canonical ideal for
B, i.e an ideal which is isomorphic to a canonical module for B. We start by computing
a canonical module as a cokernel of a certain matrix M , say Bn/V . In order to find an
ideal isomorphic to it, we look for a vector w such V is the kernel of w : Bn → B given
by multiplication by w on the left. An ad-hoc way to find such w is to look among the
generators of the module of syzygies of the rows of V .
Therefore let B be generically Gorenstein and assume Ω¯ ⊆ B. Let Ω be the preimage of
Ω¯ in A; then the following B-module is well defined:
(3) U(e) =
(
J [p
e] : J
)
∩
(
Ω[p
e] : Ω
)
J [pe]
.
Since A is Noetherian, U(e) is a finitely generated A-module (and B-module).
For every prime ideal p ⊂ A write Hp = H
dim B̂p
pB̂p
(B̂p). It follows from Theorem 12 that the
A-module Fe(Hp) consisting of the Frobenius maps on Hp is of the form:
Fe (Hp) =
(
J [p
e]Âp : JÂp
)
∩
(
Ω[p
e]Âp : ΩÂp
)
J [pe]Âp
and consequently Fe(Hp) ∼= U(e)Âp. Since F
e(Hp) is generated by one element by Theorem
8, U(e)Âp is principal as well.
From Corollary 17 with M = U(e) it follows that for every prime ideal p ∈ Spec(A) =⋃
i Gi there exists an i such that p ∈ Gi and the A-module U(e)Âp is generated by one
element which is precisely the image of gi.
With the notation above, we prove our main result.
Theorem 18. For every e, the set Be = {p ∈ Spec(A)|HSL(Hp) < e} is Zariski open.
Proof. Let u1, · · · , us be a set of generators for U(e) and write
Gi = {p ∈ Spec(A) |U(e)Âp is generated by
ui
1
}.
Define
Ωi,e =
Ie (u
νe
i (Ω))
Ie+1(u
νe+1
i (Ω))
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then it follows from Proposition 7 that
Ie(u¯
νe
i (Ω̂p))
Ie+1(u¯
νe+1
i (Ω̂p))
= (Ω̂i,e)p
for every prime ideal p.
Note that for every i = 1, · · · , s the set Supp(Ωi,e)
C =
{
p |
(
Ω̂i,e
)
p
= 0
}
is open.
If p is such that HSL(Hp) < e then p ∈ Gi for some i; we can then use u¯i to compute Ωi,e
and (Ω̂i,e)p = 0 i.e. p ∈ Supp(Ωi,e)
C ; therefore
p ∈
⋃
i
(
Supp(Ωi,e)
C ∩ Gi
)
.
Viceversa, let p ∈
⋃
i
(
Supp(Ωi,e)
C ∩ Gi
)
then p ∈ Supp(Ωj,e)
C ∩ Gj for some j. Compute
HSL(Hp) using uj . Since p ∈ Supp(Ωj,e)
C then
(
Ω̂j,e
)
p
= 0 and so HSL (Hp) < e. In
conclusion
{p ∈ Spec(A)|HSL (Hp) < e} =
⋃
i
(
Supp (Ωi,e)
C
∩ Gi
)
and therefore Be is Zariski open. 
Corollary 19. The index of nilpotency is bounded.
For e = 1 we have the following.
Corollary 20. The F -injective locus of the top local cohomology of a quotient of a polyno-
mial ring is open.
6. The Computation of the HSL Loci
In the case where a ring S = R/I of positive characteristic p is a Cohen-Macaulay domain
we have an explicit algorithm to compute the F-injective locus Be of S for every positive
integer e.
Using the same notation as in Theorem 18 we have that Be =
⋃s
i=1(Supp(Ωi,e)
C ∩ Gi).
Because Supp(Ωi,e) = V (AnnR(Ωi,e)) and the sets Gi are of the form V (Ki)
c for some
ideals K1, · · · ,Ks ⊂ R, we can then write Be as⋃
i
V (AnnR(Ωi,e))
c ∩ V (Ki)
c =⋃
i
(V (AnnR(Ωi,e)) ∪ V (Ki))
c =⋃
i
V (AnnR(Ωi,e)Ki)
c =(⋂
i
V (AnnR(Ωi,e)Ki)
)c
=[
V
(∑
i
AnnR(Ωi,e)Ki
)]c
.
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Therefore, given a positive integer e and a Cohen-Macaulay domain S, an algorithm to find
the locus Be can be described as follows.
(1) Compute a canonical module for S, then find an ideal Ω ⊆ S which is isomorphic
to it.
(2) Find the R-module of the Frobenius maps on HdmS(S) defined in (3) as
U(e) =
(
I [p
e] : I
)
∩
(
Ω[p
e] : Ω
)
I [pe]
as the cokernel of a matrix X ∈ Mats,t(A).
(3) Find the generators u1, · · · , us of U(e).
(4) Compute the ideals Ki’s of the (s− 1)× (s− 1)-minors of X .
(5) For every generator ui, compute the ideal Ωi,e = Ie(u
νe
i Ω)/Ie+1(u
νe+1
i Ω).
(6) Compute Be as [V (
∑
iAnnR(Ωi,e)Ki)]
c
.
We now make use of the algorithm above to compute the loci in an example. The algorithm
has been implemented in Macaulay2.
Example 21. Let R be the polynomial ring Z2[x1, · · · , x5] and let I be the ideal I =
(x22+x1x3, x1x2x
2
4+x
3
3x5, x
2
1x
2
4+ x2x
2
3x5). The quotient ring S = R/I is a domain because
I is prime and it is Cohen-Macaulay of type 2 so it is not Gorenstein. A canonical module
for S is given by ExtdimR−dimS(S,R) and can be produced as the cokernel of the matrix(
x2 x1 x
2
3x5
x3 x2 x1x
2
4
)
which is isomorphic to an ideal Ω which is the image in S of the ideal (x2, x1, x
2
2+x1x3, x1x2x
2
4+
x33x5, x
2
1x
2
4 + x2x
2
3x5) in R.
The R-module U(e) of the Frobenius maps on H
d
mS(S) turns out to be given by the cokernel
of the one-row matrix
X =
(
x22 + x1x3 x1x2x
2
4 + x
3
3x5 x
2
1x
2
4 + x2x
2
3x5
)
whose generator is u = x21x
2
2x
2
4 + x
3
1x3x
2
4 + x
3
2x
2
3x5 + x1x2x
3
3x5. Since X has only one
row then the computation of Be reduces to Be =
[
V (AnnR(Ωe)
]c
. It turns out that
I1(u
ν1Ω) = (x1x4, x2x3, x1x3, x
3
3x5, x
2
2 + x1x3, x1x2x
2
4 + x
3
3x5, x
2
1x
2
4 + x2x
2
3x5), I2(u
ν2Ω) =
(x1x4, x2x3, x1x2x4, x
2
1x4, x
3
3x5, x
2
2 + x1x3, x1x2x
2
4 + x
3
3x5, x
2
1x
2
4 + x2x
2
3x5) = I3(u
ν3Ω). Con-
sequently, being Ω0 =
Ω
I1(uν1(Ω))
and Ω1 =
I1(u
ν1(Ω))
I2(uν2(Ω))
, we have B0 = V (x3, x2x4, x1x4, x
2
2)
c =
V (x1, x2, x3)
c∪V (x2, x3, x4)
c, B1 = V (x1, x2, x3)
c and Be = V (1)
c for every e > 1. In other
words, the HSL-number can be at the most 2. More precisely, if we localise S at a prime
that does not contain the prime ideal (x3, x2x4, x1x4, x
2
2) then we get an F -injective module.
Outside (x1, x2, x3) the HSL-number is less or equal to 1; On V (x1, x2, x3) the HSL number
is exactly 2.
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7. Test Exponents for Frobenius Closures and HSL Numbers
Let S be a ring of characteristic p and J ⊆ S an ideal.
Definition 22. The Frobenius closure of J is the ideal
JF =
{
a ∈ S | ap
e
∈ J [p
e] for some e > 0
}
.
Note that if ap
e¯
∈ J [p
e¯] then ap
e
∈ J [p
e] for every e > e¯.
Let g1, · · · gn be a set of generators for J
F . For each generator gi let ei be the integer such
that gp
ei
i ∈ J
pei . If we then choose e¯ = max{e1, · · · , en} then (J
F )[p
e¯] ⊆ J [p
e¯]. We say that
e¯ is a test exponent for the Frobenius closure of J .
With the notation introduced in Section 1, we have the following.
Theorem 23. [8, Theorem 2.5] Let (S,m) be a local, Cohen-Macaulay ring and let x =
x1, · · · , xd be a system of parameters. Then the test exponent for the ideal (x) is e¯ =
HSL(HdmS(S)).
Proof.
HdmS(S) = lim
−→
t
(
S
x
x1···xn−→ · · ·
x1···xn−→
S
xt
x1···xn−→ · · ·
)
has a natural Frobenius action T which we can define on a generic element of the direct
limit as
T [a+ xt] = ap + xpt.
Therefore ap
e
∈ xp
e
if and only if T e[a + xt] = 0 i.e. [a + xt] is nilpotent and we can take
e¯ = HSL(HdmS(S)). 
Corollary 24. Let S be the quotient of a polynomial ring and let ǫ be the bound for
{HSL(HdimSm (S)) | m is maximal}. If J ⊆ S is locally a parameter ideal (i.e. for every
maximal ideal m ⊇ J , Jm is a parameter ideal) then (J
F )[p
ǫ] = Jp
ǫ
.
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