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Introduction
Dans le domaine de la caractérisation des matériaux, les essais expérimentaux sont
nécessaires pour la validation des modèles de comportement théoriques, ou encore pour
l’exploration de la réponse d’un matériau sous sollicitations diverses ou dans des plages
de fonctionnement critiques. Dans la pratique, la plupart des pièces mécaniques travaillent
sous un régime hétérogène, d’une part à cause des sollicitations complexes qu’elles su-
bissent, ou d’autre part du fait d’une géométrie particulière nécessaire pour l’assemblage
d’une structure, voire de la composition du matériau même de la pièce. Ainsi, les maté-
riaux hétérogènes, tels que les composites, entrent de plus en plus dans la composition des
pièces mécaniques, notamment en aéronautique, où ils prennent une place grandissante
dans des parties de plus en plus cruciales des structures, et exigent des mécanismes effi-
caces et effectifs de caractérisation. L’apport de tels matériaux consiste en l’allégement
des structures tout en garantissant une bonne résistance. Par conséquent, leur caractéri-
sation a pris une grande part d’intérêt pour la communauté mécanicienne, grandissant au
fur et à mesure que la composition de ces derniers devient de plus en plus complexe. Les
chargements et les géométries complexes ne font qu’accentuer la hardiesse de la tâche de
caractérisation, rien que dans le cas des sollicitations statiques, à cause des phénomènes
de concentration de contraintes par exemple, et de la connaissance imparfaite de la distri-
bution des efforts sur la structure. Il est donc nécessaire d’améliorer la connaissance de
ces matériaux, plus particlulièrement dans l’état de chargement de service.
Enfin, l’aspect hétérogène prononcé de certains matériaux en conditions d’usage, et à dif-
férentes échelles, nous conduit vers la volonté d’identifier, non plus des modules homo-
généisés, mais plutôt des champs de propriétés qui traduisent l’aspect spatio-dépendant
de ces matériaux. L’hétérogénéité va dépendre de l’échelle d’observation souhaitée et est
plus prononcée quand l’échelle diminue. L’accès à ces informations fines nécessite alors
l’utilisation de moyens de mesure adéquats et le développement de techniques de caracté-
risation adaptées. C’est le cas des techniques de suivi sans contact, comme les techniques
d’imagerie, qui ouvrent de nouvelles perspectives pour l’identification de propriétés mé-
caniques.
Le fait de vouloir identifier des champs de propriétés en se basant sur des essais hétéro-
gènes n’autorise pas une approche directe standard, mais dirige plutôt vers des approches
inverses, basées sur le dialogue essai-calcul. Plusieurs méthodes d’identification ont été
adaptées ou dédiées à l’utilisation des mesures de champs. Les plus simples d’entre elles
peuvent s’avérer suffisantes dans le cas d’essais homogènes, et la plupart de ces méthodes
nécessitent une bonne connaissance des conditions aux limites. Cette connaissance de-
vient plus cruciale quand on a à faire à des essais hétérogènes car elle impacte la qualité
des modules identifiés, plus difficiles d’accès quand hétérogènes. Toutefois, ces infor-
mations sont souvent méconnues ou peu fiables, principalement à cause des problèmes
inhérents aux essais expérimentaux, se traduisant par un écart plus ou moins important
entre certaines hypothèses théoriques et les vraies conditions de l’essai d’une part, et les
perturbations de mesures sur la chaîne d’acquisition d’autre part. Cela conduit à une alté-
ration des résultats d’identification si on utilise les données expérimentales sans prudence
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et sans traitement particulier. Des méthodes plus sophistiquées ont alors émérgé, et ont
été optimisées dans le but de traiter les incertitudes sur les mesures et les conditions aux
limites. La plupart d’entre elles passent par la mise en place de critères de construction et
d’identification basés sur la minimisation des effets du bruit ou sa prise en compte dans
la phase d’identification.
Par ailleurs, la description du comportement des matériaux nécessite d’explorer expé-
rimentalement la mécanique et la physique de ces matériaux en se basant sur des modèles
théoriques. Plusieurs modèles ont vu le jour et peuvent être considérés comme relative-
ment fiables aujourd’hui. L’échelle de description du comportement devant être compa-
tible avec les moyens de calcul d’une part, et les moyens de mesure d’autre part. Récipro-
quement, l’expérimentateur se place à l’échelle d’observation adéquate avec le modèle.
Certains de ces modèles peuvent constituer un point de départ solide pour des études vi-
sant à les améliorer. En particulier, des difficultés supplémentaires sont rencontrées quand
le besoin d’identification s’oriente vers des champs de propriétés, et l’extension des mo-
dèles au comportement hétérogène est souvent sujette à des développements supplémen-
taires. Dans le contexte du dialogue essai-calcul, l’identification se trouve souvent biaisée
du fait de l’imposition a priori d’un modèle imparfait au regard de la mesure ou des
phénomènes physiques qui sont en jeu.
En conclusion, l’identification des paramètres matériels est principalement sous la su-
jétion de deux problèmes : le bruit de mesure, crucial à gérer, surtout pour des niveaux de
sollicitation faibles où le rapport signal à bruit est faible, et l’erreur de modèle induisant
une erreur systématique qui n’est pas souvent prise en compte dans le processus d’iden-
tification, d’où la nécessité de choisir une approche d’identification robuste vis-à-vis des
perturbations de mesure et des erreurs faites sur le modèle.
En rajoutant les difficultés rencontrées lors du dépouillement des essais, liées à la non-
maîtrise des conditions aux limites par exemple, la démarche d’identification qu’on a
envie d’explorer met l’accent sur la prise en compte des incertitudes et des erreurs de mo-
dèle, afin de rechercher une méthode d’identification robuste. Pour cela, plusieurs ques-
tions ont être soulevées :
– Quelle confiance faut-il accorder au modèle de comportement et aux mesures. Dans
ce contexte, quelle stratégie d’identification est-il possible d’appliquer ?
– D’un point de vue pratique, quels essais doivent être utilisés pour l’identification
d’un maximum de propriétés ?
Le premier point mis en avant souligne l’importance du dialogue essai-calcul et sou-
lève la question de la prise en compte des données expérimentales et du modèle de com-
portement dans la démarche. Ainsi, il faut s’interroger sur la confiance à accorder aux
différentes quantités tant du point de vue théorique qu’expérimental, ainsi que sur la ma-
nière de traduire cette confiance au cours de l’identification. Il est alors important d’avoir
à notre disposition une méthode permettant de traiter des problèmes où l’incertitude sur
les données expérimentales et les conditions aux limites est bien prise en compte.
L’approche dite “d’erreur en relation de comportement modifiée” a pour principe de ré-
partir les grandeurs qui interviennent dans la mise en place du problème d’identification
suivant la degré de fiabilité qu’on peut leur accorder. Appliquée en dynamique transitoire,
entre autres, cette méthode a montré une grande robustesse face aux perturbations de me-
sure. Le but de notre étude est d’étendre cette approche au cas de l’élasticité statique avec
des mesures de champs.
Pour aborder le deuxième point, on s’est positionné du point de vue de la compa-
tibilité entre l’essai mécanique et les paramètres que l’on souhaite identifier en vue de
l’identification de l’ensemble des propriétés élastiques (un essai pour tout). La réponse
sera développée en détails dans la suite.
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Le travail se présente selon l’organisation suivante :
– Le premier chapitre présente le contexte général de l’étude et met au centre la pro-
blématique d’incertitude dans les mesures. L’accent est mis sur les approches in-
verses basées sur l’exploitation des mesures de champs et les possibilités qu’elles
offrent pour intégrer l’incertitude.
– Dans le second chapitre, la discussion s’ouvrant sur la problématique des incerti-
tudes de mesure, une première étape dans ce sens a consisté à explorer une stratégie
de filtrage des mesures en se basant sur les principes de l’approximation diffuse.
Le but est d’étudier l’efficacité d’un filtrage direct de mesures perturbées sur les
résultats d’identification issus du recalage de modèles par éléments finis. Dans ce
contexte, la caractérisation amont des incertitudes de mesure s’avère indispensable.
L’étude a donc été menée sur des données synthétiques avec des perturbations maî-
trisées. Il en ressort une amélioration relative de l’identification, mais les gains ne
sont pas élevés.
– L’investigation de cette première approche dans notre contexte d’identification élas-
tique hétérogène nous conduit, dans un troisième chapitre, à formuler le problème
d’identification avec l’approche d’erreur en relation de comportement modifiée.
Celle-ci est testée sur des exemples numériques et démontre une robustesse pa-
tente vis-à-vis des incertitudes de mesure et de la méconnaissance des conditions
aux limites.
– Dans le quatrième chapitre, la méthode proposée au chapitre précédent est compa-
rée à la méthode de recalage par éléments finis (FEMU). Il en ressort que l’identifi-
cation avec l’erreur en relation de comportement modifiée est globalement amélio-
rée. Basée sur le principe des problèmes de poursuite, une variante de la méthode
a été également proposée, ayant comme caractéristique de considérer le comporte-
ment comme fiable, et, à la différence des approches FEMU, de faire appel à l’état
adjoint.
– Dans le dernier chapitre, on s’intéresse à l’identification de modules élastiques lo-
caux à partir d’exemples numériques hétérogènes, puis de données expérimentales,
en comparant entre elles différentes méthodes de résolution.
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Chapitre 1
Identification et fiabilité des mesures -
État de l’art
Ce premier chapitre présente le contexte général de l’étude,
à savoir l’identification des propriétés élastiques de matériaux
hétérogènes. Après une présentation du cadre général, le pro-
blème soulevé par les perturbations de mesure de champs
est d’abord introduit, pour passer ensuite à la présentation
de quelques approches inverses dédiées aux mesures de
champs.
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1. Identification et fiabilité des mesures
1.1 Motivation et cadre général de l’étude
Le cadre de l’étude concerne l’identification de propriétés élastiques à partir d’es-
sais hétérogènes. Ces essais peuvent coupler à la fois des effets matériau, chargements
complexes, géométrie, ou encore des effets structure. De telles configurations sont diffi-
cilement exploitables par le biais de jauges de déformations ou d’extensomètres puisque
l’hypothèse d’homogénéité des déformations n’est plus valable. Le recours aux mesures
de champs cinématiques devient alors l’option la plus pertinente, permettant un accès aux
champs cinématiques qui couvrent la surface de l’échantillon pour une étude en deux
dimensions spatiales.
Dans le contexte de l’identification basée sur le dialogue essai-calcul, une modélisa-
tion de l’expérience est souvent requise et se doit d’être la plus représentative possible.
Ayant choisi les mesures de champs comme donnée d’entrée, la question soulevée par la
connaissance imparfaite des conditions aux limites et l’aspect incertain des mesures en
général subsiste car elle conditionne la qualité du modèle numérique et donc de l’identi-
fication.
Certaines stratégies se basent sur les mesures de champ pour définir les conditions aux
limites en s’appuyant sur les mesures de déplacement sur les bords, évitant ainsi d’ajou-
ter des hypothèses supplémentaires et pas très réalistes, notamment sur la répartition de
l’effort sur les bords, ou encore sur sa transmission sur la frontière de la zone de calcul
dans le cas où celle-ci ne se superpose pas avec le vrai bord de l’échantillon sollicité en
effort. De telles conditions aux limites sont souvent imposées de manière forte lors de
l’écriture du problème d’identification. Hormis les conditions sur la frontière, ces pertur-
bations sont toutefois prises en compte dans la suite du processus par plusieurs stratégies
d’identification. Dans le cadre de notre étude, on propose d’apporter plus de robustesse
à l’identification de propriétés matérielles élastiques, par l’introduction d’une stratégie
d’identification qui tient compte de l’aspect incertain des mesures et des conditions aux
limites.
1.2 Identification à partir d’essais hétérogènes
et matériaux composites
En ingénierie mécanique, les essais expérimentaux constituent l’outil clef permettant
d’obtenir des données qui relatent le comportement de l’éprouvette et qui permettent de
remonter à celui du matériau. Ces essais passent de la forme la plus simple, à savoir
une sollicitation simple et un matériau homogène, à la forme la plus complexe qui peut
regrouper des aspects matériau hétérogène, chargement complexe ou encore essais sur
structures. Ces derniers, du fait de leur coût élevé, sont le plus souvent des essais de
validation, menés par de grandes industries. En plus de la validation, ils peuvent servir à
obtenir des sollicitations pour mener des essais à une plus petite échelle ou pour des simu-
lations numériques. Par rapport à l’essai réel, ces sollicitations sont souvent confrontées
au problème de la représentativité, et rejoignent la question soulevée par l’imperfection
des conditions aux limites.
Par ailleurs, l’aspect hétérogène pouvant être principalement lié à la composante matériau,
il convient de prêter attention à une catégorie en particulier. L’allègement et l’optimisa-
tion des structures industrielles augmentent leur complexité et nécessitent des stratégies
de caractérisation de plus en plus fines. Un type de matériaux parmi les plus utilisés de nos
jours est le matériau composite. La complexité de ce dernier dépend essentiellement de
son architecture et de sa composition, qui conditionnent ensuite la complexité des modèles
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permettant de décrire son comportement avec fidélité. Cela passe par les composites strati-
fiés, souvent étudiés avec l’hypothèse d’homogénéité des contraintes et des déformations,
sous chargement simple, à des multi-matériaux soumis à des chargements complexes. À
l’échelle macroscopique ou mésoscopique, des techniques d’homogénéisation sont sou-
vent utilisées afin d’intégrer de manière pertinente les informations élémentaires dans la
modélisation du matériau et le calcul de la structure [Gay, 2005]. Les composites sont la
plupart du temps anisotropes et hétérogènes. On distingue deux grandes familles de com-
posites classées selon la performance : les composites dits de “grande diffusion”, orientés
vers une production de grande série et ayant des propriétés mécaniques faibles, et les com-
posites dits “haute performance”, présentant des coûts élevés et employés principalement
dans l’aéronautique et le spatial.
L’exploitation d’essais mécaniques appliqués à certaines architectures complexes de ma-
tériaux composites fait souvent apparaître des champs de déformation hétérogènes. Dans
ce contexte, l’hypothèse d’homogénéité des déformations, indispensable pour les mé-
thode de caractérisation classiques, devient aberrante. L’identification de propriétés hété-
rogènes devient nécessaire pour appréhender le comportement local du matériau.
Dans cette étude, on propose une méthode d’identification qui, en plus de son sens phy-
sique fort, permettra d’identifier des propriétés élastiques à partir de données expérimen-
tales provenant d’essais hétérogènes sur des composites. La stratégie proposée présente
l’avantage de tenir compte à la fois des erreurs de modèle et des erreurs de mesure.
1.3 Aspects Mesures de Champs 2D
Classiquement, lorsqu’une étude est menée sur un matériau, par exemple pour dé-
terminer ses différents modules élastiques ou paramètres d’endommagement, des jauges
extensométriques sont utilisées. Les mesures faites à partir de ces jauges présentent cer-
taines limites qui peuvent, selon le cas étudié, les rendre insuffisantes, voire inappropriées.
1.3.1 Limites des mesures extensométriques
L’utilisation des jauges s’avère insuffisante dans certains cas où les champs de défor-
mations présentent de forts gradients induits par une géométrie particulière de l’éprou-
vette ou encore dans le cas d’une sollicitation complexe ou dynamique. Auquel cas, une
seule identification locale ne permet pas de rendre compte du comportement du matériau
et il devient nécessaire d’étudier les variations des propriétés mécaniques pour le déve-
loppement du calcul des structures hétérogènes.
Les jauges de déformations ne permettent d’obtenir qu’une information moyennée, typi-
quement sur une surface de quelques mm2 à l’emplacement où elles sont situées. De plus,
les mesures par jauges ne sont valables que dans une certaine plage de déformation. Les
composants servant à leurs fixations (colles, vernis. . .) nécessitent de multiples opérations
manuelles de l’expérimentateur, ce qui augmente les risques d’erreur de mesure, et sont
très “opérateur-dépendant”.
1.3.2 La corrélation d’images numériques
Depuis plus d’une vingtaine d’années, des méthodes alternatives basées sur des ac-
quisitions optiques sans contact comme le suivi par corrélation d’images ne cessent de
se développer. En parallèle, le développement rapide des appareils photos et des caméras
numériques (CCD,CMOS. . .) va de pair avec l’essor de ces méthodes et leur fait gagner
du terrain dans le monde de la mécanique des solides, révolutionnant ainsi la besogne des
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mécaniciens et ouvrant de nouvelles perspectives dans la caractérisation des matériaux en
mécanique des solides [Kobayashi, 1987]. Les principales techniques sont la photoélasti-
cité, le moiré interférométrique, l’interférométrie holographique et de speckle, la méthode
de grille et la corrélation d’images numériques (CIN).
La CIN donne accès, non plus à des valeurs scalaires correspondant à une information
locale, mais à des champs de mesure et donc à des informations beaucoup plus riches
(l’équivalent de très nombreux capteurs), typiquement, des grilles de données de taille
200× 200 pixels, capables de rendre compte du comportement du matériau, plus parti-
culièrement dans le cas d’essais hétérogènes. La gamme d’échelle d’observation est très
large, allant de la microscopie optique via l’exploitation de techniques comme la micro-
scopie électronique à balayage (MEB) [Doumalin et Bornert, 2000, Sutton et al., 2006]
ou la microscopie à force atomique (AFM) [Chasiotis et Knauss, 2002, Han et al., 2010],
jusqu’aux images de satellite [Scambos et al., 1992, Leprince et al., 2007], et confère à cet
outil une grande polyvalence [Rastogi, 2000]. Un compromis doit néanmoins être trouvé
entre la résolution de l’image (richesse de la mesure) et la résolution spatiale. Se répan-
dant de plus en plus dans le milieu industriel, la CIN pourrait permettre d’accéder à des
mesures dans des gammes de vitesse de déformation où les jauges présenteraient des dif-
ficultés de mise en œuvre (collage, dimension de la zone à observer, etc.), par l’utilisation
de caméras rapides, voire ultrarapides, permettant d’acquérir plusieurs millions d’images
par seconde. En particulier, la détection des hétérogénéités des matériaux composites est
devenue possible grâce aux techniques de Mesures de Champs (MdC) de déplacements
ou de déformation. De plus, les dernières générations d’appareils numériques donnent ac-
cès à une grande quantité d’informations. En effet, chaque pixel du capteur CCD apporte
une information codée sur un nombre de bits définis par la sensibilité du capteur (typi-
quement 8, 12 et 16 bits). Chaque image brute est stockée sous la forme d’une matrice 2D
dont chaque case a une valeur que l’on appelle “niveau de gris”.
La méthode de corrélation d’images numériques a été initiée au début des années 1980
grâce aux travaux de [Peter et Ranson, 1982] sur la détermination des déplacements plans
et des déformations d’un solide à partir d’images numériques d’ultrasons. Plusieurs amé-
liorations ont été apportées dans les années suivantes, en ce qui concerne notamment
l’algorithme de détection sub-pixel basé sur l’interpolation du déplacement [Sutton et al.,
1983]. Dans la suite, l’utilisation de la transformée rapide de Fourier ou Fast Fourier
Transform (FFT) pour la détermination des déplacements s’est avérée rapide et précise
pour les petites déformations planes [Chen et al., 1993]. Enfin, les travaux de [Hild, 2002],
présentent une évolution du traitement des images par la corrélation pour des analyses en
très grandes déformations, grâce à une nouvelle approche multiéchelle.
La CIN consiste à comparer deux images pour estimer les déplacements des points d’une
image déformée par rapport à une image de référence. Les algorithmes de corrélation
utilisent les images sous forme de matrices de niveaux de gris comme données d’entrée.
Pour pouvoir appliquer cette méthode, il faut que la surface observée de l’échantillon testé
dispose d’un marquage. Selon le type de matériau, un mouchetis est soit présent de ma-
nière naturelle soit déposé manuellement à l’aide de spray de peinture noire sur la surface
peinte préalablement en blanc. L’opération de corrélation consiste alors à rechercher, dans
l’image de l’échantillon déformé, le même mouchetis que dans l’image de référence. Un
point de coordonnées (x,y) de l’image initiale de taille Ω est caractérisé par une valeur
f (x,y) qui représente son niveau de gris. Cette valeur est comprise entre 0 et 256 (pour
un capteur 8 bits). Après déformation, le domaine (x,y) se trouve en (X ,Y ) tel que :
X = x+u(x,y) (1.1)
Y = y+ v(x,y) (1.2)
avec u,v les composantes du déplacement recherché. Pour les déterminer par analyse
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d’images, on compare la fonction f (x,y) de l’image de référence avec la fonction g(X ,Y)
de niveau de gris de l’image déformée. On montre alors que la fonction de corrélation
C(α,β) est maximale pour α = u et β = v, avec :
C(α,β) =
∫
Ω
f (x,y).g(x+α,y+β) dx′ dy′ (1.3)
La recherche du maximum du coefficient de corrélation permet de déterminer le dépla-
cement d’un point (x,y). Par ailleurs, la précision de la mesure est de l’ordre du subpixel
grâce à l’utilisation d’algorithmes d’interpolation qui permettent d’évaluer les translations
locales.
Plusieurs logiciels commerciaux et universitaires dédiés ont vu le jour. La plupart de ces
codes utilisent des méthodes de corrélation dites “locales”, qui consistent à utiliser la
méthode de la corrélation croisée, basée sur l’analyse de Fourier [Gasquet et Witom-
ski, 2000]. Celle-ci donne une réponse maximale quand l’image déformée et l’image de
référence corrigée du déplacement recherché deviennent superposables au mieux (1.3).
Cette opération est faite en pratique sur une série d’imagettes qui forment chaque région
d’intérêt sélectionnée. Le champ cinématique recherché est alors décomposé en une mul-
titude de transformations locales indépendantes définies sur les imagettes préalablement
choisies (comme un mouvement de corps rigide, ou une description enrichie). Ce type
de description appelle trois choix : l’ordre d’interpolation de la transformation, la taille
des imagettes ou zone of interest (ZOI) et le pas d’échantillonnage de la région d’intérêt.
Ces choix ne sont pas anodins et influencent la qualité du champ cinématique recherché,
ce qui souligne le caractère opérateur-dépendent de la CIN [Bornert et al., 2009, Bornet
et al., 2011].
Dans les méthodes de corrélation dites “globales”, la région d’intérêt n’est pas dé-
coupée en imagettes, mais traitée en une seule fois. Parmi les logiciels de corrélation
globales, on peut citer l’outil CORRELIQ4 [Hild et Roux, 2006] qui a été développé au
LMT-Cachan. Une de ses spécificités est qu’il permet d’obtenir un champ de déplacement
de type “élément fini”, de même nature que les champs provenant des simulations numé-
riques. Il est néanmoins possible d’utiliser d’autres types de champs, comme les champs
isogéométriques par exemple [Elguedj et al., 2011]. Cet outil repose en particulier sur
l’hypothèse de continuité du champ de déplacement mesuré. La continuité du champ me-
suré permet d’évaluer l’erreur de corrélation en faisant la différence brute entre l’image
de référence et l’image déformée corrigée du champ de déplacement mesuré. Ce champ
d’erreur est un indicateur local de la qualité de la corrélation.
L’approche multiéchelle La technique de corrélation de l’outil CORRELIQ4 est basée
sur une détermination multiéchelle robuste, où le champ de déplacement est déterminé
une première fois sur une image de résolution grossière, puis de plus en plus fine via des
évaluations itératives. La fonction f (x,y), représentant l’image de référence, est supposée
différentiable, puis la fonction g(x,y) de l’image déformée est représentée par un déve-
loppement de Taylor au premier ordre. L’utilisation du développement de Taylor repose
sur l’hypothèse que les déplacements restent petits. Pour une texture fine de l’image et
un déplacement initial important, cette condition n’est plus satisfaite. Pour pallier ce pro-
blème, une étape de coarse-graining est utilisée dans CORRELIQ4, et consiste à agréger
les pixels en “super-pixels” en moyennant les niveaux de gris des pixels contenus dans
chaque "super-pixel". Des images de f et g sont générées pour des "super-pixels" de taille
2×2 pixels, 4×4 pixels, 8×8 pixels et 16×16 pixels. Le déplacement est ensuite cal-
culé en commençant par l’échelle la plus grossière. Des itérations s’en suivent en utilisant
une image g corrigée à partir du déplacement précédent. Les itérations s’arrêtent quand le
déplacement total ne varie plus au delà d’une tolérance prédéfinie.
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À l’instar des calculs éléments finis classiques, les algorithmes de CIN contiennent
plusieurs paramètres qui doivent être ajustés car ils impactent directement les champs ci-
nématiques obtenus. Cela constitue un changement important par rapport à l’utilisation
des jauges préalablement étalonnées ou d’extensomètres (qui nécessitent tout de même le
choix de leur taille). C’est à l’utilisateur de faire les “bons” choix en se basant sur le type
d’essai et les différents critères d’incertitudes dont il dispose.
Par ailleurs, il faut noter que l’évaluation des champs cinématiques ne constitue pas le
fond du problème dans le domaine de l’identification, car c’est plutôt leur utilisation
pour appréhender les paramètres intrinsèques du matériau qui vont caractériser le com-
portement mécanique de ce dernier. Avant de passer à l’étape d’identification, il convient
d’aborder un problème amont qui est celui des incertitudes de mesure. En effet, les me-
sures expérimentales sont toujours entachées d’erreur de perturbations. Les sources des
perturbations sont multiples et vont des erreurs de manipulation aux incertitudes liées aux
moyens de mesure, notamment les erreurs de corrélation dans le cas particulier des me-
sures de champs.
Par ailleurs, certaines applications nécessitent les déformations. Elles peuvent être quali-
tatives comme la détection des endommagements locaux ou quantitatives comme la mé-
thode des champs virtuels [Grédiac et al., 2006], et il est possible d’estimer les champs
déformations à partir des déplacements obtenus dans le plan étudié, hormis les méthodes
permettant d’obtenir directement les champs de déformation [Francis et al., 2007, Badu-
lescu, 2010]. Cela demande d’en estimer numériquement le gradient, souvent à partir de
schémas de type différences finies, ce qui s’avère très sensible aux perturbations sur les
mesures. Des méthodes de filtrage peuvent être utilisées pour minimiser cet effet sur les
champs de déformation [Avril et al., 2008b], et certains filtres sont proposés dans quelques
outils de corrélation comme le logiciel VIC-2D [Correlated_solutions, 2013] utilisant une
approche de corrélation locale.
1.4 Problème des perturbations et fiabilité des
mesures
En sciences expérimentales, il n’existe pas de mesures exactes. Celles-ci ne peuvent
être qu’entachées d’erreur d’incertitudes liées au protocole expérimental utilisé, la qualité
des instruments de mesure ou le rôle de l’opérateur.
1.4.1 Les erreurs entre chaîne d’acquisition et corrélation d’images
L’évaluation des sources d’erreurs sur la chaîne d’acquisition enveloppe les instru-
ments de mesure en se basant sur les données fournies par le constructeur telles que la
classe de l’appareil et le calibre. On parle d’erreurs systématiques quand il s’agit de ré-
glage du zéro des appareils, des erreurs de méthode ou encore du vieillissement des com-
posants. Lors de prises de clichés avec un appareil photo/caméra numérique, les erreurs
proviennent notamment de la synchronisation des prises d’images avec la mesure de l’ef-
fort, de la manipulation du trépied et de la source lumineuse. Les erreurs dites aléatoires
sont principalement celles dues à l’appareil de mesure ou les conditions extérieures (tem-
pérature et dilatation, pression atmosphérique, humidité. . .).
Les sources de perturbations en amont de l’étape de corrélation peuvent être classées
comme suit :
1. Erreurs systématiques de positionnement
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2. Qualité de la surface observée (erreur aléatoire)
La qualité des déplacements calculés par CIN est liée, entre autres, à la qualité de la
texture de l’image. L’opération de marquage de la surface observée doit donc être
faite avec soin, de sorte que l’histogramme des niveaux de gris des clichés repré-
sente une distribution avec toute la plage de valeurs (de 0 à 256 pour des images
codées en 8 bits), en d’autres mots, l’image doit contenir suffisamment d’informa-
tions pour mener une analyse correcte derrière.
3. Les bruits intrinsèques (erreurs systématiques), produits par la chaîne de détection
(le capteur CCD, les étages d’amplification, le numériseur, le bruit d’obscurité (ou
thermique). . .)
Les travaux de [Sutton et al., 1999] montrent que la précision des déplacements
obtenus par CIN dépend notamment du niveau de codage de la caméra CCD. Plus
la numérisation de l’image se fait sur un nombre élevé de bits, plus le nombre des
niveaux de gris présents dans l’image sera important. Par conséquent, la texture
bénéficie de plus de motifs et permet l’obtention de meilleures performances. La
taille du capteur CCD définit le nombre de sous-échantillonnages de l’image lors
de la numérisation. Ceci signifie donc que l’augmentation du nombre de pixels pour
l’enregistrement aboutit à une augmentation de la résolution spatiale des données
optiques et, potentiellement, des performances liées à la richesse des mesures. Un
critère de sélection est fixé pour savoir si le nombre de niveaux de gris est suffisant
ou pas : si une photo est prise sur n bits alors cette photo doit contenir au minimum
aux alentours de 2n niveaux de gris, ce qui signifie que la dynamique de l’image est
utilisée de manière optimale.
4. Le bruit de signal (photon), est relatif à l’émission de la lumière au cours de l’essai
[Holst, 1998] et proportionnel à la racine carrée du signal. La source lumineuse
utilisée, qui peut être naturelle (la lumière du jour) ou artificielle, peut selon le
cas, induire un bruit de photon et/ou un bruit thermique. Le mouvement de corps
rigide pendant l’essai peut notamment changer l’éclairage de la zone observée en
la décalant. La maîtrise de l’éclairage d’une part, et le déplacement du système
d’observation d’autre part, peuvent combler cet artefact, mais le centrage sur la
zone observée peut être peu précis.
5. Le bruit de traitement numérique des images, qui est la somme quadratique du bruit
de signal et du bruit de lecture de la caméra, corrigé du bruit d’offset.
6. Le déplacement hors-plan qui provoque des erreurs significatives dans la mesure
des déplacements plans. Afin de s’en affranchir, [Sutton et al., 1999] proposent
l’utilisation de lentilles à grande distance focale, mais cette solution reste insuffi-
sante dans le cas de grands déplacements hors-plan. Une autre solution consiste à
utiliser un objectif télécentrique [Sutton et al., 2008] qui permet de ne capter que les
déplacements dans le plan d’observation, mais limite forcément la taille de la région
d’étude. Par ailleurs, dans le cadre de mesures de champs 3D, la stéréo-corrélation
[Garcia, 2001, Orteu, 2002] permet d’éviter ce problème puisqu’elle tient compte,
justement, des déplacements hors-plan.
7. Enfin, l’utilisation de mesures en surface ne permet pas de rendre compte du com-
portement à l’intérieur de la matière. Cela peut donc introduire un certain nombre
de biais. Dans ce sens, l’exploitation de mesures volumiques et leur confrontation
à des modèles 3D est plus rigoureuse.
En plus des erreurs de mesures, viennent s’ajouter les erreurs de calcul relatives à l’exploi-
tation des clichés par corrélation d’images. Quelques logiciels (ex : CORRELI) contiennent
des outils d’analyse de texture. Une analyse détaillée de ces erreurs est disponible dans
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[Bornert et al., 2009], et montre qu’il existe différents régimes d’erreurs contrôlés par les
paramètres de corrélation. Les principaux paramètres qui régissent les erreurs de corréla-
tion sont :
1. Le choix du schéma d’interpolation des niveaux de gris, permettant la localisa-
tion sub-pixel, peut modifier sensiblement les résultats. Différentes interpolations
peuvent être utilisées : de type polynomiale, B-spline ou encore de type transfor-
mée de Fourier ou transformée en ondelettes.
2. Le degré de la base de projection dans le cas de déplacements type éléments finis.
Dans ce cas, l’erreur est contrôlée par l’écart entre les fonctions de forme et le vrai
déplacement préalablement imposé.
3. La taille des imagettes (ZOI), qui conditionne la résolution spatiale en déplacement.
Typiquement, une grande taille de ZOI permet de réduire le bruit puisque ce der-
nier est moyennée sur une plus grande zone. Cependant, la résolution du champ
obtenu s’en trouve réduite. Un compromis doit donc être fait entre les perturba-
tions de mesure et la résolution spatiale souhaitée. Ce choix peut dépendre de la
nature du phénomène à observer. Si l’étude concerne, par exemple, le suivi d’un
front de fissure ou s’intéresse à la cinématique autour d’une singularité, une bonne
résolution spatiale des champs cinématiques est souhaitable afin de détecter ces in-
formations de manière précise. À l’opposé, si l’on mène un essai homogène, une
taille de ZOI plus grande permet de réduire le bruit sans forcément perdre les infor-
mations mécaniques requises. En résumé, une taille petite des éléments permet de
mieux capter la cinématique sur la surface de l’éprouvette mais augmente l’incerti-
tude sur le champ de déplacement mesuré. Un compromis entre le moyennage des
perturbations de mesures et la résolution spatiale du champ cinématique soit alors
être trouvé, en fonction du niveau de bruit, de la texture, du phénomène à observer,
etc.
Les outils de corrélation qui calculent des champs globaux, à l’instar de COR-
RELI, présentent l’avantage de pouvoir calculer l’incertitude a priori, en calculant
moyenne et écart-type de l’erreur de corrélation. Cela est fait en imposant un dépla-
cement artificiel et connu à l’image de référence et en le comparant au résultat de
corrélation de l’image ainsi déformée, pour différentes tailles de ZOI. De la même
manière, la sensibilité de la corrélation vis-à-vis du bruit peut être évaluée par le
rajout d’un bruit connu niveaux de gris. Les études de [Hild et Roux, 2006, Roux et
Hild, 2006] montrent que pour un bruit blanc gaussien, la variation de l’écart-type
moyen de l’erreur déplacement, calculé pour différentes tailles de ZOI, est linéaire
par rapport à l’amplitude du bruit et inversement proportionnelle à la taille de la
ZOI.
4. Le décalage entre les zones d’étude consécutives, qui, pour une taille d’imagette
fixée, définit la résolution spatiale de corrélation. Ce paramètre influence essentiel-
lement la qualité des champs de déformation obtenus par différentiation des champs
de déplacement. En général, il est pris inférieur ou égal à la taille de la zone d’étude.
En particulier, un décalage plus petit que la taille de la ZOI se traduit par une “cor-
rection” du champ calculé au niveau des zones de recouvrement des imagettes. Ce
point ne concerne que les approches locales de corrélation.
1.4.2 Identification et gestion des incertitudes
Le problème des incertitudes de mesure est un problème central quand on parle d’iden-
tification. Il est commun à l’ensemble des stratégies d’identification, en particulier dans
le domaine élastique où le rapport signal / bruit est petit, ce qui conduit à l’altération des
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résultats d’identification. Cela devient encore plus problématique quand les déplacements
sont dérivés, dans le cas des méthodes nécessitant les déformations, hormis le cas des
techniques qui procurent directement les dérivées des déplacements comme, par exemple,
les méthodes de grille [Badulescu, 2010] et la technique de shearographie [Francis et al.,
2007]. En effet, les petites erreurs de mesure peuvent induire de grandes erreurs dans le
calcul des dérivées à cause de la dérivation du bruit [Geers et al., 1996].
La question qu’on se pose est alors : comment gérer les perturbations de mesure ?
Deux réponses ont été proposées dans la présente étude :
1. En amont, par le filtrage des mesures. Dans cette partie, l’impact du filtrage sur
l’identification de paramètres matériels en élasticité linéaire est étudié sous cer-
taines hypothèses, et est basé sur la mise en place d’une relation entre perturbations
de mesure et résultats d’identification. Cette piste requiert la connaissance a priori
des perturbations, ce qui peut être laborieux au vu des multiples sources d’erreur.
2. Dans la formulation du problème inverse. Dans cette deuxième partie, les incerti-
tudes de mesure sont gérées pendant le processus d’identification,en se plaçant dans
un cadre déterministe ou non déterministe.
La prochaine partie aborde la problématique d’identification en mécanique, et quelques
stratégies d’identification seront présentées.
1.5 Cadres d’identification et approches inverses
Plusieurs méthodes d’identification ont été adaptées ou entièrement dédiées à l’ex-
ploitation des mesures de champs dans le cadre de l’élasticité linéaire afin de caractériser
les propriétés élastiques de matériaux hétérogènes. Quelques procédures nécessitent des
champs de déformation alors que d’autres requièrent les champs de déplacement.
Plusieurs de ces méthodes utilisent des techniques d’optimisation vis-à-vis du bruit. On
peut citer la méthode de l’écart à l’équilibre reconditionnée, ou Reconditioned Equili-
brium Gap Method (EGM) [Roux et Hild, 2008] qui consiste à s’affranchir de la déri-
vation des champs de déplacement perturbés, la méthode des champs virtuels, ou Virtual
Field Method (VFM) [Grédiac et al., 2006], basée sur le principe du travail virtuel et
permettant de construire des champs virtuels optimaux vis-à-vis du bruit, la corrélation
d’images numériques intégrée, ou Integrated Digital Image Correlation (I-DIC) [Réthoré
et al., 2009, Leclerc et al., 2009] qui filtre le bruit pendant l’opération de corrélation
d’images en rajoutant des contraintes mécaniques basées sur des informations a priori
sur les champs.
[Avril et al., 2008a, Grédiac et Hild, 2012] récapitulent plusieurs stratégies d’identifi-
cation dans le cadre de l’identification de paramètres associés à des modèles de com-
portement. Ces stratégies ont, d’ores et déjà, démontré leur efficacité à réduire l’effet du
bruit, mais souvent pour des niveaux assez bas ou des matériaux peu complexes. Quelques
grandes familles de problèmes d’identification et de stratégies de résolution par approche
inverse sont succinctement présentées ci-après.
1.5.1 Quelques grandes familles de problèmes inverses
De manière générale, pour un problème direct donné, un problème inverse consiste
à déterminer une caractéristique de ce problème à partir de grandeurs associées aux so-
lutions du problème direct. En pratique, il faut mesurer ces grandeurs. La caractéristique
recherchée peut être de nature géométrique ou matérielle, une condition aux limites ou
un chargement, ou encore des conditions initiales dans le cas de la dynamique transitoire,
à partir de mesures pouvant être de nature effort, déplacement, déformation, accélération
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ou température. Pour ce faire, il faut un modèle et un jeu d’hypothèses, un choix des
quantités mesurées, et une paramétrisation des quantités recherchées.
L’identification de paramètres matériels se réfère souvent à un problème inverse d’iden-
tification [Bonnet et Constantinescu, 2005]. Plusieurs ouvrages offrent une présentation
assez complète de ses caractéristiques et abordent plusieurs approches de résolution [Ti-
khonov et Arsenin, 1977, Badeva et Morozov, 1991, Bui, 1993, Bonnet et Constantinescu,
2005]. Dans ce qui suit, on va présenter quelques grandes familles de problèmes inverses
qui seront illustrées avec des exemples concrets, tels qu’ils interviennent dans les sciences
de l’ingénieur. Cette liste n’est pas exhaustive.
1.5.1.1 Identification de propriétés matérielles
Dans le cadre suivant, le but est de caractériser le comportement du matériau étudié.
Dans l’absolu, ce dernier peut être homogène ou hétérogène, isotrope ou anisotrope, et on
cherche à identifier les propriétés matérielles qui paramètrent sa loi de comportement.
Si on se place dans le cas d’un matériau homogène soumis à un essai homogène (comme
la traction simple), les mesures sont généralement : l’effort global F et une mesure ci-
nématique (la déformation ε avec une jauge, ou l’allongement δl avec un extensomètre).
Pour la résolution de ce type de problème, certaines hypothèses sont nécessaires et dé-
pendent de la formulation utilisée. Ici, dans le cadre des petites perturbations (HPP), on
peut faire l’hypothèse d’homogénéité du comportement et des contraintes dans la zone
utile de l’éprouvette étudiée. La contrainte se calcule alors comme σ = F/S, avec S la sec-
tion de l’éprouvette. Pour un matériau ductile, c’est la contrainte vraie qui est en général
calculée, tenant compte de la variation de section au cours de l’essai. Elle est égale à la
charge rapportée à la section instantanée. L’identification des p paramètres matériels se
fait classiquement par la minimisation de l’écart entre les mesures et la modélisation des
grandeurs associées.
D’autres types d’essais consistent à maîtriser les hétérogénéités comme les essais sur un
matériau homogène soumis à un chargement complexe, les essais sur structure ou parties
de structure, ou encore des essais types comme la traction sur une plaque trouée [Silva
et al., 2007] et les essais de cisaillement Iosipescu [Arcan, 1984], où l’hétérogénéité pro-
vient d’une singularité géométrique. L’hétérogénéité peut aussi provenir de la texture du
matériau, auquel cas, l’association avec un essai sous sollicitation homogène comme la
traction constitue un premier pas pour l’étudier de manière simple. L’utilisation des me-
sures de champs prend tout son intérêt dans l’exploitation d’essais hétérogènes, tous cas
de figure confondus.
1.5.1.2 Complétion de données au bord
Dans ce type de problème, on considère un domaine d’étude Ω avec un bord ∂Ω
se décomposant en trois parties : ∂ f Ω, ∂uΩ et ∂∅Ω. Des conditions aux limites mixtes
sont mesurées sur deux parties de la frontière et sont de type Neumann sur ∂ f Ω et de
type Dirichlet sur ∂uΩ. Ces deux parties de la frontière se chevauchent de sorte que des
informations surabondantes sont disponibles sur ∂u f Ω = ∂uΩ∩∂ f Ω 6= /0. On cherche ici à
déduire les conditions aux limites sur la partie ∂∅Ω, où l’on ne dispose d’aucune donnée,
à partir des informations surabondantes sur le bord.
Une variante classique de ce type de problème est rencontrée en thermique. Considé-
rons un domaine Ω avec une conductivité thermique λ homogène, et un bord de domaine
qui se divise en deux parties ∂u f Ω et ∂∅Ω. Des donnés de température (T = Td) et de flux
(q.n = Φd) sont disponibles sur le bord ∂u f Ω, avec n la normale extérieure, alors que les
données sur le bord ∂∅Ω sont à déterminer. Ainsi, les caractéristiques de ce problème de
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thermique sont :
dans Ω : ∆T = 0
sur ∂u f Ω : T = Td
∇T.n =−1λ Φd
sur ∂∅Ω : on cherche T et Φ (problème de Cauchy)
(1.4)
Le problème inverse admet une solution si les données mixtes sur ∂u f Ω sont compatibles.
De plus, d’après le principe de Saint-Venant, la solution du problème inverse analogue en
mécanique est, contraiement au problème direct, très sensible aux données.
1.5.1.3 Détection de fissure ou d’inclusion
Le troisième type de problème d’identification concerne la détection de fissure ou
d’inclusion. Cette problématique est notamment rencontrée dans le domaine médical, ou
biomécanique, pour la détection de tumeurs du foie par exemple, en nucléaire pour la
détection de fissures dans le circuit primaire d’une centrale nucléaire, ou encore pour la
recherche de gisements de pétrole en détectant les singularités du sol en profondeur. Deux
types de sollicitations sont utilisés selon la nature du problème : une sollicitation statique
ou une sollicitation dynamique. Dans le dernier cas, les informations sont relayées via la
propagation d’ondes et sont, par conséquent, plus riches.
1.5.1.4 Recalage de modèle de structure dans le domaine vibratoire
On considère un cas simple d’une masse attachée à un ressort et on cherche à identifier
la constante de raideur k et la masse m. La grandeur mesurée est le déplacement x(t) en
fonction du temps, proportionnel à la fréquence propre du système w˜. La modélisation
de l’essai se fait avec l’équation d’une oscillation libre et des conditions initiales, qui
permettent d’évaluer une fréquence propre “modèle” wm, proportionnelle au rapport des
deux inconnues k et m, et de la comparer à la mesure w˜. L’équation du mouvement et les
conditions initiales s’écrivent :{
mx¨+ k x = 0
x(0) = x0 , x˙(0) = x˙0
(1.5)
⇐⇒{
x(t) = A cos(wm t +φ) , wm =
√
k/m
x0 = A cosφ , x˙0 =−Awm sinφ (1.6)
L’expression w˜2 = k/m est une équation avec deux inconnues. Il n’y a donc pas d’unicité
de solution pour le couple (k,m).
En recalage de modèle éléments finis, on peut considérer l’exemple d’un pare-brise
excité par pot vibrant, avec des mesures d’accélération obtenues en quelques points à
l’aide d’accéléromètres ou d’un vibromètre laser, desquels on peut déduire des fonctions
de réponse en fréquence (FRF). Une modélisation éléments finis de l’essai permet d’avoir
une fréquence modèle qui sera comparée à la fréquence mesurée. Dans le même contexte,
l’utilisation de l’interférométrie holographique, basée sur l’interférence de deux images
de l’objet étudié à des instants différents, permet de réaliser des mesures de déformation
et de vibration et de définir une erreur sur la déformée modale pour chaque mode apparié,
à partir de données issues d’un calcul de structure éléments finis [Humbert, 1999]. Outre
les fréquences, le recalage peut être fait sur d’autres types de données. Par exemple, la
thermoélasticimétrie peut être une alternative expérimentale et permet de donner accès
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aux champs de contraintes. Les grandeurs thermoélastiques peuvent être utilisées pour
évaluer et améliorer la prédictivité en contraintes des modèles en les confrontant aux
grandeurs équivalentes calculées à partir d’un modèle éléments finis.
1.5.2 Nature mal posée des problèmes direct et inverse
La résolution du problème inverse passe en général par une étape initiale de modéli-
sation du phénomène, dite problème direct, qui décrit comment les paramètres du modèle
se traduisent en effets observables expérimentalement.
Jacques Hadamard a proposé une définition des problèmes (direct ou inverse) bien po-
sés qui rassemble un certain nombre de conditions pour que leur résolution soit robuste.
Ainsi, un problème inverse est bien posé au sens d’Hadamard [Hadamard, 1902] si :
(i) une solution au problème existe ;
(ii) cette solution est unique ;
(iii) la solution est continue par rapport aux données.
Si l’un de ces trois points n’est pas vérifié, le problème est dit mal posé.
Les origines du caractère mal posé du problème direct sont multiples et peuvent affecter
une ou plusieurs conditions de la définition de Hadamard. Il peut s’agir d’un problème
de conditions aux limites. Disposant de mesures dans le domaine étudié, des données sur
le bord du domaine peuvent être partiellement ou totalement indisponibles. Cela a pour
conséquence d’altérer la condition d’existence.
Une autre source d’altération du caractère bien posé du problème est l’incertitude des
mesures ayant pour conséquence l’existence de plusieurs solutions ainsi qu’une possible
instabilité de la solution, selon la nature du problème, c’est-à-dire qu’une faible pertur-
bation des données peut conduire à une forte perturbation de la solution. Cet aspect est
fortement liée à la sensibilité de la méthode d’identification utilisée vis-à-vis des pertur-
bations, et est très problématique dans la mesure où il ne serait plus possible d’approcher
de façon satisfaisante la solution du problème inverse. Dans le cas où les conditions aux
limites ne sont pas directement mesurées (pas d’incertitudes de mesures), les définir à
partir d’hypothèses, en s’appuyant sur la mesure d’une grandeur globale et une hypothèse
de répartition de cette grandeur sur une partie du bord du domaine étudié par exemple,
introduit une erreur de modélisation (en plus de celle du modèle de comportement). La
richesse des mesures permet par ailleurs de mieux conditionner le problème d’identifica-
tion. Cette richesse peut être spatiale, comme le cas des mesures de champ, temporelle
dans le cas des essais dynamiques, ou encore spatio-temporelle.
Afin de résoudre un problème inverse mal posé, il faut le transformer en un problème
bien posé. Plusieurs pistes de régularisation sont possibles :
(i) Existence :
– élargir l’ensemble des paramètres ;
– reformuler le problème en un problème de minimisation pour que la réponse du
modèle colle au mieux aux mesures, selon un critère qui reste à définir.
(ii) Unicité :
si plusieurs solutions existent :
– mettre en place un critère de choix ;
– reformuler le problème pour favoriser certaines solutions par rapport à d’autres,
par l’ajout d’informations supplémentaires (informations a priori) ;
– accepter l’existence de plusieurs solutions, par exemple en modélisant la solution
comme une densité de probabilités. Pour cela, on pourra se référer aux travaux
menés en recalage par approches bayésiennes [Tarantola, 2005, Zhang, 2010] ;
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– repenser l’essai pour qu’il soit discriminant.
(iii) Continuité par rapport aux données :
– réduire la taille de l’espace des paramètres (troncature) ;
– régularisation : rajout d’un terme de minimisation d’énergie afin de discriminer
les oscillations, ou d’un terme de distance par rapport à une valeur de référence
des quantités physiques recherchées.
De surcroît, le caractère mal posé du problème inverse peut être dû à une pauvreté du
modèle qui n’est pas capable de représenter les phénomènes physiques mis en jeu, en plus
de la perturbation des conditions aux limites mesurées. Cela pose souvent des problèmes
d’unicité et de continuité de la solution. Il est donc parfois nécessaire d’utiliser, en plus
de l’approche inverse, des techniques de régularisation pour stabiliser la résolution.
Les approches de résolution dites directes le sont dans la mesure où elles résolvent le
problème inverse sans faire appel à la résolution du problème direct associé ou de façon
analytique. Par ailleurs, quand l’identification par approche inverse variationnelle directe
admet une solution, celle-ci n’est pas forcément unique et de plus, elle peut correspondre à
un modèle pas très réaliste. Il peut donc être intéressant d’utiliser une méthode en mesure
de quantifier l’erreur qui est faite sur le modèle et d’en tenir compte dans le processus
d’identification.
En mécanique, les approches de résolution inverses peuvent se regrouper en deux grandes
familles : les approches par champs auxiliaires et les approches variationnelles.
1.5.3 Approches par champs auxiliaires
La résolution par champs auxiliaires est une formulation faible du problème mé-
canique, potentiellement variationnelle, où on choisit des champs test particuliers. Elle
consiste à utiliser la connaissance de l’opérateur qui décrit le phénomène physique que
l’on emploie pour formuler le problème inverse. De façon plus précise, on construit une
forme linéaire qui, lorsqu’elle est appliquée à des champs particuliers, fournit des infor-
mations sur la quantité cherchée.
L’idée d’utiliser des champs auxiliaires pour obtenir des informations sur la quantité re-
cherchée a donné lieu à plusieurs méthodes d’inversion. Deux d’entre-elles seront présen-
tées ci-après.
1.5.3.1 Écart à la réciprocité
La méthode de l’écart à la réciprocité, introduite par les travaux de [Bui, 1993] puis
utilisée dans [Andrieux et Abda, 1996], s’applique aux problèmes d’identification pour
lesquels il y a redondance des variables primales et duales sur la frontière du domaine
d’étude. Chaque groupe de ces variables permet de formuler le problème direct associé
au problème d’identification et d’en trouver une solution. Il existe une propriété dite de
réciprocité qui exprime que le travail correspondant au chargement du premier couple
dans la réponse du second est équivalent au travail du chargement issu du second couple
dans la réponse du premier. Cette propriété de réciprocité est alors appliquée à la fois à un
solide réel contenant les éléments recherchés et un solide “sain” et fictif ne les contenant
pas, de sorte que la différence entre les champs ainsi obtenus permette d’accéder à des
informations sur les quantités recherchées, voire les identifier de manière explicite.
Si l’on considère le problème abstrait suivant :{
On cherche u ∈ U ad tel que
∀v ∈ U ad , a(u,v) = L(v)
(1.7)
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où U ad est l’espace d’admissibilité des champs de déplacement, a est bilinéaire, symé-
trique, continue sur U ad ×U ad et L est linéaire continue sur U ad . En élasticité, le théo-
rème de Maxwell-Betti s’appuie sur la symétrie de la forme bilinéaire a(u,v) et postule
que pour deux formes linéaires différentes L1 et L2 relatives à deux solutions du problème
u1 et u2, on a :
L1(u2) = L2(u1) (1.8)
Par extension, tout opérateur possédant la propriété de symétrie permet d’appliquer la
stratégie d’écart à la réciprocité. La méthode est également adaptable aux opérateurs non
symétriques en utilisant l’état adjoint.
Lorsque les champs auxiliaires v peuvent être construits analytiquement, aucune résolu-
tion de problème direct n’est nécessaire. Néanmoins, les informations abondantes sur la
totalité du bord du domaine ne sont pas accessibles pour tout type de problème d’identifi-
cation. Par ailleurs, la réciprocité s’applique uniquement au cas de lois de comportement
linéaires.
1.5.3.2 Méthodes des champs virtuels
La méthode des champs virtuels ou Virtual Fields Method (VFM) est une méthode
d’identification des propriétés mécaniques à partir de champs cinématiques de déforma-
tion issus des mesures [Grédiac, 1989], non itérative en élasticité. Elle est basée sur l’uti-
lisation du principe des travaux virtuels. L’équation de l’équilibre global est alors écrite
pour tout champ virtuel u∗ cinématiquement admissible. Dans un deuxième temps, l’intro-
duction de la relation de comportement comportant les propriétés matérielles recherchées
conduit à l’écriture de l’équilibre avec autant de champs virtuels que de propriétés à iden-
tifier. Des champs virtuels dits “spéciaux” [Grédiac et al., 2006] présentent la particularité
d’annuler les coefficients de toutes les inconnues sauf celle recherchée, ce qui conduit à
l’identification immédiate de l’inconnue pré-choisie. Cette étape est ensuite répétée pour
les autres inconnues. Enfin, les champs virtuels qualifiés comme “optimaux” sont choisis
parmi une multitude de champs spéciaux selon le critère de stabilité de la solution vis-à-
vis des erreurs de mesure [Grédiac et al., 2001].
Une de ses spécificités est qu’elle ne nécessite pas la création d’un modèle simulant l’essai
réalisé. Des travaux assez récents ont permis d’étendre la méthode à des cas non linéaires,
comme l’identification de l’endommagement dans [Chalal et al., 2006, Kim et al., 2007]
et de la plasticité dans [Grédiac et Pierron, 2006].
1.5.4 Approches par minimisation
Dans le cadre d’identification du comportement élastique ou de l’endommagement
par perte de rigidité, à partir de mesures cinématiques ou d’effort (mesures de champs ou
mesures redondantes sur la frontière), le problème direct consiste à chercher, pour un jeu
de paramètres p fixé, les champs solution u vérifiant : l’équation d’équilibre, la relation
de comportement et les conditions aux limites. Si il y a recouvrement des conditions aux
limites mixtes mesurées sur la frontière, si celles-ci sont partiellement connues ou si les
champs cinématiques mesurés sont bruités, alors ce problème direct est mal posé avec
toutes les équations, sauf dans le cas où le jeu de paramètres p est le bon, que les mesures
ne sont pas perturbées et que les conditions aux limites sont parfaitement connues.
Le problème inverse se formule comme suit : trouver p tel que toutes les équations soient
vérifiées :
– exactement : pas possible à cause des perturbations de mesure et des erreurs de
modèle.
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– au mieux : selon un critère qui reste à définir. En pratique, certaines équations seront
vérifiées de façon exacte par imposition de contrainte tandis que les autres seront
simplement vérifiées au mieux via la minimisation d’un critère de non vérification
de ces équations. Cela conduit à la reformulation du problème d’identification en
un problème de minimisation sous contraintes.
Les méthodes qui seront présentées ci-après diffèrent par le choix des équations à vérifier
exactement et au mieux, et par le critère choisi à minimiser.
1.5.4.1 Méthodes de recalage de modèles par éléments finis
La méthode de recalage de modèles éléments finis ou Finite Element Model Updating
(FEMU) est basée sur le concept de recalage itératif de valeurs de modèle élément fini par
la comparaison entre des grandeurs mesurées et calculées [Kavanagh et Clough, 1971,
Collins et al., 1974, Cottin et al., 1984, Hemez et Farhat, 1993, Pagnacco et al., 2005].
On se place dans le contexte d’identification de p propriétés matérielles θ. Les mesures
peuvent être : la résultante d’effort f et des champs cinématiques qui peuvent être des
déplacements U˜ ou des déformations ε˜. Le principe de la méthode de recalage de modèles
éléments finis est de construire un problème direct bien posé en ne tenant pas compte
d’un certain nombre de mesures. Le problème direct consiste à chercher, pour un jeu
de paramètres θ fixé, les champs solution U vérifiant : l’équation d’équilibre, la relation
de comportement et l’admissibilité cinématique. Avec la méthode des éléments finis, le
problème direct s’écrit :
KU = F (1.9)
avec K = K(θ) la matrice globale de rigidité, F le vecteur des efforts nodaux qui tient
compte de la mesure f en utilisant une hypothèse de répartition de l’effort sur la fron-
tière. Les déformations, qui dépendent des paramètres θ, sont obtenues à partir du calcul
comme :
ε = BU (1.10)
où B est la matrice des dérivées des fonctions de forme et le champ de déformation est
estimé dans la zone de mesure. Le problème inverse s’écrit :
Trouver θ minimisant :
pour une formulation en déformation :
J(θ) = 1
2
(BU(θ)− ε˜)T (BU(θ)− ε˜) (1.11)
ou, pour une formulation en déplacement :
J(θ) = 1
2
(
U(θ)−U˜
)T(
U(θ)−U˜
)
(1.12)
dont la solution s’écrit :
θopt = argmin
θ
J(θ) (1.13)
Remarque :
La fonction coût peut être pondérée. Une matrice des poids doit alors être
choisie. Ici, elle est égale à l’identité. D’autre part, outre les formulations
FEMU en déplacement et en déformations, il existe des formulations FEMU
en effort [Avril et al., 2008a].
L’évaluation de J(θ) demande la résolution d’un problème éléments finis. Cette for-
mulation permet de traiter tout type de problème et tout type de paramètres du modèle.
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La recherche du minimum de J, quant à elle, se fait de différentes manières, et peut dé-
pendre de la dimension du problème à résoudre. Une façon de faire consiste à résoudre
le problème associé à la stationnarité de J, c’est-à-dire ∂J∂θk = 0, ∀k ∈ [1, p]. La deuxième
piste consiste à utiliser les algorithmes de minimisation ou recherche. Plusieurs types d’al-
gorithmes existent, dont les algorithmes d’exploration, type génétique [Richard, 2000] ou
colonies de fourmis, et algorithmes de descente, qui, pour la plupart d’entre eux, néces-
sitent le calcul du gradient de la fonction coût (méthode du simplex, méthode de Newton,
méthode du gradient conjugué, méthode de l’état adjoint).
Très souvent, l’essai mécanique étant piloté par des sollicitations contrôlées, celles-ci
sont considérées comme fiables et vérifiées exactement. Néanmoins, on a pu voir dans
l’exemple traité plus haut, dans le cas d’un essai piloté en effort, qu’une hypothèse sur la
répartition de l’effort a été nécessaire pour construire le problème direct. Les méthodes
FEMU demandent donc une attention particulière en termes de détermination des efforts,
étant donné que la mesure d’effort concerne souvent les résultantes des actions méca-
niques sur les frontières. Quant aux mesures de déplacement ou de déformation, consi-
dérées comme moins fiables, elles sont vérifiées au mieux. Le choix de la répartition
“sollicitation - mesure” dépend de la confiance que l’on accorde à chaque quantité.
Au delà de l’élasticité, les méthodes FEMU peuvent être appliquées dans le domaine non
linéaire, comme l’étude de l’endommagement, de l’élastoplasticité dans [Cooreman et al.,
2007] ou encore de la viscoélasticité dans [Le Magorou et al., 2002, Le Magorou et al.,
2003].
1.5.4.2 Méthode de l’écart à l’équilibre
La méthode de l’écart à l’équilibre ou Equilibrium Gap Method (EGM) permet, à par-
tir de mesures de champs de déplacement, d’identifier une distribution de propriétés élas-
tiques et son évolution au cours de l’essai (endommagement). Elle consiste à vérifier au
mieux l’équilibre interne au sein du matériau. Toutes les équations de la mécanique sont
alors supposées fiables, les mesures incluses, et la méthode consiste à trouver le champ
de propriétés élastiques qui, à mesures de déplacements fixées, permet de respecter au
mieux l’équilibre interne [Claire et al., 2002, Ben Azzouna et al., 2011c]. La vérifica-
tion de l’équation d’équilibre consiste ici à minimiser les efforts résiduels locaux sur les
nœuds éléments finis. L’effort résiduel en un nœud i est la somme des efforts résiduels
venant de chaque élément de maillage Q4 l’entourant. Cette procédure s’applique partout
sur la zone d’étude.
Sans la prise en compte de l’information effort, c’est un contraste de modules de rigidité
qui est recherché. L’utilisation de la méthode des éléments finis avec des déplacements
nodaux connus permet une écriture faible de l’équation d’équilibre, qui est linéaire en
déplacements et en propriétés élastiques. Un recalage des contrastes de rigidité identifiés
peut être fait en confrontant un modèle éléments finis basé sur la mesure d’effort avec les
champs de déplacement mesurés. Quelques calculs itératifs sont alors conduits jusqu’à la
bonne concordance des champs de déplacement [Crouzeix, 2008].
Appliquée à l’identification de l’endommagement à partir des champs de déplacements
mesurés dans [Roux et Hild, 2008], l’EGM reconditionnée apporte une robustesse vis-
à-vis des perturbations de mesure en ramenant la fonction coût à un écart de champs de
déplacement ne faisant pas appliquer la matrice de rigidité globale aux déplacements, de
façon à éviter leur dérivation, et donc l’amplification du bruit. Pour l’identification de
l’endommagement, la version reconditionnée de l’EGM postule la connaissance a priori
de la forme de loi d’évolution de l’endommagement et vise ainsi à identifier, non pas
des contrastes de rigidité endommagés, mais les coefficients de la loi d’endommagement
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préalablement imposée.
L’EGM présente l’avantage d’être directement applicable comme un post-traitement
pour tout champ de déplacement mesuré. Elle a été surtout appliquée pour l’identification
de l’endommagement isotrope à partir de champs de propriétés isotropes et orthotropes.
Une des spécificités de cette méthode réside dans la nécessité de résoudre le problème
d’équilibre posé sur la zone de mesure. Ce procédé présente, a priori, deux limites : la
première concerne l’imposition des déplacements perturbés sur la frontière afin de générer
le problème direct, et la seconde se traduit par la non prise en compte d’informations
fiables susceptibles d’être présentes sur le bord de l’échantillon, comme les bords libres
ou la résultante d’effort mesurée, quand la zone de mesure ne couvre pas la frontière de
l’échantillon étudié. Par ailleurs, les mesures sont vérifiées de manière exacte.
1.5.5 L’erreur en relation de comportement modifiée
L’erreur en relation de comportement (ERdC), sous son aspect brut, a été d’abord in-
troduite comme un estimateur d’erreur dans les calculs éléments finis dans les travaux de
[Ladevèze, 1983]. Son principe repose sur la détection d’erreur de modèle au sein de la
structure. L’idée motrice de l’ERdC est de vérifier au mieux la relation de comportement
via un écart quadratique entre les champs modèle et les champs faisant intervenir les me-
sures cinématiques. La prise en compte des incertitudes a permis d’introduire la variante
“modifiée” de l’ERdC pour le recalage de modèles de structures en dynamique vibra-
toire, sur la base de l’analyse modale, avec des données expérimentales portant sur les
fréquences propres et les déplacements modaux dans [Reynier, 1990], puis adaptée aux
problèmes de vibration forcée dans [Ladevèze et al., 1994]. Dans [Deraemaeker et al.,
2002], elle a été couplée à une méthode de réduction de modèle, puis dans [Decouvreur,
2008] pour la caractérisation d’absorbeurs acoustiques, avec une extension à un problème
3D s’appuyant également sur une réduction de modèle pour pallier le problème des degrés
de liberté élevé des structures industrielles. En n’imposant plus les mesures de manière
forte, cette variante a apporté des améliorations notables en matière de robustesse vis-à-
vis des perturbations de mesure, en résolvant notamment le problème d’incompatibilité
des conditions aux limites duales qui découle de leur aspect perturbé, et en réalisant un
lissage implicite des données expérimentales perturbées. Cette approche a été adaptée
aux mesures de champs dans [Calloch et al., 2002], et sous sa forme non modifiée dans
[Geymonat et al., 2002, Latourte, 2007, Florentin et Lubineau, 2010].
Une notion équivalente à celle de l’ERdC a été appliquée pour l’identification de
la conductivité thermique à partir de mesures de température et de flux, par l’introduc-
tion de fonctionnelles énergétiques de Kohn-Vogelius dans [Kohn et Vogelius, 1984],
puis dans [Kohn et McKenney, 1990] pour l’identification de la conductivité électrique.
L’ERdC modifiée a été ensuite franchement appliquée à l’identification de propriétés élas-
tiques à partir de conditions aux limites fortement perturbées dans les travaux de [Feissel,
2003, Feissel et Allix, 2007] en dynamique transitoire. Une attention particulière a été
portée à la résolution du problème de base (3.1.2.1) qui, dans le contexte dynamique tran-
sitoire, aboutit à un système d’équations aux dérivées partielles en espace et en temps
possédant des conditions initiales et finales en temps empêchant l’utilisation directe de
méthodes de résolution incrémentales. Les résultats obtenus montrent que la stratégie
d’identification proposée est robuste face aux perturbations de mesures. La question de
l’extension au cas non linéaire a été abordée dans les travaux de [Nguyen et al., 2008]
pour l’identification de paramètres viscoplastiques et de paramètres de rupture de maté-
riaux composites. Et plus récemment, en analyse dynamique fréquentielle pour l’identi-
fication de paramètres élastiques [Banerjee et al., 2012]. Outre son sens physique fort,
l’ERdC permet la définition d’indicateurs d’erreur locaux.
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Dans la présente étude, on s’intéresse à l’identification de propriétés matérielles élasto-
statiques à partir de mesures de champs perturbées, et de conditions aux limites peu ou
pas connues. La stratégie d’identification par l’ERdC modifiée a été retenue pour cette ap-
plication car elle permet de résoudre le problème inverse en l’absence de conditions aux
limites, évitant ainsi d’introduire des erreurs de modélisation supplémentaires ou d’im-
poser les mesures bruitées sur la frontière de manière exacte, et de tenir compte d’infor-
mations fiables sur le bord en résolvant le problème inverse sur le domaine entier, même
pour des zones de mesure plus petites.
1.6 Conclusion
Cette première partie a présenté différents contextes d’identification et souligné l’uti-
lité des mesures de champs, notamment dans le cadre d’essais hétérogènes. La question
de gestion des perturbations de mesure et des conditions aux limites a été mise en avant.
Plusieurs procédures d’identification standards ont été présentées. Néanmoins, la gestion
à la fois des perturbations de mesure et de conditions aux limites imparfaites (incertaines,
absentes) n’est pas toujours abordée. La suite de l’étude cherche à apporter des éléments
de réponse, tout d’abord via une étude de l’effet du filtrage de mesures perturbées sur
les résultats d’identification, puis en proposant une stratégie d’identification basée sur les
principes de l’erreur en relation de comportement modifiée dans le cadre de l’identifica-
tion de propriétés élastiques hétérogènes.
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Chapitre 2
Filtrage des mesures de champ pour
l’identification de propriétés élastiques
Le but de ce chapitre est de présenter une approche de filtrage
de perturbations de mesure dédiée à l’exploitation des mesures
de champs et de discuter son impact sur les résultats d’identi-
fication de propriétés élastiques à partir d’essais hétérogènes,
en la couplant à une approche d’identification inverse. En gé-
néral, les erreurs de mesure limitent la précision des résultats
d’identification ainsi que leur résolution spatiale. La question
abordée par ce chapitre est alors la suivante : est-ce que fil-
trer les champs de déplacement permet d’améliorer l’identifica-
tion ? Cette étude est illustrée sur l’exemple numérique d’une
structure élastique où les paramètres élastiques hétérogènes
sont recherchés. Les champs de déplacement sont d’abord fil-
trés grâce à un algorithme d’approximation diffuse basé sur
une formulation locale des moindres carrés. Ensuite, l’identifi-
cation des paramètres élastiques est menée par une approche
inverse basée sur la minimisation d’une fonction coût définie
comme un écart des moindres carrés entre les données expé-
rimentales et leur homologues calculées numériquement. Dans
ce contexte, une analyse au premier ordre est proposée afin de
caractériser les erreurs d’identification. Les résultats obtenus
avec des mesures brutes et filtrées sont enfin comparés.
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2.1. Introduction
2.1 Introduction
Dans le contexte de la caractérisation des matériaux par l’exploitation d’essais hétéro-
gènes et l’utilisation de la corrélation d’images numériques, des méthodes d’identification
dédiées ont été développées (cf. 1.5.3 et 1.5.4). Le problème central étant la gestion des
perturbations de mesure, surtout dans le domaine élastique où le ratio signal/bruit est
faible, plusieurs de ces méthodes tendent à lisser les données bruitées de différentes ma-
nières, comme on a pu le voir dans le chapitre précédent. Certaines approches nécessitent
les champs de déformation tandis que d’autres utilisent les champs de déplacement. Les
erreurs de mesures ne pouvant être ignorées puisqu’elles dégradent les résultats d’identi-
fication.
Parmi les différentes méthodes d’identification, le recalage de modèle par éléments fi-
nis (FEMU) (cf. 1.5.4.1) est l’approche la plus intuitive et est utilisée dans beaucoup de
domaines. En effet, étant basée sur la minimisation de l’écart quadratique entre mesures
et données obtenus par un calcul éléments finis standard, sa mise en œuvre ne nécessite
aucun développement particulier. Néanmoins, une approche FEMU standard ne propose
aucun traitement particulier pour les perturbations de mesure. Dans ce chapitre, l’amé-
lioration potentielle des résultats d’identification par l’application d’un filtre aux mesures
sera discutée. Une deuxième question concerne le type de données d’entrée pour l’identi-
fication et le choix de la norme de la fonction coût.
Pour répondre à la question centrale, on mène une étude sur un exemple numérique où
des données synthétiques sont créées à partir d’un calcul EF en 2D, en prenant en compte
une erreur de mesure aléatoire représentative d’un essai expérimental. Dans ce contexte,
on peut comparer la qualité de l’identification avec des mesures brutes et filtrées pour
la caractérisation de propriétés élastiques hétérogènes, comme cela a été fait dans [Ben
Azzouna et al., 2010, Ben Azzouna et al., 2013a].
Le filtrage des mesures est fait en amont de l’étape d’identification. Le choix qui est fait ici
est d’utiliser une approche locale basée sur une minimisation par moindres carrés pondé-
rés, utilisant une approximation diffuse polynomiale [Nayroles et al., 1991a, Avril et al.,
2008b]. L’identification est ensuite menée avec la méthode FEMU, conduisant à la mi-
nimisation d’une fonction coût par rapport aux coefficients de Lamé recherchés. Ensuite,
la relation entre erreurs d’identification et erreurs de mesure est définie. Il est proposé de
l’établir à travers une analyse au premier ordre.
Pour des applications concrètes, la méthodologie proposée peut être appliquée comme
étude de pré-évaluation sur un modèle numérique représentatif de l’essai expérimental,
afin de déterminer si le filtrage est utile, et permet ainsi d’avoir accès à des connaissances
a priori sur la qualité de l’identification. De surcroît, cette méthode peut être appliquée
aux données réelles à la fin de l’étape d’identification, afin de caractériser les incertitudes
des propriétés identifiées. Par mesure de simplicité, on s’intéresse ici à des données syn-
thétiques créées par simulation EF.
Ce chapitre s’articule comme suit : le cadre d’identification et la formulation du pro-
blème associé sont d’abord présentés, et les principaux concepts de l’approche de filtrage
utilisée sont rappelés à partir de [Feissel, 2012]. Ensuite, la relation entre erreur d’identifi-
cation et perturbations de mesures est établie via une analyse au premier ordre, permettant
d’étudier l’influence du filtrage sur la qualité de l’identification des coefficients de Lamé
hétérogènes. Enfin, le choix de la norme associée à la fonction coût est discuté.
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2.2 Cadre d’identification et méthode de filtrage
Cette partie présente le problème inverse considéré, la stratégie d’identification choisie
et la méthode de filtrage des perturbations de mesure utilisée. Le contexte est l’identifi-
cation de propriétés élastiques distribuées, basée sur l’exploitation de mesures de champs
cinématiques.
2.2.1 Cadre de l’identification
2.2.1.1 Problème direct et mesures
On s’intéresse à une structure 2D avec des propriétés élastiques isotropes, considérées
comme hétérogènes. Comme illustré dans la FIGURE 2.1, la structure, définie dans Ω,
est soumise à un chargement mécanique et gouvernée par les équations de la mécanique
des milieux continus dans le cadre de l’hypothèse des contraintes planes et des petites
perturbations.
◦ Points de mesure
FIGURE 2.1: Problème de référence relatif au problème d’identification
En l’absence de force de volume, le problème de mécanique est gouverné par les équations
suivantes : 
Équilibre mécanique : div σ = 0 dans Ω (2.1a)
Compatibilité cinématique : ε = 1
2
(▽u+▽Tu) dans Ω (2.1b)
Relation de comportement : σ = C(θ) : ε dans Ω (2.1c)
avec u le vecteur des déplacements, σ et ε sont respectivement le tenseur de contraintes
de Cauchy et le tenseur symétrique des déformations infinitésimales qui s’obtient à partir
des déplacements u via l’équation (2.1b). C est un tenseur de rigidité isotrope, défini
constant par blocs dans le domaine Ω et est paramétré par les coefficients de Lamé (λ,µ).
Pour chaque sous-domaine noté Ωk , k ∈ [1,Nc], avec Nc le nombre des sous-domaines
homogènes, le tenseur d’élasticité s’écrit avec l’hypothèse des contraintes planes :
C=
λ∗k +2µk λ∗k 0λ∗k λ∗k +2µk 0
0 0 2µk
= Ek
1−ν2k
 1 νk 0νk 1 0
0 0 1−νk
 (2.2)
avec λ∗ = 2λµ/λ+2µ. Le module d’Young et le coefficient de Poisson se déduisent à partir
des coefficients de Lamé comme :
ν =
λ
2(λ+µ) ; E = µ
(3λ+2µ)
λ+µ (2.3)
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Les coefficients de Lamé de l’ensemble des sous-domaines sont stockés dans un vecteur
θ de taille p= 2×Nc. θ sera l’inconnue du problème d’identification.
Dans ce problème d’identification, on dispose de conditions aux limites mixtes réparties
sur deux types de bord comme suit :{ Conditions aux limites de Neumann : σ.n = f d dans ∂ f Ω (2.4a)
Conditions aux limites de Dirichlet : u = ud dans ∂uΩ (2.4b)
f d est l’effort réparti appliqué sur le bord ∂ f Ω, avec n la normale unitaire sortante, et
ud est le déplacement qui traduit la nature des liaisons sur le bord ∂uΩ. Le bord ∂Ω est
complètement connu et défini tel que ∂Ω = ∂uΩ∪∂ f Ω, avec ∂uΩ∩∂ f Ω = /0.
Les mesures de déplacement simulées u˜ sont définies dans une zone de mesure non nulle
notée Ωm (Ω :
u = u˜ dans Ω (2.5)
Les mesures synthétiques sont obtenues via un calcul éléments finis de référence et mixées
avec une erreur aléatoire comme détaillé dans la partie 2.2.1.2.
Dans le cadre d’un problème 2D, le vecteur discret des déplacements mesurés est dé-
fini comme : U˜ ∈ R2×nmes , avec nmes le nombre de points de données correspondant à
une grille de mesure régulière. Les mesures de déplacement peuvent être vues comme la
somme d’un terme de déplacement exact u˜0, c’est-à-dire sans erreurs, et d’un terme de
perturbations δu˜, telles que :
u˜ = u˜0 +δu˜ (2.6)
2.2.1.2 Formulation éléments finis et construction des mesures
Un terme de perturbations de mesure δu˜ est créé sur la grille de mesure et ajouté aux
déplacements exacts. On fait l’hypothèse que seuls les déplacements mesurés à l’intérieur
du domaine sont perturbés, tandis que les conditions aux limites mixtes sont considérées
comme connues et exactes.
Pour l’implémentation numérique du problème d’identification, le problème continu (2.1,
2.4) est discrétisé avec la méthode des éléments finis (FEM) [Dhatt et al., 2012]. Le
déplacement est alors décrit via les fonctions de forme éléments finis comme :
u(x) = Φ(x)U , ∀x ∈Ω (2.7)
avec U le vecteur discret contenant les mesures de déplacement en x et y associées à u
et Φ(x) la matrice contenant les fonctions de forme, de taille Nddl × 2 nmes, où Nddl est
le nombre des degrés de liberté (ddl) éléments finis. La discrétisation du problème direct
conduit à un problème linéaire qui s’exprime sous sa forme discrète comme :
K U = F (2.8)
avec [K] la matrice de rigidité globale, et F le vecteur des efforts nodaux qui inclut les
conditions aux limites de type Neumann (2.4a) supposées connues. Les conditions aux
limites en déplacement (2.4b) sont prises en compte dans le vecteur U .
Étant donné que θ est constitué des coefficients de Lamé, la matrice de rigidité est linéaire
par rapport à θ et peut être exprimée comme :
K =
p
∑
j=1
θ j K1j (2.9)
où K1j est la matrice constante ∂K∂θ j .
Dans la suite, les déplacements synthétiques u0 sont basés sur le modèle éléments finis
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précédemment défini, avec des propriétés élastiques de référence notées θ0. L’indice 0
dénote les quantités de références ou exactes. u0 est décrit à travers le vecteur discret cor-
respondants U0, de taille Nddl .
La grille de mesure devant être représentative d’une grille de CIN (régulière et typique-
ment avec une taille d’environ 200× 200), les mesures ne doivent pas être définies sur
le maillage éléments finis. C’est pourquoi, une projection de u0 du maillage vers la grille
de mesure est nécessaire. Elle est faite grâce à un opérateur de transfert Π basé sur les
fonctions de forme éléments finis et fournissant les valeurs du champ de déplacement élé-
ments finis aux points de mesure de la grille régulière.
Au final, les mesures de déplacement synthétiques sont stockées dans le vecteur U˜ comme :
U˜ = Π U0+δU˜ = U˜0 +δU˜ (2.10)
où δU˜ est un vecteur relatif à l’erreur entre mesures et modèle éléments finis. En général,
il est constitué de trois parties :
(i) une erreur de mesure aléatoire qui se caractérise par sa matrice de covariance C.
Dans le cas de mesures réelles, cette matrice dépend de l’algorithme de CIN [Sutton
et al., 2009] et peut être déterminée expérimentalement. Plus loin, une hypothèse
raisonnable pour décrire δU˜ consiste à considérer des perturbations aléatoires ba-
sées sur un bruit blanc gaussien, i.e. C est diagonale. Néanmoins, l’étude peut être
menée pour tout type de matrice de covariance relative à une étude CIN. (Ex : pour
CORRELIQ4, la matrice de covariance est égale à l’inverse de la matrice de corréla-
tion [Besnard et al., 2006].)
(ii) une erreur de mesure systématique, inhérente à la CIN et à l’acquisition d’images
[Bornert et al., 2009]. Ce type d’erreur n’est pas pris en compte dans la présente
étude.
(iii) une erreur de modèle, relative à un choix de modèle éléments finis inadéquat dans
le cas d’essais expérimentaux. Le choix qui est fait ici est d’utiliser le même modèle
éléments finis pour créer les mesures et pour mener l’identification. Ainsi, l’erreur
de modèle n’est pas prise en compte.
Par conséquent, il est proposé d’étudier l’effet du filtrage sur les résultats d’identifica-
tion en considérant une erreur aléatoire mais pas d’erreur systématique (ni des mesures
ni du modèle). Une erreur systématique conduit, a priori, à un biais dans les résultats
d’identification, avec ou sans filtrage. Le filtrage jouera principalement sur les erreurs
d’identification relatives à l’erreur de mesure aléatoire.
2.2.1.3 Problème d’identification
Le problème d’identification consiste à trouver les paramètres matériels θ en confron-
tant le problème direct (2.1, 2.4) aux mesures (3.1d), et correspond à un problème inverse
[Bonnet et Constantinescu, 2005].
La stratégie d’identification inverse adoptée dans cette étude est une formulation par
moindres carrés où la solution θopt du problème d’identification minimise l’écart entre
les données mesurées et simulées. S’appuyant sur des simulations éléments finis, une
telle approche se réfère souvent à un recalage de modèle par éléments finis. Ici, la fonc-
tion coût à minimiser est uniquement basée sur les mesures de déplacement. Le problème
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d’identification peut être présenté sous une forme monolithique comme :
Trouver (U,θ) minimisant : J(U,θ) =
1
2
(
Π U −U˜
)T
D
(
Π U −U˜
)
(2.11a)
sous la contrainte : K(θ)U = F (2.11b)
dont la solution s’écrit :
θopt = argmin
θ
J(U,θ)
avec J la fonction coût exprimant l’écart des moindres carrés entre la mesure et le modèle,
et D est la matrice relative à la norme de la fonction coût.
La résolution du problème (2.11) consiste, en général, à minimiser J par rapport à θ, où
U est estimé à travers (2.11b), et ne s’apparente pas à une minimisation sous contraintes.
Néanmoins, on gardera ici la forme monolithique ci-avant car elle permet de développer
une analyse au premier ordre dans la partie 2.3.
2.2.2 La méthode de filtrage par approximation diffuse
L’étude de l’effet du filtrage des mesures sur les résultats d’identification est basée sur
l’outil d’approximation diffuse. Cette étude peut toutefois être menée pour tout autre outil
de filtrage caractérisable en termes d’erreurs.
L’approximation diffuse a d’abord été développée pour la résolution d’équations aux déri-
vées partielles [Nayroles et al., 1991b, Prax et al., 1996, Sadat et Prax, 1996], puis appli-
quée aux problèmes d’optimisation [Nayroles, 1994, Breitkopf et al., 2002] et au transfert
de champs [Villon et al., 2002, Brancherie et al., 2006]. Elle a été appliquée récemment
au calcul de champs de déformation à partir de mesures de champs de déplacement dans
[Avril et al., 2008b] ; d’abord pour des mesures en deux dimensions spatiales, puis en
espace-temps dans [Feissel et al., 2011].
L’approximation diffuse consiste à reconstruire un champ continu à partir d’un nuage de
points. Dans notre contexte, le point de départ est un champ discret de déplacement ob-
tenu par une technique de CIN en 2D, pendant un essai mécanique. Les déplacements
sont obtenus sur une grille de mesure régulière, xi est la position du ie point de donnée
et u˜(xi) est la donnée de déplacement correspondante, avec i ∈ [1,nmeas]. u˜(xi) est décrit
à travers ses coordonnées cartésiennes
(
u˜(xi), v˜(xi)
)
associées aux directions de la grille
de mesure. Pour chaque coordonnée u˜ et v˜, un champ approximé est reconstruit comme
présenté ci-après pour u˜. Le champ approximé est noté uap(x) et s’écrit comme le produit
d’un vecteur de coefficients a(x) et de fonctions de forme préalablement choisies, tel que :
uap(x) = p(x)T a(x) (2.12)
où a est à déterminer et p(x) est un vecteur contenant les fonctions de la base d’approxi-
mation. Dans cette étude, on choisit d’utiliser une base polynomiale de degré 2. Ce choix
apparaît comme optimal dans [Avril et al., 2008b] pour un cas d’étude similaire à celui
présenté dans la partie 2.4.1 :
p(x)T = {1 x y x
2
2
xy
y2
2
} (2.13)
où x et y sont, respectivement, les coordonnées cartésiennes horizontale et verticale du
point considéré. Dans chaque point de reconstruction x, a(x) est la solution d’une mi-
nimisation par moindres carrés locaux et pondérés définis dans un voisinage de x, noté
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V (x) :
min
a(x)
1
2 ∑
xi∈V (x)
w(x,xi)
(
p(x− xi)
Ta(x)− u˜(xi)
)2
(2.14)
avec w(x,xi) une fonction poids avec un support local qui définit V (x) de manière impli-
cite :
w(x,xi) = wre f
(
|x− xi|
Rx
)
wre f
(
|y− yi|
Ry
)
(2.15)
wre f est une spline d’ordre 3 qui approxime une fonction gaussienne avec un support local
dans [0, 1]. De plus, wre f et sa dérivée du premier ordre s’annulent en 1 et en 0, ce qui
assure la continuité de l’approximation diffuse et de ses dérivées premières.
R
Points de données xi
Point de reconstruction x
FIGURE 2.2: Reconstruction à partir du voisinage de chaque point
Rx et Ry sont les rayons dans les directions x et y à chaque point de reconstruction x,
comme illustré dans la FIGURE 2.2. Dans la suite, on considère Rx = Ry = R constant sur
toute la grille de mesure. R constitue un paramètre principal qui permet d’ajuster l’erreur
d’approximation et l’erreur aléatoire comme détaillé dans la partie 2.2.3.
Sous sa forme discrète, l’équation (2.14) s’écrit, en tout x, comme :
min
a
1
2
[
P a−U˜x
]T
W
[
P a−U˜x
]
(2.16)
avec W une matrice diagonale constituée des fonctions de pondération w(x,xi), P une
matrice constituée des lignes de p(x− xi), et U˜x est le vecteur contenant les données
relatives aux points dans V (x).
On peut alors déduire l’expression de la solution a de l’équation (2.16), qui s’écrit :
a =
[
PTWP
]−1
PT W U˜ (2.17)
Si le degré de la base de projection est égal à 1 ou plus, le champ reconstruit et ses dérivées
“diffuses” premières au point x s’obtiennent par les trois premiers composants du vecteur
a :
a1(x) = uap(x) ; a2(x) =
δuap
δx (x) ; a3(x) =
δuap
δy (x) (2.18)
avec
δuap
δx et
δuap
δy les dérivées “diffuses” premières qui correspondent à une estimation des
dérivées premières exactes et sont utilisées pour mener la reconstruction de la déformation
en chaque point de donnée du champ mesuré u˜. Ainsi, il faut résoudre le problème (2.16)
en chaque point d’évaluation. La reconstruction est menée pour les deux composantes de
u˜, et le champ reconstruit discrétisé est stocké dans Uap.
Par ailleurs, soulignons le fait que l’approche d’approximation utilisée est linéaire. En
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effet, le champ Uap s’obtient comme le produit d’une matrice de reconstruction des dé-
placements Mu par un vecteur de mesure des déplacements donnés U˜ :
Uap = Mu U˜ (2.19)
Mu est constituée des lignes de (2.17) qui correspondent au premier coefficient a1 des
points de reconstruction sélectionnés. En considérant l’opérateur de reconstruction glo-
bal, Mu est une matrice de taille (2 nmes×2 nmes). De surcroît, si les champs de déforma-
tion reconstruits εap sont requis, ils peuvent être déduits à partir des dérivées diffuses du
premier ordre, conduisant à un opérateur de reconstruction similaire :
εap = Mε U˜ (2.20)
avec Mε la matrice de reconstruction des déformations déduite des lignes de l’équation
(2.17) associées à a2 et a3.
En conclusion, les paramètres qui contrôlent la reconstruction de champs par approxima-
tion diffuse sont : le degré de la base de projection, choisi ici égal à 2, et le rayon de
filtrage R des fonctions de pondération.
Dans la prochaine partie, les erreurs liées à la reconstruction du champ de déplacement
seront définies.
2.2.3 Erreur d’approximation et erreur aléatoire
Considérant un déplacement décrit comme la somme d’un déplacement exact et d’une
erreur de mesure aléatoire (2.6), le champ de déplacement reconstruit uap s’écrit en tout
point xi comme :
uap(xi) = u0(xi)+ δuk(xi)︸ ︷︷ ︸
erreur d’approximation
+ δub(xi)︸ ︷︷ ︸
erreur aléatoire
(2.21)
en considérant que :
– u0 est le champ exact ;
– δuk est l’erreur d’approximation et est relative à la reconstruction du champ exact.
Elle est associée à une perte d’informations mécaniques ;
– δub est l’erreur aléatoire de reconstruction, caractérisée par la reconstruction des
perturbations de mesure seules.
Lorsque le rayon de filtrage R augmente, l’erreur aléatoire diminue mais l’erreur d’ap-
proximation augmente. Un compromis doit donc être trouvé pour le choix de R, visant à
réduire l’erreur aléatoire tout en maintenant un niveau acceptable pour l’erreur d’approxi-
mation.
La reconstruction par approximation diffuse étant linéaire, les deux types d’erreur peuvent
être étudiées séparément. Dans les faits, une telle décomposition ne peut être effectuée
dans un cas d’étude réel car le champ exact demeure inconnu. Néanmoins, elle permet de
caractériser la reconstruction des déplacements d’un point de vue théorique.
L’erreur d’approximation est liée au reste d’ordre n+ 1 du développement de Taylor du
champ exact, pour une base de projection polynomiale de degré n [Feissel, 2012]. Pour
une base de degré 1, le développement de Taylor du champ exact s’écrit :
∀i, u0(xi) = p(x− xi)T
 u0(x)∂u0∂x (x)∂u0
∂y (x)
+ r2(xi) (2.22)
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avec r2 le reste du développement de Taylor. Par conséquent, la différence entre le champ
approximé et le champ exact donne :
∀i, uap(xi)−u0(xi) = p(x− xi)T
 a1(x)−u0(x)a2(x)− ∂u0∂x (x)
a3(x)−
∂u0
∂y (x)
− r2(xi) (2.23)
À partir de la décomposition (2.6) du champ de mesure, la minimisation (2.14) se réécrit
pour des mesures exactes comme :
min 1
2 ∑
xi∈V (x)
w(x,xi)
p(x− xi)T
 a1(x)−u0(x)a2(x)− ∂u0∂x (x)
a3(x)−
∂u0
∂y (x)
− r2(xi)

2
(2.24)
Le vecteur
 a1(x)−u0(x)a2(x)− ∂u0∂x (x)
a3(x)−
∂u0
∂y (x)
 constitue les erreurs d’approximation sur le champ exact
et ses dérivées et est solution du problème (2.24). Ainsi, l’erreur d’approximation n’est
rien d’autre que la construction par approximation diffuse des restes du développement
de Taylor. Construire un estimateur d’erreur pour le reste du développement de Taylor est
nécessaire pour caractériser l’erreur d’approximation mais demande d’estimer des déri-
vées d’ordre supérieur. Sa construction n’a pas été faite mais il reste possible d’étudier le
comportement de l’outil de filtrage sur des champs numériques représentatifs.
Par ailleurs, l’erreur aléatoire est directement liée aux perturbations de mesure brutes,
notées δU˜ , via la matrice de reconstruction Mu :
δUb = Mu δU˜ (2.25)
D’un point de vue statistique, une caractérisation des perturbations de mesure conduit à
celle de l’erreur aléatoire.
Comme mentionné dans la partie 2.2.1.1, l’erreur de mesure aléatoire est souvent carac-
térisée par une matrice de covariance C. Celle-ci s’écrit comme :
C =< δU˜ δU˜T>= σb2 C0 (2.26)
où le symbole < > correspond au calcul de l’espérance, σb est l’écart-type qui définit
l’amplitude de l’erreur aléatoire, et C0 est la matrice de corrélation spatiale. Cette infor-
mation peut être obtenue à partir de l’algorithme de CIN choisi (p. ex. CORRELIQ4 [Hild
et Roux, 2006]).
À partir de l’équation (2.26), la covariance de δUb peut être estimée comme :
Cov(δUb) = < (δUb−< δUb >)2 > = σb2 MuC0 MTu (2.27)
Dans la suite, la relation reliant ces erreurs à l’erreur d’identification sera caractérisée
pour une approche FEMU telle que celle de 2.2.1.3, permettant de discuter la pertinence
du filtrage pour l’identification.
2.3 Étude théorique de l’erreur d’identification
2.3.1 Le problème d’identification
Le but de l’étude est de caractériser l’effet du filtrage sur les résultats d’identification.
Pour ce faire, on se propose de caractériser la relation entre erreur d’identification et
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perturbations de mesure de façon analytique, à partir d’une analyse au premier ordre.
Une telle analyse peut être effectuée de différentes manières. Une matrice de sensibilité
a été estimée analytiquement pour la méthode EGM dans [Amiot et al., 2007], et pour
l’approche FEMU dans [Gras et al., 2013]. Le choix qui est fait ici est de baser l’étude
sur une analyse de perturbation du problème d’optimalité associé à (2.11). Dans le cadre
des problèmes adjoints, cette analyse reste générale et peut permettre d’étendre l’étude
aux problèmes non linéaires.
Partons du problème d’identification (2.11). Pour le résoudre, on introduit un Lagrangien :
L (U,Λ,θ) = J(U,θ)−ΛT
(
K(θ)U −F
)
(2.28)
Ensuite, l’étude de la stationnarité du Lagrangien
(
∂L
∂Λ ,
∂L
∂U ,
∂L
∂θ
)
= (0,0,0) conduit au sys-
tème d’optimalité suivant par rapport aux variables (U,Λ,θ) :
K U = F (2.29a)
KTΛ = ΠT
(
D
(
Π U −U˜
)) (2.29b)
ΛTK1j U = 0 , ∀ j ∈ [1, p] (2.29c)
Afin d’établir la relation entre erreur d’identification et perturbations de mesure, on mène
une analyse au premier ordre de la perturbation de la solution de (2.29) par rapport à une
perturbation des mesures, comme détaillé dans la partie suivante.
2.3.2 Analyse au premier ordre
Pour des mesures perturbées données, l’erreur d’identification, notée δθ, est défi-
nie comme la différence entre les p propriétés identifiées et les p valeurs de référence
(exactes).
L’objectif est de rechercher la relation entre l’erreur d’identification δθ et les perturba-
tions de mesure δU˜ , basée sur une approximation à l’ordre 1. Une matrice de sensibilité
Sθ est alors introduite comme suit :
δθ = Sθ δU˜ +o(δU˜) (2.30)
Afin de déterminer la matrice de sensibilité, on propose de la construire colonne par
colonne. Chaque colonne est déterminée à travers la résolution du problème (2.29) au
premier ordre, et ce en perturbant successivement chaque composante de U˜ . On introduit
alors la perturbation scalaire δu˜ qui se définit comme :
δU˜ = δu˜ ei, ∀i ∈ [1,2 nmes] (2.31)
avec i l’indice du déplacement perturbé, 2 nmes le nombre total des points de mesures en
x et y, et ei est un vecteur unitaire défini comme : ei(l) = δli, où δli est l’indice de Krone-
cker.
Pour la perturbation ainsi définie, le développement au premier ordre de l’erreur d’identi-
fication par rapport à δu˜ s’écrit :
δθ = Sθ.i δu˜+o(δu˜), ∀i ∈ [1,2 nmes] (2.32)
avec Sθ.i = Sθ ei est un vecteur p× 1 qui correspond à la ie colonne de la matrice de
sensibilité recherchée Sθ.
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De la même manière, deux autres matrices de sensibilité sont introduites pour les variables
U et Λ, telles que : {
U =U0 +Su.i δu˜+o(δu˜) (2.33a)
Λ = Λ0 +SΛ.i δu˜+o(δu˜) (2.33b)
où Su.i et SΛ.i ont Nddl lignes correspondant au nombre total des ddl éléments finis.
À partir des équations (2.9, 2.32), le développement d’ordre 1 par rapport à δu˜ de la
matrice de rigidité globale s’écrit :
K(θ) = K(θ0)︸ ︷︷ ︸
=
def
K0
+
p
∑
j=1
K1j Sθji δu˜+o(δu˜) (2.34)
Procédons maintenant au développement à l’ordre 1 du système d’optimalité (2.29).
Ce développement sera fait par rapport à la perturbation scalaire δu˜ et les équations seront
réparties en ordre 0 et 1. Les termes d’ordre supérieur seront alors négligés. À partir des
équations (2.33a, 2.34), (2.29a) s’écrit :
K0 U0 = F (2.35a)
K0 Su.i +
p
∑
j=1
K1j SθjiU0 = 0 (2.35b)
En utilisant les équations (2.33, 2.34), (2.29b) devient :
KT0 Λ0 = ΠT D
(
Π U0−U˜0
)
︸ ︷︷ ︸
=0
= 0 (2.36a)
KT0 SΛ.i +
( p
∑
j=1
K1j Sθji
)T
Λ0 = ΠT D
(
Π Su.i− ei
) (2.36b)
où le champ exact U˜0 est considéré égal à la projection du champ exact U0 sur la grille de
mesure (2.10). De plus, la matrice K0 étant symétrique, on a KT0 = K0.
De la même manière, l’équation (2.29c) se répartit comme suit :{
ΛT0 K1j U0 = 0 , ∀ j ∈ [1, p] (2.37a)
SΛ.i
T K1j U0 +ΛT0 K1j Su.i = 0 , ∀ j ∈ [1, p] (2.37b)
Le regroupement des équations d’ordre 0 (2.35a, 2.36a, 2.37a) conduit à :{
U0 = K−10 F (2.38a)
Λ0 = 0 (2.38b)
Les termes d’ordre 0 correspondent au problème d’optimalité pour des mesures exactes,
avec les paramètres de référence θ = θ0, conduisant à l’équation (2.38b).
Les équations du premier ordre (2.35b, 2.36b, 2.37b, 2.38b) donnent le système d’ordre 1
suivant : 
Su.i =−K−10
p
∑
j=1
K1j U0 Sθji (2.39a)
SΛ.i = K−10 Π
TD(ΠSu.i− ei) (2.39b)
SΛ.i
TK1j U0 = 0 , ∀ j ∈ [1, p] (2.39c)
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En introduisant : {
U1j = K−10 K
1
j U0 (2.40a)
U1m = {U11 , . . . ,U1p} (2.40b)
(2.39a) peut être exprimée comme :
Su.i =−
p
∑
j=1
U1j Sθji =−U1m Sθ.i (2.41)
On obtient ensuite le système linéaire suivant par rapport à Sθ.i :
U1m
T ΠTD Π U1m Sθ.i =−U1m
T ΠT D ei , ∀i ∈ [1,2 nmes] (2.42)
Par conséquent, la résolution du système (2.39) pour δU˜ = δu˜ ei donne l’équation satis-
faite par la ie colonne de la matrice de sensibilité recherchée. En regroupant ces équations
pour tous les indices i, la matrice Sθ s’obtient comme la solution du système suivant :
U1m
T ΠT
p×2 nmes
D
2 nmes×2 nmes
ΠU1m
2 nmes×p
Sθ
p×2 nmes
=−U1m
T ΠT
p×2 nmes
D
2 nmes×2 nmes
(2.43)
En inversant cette equation, on obtient :
Sθ =−
(
U1m
T ΠT D Π U1m
)−1
U1m
T ΠT D (2.44)
En résumé, la matrice de sensibilité qui fournit la relation, au premier ordre, entre
l’erreur d’identification et les perturbations de mesure, a été déterminée.
2.3.3 Caractérisation de l’erreur d’identification - biais et variance
Le but de l’étude théorique proposée est de discuter et comparer la qualité des résul-
tats d’identification avec et sans filtrage, en se basant sur un exemple numérique. Il est
donc nécessaire de définir un critère d’amélioration. Ce dernier sera basé sur le calcul du
biais et de la variance de l’erreur d’identification, avec et sans filtrage.
Les expressions analytiques du biais et de la variance de l’erreur d’identification δθ se
déduisent à partir des développements précédents. À partir de la relation (2.30), biais et
covariance s’expriment au premier ordre comme :
– Biais de δθ :
< δθ >= Sθ < δU > (2.45)
– Covariance de δθ :
Cov(δθ) = < (δθ−< δθ >)2 >= Sθ < δU δUT> SθT
= Sθ Cov(δU) SθT (2.46)
La qualité de l’identification sera évaluée en comparant l’erreur d’identification en
termes de biais et d’écart-type, pour deux types de données en déplacement pour le pro-
blème inverse.
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1. Champ brut U˜ (sans filtrage) :
Comme décrit dans la partie 2.2.1.2, le champ de déplacement mesuré est construit
à partir d’un calcul éléments finis de référence et bruité avec des perturbations syn-
thétiques. Dans la suite, les erreurs de mesure seront créées à partir d’un bruit blanc
gaussien, caractérisé par une moyenne nulle et un écart-type donné σb. Ses caracté-
ristiques se résument comme suit :
δU∼ N
(
0,σb2 Id
) (2.47)
où Id est la matrice identité.
(a) Biais de l’erreur d’identification < δθ >raw :
Comme les perturbations de mesures sont centrées, la moyenne de l’erreur
d’identification sans filtrage est nulle :
< δθ >raw= 0 (2.48)
(b) Covariance de l’erreur d’identification Cov(δθ)raw :
À partir de l’équation (2.46), la covariance de l’erreur d’identification s’écrit :
Cov(δθ)raw = < Sθ δU δUTSθ
T
>= Sθ σb2 Id Sθ
T
= σb
2
(
Sθ SθT
)
(2.49)
2. Champ reconstruit Uap (avec filtrage) :
Le deuxième type de mesure testé est le champ approximé, reconstruit à partir du
champ brut par approximation diffuse. D’après la partie 2.2.3, on récupère deux
types d’erreurs après filtrage. Par conséquent, l’erreur liée au champ reconstruit
est caractérisée par une moyenne, relative à l’erreur d’approximation δUk, et une
covariance liée à l’erreur aléatoire (2.25) tenant compte de l’erreur mesurée (2.47) :
δUap = δUk︸︷︷︸
erreur d’approximation
+ δUb︸︷︷︸
erreur aléatoire
∼ N
(
δUk,σb2 Mu MTu
)
(2.50)
(a) Biais de l’erreur d’identification < δθ >AD :
à cause de l’erreur d’approximation, on récupère une moyenne non nulle de
l’erreur d’identification :
< δθ >AD = Sθ δUk (2.51)
(b) Covariance de l’erreur d’identification Cov(δθ)DA :
L’expression de la covariance après filtrage devient :
Cov(δθ)DA = Sθ < δUb δUTb > Sθ
T
= σb
2
(
Sθ Mu MTu Sθ
T
)
(2.52)
Au final, l’analyse proposée conduit au calcul de la moyenne et de la covariance de
l’erreur d’identification, avec et sans filtrage. Ces calculs sont récapitulés dans le TABLEAU
2.1.
36 Thèse de doctorat - M. Ben Azzouna - 2013
2.3. Étude théorique de l’erreur d’identification
Sans filtrage Avec filtrage
< δθ > 0 Sθ δUk
Cov(δθ) σ2b
(
Sθ SθT
)
σ2b
(
SθMu MTu Sθ
T
)
TABLEAU 2.1: Expressions du biais et de la covariance pour deux types de don-
nées
Afin de comparer les résultats d’identification avec et sans filtrage, un critère d’amé-
lioration est proposé pour chaque paramètre θ j. Le filtrage améliore l’identification si la
barre d’erreur de l’identification après filtrage est incluse dans celle sans filtrage. Ceci
implique : 
< δθ j >AD +(σ j j)AD− (σ j j)raw < 0 (2.53a)
et
< δθ j >AD −(σ j j)AD+(σ j j)raw > 0 (2.53b)
avec σ j j =
√
Cov(δθ) j j.
Le critère d’amélioration est illustré dans la FIGURE 2.3.
FIGURE 2.3: Critère d’amélioration pour l’évaluation du filtrage
2.3.4 Validation de l’analyse théorique
Afin de valider l’analyse au premier ordre proposée, elle est comparée à une approche
Monte-Carlo où 1000 identifications ont été menées à partir de 1000 tirages aléatoires de
bruit blanc gaussien rajoutés aux mesures exactes.
Le cas test correspondant est une plaque carrée homogène avec des appuis simples sur
son côté gauche, dans la direction de l’effort appliqué, et une traction de distribution
parabolique sur le côté opposé. Les champs de déplacement mesurés sont représentés
dans la FIGURE 2.4.
Par mesure de simplicité, seul le coefficient de Lamé homogène µ est recherché, tandis
que λ est considéré connu. Une grille de mesure de taille 100× 100 est construite et
l’identification est menée avec l’approche FEMU telle que détaillée dans la partie 2.2.1.
Le problème inverse ainsi établi, avec des conditions aux limites mixtes et exactes (fiables)
et où un seul module élastique est recherché, est très robuste vis-à-vis des perturbations
de mesure, et ce grâce au moyennage des perturbations sur le domaine total pendant le
processus d’identification. En général, la moyenne du bruit converge comme l’inverse
de la racine carrée du nombre de points de mesure. Dans le cas étudié, cette moyenne
n’atteint que 10−2 du niveau de perturbation appliqué. Ainsi, afin de perturber les mesures
de manière significative, le niveau de perturbation appliqué atteint ici 500% de la moyenne
des déplacements.
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FIGURE 2.4: Conditions aux limites et champs de déplacement pour une simu-
lation de traction parabolique
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FIGURE 2.5: Écart-type de l’identification en fonction du niveau de perturbation
La FIGURE 2.5 représente l’écart-type de l’erreur d’identification de µ en fonction de
l’amplitude des perturbations rajoutées au déplacement, pour les deux approches analy-
tique et statistique. On remarque que les résultats coïncident bien, ce qui valide l’approche
proposée. Par ailleurs, dans l’exemple traité, les écarts-types de l’identification avec les
deux types de champs de déplacement (brut et filtré) sont quasi-identiques, ce qui traduit
un effet non significatif du filtrage pour ce type de problème inverse.
Il devient donc possible de passer à l’étude de l’effet du filtrage par approximation diffuse
et du choix d’une norme adéquate pour les moindres carrés sur les résultats d’identifica-
tion.
2.4 Effet du filtrage sur les résultats d’identifi-
cation
Dans cette partie, l’analyse au premier ordre proposée dans la partie 2.3.2 est appli-
quée à l’identification de propriétés élastiques à partir de données synthétiques, en cou-
plant la méthode FEMU (partie 2.2.1.3) avec le filtrage par approximation diffuse (partie
2.2.2). L’exemple numérique correspondant comporte des champs de déformation non
uniformes dans la région d’étude, où des propriétés hétérogènes sont recherchées.
2.4.1 Construction des mesures et cadre de l’identification
L’application consiste en une plaque carrée avec une inclusion centrée, soumise à
une force de traction uniaxiale uniformément réparti sur les côtés gauche et droit. Les
mesures de déplacement sont créées à partir d’un calcul de référence, utilisant la méthode
des éléments finis sous l’hypothèse des contraintes planes, où les éléments du maillage
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sont des triangles T3 avec des fonctions de forme linéaires. La plaque est composée de
deux matériaux homogènes, élastiques et isotropes (l’inclusion et son extérieur) avec une
rigidité plus élevée pour l’inclusion (facteur 10 sur le module d’Young). Le tenseur de
rigidité est défini en fonction des coefficients de Lamé λ et µ.
FIGURE 2.6: Champs de contrainte σxx et σyy relatifs à la simulation de traction
La grille de mesure a une taille de 100× 100 points de mesure, et un bruit blanc
gaussien d’écart-type 5% est ajouté afin de représenter une erreur de mesure aléatoire
réaliste. La FIGURE 2.6 affiche les cartes des contraintes σxx et σyy générées, illustrant le
fort gradient des contraintes proche de l’inclusion.
En ce qui concerne les paramètres recherchés, le choix qui est fait est de se limiter
à identifier le paramètre µ dans la région extérieure à l’inclusion. Ainsi, le paramètre λ
à l’extérieur de l’inclusion et la rigidité de l’inclusion sont supposés connus. Une telle
hypothèse demeure valable en vue du but comparatif de l’étude. La région est ensuite
considérée constante par morceaux.
Le vecteur de paramètres recherché θ contient alors les coefficients µ correspondant aux
différentes zones constantes et a une taille égale au nombre de zones constantes dans
la plaque hors inclusion. Ce nombre est un paramètre du problème inverse. Plus il est
élevé, plus le caractère mal posé du problème inverse est prononcé, du point de vue de
l’augmentation du nombre de paramètres à identifier.
Comme présenté dans la partie 2.2.1.3, l’identification est menée avec l’approche
FEMU qui consiste à minimiser l’écart quadratique entre les déplacements mesurés et
calculés. Cela implique le choix d’une norme associée à la fonction coût en définissant
la matrice des poids D dans (2.11a). Ce choix a un impact sur l’erreur d’identification
(TABLEAU 2.1) à travers la matrice de sensibilité (2.44), ce qui en fait un deuxième para-
mètre du problème inverse devant être étudié. Dans un premier temps, D est prise égale à
la matrice identité. L’équation (2.11a) s’écrit alors :
J(U,θ) = 1
2
(
Π U − ˜U
)T (Π U − ˜U) (2.54)
Les résultats sont comparés à partir du biais et de l’écart-type de l’erreur d’identification
pour les mesures brutes et filtrées. Ensuite, le critère d’amélioration développé dans la
partie 2.3.3 est étudié. Le choix qui est fait étant d’identifier des modules hétérogènes,
toutes ces quantités seront calculées dans chaque zone constante.
2.4.2 Influence des différents paramètres du problème
2.4.2.1 Effet du rayon de filtrage
L’effet du filtrage est étudié sur la base de l’outil de filtrage par approximation diffuse
présenté dans la partie 2.2.2. Le degré de la base de projection de l’approximation diffuse
est fixé à 2. Ce choix provient des travaux de [Avril et al., 2008b] et est basé sur un critère
défini comme l’écart quadratique entre un champ reconstruit et un champ exact pour le
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cas test d’une plaque trouée. Le paramètre principal qui régit le filtrage est alors le rayon
R qui définit la taille physique du voisinage de chaque point de reconstruction (2.15) et
est choisi constant dans toute la zone de mesure.
(a) R = 3 (b) R = 6 (c) R = 10
FIGURE 2.7: Cartes de biais pour trois rayons de filtrage
La FIGURE 2.7 affiche, à l’échelle logarithmique, trois cartes de biais de l’erreur
d’identification obtenues après l’opération de filtrage, normées par le module de réfé-
rence <δµ>AD/µ0, et ce pour trois rayons de filtrage différents. Comme attendu, le biais
augmente quand le rayon de filtrage est de plus en plus grand, et ce à cause de l’erreur
d’approximation qui en découle (2.51).
(a) R = 3 (b) R = 6 (c) R = 10
FIGURE 2.8: Cartes d’écart-type pour trois rayons de filtrage
La FIGURE 2.8 affiche, à l’échelle logarithmique, trois cartes d’écart-type obtenues
pour trois rayons de filtrage différents, et montre que la variance diminue lorsque le rayon
de filtrage augmente, grâce au moyennage de l’erreur aléatoire sur une plus grande zone
(un plus voisinage). Par ailleurs, l’écart-type est plus élevé sur les bords de la plaque, à
cause d’une augmentation de l’erreur de reconstruction par approximation diffuse dans
une zone qui contient un voisinage de points réduit [Feissel, 2012].
On peut également noter que les zones avec un biais important correspondent aux
zones proches de l’inclusion, dans lesquelles un fort gradient des déformations conduit
à des erreurs d’approximation importantes. L’effet d’une telle erreur sur le champ de
déplacement conduit à une erreur sur les propriétés identifiées qui reste locale. Au final,
un rayon de filtrage adéquat doit refléter un compromis entre biais et écart-type de l’erreur
d’identification.
2.4.2.2 Effet de la taille des zones constantes
La taille des zones constantes est un paramètre important du problème inverse. Lorsque
la taille des zones constantes diminue, le nombre des paramètres inconnus augmente,
conduisant à une identification de plus en plus difficile. Le paramètre µ d’une zone constante
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(a) Grande taille (b) Taille moyenne (c) Petite taille
FIGURE 2.9: Cartes d’écart-type pour différentes tailles de zones constantes
(sans filtrage)
donnée impacte le champ de déplacement dans le voisinage de la zone considérée. La
taille de ce dernier diminuant avec la taille de la zone, ce qui fait augmenter de facto l’ef-
fet des perturbations de mesure. Il y a donc une limite à la résolution spatiale qui peut
être espérée. Ceci se confirme par l’approche proposée qui montre que les niveaux du
biais et de l’écart-type de l’erreur d’identification augmentent lorsque la taille des zones
constantes diminue. La FIGURE 2.9 montre l’écart-type de l’erreur d’identification pour
trois tailles de zone différentes dans le cas de mesures brutes.
2.4.2.3 Étude de l’amélioration de l’identification
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FIGURE 2.10: Erreur d’identification locale en fonction du rayon de filtrage
Dans cette partie, l’effet du filtrage sur les résultats d’identification est discuté plus
en détail. Comme mentionné précédemment, il y a un compromis à trouver entre biais et
écart-type afin de sélectionner le rayon R le plus pertinent. Ce compromis va dépendre,
au moins, de la taille des zones constantes, de l’amplitude des perturbations et du gra-
dient local des déformations. Le niveau de perturbation est fixé à 5% de la moyenne des
déplacements, ce qui est assez représentatif d’une erreur aléatoire expérimentale dans le
domaine élastique. L’effet des gradients locaux des déformations est illustré dans la FI-
GURE 2.10, où l’erreur d’identification est tracée en termes de biais et d’écart-type dans
trois zones constantes différentes : une zone sur le bord de la plaque, une zone proche de
l’inclusion et une zone intermédiaire (entre les deux précédentes), et ce pour une identi-
fication avec une taille de zone “moyenne”. Dans chaque figure, les deux lignes horizon-
tales définissent la barre d’erreur de l’identification sans filtrage, égale à l’écart-type de
l’erreur d’identification (le biais étant nul). La ligne continue au milieu représente le biais
de l’erreur d’identification avec filtrage, tandis que les lignes discontinues représentent
la barre d’erreur autour du biais avec filtrage. Toutes ces quantités sont normées par la
valeur de référence du coefficient de Lamé µ0.
Dans le cas des FIGURE 2.10(a) et FIGURE 2.10(b), le biais est prédominant pour toutes
les valeurs de R, ce qui implique que le filtrage n’améliore pas l’identification. La FIGURE
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2.10(c) indique une amélioration de l’identification avec le filtrage lorsque R augmente.
À partir de ces résultats locaux, il est possible d’appliquer le critère (2.53) pour chaque
zone constante, ce qui conduit à des cartes d’amélioration pour différents rayons de fil-
trage et différentes tailles de zones constantes (celles définies dans la FIGURE 2.9), comme
illustré dans la FIGURE 2.11.
(a) Grande taille (R = 4) (b) Taille moyenne (R = 4) (c) Petite taille (R = 4)
(d) Grande taille (R = 6) (e) Taille moyenne (R = 6) (f) Petite taille (R = 6)
(g) Grande taille (R = 10) (h) Taille moyenne (R = 10) (i) Petite taille (R = 10)
FIGURE 2.11: Cartes d’amélioration pour différents rayons et tailles de zones
La légende des couleurs est définie par un dégradé linéaire ayant pour couleur de dé-
part une couleur sombre d’indice −1, relative à une non-amélioration de l’identification,
et comme couleur d’arrivée une couleur claire d’indice 1, relative à une amélioration de
l’identification. Ainsi, les indices de couleur dans l’intervalle [−1, 0] correspondent à une
non-amélioration tandis que l’intervalle [0, 1] correspond à une amélioration de l’identi-
fication. Dans l’exemple proposé, la tendance suivante peut être observée :
Le filtrage améliore les résultats d’identification surtout lorsque la taille des zones constantes
est petite. Pour des zones plus grandes, le filtrage n’est pas nécessaire. Par ailleurs, l’iden-
tification ne se trouve pas améliorée par le filtrage à proximité de l’inclusion, à cause des
forts gradients des déformations dans cette région. Les meilleurs résultats peuvent être
observés FIGURE 2.11(c), correspondant à un rayon de filtrage R = 4.
Toutefois, au vu du niveau de l’erreur moyenne avec et sans filtrage (FIGURE 2.10), et
malgré une amélioration évidente des résultats d’identification, on peut noter que l’iden-
tification est, à la base, de mauvaise qualité et que la limite de la résolution spatiale abor-
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dable a été atteinte.
Remarque :
L’hypothèse d’un bruit de mesure blanc dans (2.47) peut paraître inappro-
priée dans le cadre de mesures de champs obtenus par CIN. Par conséquent,
l’étude a été menée avec un bruit coloré, et donc une matrice de covariance
C0 6= Id, obtenue avec l’outil CORRELIQ4. Les cartes d’amélioration pour
les deux types de bruit sont sensiblement les mêmes.
2.4.3 Choix de la norme d’identification
Dans cette partie, l’impact du choix de la norme associée à la formulation des moindres
carrés (2.11) sur les résultats d’identification est étudié. Comme mentionné dans la partie
2.4.1, les résultats précédents correspondent au choix de base d’une matrice des poids
identité pour la fonction coût. Pour les données filtrées, ce choix conduit à un biais non
nul de l’erreur d’identification.
Pour s’affranchir de ce biais tout en maintenant l’étape de filtrage, il est proposé de l’in-
clure dans l’étape d’identification en jouant sur la matrice des poids D. Dans ce sens, deux
normes supplémentaires sont alors testées.
(i) Norme en déplacements filtrés
En filtrant les déplacements aussi bien mesurés que calculés, on récupère la même
erreur d’approximation pour les deux champs reconstruits. L’écart entre les deux
champs s’en trouve alors libre d’erreur d’approximation et conduit à un biais nul
d’après l’expression du biais de l’erreur d’identification < δθ >AD (2.51). La fonc-
tion coût (2.11a) devient :
J(U,θ) = 1
2
(
Π U − ˜U
)TMTu Mu (Π U − ˜U) (2.55)
avec D = MTu Mu
La matrice de sensibilité (2.44) correspondante s’écrit :
Sθ =
(
U1m
T ΠT MTu MuΠ U1m
)−1
U1m
T ΠTMTu Mu (2.56)
(ii) Norme en déformations filtrées
Alternativement, la fonction coût peut être basée sur les champs de déformation,
en vue d’une plus grande sensibilité de ces derniers vis-à-vis des propriétés maté-
rielles, et malgré une inévitable grande sensibilité aux perturbations de mesure. La
seule modification de l’approche consiste à remplacer l’opérateur des déplacements
Mu par l’opérateur des déformations Mε. La fonction coût, portant sur un écart des
déformations, devient :
J(U,θ) = 1
2
(
Π U − ˜U
)TMTε Mε (Π U − ˜U) (2.57)
avec D = MTε Mε
La matrice de sensibilité associée s’écrit :
Sθ =
(
U1m
T ΠT MTε Mε Π U1m
)−1
U1m
T ΠT MTε Mε (2.58)
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La FIGURE 2.12 présente l’évolution locale du biais et de l’écart-type de l’erreur
d’identification en fonction du rayon de filtrage dans une même zone constante donnée (de
taille petite). Pour chaque norme étudiée, les deux lignes horizontales délimitent la barre
d’erreur de référence sans filtrage, avec une matrice de poids D= Id. La ligne continue du
milieu représente le biais de l’erreur d’identification après filtrage, tandis que les lignes
discontinues représentent la barre d’erreur de l’identification après filtrage. Ces quantités
sont adimensionnées par µ0.
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FIGURE 2.12: Erreur d’identification locale pour différentes normes de la fonc-
tion coût
Malgré un biais nul, il apparaît que les deux nouvelles normes n’améliorent pas les
résultats d’identification puisque l’écart-type s’en trouve augmenté. Une augmentation du
rayon de filtrage accentue ce phénomène. Cela est dû à des données, aussi bien mesurées
que calculées, de plus en plus floutées à cause du filtrage, conduisant à une perte des
informations mécaniques et une diminution de la sensibilité des champs cinématiques
vis-à-vis des propriétés matérielles. Par conséquent, le gain lié à l’annulation du biais
est compensé par une perte liée à l’augmentation de l’écart-type. Les normes alternatives
sont donc inappropriées dans le cas étudié. Par ailleurs, cette tendance est observée partout
dans la région d’étude.
Remarque :
Parmi les choix de norme possibles, et pour des mesures de champs issues
de la CIN, l’inverse de la matrice de covariance peut être un choix optimal
pour la matrice des poids (car le bruit est coloré).
2.4.4 Discussion
L’évaluation de la contribution du filtrage par approximation diffuse a été faite en com-
parant l’erreur d’identification avec et sans filtrage, via un critère d’amélioration illustré
dans la FIGURE 2.11, qui constitue un indicateur afin de choisir les paramètres optimaux
du filtrage. Plusieurs configurations du problème inverse étudié ont été testées en jouant
sur l’échelle d’hétérogénéité souhaitée.
Quand couplé à l’identification par la méthode FEMU, le filtrage des mesures de champ
s’avère utile dans certaines configurations où, hormis dans les zones de fort gradient de
déformation, l’identification a été améliorée. Toutefois, l’intérêt est limité dans le cas
étudié parce que le niveau d’erreur correspondant aux configurations où il y a une amé-
lioration (résolution spatiale assez petite) est très élevé, d’une part, et le filtrage apporte
peu d’amélioration pour les tailles de zone les plus grandes, d’autre part.
Remarque :
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2.5. Conclusion
Le problème d’identification a été formulé avec l’hypothèse de conditions
aux limites exactes (2.4), c’est-à-dire que seuls les points de mesures inté-
rieurs sont perturbés. Il s’agit d’une hypothèse forte puisque l’algorithme de
CIN ne voit aucune différence entre les points de mesure internes et ceux du
bord, d’une part, et que les mesures sur le bord, issues de méthodes globales
de CIN par exemple, contiennent davantage de perturbations car elles sont
basées sur un plus petit nombre de pixels [Hild et Roux, 2012]. Cette hypo-
thèse est néanmoins acceptable dans le cadre d’une comparaison de résultats
basés sur des mesures (brutes et filtrées) construites avec la même formula-
tion FEMU.
Il reste possible de tenir compte de perturbations sur le bord, soit en consi-
dérant une formulation FEMU avec des conditions aux limites perturbées de
type Dirichlet, soit en perturbant les contraintes du problème d’identification
sur les conditions aux limites. La deuxième possibilité permet d’utiliser les
mêmes équations déjà définies et consiste à extrapoler le vecteur des pertur-
bations (2.31) au bord du domaine, de sorte qu’il contienne une perturbation
scalaire de déplacement et une d’effort.
2.5 Conclusion
Ce chapitre a abordé l’étude de l’effet du filtrage par approximation diffuse sur les ré-
sultats d’identification en élasticité linéaire basée sur l’approche de recalage de modèles
par éléments finis. L’objet de l’étude était de discuter l’efficacité d’un filtre “non mécani-
que” en présence de mesures perturbées. Pour ce faire, la relation entre perturbations de
mesures et erreur d’identification a dû être caractérisée à travers une analyse au premier
ordre.
La méthodologie a ensuite été appliquée à un exemple numérique où des propriétés
élastiques hétérogènes étaient recherchées. En comparaison aux mesures brutes, l’identi-
fication avec des données filtrées a été satisfaisante dans le cas étudié. Plus précisément,
il a été montré que le filtrage est plus efficace lorsque les zones constantes sont de plus en
plus petites. Par ailleurs, il a été observé que le filtrage détériore les résultats d’identifica-
tion dans les régions à fort gradient de déformation.
En outre, l’étude du choix de la norme associée à la fonction coût du problème d’identifi-
cation a conclu que l’utilisation des déplacements plutôt que des déformations était plus
appropriée et que le filtrage des données simulées n’améliore pas les résultats d’identifi-
cation.
La méthodologie proposée peut être appliquée comme une étude préliminaire à l’iden-
tification expérimentale des paramètres matériels : en considérant la modélisation numé-
rique de l’essai et en prenant en compte une erreur aléatoire réaliste, l’ajustement du
filtrage peut être étudié en amont afin d’évaluer l’amélioration attendue et la résolution
spatiale des résultats d’identification. Par ailleurs, ayant à disposition l’erreur aléatoire
et les paramètres de filtrage choisis, le filtrage peut ensuite être utilisé en aval de l’iden-
tification expérimentale comme outil d’estimation des incertitudes relatives à la solution
identifiée. L’exemple étudié a montré que les erreurs sont plus importantes sur les bords de
l’échantillon ainsi que dans les régions à fort gradient de déformation. De ce fait, le rayon
R peut être adapté spatialement afin de mieux contrôler les erreurs locales d’identification.
Ce chapitre a permis d’évaluer l’apport du filtrage de mesures perturbées sur les résul-
tats d’identification obtenus par des approches de recalage par éléments finis. Cette étude
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peut par ailleurs être mise en place pour d’autres stratégies d’identification. Malgré une
amélioration de l’identification pour les résolutions spatiales les plus fines, le filtrage ne
s’avère pas nécessaire pour l’identification de paramètres homogènes.
Dans le prochain chapitre, nous abordons le problème d’identification de propriétés maté-
rielles élastiques, homogènes et hétérogènes, en proposant une méthode qui tient compte
du caractère incertain aussi bien des mesures que du modèle de comportement.
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Chapitre 3
Stratégie d’identification par l’Erreur
en Relation de Comportement modifiée
Ce chapitre présente la stratégie d’identification basée sur l’er-
reur en relation de comportement modifiée, développée dans
le cas général de l’élasticité statique, isotrope ou orthotrope,
homogène ou hétérogène, et s’appuyant sur les mesures de
champs. Après la définition du cadre d’identification, le pro-
blème d’identification est formulé en prenant en compte les in-
certitudes sur les mesures, d’abord en l’absence de conditions
aux limites, puis en tenant compte d’informations fiables sur le
bord du domaine. La méthode est ensuite étudiée dans le cas
d’exemples numériques de sollicitations statiques, où la robus-
tesse vis-à-vis des perturbations sur les mesures est étudiée.
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3. Stratégie d’identification par l’ERdC modifiée
3.1 Stratégie d’identification
La problématique centrale évoquée dans cette étude est la gestion des perturbations
expérimentales et de l’erreur de modèle en identification.
Plusieurs techniques de filtrage existent pour essayer de régulariser ces problèmes. Il y a
l’approche qui consiste à agir directement sur les mesures, en amont de l’étape d’identi-
fication, comme la technique de filtrage par approximation diffuse évoquée au chapitre 2.
Un autre type de filtrage, “mécanique”, est celui de la corrélation d’images numériques
intégrée ou integrated digital image correlation (I-DIC) [Roux et Hild, 2006], qui consiste
à intégrer, dès l’étape de calcul des déplacements, des connaissances a priori relatives à
la physique des phénomènes mis en jeu, et donc aux champs mécaniques. Dans ce cas de
figure, le déplacement est recherché sur une base de solutions choisie dans l’algorithme
de corrélation, et non plus arbitrairement. Ensuite, les champs de déplacement ainsi opti-
misés sont utilisés comme entrée pour une méthode d’identification au choix, comme le
recalage par éléments finis.
Afin que les améliorations apportées aux mesures soient en meilleur accord avec le
problème à traiter, plusieurs stratégies cherchent à lisser les perturbations au cours de
l’identification. Quelques unes limitent l’impact du bruit, en évitant par exemple de déri-
ver les mesures et d’amplifier le bruit ce faisant [Roux et Hild, 2008]. D’autres utilisent
des critères de choix de champs optimaux vis-à-vis du bruit de mesure [Grédiac et al.,
2001]. Trois remarques peuvent être faites à ce niveau :
1. Plusieurs méthodes nécessitent les conditions aux limites sur toute la frontière du
domaine étudié (l’EGM et la VFM peuvent faire sans). Quels conditions aux limites
doit-on prendre ? Sont-elles connues et fiables ?
2. Sur quel domaine l’identification doit-elle être menée lorsque la zone de mesure
ne couvre pas la taille du domaine entier (taille réelle de l’échantillon étudié) ? La
plupart des méthodes se limitent souvent à la zone de mesure.
3. Comment gérer l’incertitude de modèle. Serait-il intéressant de la quantifier afin
d’en tenir compte dans le processus d’identification ?
Dans ce chapitre, on propose de définir le problème d’identification en tenant compte
du caractère perturbé, non seulement des mesures, mais aussi du modèle de comportement
imposé, et ce grâce au concept d’erreur en relation de comportement modifiée. Une de ses
spécificités est de séparer l’ensemble des grandeurs physiques mises en jeu en quantités
fiables et peu fiables.
3.1.1 Cadre général de l’identification en 2D
Dans cette partie, on définit le problème de référence qui servira de base pour la mise
en œuvre de la stratégie d’identification [Ben Azzouna et al., 2011a, Ben Azzouna et al.,
2011b].
Considérons une structure Ω soumise à un chargement statique et gouvernée par les équa-
tions de la mécanique. On s’intéresse ici à l’identification de ses propriétés élastiques.
Dans la FIGURE 3.1, le sous-domaine Ωm correspond à une zone de mesure non nulle, et
les mesures de champs cinématiques sont représentées par un champ u˜ ∈ R2×n pour un
problème 2D, où n représente le nombre de points de mesures.
Remarque :
En pratique, les vraies données en déplacement sont discrètes. Vu leur ri-
chesse, on s’autorise ici à présenter le problème en continu, avec des me-
sures continues.
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FIGURE 3.1: Problème direct associé au problème d’identification
Le problème direct est mal posé à cause de plusieurs facteurs, à savoir :
(i) des mesures perturbées ;
(ii) des conditions aux limites partiellement ou totalement inconnues, si on choisit de ne
pas introduire d’hypothèses pour les modéliser ;
(iii) la méconnaissance des propriétés matérielles qui constituent l’objectif de l’identifi-
cation.
Par soucis de simplicité, la résultante d’effort sur la frontière où un chargement est ap-
pliqué, mesurable lors d’essais expérimentaux en élasticité statique, ne sera pas prise en
compte ici. Cela introduit d’emblée un déséquilibre entre les données expérimentales ci-
nématiques et statiques.
En négligeant les forces de volume, les équations dont on dispose sont :
Équilibre mécanique : div σ = 0 dans Ω (3.1a)
Compatibilité cinématique : ε = 1
2
(▽u+▽Tu) dans Ω (3.1b)
Relation de comportement : σ = C(θ) : ε dans Ω (3.1c)
Mesures : u = u˜ dans Ωm (3.1d)
avec C le tenseur de rigidité, paramétré par les propriétés matérielles θ comme dans la
partie 2.2.1.1 et pouvant être homogène ou hétérogène, isotrope ou anisotrope, u est le
vecteur des déplacements, σ le tenseur des contraintes et ε le tenseur des déformations.
Le problème suivant est défini sans conditions aux limites. Le problème avec prise en
compte d’informations sur le bord sera traité dans la partie 3.1.5.
Le vecteur u˜ contient les mesures de déplacement obtenues par CIN, et est défini tel que
u˜ ∈ R2×n.
Les mesures de champs obtenues par CIN étant perturbées, elles peuvent être vues comme
la somme d’un terme de mesures exactes u˜0 et d’un terme de perturbation δu˜, tel que :
u˜ = u˜0 +δu˜ (3.2)
3.1.2 Formulation : résolution par minimisation séquentielle
La méconnaissance des conditions aux limites de la structure Ω, d’une part, et la dis-
ponibilité d’un champ de déplacement bruité, d’autre part, rendent le problème direct de
la FIGURE 3.1 mal posé, c’est-à-dire qu’en règle générale, il n’admet pas de solution. Pour
en admettre une, il faudrait que la loi de comportement soit compatible avec des condi-
tions aux limites et des mesures de champs donnés. L’identification va se baser sur une
quantification de cette non-compatibilité des paramètres vis-à-vis du champ cinématique
bruité pour les identifier. Afin de pouvoir définir le problème de base nécessaire à l’ap-
proche inverse, il faut relâcher un certain nombre d’équations du problème de référence
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tel qu’il est posé au paragraphe 3.1.1.
Le parti pris de l’ERdC modifiée est de séparer les grandeurs en quantités fiables et
quantités moins fiables. Dans notre cas, la séparation est celle du TABLEAU 3.1 :
Fiables Peu fiables
Équilibre : div σ = 0 Relation de comportement : σ = C : ε
Compatibilité cinématique : ε = (▽u+▽Tu)/2 Mesures : u = u˜
TABLEAU 3.1: Quantités fiables et non fiables dans le cas élastique
La première quantité considérée comme peu fiable est la relation de comportement puisque
c’est justement le comportement qu’on cherche à caractériser. La deuxième quantité peu
fiable est le champ mesuré car il est entaché de perturbations de mesure. Le caractère
“modifiée” de l’ERdC provient du classement des mesures comme quantité incertaine
dans la formulation.
La formulation du problème d’identification consiste alors à confronter l’ensemble des
données théoriques et expérimentales. Les équations fiables sont vérifiées de manière
exacte via la définition des espaces d’admissibilité cinématique et statique, respectivement
U Ad et SAd, qui vérifient les équations fiables de manière forte :U Ad = {u ∈ H1(Ω)}SAd = {σ ∈ Hdiv(Ω)/div σ = 0 dans Ω} (3.3)
On dira ensuite que u est CA, c’est-à-dire Cinématiquement Admissible, s’il est dansU Ad ,
et que σ est SA, c’est-à-dire Statiquement Admissible, s’il est dans SAd .
Dans un deuxième temps, les équations peu fiables seront vérifiées au mieux par la mini-
misation d’une fonctionnelle comportant deux termes relatifs aux deux équations consi-
dérées comme incertaines. Cette fonctionnelle s’écrit :
J(u,σ,θ) =
∫
Ω
1
2
(
σ−C ε(u)
)
: C−1 :
(
σ−C ε(u)
)
dΩ+α
∫
Ωm
1
2
||u− u˜||2 dΩm (3.4)
J est composée d’une énergie et de l’intégrale 2D du carré d’une distance. α est un hyper-
paramètre qui peut jouer deux rôles : un rôle d’adimensionnement des deux termes, et
un rôle de pondération entre les deux. Cet hyper-paramètre est ici construit à partir du
ratio entre une estimation de l’énergie élastique du problème de référence et le carré des
mesures, et s’écrit comme :
α = γ× p , avec p ∈ R (3.5)
où γ est le le ratio énergie élastique/carré des mesures, et p le ratio des poids affectés à J2 et
J1. Dans la suite, l’identification sera menée avec un poids égal pour les deux composantes
(p = 1). Le terme J1 mesure l’écart en énergie entre un champ de contraintes statiquement
admissible σ et un champ de contrainte évalué à partir du champ de déplacement cinéma-
tiquement admissible u, les deux restant à définir. Ici, le tenseur de souplesse C−1 confère
à J1 la dimension d’une énergie.
Le problème d’identification s’écrit donc :
Trouver (u,σ,θ) qui minimisent : J(u,σ,θ)
sous les contraintes : (u,σ) ∈ U Ad× SAd
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Le problème est alors résolu dans sa globalité à travers une minimisation séquentielle, par
rapport aux champs admissibles puis aux paramètres dépendant du matériau :
min
(u,σ,θ)
J(u,σ,θ)⇐⇒min
θ
min
(u,σ)
J(u,σ,θ) (3.6)
En pratique, on fait le choix de séparer ce problème en deux : un problème de base qui
construit les champs de contraintes et de déplacement optimaux, à paramètres θ fixés, et
un problème d’identification qui consiste à identifier les paramètres matériels en se basant
sur les champs précédemment définis, comme décrit ci-dessous.
3.1.2.1 Le problème de base
Le problème de base s’écrit donc, pour un jeu de paramètres θ fixé :
Trouver les champs u, σ minimisant :
J(u,σ,θ) = 1
2
∫
Ω
(
σ−C : ε(u)
)
: C−1 :
(
σ−C : ε(u)
)
dΩ︸ ︷︷ ︸
J1
+α
1
2
∫
Ωm
||u− u˜||2 dΩm︸ ︷︷ ︸
J2
(3.7)
sous les contraintes :
u ∈ U Ad, σ ∈ SAd (3.8)
La solution est notée
(
u(θ),σ(θ)
)
, et on montre dans la partie 3.1.3.4 qu’elle existe et
est unique.
La fonctionnelle J exprime un écart au comportement à travers le terme J1 et une distance
quadratique aux mesures à travers le terme J2, permettant une vérification au mieux des
équations peu fiables.
Dans les applications numériques présentées dans la suite, J2 est divisé par le carré des
mesures, tandis que J1 est divisé par une estimation de l’énergie élastique du problème
de référence permettant de construire les mesures artificiellement. En pratique, dans un
vrai essai mécanique, on peut avoir une estimation de l’énergie élastique grâce à un calcul
éléments finis avec des propriétés élastiques approximatives dans le cas d’un matériau
homogène, ou des propriétés élastiques homogénéisées dans le cas d’un comportement
hétérogène.
Par ailleurs, l’impact du choix d’un poids différent pour les deux composantes sur l’iden-
tification peut être étudié afin de sélectionner un poids optimal, par exemple au sens de
la régularisation de type L-curve [Calvettia et al., 2000]. La robustesse du terme d’erreur
de modèle vis-à-vis des perturbations de mesure peut motiver un choix de poids différent
pour les deux composantes de la fonctionnelle J.
3.1.2.2 Le problème d’identification
La seconde étape est le problème d’identification des propriétés matérielles et consiste
alors à trouver les meilleurs paramètres θopt du modèle en minimisant une fonction coût
G , définie à partir des champs solution construits dans l’étape précédente (3.7, 3.8), telle
que :
G
(
u(θ),σ(θ)
)
= min
(u,σ)
J(u,σ,θ) (3.9)
La fonction coût associée au problème d’identification a, ici, la même expression que la
fonctionnelle du problème de base J, mais est fonction des champs solution u et σ. Le
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problème d’identification s’écrit :
Trouver les paramètres θ minimisant :
G (θ) = J
(
u(θ),σ(θ)
)
= J1
(
u(θ),σ(θ)
)
+α J2
(
u(θ),σ(θ)
)
= G1(θ) +α G2(θ) (3.10)
La solution est alors :
θopt = argmin
θ
G (θ) (3.11)
où l’estimation de G (θ) implique la résolution du problème de base pour le jeu de para-
mètres θ.
3.1.3 Résolution du problème de base
3.1.3.1 Choix d’une formulation en déplacement
Le choix qui est fait dans cette étude est de formuler le problème d’identification glo-
bal en déplacement [Ladevèze et al., 1994, Calloch et al., 2002] plutôt qu’en contrainte
[Latourte, 2007, Florentin et Lubineau, 2010]. Un tel choix implique que l’admissibilité
statique des champs de contrainte ne sera pas satisfaite de manière exacte, mais plutôt au
sens faible des éléments finis. Cependant, on peut montrer que les erreurs de discrétisation
qui en découlent sont négligeables devant les erreurs de modèle.
Les champs CA et SA recherchés seront donc des champs de déplacement. On peut mon-
trer facilement que le champ de contrainte recherché σ peut s’exprimer en fonction d’un
champ de déplacement v SA :
∃ v/ σ(v) = C : ε(v)
◦ Points de mesure
FIGURE 3.2: Problème de référence lié au problème d’identification
Afin de démontrer cette équivalence, on partira d’un cadre d’identification où l’on
dispose d’une zone de mesure Ωm et de conditions aux limites mixtes sur ∂Ω avec une
partition de la frontière comme dans la FIGURE 3.2. La partie ∂uΩ contient des CL de type
Dirichlet et ∂ f Ω des CL de type Neumann, telles que ∂uΩ∩∂ f Ω = /0 et ∂uΩ∪∂ f Ω = ∂Ω.
Toutes les données de la frontière seront considérées ici comme fiables.
Remarque :
Ce cadre est un peu plus large que celui proposé plus haut.
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On dispose alors des équations suivantes :
dans Ω

div σ = 0 (3.12a)
ε =
1
2
(▽u+▽Tu) (3.12b)
σ = C : ε (3.12c)
dans Ωm
{
u = u˜ (3.13)
sur ∂ f Ω
{
σ.n = f d (3.14)
sur ∂uΩ
{
u = ud (3.15)
La relation de comportement et les mesures sont considérées comme non fiables, le pro-
blème d’identification consiste alors à trouver le couple (u,σ) minimisant la fonctionnelle
J(u,σ,θ) qui s’écrit :
J =
1
2
∫
Ω
(
σ−C : ε(u)
)
: C−1 :
(
σ−C : ε(u)
)
dΩ+ α
2
∫
Ωm
||u− u˜||2 dΩm (3.16)
sous les contraintes : (3.12a), (3.14) et (3.15)
Le calcul des déformations se faisant via l’équation (3.12b), celle-ci est vérifiée d’office
dans l’expression (3.16). On va montrer le théorème suivant :
Théorème 1 : à l’optimum de J(u,σ,θ), σ est compatible, c’est-à-dire :
∃ v ∈ H1(Ω)/ σ = C : ε(v)
Corollaire On peut se restreindre à chercher σ parmi les champs compatibles, c’est-
à-dire de la forme σ(v) = C : ε(v), ce qui implique les égalités suivantes :
σ−C : ε(u) = C : ε(v)−C : ε(u) = C : ε(v−u)
= σ(v−u) (3.17)
Cela revient alors à chercher à minimiser la fonctionnelle :
J(u,v,θ) = 1
2
∫
Ω
σ(v−u) :C−1 : σ(v−u) dΩ+ α
2
∫
Ωm
||u− u˜||2 dΩm (3.18)
sous les contraintes : 
div σ(v) = 0 dans Ω (3.19a)
σ(v).n = f d sur ∂ f Ω (3.19b)
u = ud sur ∂uΩ (3.19c)
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Démonstration du théorème On introduit le Lagrangien associé à la minimisation
de (3.16) sous les contraintes (3.12a), (3.14), (3.15).
L (u,σ) = J(u,σ,θ)−
∫
Ω
u∗ div σ dΩ−
∫
∂ f Ω
λ∗ (σ.n− f d) dS−
∫
∂uΩ
µ∗ (u−ud) dS
(3.20)
Les conditions d’optimalité du 1er ordre s’écrivent :
∀δu, (∂L∂u ,δu) = 0 (3.21a)
∀δσ, (∂L∂σ ,δσ) = 0 (3.21b)
+ (3.12a), (3.14), (3.15)
L’explicitation de (3.21b) donne, ∀δσ :
0 =
∫
Ω
(
σ−C : ε(u)
)
: C−1 : δσ dΩ−
∫
Ω
div (δσ) u∗ dΩ−
∫
∂ f Ω
(δσ.n) λ∗ dS (3.22)
Or : −
∫
Ω div (δσ) u∗ dΩ =
∫
Ω δσ : ε(u∗) dΩ−
∫
∂Ω(δσ.n) u∗ dS, d’où :
0 =
∫
Ω
[σ−C : ε(u−u∗)] : C−1 : δσ dΩ−
∫
∂ f Ω
(δσ.n) (u∗+λ∗) dS−
∫
∂uΩ
(δσ.n) u∗ dS
(3.23)
Ceci étant vrai, ∀δσ, on en déduit en particulier pour δσ ∈ D (Ω), espace des fonctions
indéfiniment dérivables et nulles sur le bord : σ−C : ε(u−u∗) = 0 presque partout dans
Ω, ce qui s’écrit :
σ = C : ε(u−u∗) (3.24)
Donc : ∃ v ∈ H1(Ω) tel que :
σ(v) = C : ε(v) (3.25)
ce qui démontre le théorème 1.
La fonctionnelle (3.16) s’écrit alors :
J(u,v,θ) = 1
2
∫
Ω
σ(v−u) : C−1 : σ(v−u) dΩ+ α
2
∫
Ωm
||u− u˜||2 dΩm (3.26)
3.1.3.2 Discrétisation de type éléments finis
L’expression du problème sous forme éléments finis consiste à projeter l’ensemble
des équations (3.1), avec absence de conditions aux limites, sur un espace éléments finis
où les champs de déplacement sont donnés sous la forme :
u(x) = Φ(x)U ; v(x) = Φ(x)V (3.27)
où Φ(x) est la matrice des fonctions de forme et U et V les vecteurs des inconnues nodales,
associés, respectivement, aux champs u et v. Les contraintes (3.14) et (3.15) ne sont plus
d’actualité dans cette formulation (FIGURE 3.1).
La fonctionnelle J s’écrit sous sa forme discrète comme :
J(U,V) =
1
2
(U −V )TK (U −V )+
α
2
(ΠU−U˜)T(ΠU−U˜) (3.28)
avec K la matrice de rigidité globale, U˜ le vecteur colonne qui contient les déplacements
mesurés dans Ωm, et Π un opérateur d’extraction/projection du maillage éléments finis
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vers la grille régulière des mesures. Dans le cadre des mesures expérimentales, la grille
de mesure et le maillage éléments finis peuvent être différents. L’opérateur de transfert Π
permet alors de projeter les champs mécaniques du maillage vers la grille de mesure.
Son second rôle est l’extraction d’un champ qui couvre la grille de mesure, à partir du
champ auquel il s’applique, qui est sur le maillage complet de Ω, et Ωm ⊂Ω
Il se définit donc comme suit :
Π : U 7−→Π U
Π U étant au final la restriction du champ solution U au domaine de mesure Ωm, et sa
projection sur les points de mesures à partir des nœuds du maillage.
Avec l’hypothèse d’absence de conditions aux limites, l’approche choisie pour la résolu-
tion du problème discret est de répartir les nœuds éléments finis en deux groupes : des
nœuds intérieurs d’indice i, relatifs à l’intérieur du domaine, et des nœuds sur le bord ∂Ω
d’indice b. L’indice ◦ fera alors référence à l’ensemble des nœuds.
Discrétisation de la contrainte du problème de base : On veut construire un champ
de contrainte SA avec divergence nulle. Une manière de décrire ce champ est de le poser
comme un problème de MMC (3.1a, 3.1c). Pour résoudre ce problème on commence par
l’écrire en éléments finis comme :[
Kii Kib
Kbi Kbb
]
×
[
Vi
Vb
]
=
[
0
Fb
]
(3.29)
avec Fb l’effort généralisé aux nœuds de bord.
Par ailleurs, la formulation faible de (3.1a) s’obtient en écrivant son produit scalaire par
un champ virtuel arbitraire u∗, tel que :
∫
Ω
div σ u∗ dΩ (3.30)
Le champ test étant CA à zéro
(
u∗ ∈ H01 (Ω)
)
, alors la deuxième ligne du système matri-
ciel (3.29) n’intervient pas.
En d’autres termes, un champ à divergence nulle décrit par le problème (3.29) peut être
généré par différentes conditions aux limites sur le bord. Pour un problème de type Neu-
mann, l’effort généralisé aux nœuds de bord est tel que Fb = Kbi Vi +Kbb Vb.
Le problème de type Dirichlet est analogue puisque l’on va avoir un champ de déplace-
ment Ud imposé sur le bord du domaine tel que Vb =Ud , qui va générer l’effort équivalent
Fb du problème de Neumann. Ce problème s’écrit :Kii Kib 0Kbi Kbb Id
0 Id 0
×
 ViVb
Γ
=
 00
Ud
 (3.31)
où Γ est un multiplicateur de Lagrange. On en déduit alors que :
Fb = Γ =−(Kbi Vi +Kbb Vb) (3.32)
Finalement, la contrainte discrète (3.1a) du problème de base s’écrit comme :
divσ = 0 =⇒ Ki◦V = 0 (3.33)
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Elle n’impacte que les lignes de la matrice de rigidité globale K.
Au final, le problème de base discret s’écrit :
Trouver les champs U,V tels que :
(U(θ),V (θ)) = min
(U,V )
J(U,V) (3.34)
sous la contrainte (3.33)
3.1.3.3 Introduction d’un Lagrangien
La première étape pour appliquer la stratégie d’identification est donc d’exprimer le
problème de base (3.7, 3.8) puis de le résoudre. Ce problème étant un problème quadra-
tique sous contraintes linéaires, les conditions d’optimalité du premier ordre sont donc
suffisantes. On introduit le Lagrangien suivant afin d’imposer la contrainte (3.33) :
L (U,V,Λi) = J(U,V )−ΛTi (Ki◦ V ) (3.35)
La différentielle du Lagrangien s’exprime :
dL

(
∂L
∂U ,δU) = δU
T
(
K (U −V )+α(ΠTΠ U −ΠT U˜)
) (3.36a)
(
∂L
∂V ,δV ) = δV
T
(
KTi◦ Λi−K (U −V )
) (3.36b)
(
∂L
∂Λi
,δΛi) = δΛTi Ki◦ V (3.36c)
Le système d’optimalité est :
(
∂L
∂U ,
∂L
∂V ,
∂L
∂Λi
)
= (0,0,0), et l’étude de la stationnarité du
Lagrangien donne les équations suivantes :
dL = 0 =⇒

(K+αΠTΠ)U −K V = αΠT U˜ (3.37a)
K (U−V ) = KTi◦ Λi (3.37b)
Ki◦ V = 0 (3.37c)
⇐⇒

K (U −V )+αΠTΠ U = αΠT U˜ (3.38a)
K (V −U)+KTi◦ Λi = 0 (3.38b)
Ki◦ V = 0 (3.38c)
On peut re-écrire l’équation (3.38b) comme :
K(V −U +Λ2) = 0 (3.39)
avec Λ2 tel que (Λ2)i = Λi et (Λ2)b = 0.
L’équation (3.39) correspond à un problème de MMC avec des conditions aux limites
de Neumann de bord libre. Une structure à l’équilibre ne subissant aucun effort ne se
déforme pas, par conséquent, la solution de (3.39) est un mouvement de corps rigide CR :
V −U +Λ2 =CR (3.40)
Une décomposition sur les nœuds intérieurs et ceux du bord donne :{ Vi−Ui +Λi =CRi (3.41a)
Vb−Ub =CRb (3.41b)
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Par ailleurs, si l’on décompose (3.38a) de la même manière sur les nœuds i et b, on
obtient : {
Kii (Ui−Vi)+Kib (Ub−Vb)+α(ΠTΠ)ii Ui = α(ΠT)i◦ U˜ (3.42a)
Kbb (Ub−Vb)+Kbi (Ui−Vi) = 0 (3.42b)
En injectant (3.38c) dans (3.42a) on obtient :
Kii Ui +Kib Ub +α(ΠTΠ)ii Ui = α(ΠT)i◦ U˜ (3.43)
Et en injectant (3.41b) dans (3.42b) on a :
Kbi (Ui−Vi)−Kbb CRb = 0 (3.44)
En utilisant (3.38c) sous la forme Vi =−K−1ii Kib Vb on a :
Kbi Ui−Kbi (−K−1ii Kib)Vb−Kbb CRb = 0 (3.45)
et puisque l’on a l’équation (3.41b), on peut écrire :
Kbi Ui +Kbi K−1ii Kib (Ub+CRb)−Kbb CRb = 0 (3.46)
ou encore
Kbi Ui +Kbi K−1ii Kib Ub +(−Kbb +Kbi K
−1
ii Kib)CRb︸ ︷︷ ︸
(∗)
= 0 (3.47)
Avec (∗) = 0. En effet, on a K CR = 0 qui s’écrit sur les nœuds i et b comme :{ Kbi CRi +Kbb CRb = 0 (3.48a)
CRi =−K
−1
ii Kib CRb (3.48b)
d’où :
Kbb CRb −Kbi K
−1
ii Kib CRb = 0 (3.49)
Ainsi :
Kbi Ui +Kbi K−1ii Kib Ub = 0 (3.50)
Finalement, on obtient un système seulement en U :[
Kii +α(ΠTΠ)ii Kib
Kbi KbiK−1ii Kib
]
×
[
Ui
Ub
]
=
[
α(ΠT)i◦U˜
0
]
(3.51)
On peut remarquer que la stratégie de résolution qui a été suivie va permettre de résoudre
le problème de base sur les nœuds de bord, et de réduire ainsi sa taille (partie 3.1.4).
Réciproque : Vérifions que si l’on a trouvé U solution de (3.51) alors on peut résoudre
(3.38).
Soient Ui, Ub solution de (3.51). On pose Vb =Ub+CRb , où CRb est choisi arbitrairement.
On calcule Vi par Vi =−K−1ii Kib Vb. Dans ces conditions, (3.37a) et (3.37c) sont vérifiées.
Si l’on pose Λi =CRi +Ui−Vi, alors (3.37b) sera vérifiée aussi.
Résolution de (3.51) : On élimine Ui par
Ui = (Kii +α(ΠTΠ)ii)−1 {α(ΠT)i◦ U˜ −Kib Ub} (3.52)
qu’on remplace dans la deuxième équation du système (3.51). On obtient alors l’équation
suivante :
−Kbi [K−1ii − (Kii +α(Π
TΠ)ii)−1]︸ ︷︷ ︸
K˜ii
Kib Ub = αKbi (Kii +α(ΠT)i◦)−1︸ ︷︷ ︸
K˜bi
U˜ (3.53)
ce que l’on notera :
Kbi K˜ii Kib Ub = K˜bi U˜ (3.54)
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Discussion
Propriété 1 : K˜ii est une matrice symétrique, positive mais pas non définie !
Démonstration Kii étant symétrique, définie positive, on peut écrire :
K˜ii = K−1ii − (Kii +α(Π
TΠ)ii)−1 = K
−1/2
ii [Id− (Id+αS)
−1] K−1/2ii (3.55)
avec
S = K−1/2ii (Π
T)i◦ K
−1/2
ii = ((Π
T)i◦ K
−1/2
ii )
T ((ΠT)i◦ K
−1/2
ii ) (3.56)
S est symétrique positive, mais possède la valeur propre 0. En effet : ∀W
S W = 0 =⇒ ||(ΠT)i◦ K
−1/2
ii W ||
2 = 0
=⇒ (ΠT)i◦ K
−1/2
ii W = 0
=⇒ [K−1/2ii W ]m = 0
=⇒ [K−1/2ii ]m◦ W = 0 (3.57)
c’est-à-dire :
[K−1/2ii ]mm Wm +[K
−1/2
ii ]mm¯ Wm¯ = 0 (3.58)
avec l’indice m qui indique les composantes dans Ωm et m¯ les composantes sur le reste du
domaine Ω.
Réciproquement, si W vérifie (3.58) et W 6= 0 alors W ∈ Ker S, donc :
Ker S = {W ∈ Rni/(3.58) est vérifiée} (3.59)
où ni indique le nombre des ddl correspondant aux nœuds internes du domaine. On en
déduit que S peut s’écrire :
S = P
[
D+ 0
0 0
]
PT = P D PT (3.60)
avec D =
[
D+ 0
0 0
]
et D+ > 0 une matrice diagonale à termes positifs. Par conséquent, si
l’on injecte (3.60) dans (3.55) on obtient :
K˜ii = K
−1/2
ii [Id−{P (Id+αD) P
T}−1] K−1/2ii
= K−1/2ii P [Id− (Id+αD)
−1] PT K−1/2ii
= K−1/2ii P diag
{
1− 1
1+αDii
}
PT K−1/2ii
= K−1/2ii P diag
{
αDii
1+αDii
}
PT K−1/2ii
= K−1/2ii P
[
D˜ 0
0 0
]
PT K−1/2ii (3.61)
avec D˜ = diag{ αDii1+αDii} d’où le fait que K˜ii est symétrique positive.
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3.1.3.4 Existence et unicité de la solution
Propriété 2 : Le système (3.51) admet toujours une solution. Celle-ci n’est pas
unique, a priori.
Démonstration Une condition suffisante pour assurer l’existence d’une solution est
de vérifier que ∀Um ∈ Rni ,∃V ∈ Rni tel que :
K˜ii V = (Kii +α(ΠT)i◦)−1 Um (3.62)
Pour cela, on utilise les diagonalisations précédentes. L’équation (3.62) s’écrit encore :
K−1/2ii Pm D˜ P
T
m K
−1/2
ii V = K
−1/2
ii Pm (I+αD) P
T
m K
−1/2
ii Um+ K
−1/2
ii Pm¯ P
T
m¯ K
−1/2
ii Um (3.63)
où l’on a décomposé P =
[
Pm Pm¯
]
. Cette équation aura une solution si et seulement si :
K−1/2ii Pm¯ P
T
m¯ K
−1/2
ii Um = 0,∀Um (3.64)
Ceci est une conséquence de (3.58).
(3.63) se résume alors à :
K−1/2ii Pm D˜ P
T
m K
−1/2
ii V = K
−1/2
ii Pm (Id+αD) P
T
m K
−1/2
ii Um (3.65)
ce qui se ramène à :
Pm D˜ PTm ξ = Pm (Id+αD) PTm η (3.66)
en ayant posé ξ = K−1/2ii V et η = K−1/2ii Um. L’équation (3.66) est linéaire, donc l’ensemble
des solutions s’écrit ξ = ξp +ξ0, où ξp est une solution particulière et ξ0 est une solution
quelconque du noyau.
Calcul de ξ0 :
Pm D˜ PTm ξ0 = 0 =⇒ ξT0 Pm D˜ PTm ξ0 = 0 =⇒ PTm ξ0 = 0, donc ξ0 = Pm¯ γ, γ quelconque,
c’est-à-dire ξ0 ∈ Ker S.
Calcul de ξp :
D’après ce qui précède, il suffit de chercher ξp comme une combinaison linéaire de la
base Pm, c’est-à-dire poser ξp = Pm ζ. Mais alors, ζ doit être tel que :
Pm D˜ PTm Pm ζ = Pm (Id+αD) PTm η (3.67)
donc un ζ possible est ζ = D˜−1 (Id+αD) PTm η, d’où l’on peut prendre :
ξp = Pm D˜−1 (Id+αD) PTm η (3.68)
Finalement, toutes les solutions de (3.66) s’écrivent :
ξ = Pm D˜−1 (Id+αD) PTm η+Pm¯ γ, γ ∈ Rnm¯ quelconque (3.69)
Si l’on revient aux variables de départ :
V = K1/2ii Pm D˜
−1 (Id+αD) PTm K
1/2
ii Um+K
1/2
ii Pm¯ γ
= Vm +V0 (3.70)
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Retour à l’équation (3.54) :
Compte tenu de ce qui précède, l’équation (3.54) s’écrit :
Kbi K˜ii Kib Ub = Kbi V (3.71)
où V est donné par (3.70).
Ce système admet toujours une solution car c’est le système d’optimalité associé à la
fonction coût suivante :
J(Ub) =
1
2
||Kib Ub−V ||2K˜ii (3.72)
Cette fonction coût est convexe quadratique donc admet au moins un minimum caracté-
risé par l’équation (3.71), d’où le résultat :
Propriété 3 : Le système (3.54) admet une solution au moins.
Si l’on suppose, de plus, que ℑ(Kib)∩Ker K˜ii = {0}, et que la matrice Kib est injec-
tive, on aura unicité de Ub solution de (3.54).
3.1.4 Algorithme de résolution
Réécrivons (3.54) comme :
M Ub = S (3.73)
avec M = Kbi K˜ii Kib et S = K˜biU˜ .
Au final, on arrive à avoir une solution peu coûteuse en temps de calcul, car elle fait
intervenir les nœuds du bord uniquement.
3.1.4.1 Noyau et décomposition QR
On vient de voir que Ub existe toujours, cependant la résolution de (3.73) nécessite
quelques précautions car M est positive, symétrique mais non définie.
On effectue une décomposition QR de M, où R est une matrice triangulaire supérieure et
Q une matrice de changement de base orthonormée.
M = QR =
Q1 Q2
×
R1
R2
=
Q1 Q2
×
R11 R12
0 0
 (3.74)
avec R2 = 0 par construction et R1 est la partie non nulle de R. On résout alors l’équation
(3.73) :
M Ub = S =⇒ R Ub = QT S (3.75)
Ainsi {
R1 Ub = QT1 S (3.76a)
R2 Ub = QT2 S (3.76b)
On obtient au final : { QT2 S = 0 (3.77a)
R11 Ub1 +R12 Ub2 = QT1 S = S1 (3.77b)
Toute solution se décompose en une solution générale et une solution particulière :
Ub =U pb +U
0
b , telle que : {
R11 U pb1 = S1 et U
p
b2 = 0 (3.78a)
R11 U0b1 +R12 U
0
b2 = 0 (3.78b)
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L’écriture (3.78) constitue la solution du système (3.73) où la solution Ub se décompose
en une solution particulière et un terme relatif au noyau qu’on choisit nul. De plus, U0b2
peut être choisi comme on veut, et on peut ainsi en déduire U0b1. La solution finale est
alors :
Ub = R−111 QT1 S (3.79)
On verra dans la suite que le choix du représentant du noyau, donc de R0b2, n’affecte pas
la valeur de la fonctionnelle J.
Réciproque : Soit U =U p+U0 défini comme solution de (3.78), alors :
M U = (Q1 R1)U = Q1 (R1 U)
= Q1 S1 = Q1 QT1 S
(3.80)
Mais, en général, Q1 QT1 S 6= S. Cependant, ici QT2 S = 0, puisque S ∈ ℑ(M) d’après la
propriété 2. Donc, Q2 QT2 S = 0. On en déduit que :
M U = Q1 QT1 S+Q2 QT2 S = I×S = S (3.81)
D’où le fait que R1◦U = S1 =⇒ M U = S
Conclusion :
L’ensemble des solutions de (3.54) est donné par l’équation (3.78b).
Solution générale (U,V ) du système (3.38) : Soit Ub = U pb +U0b une solution quel-
conque de (3.54). U0b correspond à une solution de (3.54) avec Um = 0. On calcule U0i qui
correspond, par (3.51), à :
U0i =−(Kii +αΠ)−1 Kib U0b (3.82)
On obtient ainsi une solution du noyau du système (3.51). On peut le vérifier :
La deuxième équation du système s’écrit :
Kbi {−(Kii +αΠ)−1 Kib}U0b +Kbi K
−1
ii Kib U
0
b = Kbi K˜ii Kib U
0
b = 0 (3.83)
On calcule ensuite V 0b par V
0
b =U
0
b +CRb . On en déduit V 0i =−Kii Kib V 0b d’après l’équa-
tion (3.38c).
On fait de même avec U pb , ce qui nous fournit U
p
i , V
p
b , V
p
i et on a ainsi :
K(U p−V p)+αΠ U p = αU˜
Ki◦ V p = 0
U pb =V
p
b +C
p
Rb
(3.84)

K(U0−V 0)+αΠ U0 = 0
Ki◦V 0 = 0
U0b =V
0
b +C
0
Rb
(3.85)
et aussi 
K(U p+U0−V p−V 0)+αΠ (U p+U0) = αU˜
Ki◦ (V p +V 0) = 0
U pb +U
0
b =V
p
b +V
0
b +(C
p
Rb +C
0
Rb)
(3.86)
Il reste à évaluer la fonction coût à l’optimum.
Propriété 4 :
J(Uopt,V opt) =
1
2
α(Π Uopt−U˜)T (Π V opt−U˜) (3.87)
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Démonstration D’abord,
(Π U −U˜)T (Π U −U˜) = (U −U˜)T Π (Π U −U˜) car Π U˜ = U˜
= (U −V )T (Π U −U˜)+(V −U˜)T (Π U −U˜)
= (U −V )T (Π U −U˜)+(V −U˜)T Π (U −U˜) (3.88)
On en déduit
J(Uopt,V opt) =
1
2
(U −V )T K (U−V )+
α
2
(Π U −U˜)T (Π U −U˜)
=
1
2
(U −V )T {K (U−V )+α(Π U −U˜)}+ α
2
(V −U˜)T Π (U−U˜)
= 0+ α
2
(U −U˜)T Π (V −U˜) d’après (3.38a) (3.89)
Propriété 5 :
J(U,V) =
1
2
(U−V )T K (U−V )+
α
2
(Π U −U˜)T (Π U −U˜)
sous la contrainte Ki◦ V = 0
n’admet qu’une seule valeur minimale.
Démonstration Cela résulte du fait que l’on minimise un critère convexe sur un
sous-espace vectoriel.
Conséquence :
Le corollaire de la propriété 5 est que, ∀U0, V0 est solution de (3.84) :
J(U p+U0,V p +V 0) = J(U p,V p) (3.90)
En effet, (U p,V p) et (U p +U0,V p +V 0) vérifient (3.85) et (3.86), ce qui correspond à
l’optimum de J(U,V) dans les deux cas.
Propriété 6 : (U0,V 0) = (0,0) est solution de (3.85) et
J(U0,V 0)U˜=0 =
1
2
(U0−V 0)T K (U0−V 0)+
α
2
U0T ΠU0 > 0
et
J(0,0)U˜=0 = 0
Donc si le couple (U0,V 0) est solution de (3.85) alors :
U0TΠV 0 = 0 (3.91)
On est maintenant en mesure d’énoncer le résultat central, correspondant au théorème 2,
dans le cas continu :
Théorème 2 : Le noyau de la forme quadratique J est réduit à
{(U,V)/Ki◦ U = 0,Π U = 0 et (U −V ) =CR}
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Démonstration Il faut et il suffit de montrer que (U,V ) est solution de (3.85) =⇒
(U,V ) = (0,0).
Soit (U,V) solution de (3.85), alors, d’après la propriété 6, on a J(U,V )U˜=0 = 0, c’est-à-
dire :
0 = (U −V )T K (U −V )+α(ΠU)T(ΠU) (3.92)
donc, par positivité : (U −V )T K (U −V ) = 0 et Π U = 0.
Puisque 0 = Π U , alors (3.85) entraîne K (U −V ) = 0, c’est-à-dire U−V =CR, CR quel-
conque.
En conclusion, U et V sont tels que :
Ki◦ U = 0 ; Ki◦ V = 0 ; Π U = 0 ; U −V =CR (3.93)
Le choix de CR n’a pas d’importance. En effet :
Propriété 7 :
J(U,V +CR) = J(U,V ),∀CR (3.94)
Démonstration
J(U,V +CR) =
1
2
(U−V −CR)T K (U −V −CR)+
α
2
(Π U −U˜)T(Π U −U˜)
= J(U,V)−
1
2
CTR K (U −V )+
1
2
CTR K CR
= J(U,V)− (U −V )T K CR +
1
2
CTR K CR
= J(U,V)+0+0 puisque K CR = 0
(3.95)
Propriété 8 : Le choix du représentant dans le noyau (U0−V 0) n’influence pas la
valeur de la fonctionnelle J.
Démonstration
J(U +U0,V +V 0) =
1
2
(U +U0−V −V 0)T K (U +U0−V −V 0)
+
α
2
(Π U +Π U0−Vm)T(Π U +Π U0−Vm)
=
1
2
(U −V )TK(U −V )+(U −V )T K (U0−V 0)
+
1
2
(U0−V 0)TK(U0−V 0)+
α
2
(Π U −U˜)T(ΠU −U˜)
puisque Π U0 = 0 (théorème 1)
= J(U,V ) puisque K(U0−V 0) = 0 (théorème 1) (3.96)
À ce stade, on conclut que le problème de base défini par l’ERdC modifiée possède une
solution unique, et que la fonctionnelle J relative au problème d’optimisation est convexe.
On reprend maintenant le système d’équations (3.51). Dans la suite, on se permet de
noter Π l’opérateur de transfert restreint aux nœuds intérieurs.
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En décomposant les équations du système à résoudre sur les nœuds internes et les nœuds
de bord, et on obtient le système d’équations suivant :

(Kii +αΠTΠ)Ui +Kib Ub = αΠT U˜ (3.97a)
Kbi Ui +Kbb Ub−Kbi Vi−Kbb Vb = 0 (3.97b)
Kii Ui +Kib Ub = Kii Λi (3.97c)
Kbi (Ui−Vi)+Kbb (Ub−Vb) = Kbi Λi (3.97d)
Kii Vi +Kib Vb = 0 (3.97e)
La solution (Ui,Ub,Vi,Vb) découle ensuite de la résolution de l’équation (3.73) avec
M = Kbi
[
(Kii +αΠTΠ)
−1
−K−1ii
]
Kib et S = Kbi (Kii +αΠTΠ)
−1
αΠT U˜
3.1.4.2 Calcul explicite du gradient
Un intérêt de l’utilisation de la même fonctionnelle pour définir le problème de base
et le problème d’identification est l’accès immédiat au gradient de la fonction coût G
(3.10), ce qui permet de le fournir lors de la minimisation de cette dernière. D’une ma-
nière classique, la méthode de l’état adjoint permet d’obtenir une expression explicite du
gradient. Dans notre formulation, le problème direct et le problème adjoint sont couplés
dès le départ et donc résolus en même temps. La fonction coût et sa dérivée s’expriment
en fonction du Lagrangien comme suit :
G (θ) = L (U(θ),V(θ),Λi(θ),θ) (3.98)
∂G
∂θk
=
∂L
∂θk
+
∂L
∂U︸︷︷︸
=0
∂U
∂θk
+
∂L
∂V︸︷︷︸
=0
∂V
∂θk
+
∂L
∂Λi︸︷︷︸
=0
∂Λi
∂θk
(3.99)
Les dérivées partielles du Lagrangien par rapport aux champs U , V et au multiplicateur de
Lagrange Λi sont nulles car ces derniers sont solution du problème de base (3.34, 3.33),
et θk est le ke paramètre matériel recherché. Ainsi, il suffit de calculer la dérivée partielle
du Lagrangien par rapport aux paramètres dépendant du matériau, soit :
∂L
∂θk
=
1
2
(U −V )T
∂K
∂θk
(U −V )−ΛTi
∂Ki◦
∂θk
V (3.100)
On obtient directement l’expression du multiplicateur de Lagrange à partir de l’équation
(3.97c) :
Λi =Ui +K−1ii Kib Ub (3.101)
Il suffit ensuite de calculer la dérivée de la matrice de rigidité par rapport aux paramètres
matériels ∂K∂θk . Cette tâche sera facilitée par le choix d’exprimer la matrice de rigidité
linéairement en fonction des coefficients élastiques de Lamé, tel que fait au chapitre 2, ou
en fonction des modules orthotropes.
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3.1.5 Prise en compte d’informations fiables sur le bord
FIGURE 3.3: Problème direct 2D associé au problème d’identification
On considère le même cadre d’identification défini au paragraphe 3.1.1 avec, cette
fois, la prise en compte d’informations fiables de type effort, sur une partie du bord du
domaine. La nouvelle répartition de la frontière est celle de la FIGURE 3.3 :
1. ∂ f1Ω sur lequel est mesurée la résultante d’effort :
∫
∂ f1Ω
σ.n dS = F˜ (3.102)
2. ∂ f2Ω contenant des informations fiables d’effort réparti, typiquement des bords
libres par exemple :
sur ∂ f2Ω :σ.n = f˜s (3.103)
3. ∂Ω\(∂ f1Ω∪∂ f2Ω) considéré comme inconnu.
Dans la suite, seule la contrainte répartie fiable (3.103) sera prise en compte. Le bord,
d’indice “b” dans les notations précédentes, sera séparé en deux parties : ∂ f Ω = ∂ f2Ω et
le reste ∂Ω\∂ f2Ω, respectivement d’indices “ f ” et “ ¯f ”, avec :
b = f ∪ ¯f et f : bord libre
¯f : bord sans informations
Les équations dont on dispose sont :
Équilibre mécanique : div σ = 0 dans Ω (3.104a)
Compatibilité cinématique : ε = 1
2
(▽u+▽Tu) dans Ω (3.104b)
Relation de comportement : σ = C(θ) : ε dans Ω (3.104c)
Mesures : u = u˜ dans Ωm (3.104d)
Contrainte répartie fiable : σ.n = f˜s sur ∂ f Ω (3.104e)
La nouvelle répartition des informations fiables et moins fiables est celle du TABLEAU
3.2 :
Fiables Peu fiables
Équilibre : div σ = 0 Relation de comportement : σ = C : ε
Compatibilité cinématique : ε = (▽u+▽Tu)/2 Mesures : u = u˜
Bords libres : σ.n = 0
TABLEAU 3.2: Redéfinition des quantités fiables et non fiables
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L’espace d’admissibilité statique SAd s’écrit :
SAd =
{
σ ∈ Hdiv(Ω)/divσ = 0 dans Ω, σ.n = 0 sur ∂ f Ω
}
(3.105)
L’espace d’admissibilité cinématique n’est pas influencé par l’information de bord libre
portant uniquement sur les contraintes.
La contrainte d’admissibilité statique s’écrit alors sous forme faible :
∫
Ω
σ ε(u∗)dΩ =
∫
∂ f Ω
f˜s u∗ dΩ ∀u∗/u∗ ∂
¯f Ω
= 0 (3.106)
En discret, on a Ki f ◦ V = F avec Ki f ◦ =
[
Ki◦
K f ◦
]
et F =
[
Fi
Ff
]
, avec Ff l’effort généralisé
associé à f˜s
3.1.5.1 Formulation ERdC modifiée
La fonctionnelle J du problème de base reste inchangée, seules les contraintes sont
modifiées comme ci-dessus. Le problème de base s’écrit comme :
min
U,V
J(U,V ) = min
U,V
1
2
(U−V )T K (U−V )︸ ︷︷ ︸
J1
+α
1
2
(Π U −U˜)T(Π U −U˜)︸ ︷︷ ︸
J2
(3.107a)
sous la contrainte Ki f ◦ V = F (3.107b)
De la même façon que dans la partie 3.1.3.3, on introduit un Lagrangien tel que :
L (U,V,Λ) = J(U,V )+ΛT (Ki f ◦ V ) (3.108)
Sa stationnarité s’écrit : ∀ δU, δV, δΛ
(
∂L
∂U ,δU) = 0 =⇒ δU
T K(U−V )+αδUT ΠT (Π U −U˜) = 0
(
∂L
∂V ,δV ) = 0 =⇒ −δV
T K(U −V )+δVT KTi f ◦ Λ = 0
(
∂L
∂Λ ,δΛ) = 0 =⇒ δΛ
TKi f ◦ V = F
(3.109)
d’où le système : 
K (U −V )+αΠTΠ U = αΠT U˜ (3.110a)
K (U −V )−KTi f ◦ Λ = 0 (3.110b)
Ki f ◦ V = F (3.110c)
⇐⇒

(K+αΠTΠ)U −K V = αΠT U˜
K U −K V −KTi f ◦ Λ = 0 (3.111a)
Ki f ◦ V = F −→ Ki◦ V = 0 et K f ◦ V = Ff
avec U =
[
Ui
Ub
]
=
UiU f
U
¯f
 ; V = [ViVb
]
; Λ =
[
Λi
Λ f
]
et K =
[
Ki f ◦
K
¯f ◦
]
Posons Λ2 =
[
Λ
Λ
¯f
]
avec Λ
¯f = 0, alors KTi f ◦Λ = K Λ2 et l’équation (3.111a) devient :
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K(U −V −Λ2) = 0, donc (U −V −Λ2) est un mouvement de corps rigide choisi nul
comme dans la partie 3.1.3.3, et en particulier U
¯f =V ¯f .
En tenant compte de U
¯f =V ¯f , (3.111a) permet d’obtenir le système suivant en (U,V ) :
(K+αΠTΠ)U −K V = αΠT U˜ (3.112a)
Ki f ◦ V = F (3.112b)
U
¯f =V ¯f (3.112c)
À U
¯f donné, (3.112b)+(3.112c) correspond à un système de conditions aux limites bien
posé.
À V donné, (3.112a) a un défaut de rang ≤ 3. Il y a, au plus, un problème de corps rigide.
Dans la présente formulation, on choisit d’écrire le problème en U et Λ2. De manière
générale, U correspond au problème direct, quand Λ2 correspond au problème adjoint.
Plusieurs avantages en découlent, à savoir :
– aucune hypothèse restrictive sur l’opérateur Π n’est nécessaire. En particulier, Π
peut intervenir sur la totalité des nœuds, bord inclus, ce qui permet de pouvoir jouer
sur la taille de la zone de mesure, pour une taille de zone de calcul fixée.
– le problème de base se résout, cette fois, sur l’ensemble des nœuds (3.117). La
taille du problème s’en trouve donc augmentée. Cependant, le problème de noyau
rencontré pendant la résolution étant localisé sur les nœuds de bord, cela permet
d’éviter de résoudre le système uniquement sur le bord du domaine.
Le système s’écrit alors : 
K(U−V −Λ2) = 0 , Λ ¯f = 0 (3.113a)
(K+αΠTΠ)U −K V = αΠT U˜ (3.113b)
Ki f ◦ V = F (3.113c)
(3.113a) =⇒ U −V −Λ2 = 0 (corps rigide choisi nul) (3.114)
(3.113b) =⇒ K(U−V )+αΠTΠ U = αΠT U˜
(3.113c) =⇒ Ki f ◦(U −Λ2) = F
d’où, 
K Λ2 +αΠTΠ U = αΠT U˜ (3.115a)
Ki f ◦U −Ki f ◦Λ2 = F (3.115b)
Λ
¯f = 0 (3.115c)
avec : { Ki f ◦ Λ2 = Ki f i f Λ (3.116a)
K Λ2 = K◦i f Λ (3.116b)
On obtient finalement :[
U
Λ
]
︸ ︷︷ ︸
Y
=
[
αΠTΠ K◦i f
Ki f ◦ −Ki f i f
]
︸ ︷︷ ︸
M2
−1
×
[
αΠT U˜
F
]
︸ ︷︷ ︸
S2
(3.117)
La mise en place de l’algorithme de résolution est analogue à ce qui a été présenté au
paragraphe 3.1.4, et découle du système (3.117). Une décomposition QR de la matrice
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M2 permet de s’affranchir du problème de noyau dans le cas où les mesures ne couvrent
pas toute la zone de calcul. Ainsi :
M2 = QR =
[Q1 Q2]×[R1 R20 0
]
(3.118)
Les matrices Q1 et Q2 ont le même nombre de lignes que la matrice Q, mais le nombre
de colonnes de Q2 correspond à niveau de troncature que l’on notera Tr, et qui reste
à définir. De la même façon, R1 est une matrice carrée ayant comme taille celle de la
matrice R moins le nombre Tr.
Lorsque le défaut de rang dr est non nul, le niveau de troncature doit être fixé. Deux
méthodes ont été testées à partir du calcul du défaut de rang de la matrice M2, en utilisant
l’outil Matlab :
(i) un niveau de troncature strictement égal au défaut de rang estimé par Matlab avec
une tolérance tol = tM2 ∗ ||M2|| ∗ eps, où tM2 est la taille de la matrice M2, eps est la
tolérance par défaut de Matlab (égale à 10−16) et la norme de M2 correspond à la
plus grande valeur singulière de M2 (obtenue par décomposition SVD).
(ii) un niveau de troncature qui minimise l’amplitude de la fonctionnelle J.
La deuxième méthode a été retenue puisqu’elle offre une solution optimale vis-à-vis de la
résolution du problème de base, conduisant systématiquement à un niveau de troncature
plus petit que le défaut de rang.
En utilisant (3.118), le problème (3.117) admet une solution particulière et une solution
relative au noyau de M2. Ici, ce second membre est choisi nul puisque il n’impacte pas la
fonctionnelle J. Ensuite, après l’étape de décomposition QR, les champs solution (U,Λ),
regroupés dans Y , s’obtiennent comme :
Y = R−11 QT1 S2 (3.119)
Le champ V se déduit ensuite à partir de l’équation (3.114). L’étape suivante est l’identi-
fication des paramètres matériels θ via la minimisation de la fonction coût
G (θ) = J(U(θ),V (θ),θ) (3.10).
La présente résolution du problème de base permet de prendre en compte des condi-
tions aux limites fiables sur le bord, mais aussi l’absence de conditions aux limites, et sera
donc retenue dans la suite. La comparaison des deux formulations avec et sans conditions
aux limites fiables est illustrée à travers un exemple numérique dans la prochaine partie.
Remarque :
Aucune hypothèse n’a été faite sur la nature de la distribution des paramètres
matériau dans la formulation du problème de base. Par conséquent, les cal-
culs peuvent être menés aussi bien pour un ensemble discret que pour un
champ de propriétés. D’autre part, le fait de ne pas considérer d’information
statique n’a pas aboutit à des difficultés dans la formulation du problème de
base, mais pourrait poser des problèmes pour l’identification.
3.2 Identification de propriétés isotropes homo-
gènes
Dans le but d’évaluer la stratégie d’identification présentée dans la partie précédente,
on s’intéressera dans un premier temps à son application à l’identification des propriétés
homogènes d’un matériau isotrope. Pour ce faire, on s’appuiera sur des simulations d’es-
sais mécaniques standard, tels que la traction et la flexion, pour construire des données
synthétiques.
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3.2.1 Simulation d’un essai de traction
Le premier cas test est une simulation de traction sur une plaque carrée qui repose
sur un appui simple d’un côté, et est soumise à un chargement uniforme sur le côté op-
posé (FIGURE 3.4). La plaque est maillée avec des éléments T3 et a un comportement
élastique homogène. Un premier calcul éléments finis de référence, avec l’hypothèse des
contraintes planes, nous fournit des mesures de déplacement U0 sur la surface entière de
l’éprouvette. Ces mesures sont construites avec des propriétés matérielles de référence λ0
et µ0. Ces déplacements étant disponibles sur un maillage éléments finis, on construit une
FIGURE 3.4: Simulation d’un essai de traction
grille de mesures régulière de taille 50×50 afin d’y projeter les déplacements.
Les perturbations de mesures δU˜ sont fabriquées à partir d’un bruit blanc gaussien, et
rajoutées aux mesures. Ainsi, les déplacements mesurés s’écrivent comme la somme des
déplacements de référence projetés sur la grille de mesures, et des perturbations :
U˜ = Π U0 +δU˜ (3.120)
Ne disposant que de données en déplacement, la stratégie précédemment introduite mène
à l’identification de contrastes de rigidité, qui, pour être recalés, nécessitent la connais-
sance d’une propriété matérielle, en l’absence d’informations de type effort.
Ayant choisi d’exprimer la matrice de comportement avec les coefficients de Lamé, on
s’intéressera ici à l’identification de µ.
3.2.1.1 Fonction coût et calcul du gradient
Afin d’évaluer la robustesse de la méthode, la sensibilité de la fonction coût vis-à-vis
des perturbations de mesure est étudiée pour différentes amplitudes de δU˜ .
Dans la FIGURE 3.5 sont tracés la fonction coût et ses deux composantes dans un intervalle
de valeurs centré sur la valeur de référence µ0. On représente en abscisse le ratio µµ0 . La
FIGURE 3.5(a) représente l’évaluation du gradient par rapport au paramètre µ en différents
points de la fonction coût. Les segments de droite ont pour pente le gradient calculé en
chaque point d’évaluation xi = µiµ0 , et sont tracés dans un intervalle x = [xi−
∆x
2 xi +
∆x
2 ]
sur l’axe des abscisses, avec ∆x la distance entre deux points d’évaluation (∆x = µi+1−µiµ0 ).
L’ordonnée yi associée aux segments de droite est calculée comme suit :
yi = G (µi)+
∂G
∂µi
× (x− xi) (3.121)
Les segments de droite correspondent parfaitement à la pente de la fonction coût et
confirment la bonne estimation du gradient.
La FIGURE 3.5(b) montre la forme de la fonction coût G ainsi que ses deux composantes
G1 et G2, en ligne continue sans perturbations, et en pointillés pour des niveaux de per-
turbation de 1%, 2%, 3%, 4% et 5% de la moyenne des déplacements. On peut remarquer
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FIGURE 3.5: Fonction coût et évaluation du gradient pour des niveaux de pertur-
bation variant de 0% à 5%
que le minimum de la fonction coût correspond à la valeur de référence, représentée par
la ligne verticale en pointillés, pour tous les niveaux de perturbation testés. Par ailleurs,
le terme G1 relatif à l’erreur de modèle est remarquablement insensible aux perturbations
dans cet exemple. Son amplitude ne varie pas et les six courbes sont superposées. Cela
suggère de donner un poids plus important au terme d’erreur G1 de modèle dans la fonc-
tion coût. À poids égaux, l’hyper-paramètre vaut dans cet exemple α = 5.7× 10−3. Vu
que la fonction G2 a quatre ordres de grandeurs de plus que G1, en l’état, le terme G2
demeure prédominant dans la somme (3.10). Une piste d’optimisation de α sera discuté
en 3.2.1.2.
Dans le cas test étudié, le chargement est constant et génère un champ de déformation
homogène. En l’absence d’information d’effort, ce champ de déformation s’obtient pour
tout champ de contrainte en adaptant le jeu de paramètres matériels, ici µ. C’est alors
l’information de bord libre qui permet d’ajuster l’identification dans ce cas de figure.
On évalue ci-après la fonction coût pour des niveaux de bruit très élevés en utilisant la
formulation de l’ERdC modifiée avec l’information de bord libre (σ.n = 0 sur les côtés
droit et gauche de la plaque).
La FIGURE 3.6(a) montre l’allure de la fonction coût et de ses deux composantes pour
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FIGURE 3.6: Fonction coût de l’ERdC modifiée avec bord libre
une amplitude de perturbations de 20%, où l’on peut remarquer que le minimum des deux
termes est très proche de la valeur de référence. La FIGURE 3.6(b) représente leurs allures
pour un niveau de perturbation de 50%, où l’on peut noter que le minimum du terme
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d’écart quadratique aux mesures s’écarte un peu de la valeur de référence tandis que le
minimum du terme d’erreur de modèle demeure très proche de la valeur de référence. La
FIGURE 3.7 représente les champs de déplacement U˜x et U˜y sans perturbations et avec 50%
de bruit.
(a) Champs de déplacement pour δU˜ = 0% (b) Champs de déplacement pour δU˜ = 50%
FIGURE 3.7: Champs de déplacements relatifs à l’essai de traction simulé
Une étude de Monte-Carlo a été menée pour caractériser l’identification de µ avec 1000
tirages par niveau de bruit. Le paramètre matériel a été identifié par évaluation de la fonc-
tion coût sur une grille fine de valeurs, avec une précision de 1%.
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(b) Comparaison des approches ERdC-A et ERdC-B
FIGURE 3.8: Résultats d’identification avec bord libre
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La FIGURE 3.8(a) présente les résultats d’identification en termes de moyenne et d’écart-
type pour la formulation avec bord libre, en fonction du niveau de perturbation allant
jusqu’à 50% de la moyenne des déplacements (FIGURE 3.7(b)). Les résultats confirment
la grande robustesse de la fonction coût. Par ailleurs, l’allure de la fonction coût pour dif-
férents niveaux de bruit, particulièrement celle du terme d’erreur de modèle, porte à croire
que l’étape d’identification s’avérerait meilleure avec le terme G1. Ainsi, on trace dans FI-
GURE 3.8(b) les résultats d’identification, pour des données avec bord libre, obtenus avec
deux approches de résolution : ERdC-A et ERdC-B récapitulées dans le TABLEAU 3.3. Les
deux ayant en commun la résolution du problème de base avec la fonctionnelle J, mais
utilisent deux fonctions coût différentes pour la résolution du problème d’identification :
Méthode ERdC ERdC-A ERdC-B
Fonctionnelle du problème de base J J
Fonction coût d’identification G G1
TABLEAU 3.3: Les deux approches d’identification testées
Au vu des résultats de la FIGURE 3.8(b), l’identification avec l’approche de base (ERdC-A)
est plus robuste sur cet exemple, notamment en termes de biais. Un des avantages de cette
approche est de fournir le gradient de la fonction coût, très utile pour une identification
de plusieurs propriétés. L’exemple de la FIGURE 3.6(b) est, a priori, peu représentatif.
3.2.1.2 Vers l’optimisation de l’hyper-paramètre
Une façon d’optimiser le poids p associé à l’hyper-paramètre α (3.5) est d’étudier le
comportement des deux termes (G1,G2) de la fonction coût par rapport à celui-ci. D’après
les travaux de régularisation de type L-curve [Calvettia et al., 2000], il est admis que
dans l’intersection des deux intervalles de variation des deux termes, ceux-ci ont la même
influence. Une manière de choisir le paramètre α consiste à prendre la valeur milieu de
l’intervalle d’intersection. Les deux termes de la fonction coût sont évalués à chaque fois
pour un jeu de paramètres et un niveau de perturbation donné. Ils sont adimensionnés par
l’ordre de grandeur de leurs deux plateaux, respectivement max(G1) et max(G2).
Afin de faciliter l’interprétation graphique, on exprime le poids p comme p = 10β. Ainsi,
l’hyper-paramètre s’écrit :
α = γ×10β = U
TKU
||U˜ ||2
×10β (3.122)
Dans l’exemple étudié, l’intervalle d’intersection des deux composantes de la fonction
coût est [3,5], comme illustré FIGURE 3.9, et ce pour les différents choix de paramètres et
de niveaux de bruit.
Après la sélection de l’exposant qui semble optimal vis-à-vis des courbes de la FIGURE
3.9, l’identification du coefficient µ a été menée pour différents niveaux de perturbation
par évaluation de la fonction coût sur une grille fine de valeurs. Cette dernière, ainsi que
ses deux composantes, sont tracées FIGURE 3.10 pour un niveau de perturbation de 5%.
On constate alors que l’identification est incorrecte. Ce résultat a été confirmé sur d’autres
exemples numériques.
Au vu de ce résultat, nous garderons un poids égal pour les deux composantes de la fonc-
tionnelle J. A priori, on peut choisir ultérieurement de reformuler le problème d’identifi-
cation en affectant un poids nul à l’une des deux composantes de la fonction coût G1 et
G2, en se basant sur la robustesse de chacune vis-à-vis du bruit par exemple.
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FIGURE 3.9: Comportement de G1/max(G1) et de G2/max(G2) en fonction de β
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FIGURE 3.10: Fonction coût et ses deux composantes pour β optimisé (δU =
5%)
3.2.2 Essai de flexion trois points
3.2.2.1 Construction des mesures
(a) Géométrie et conditions aux limites
(b) Champs de déplacement générés
FIGURE 3.11: Simulation d’un essai de flexion 3 points
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Le deuxième cas test est une plaque rectangulaire élastique soumise à un essai de
flexion trois points, où l’on cherche à identifier le coefficient de Lamé homogène µ.
Les mesures de déplacement sont créées grâce à un premier calcul direct avec la méthode
des éléments finis, pour des propriétés de référence (λ0,µ0) sous hypothèse de contraintes
planes. La plaque est maillée avec des éléments triangulaires T3. Les conditions aux li-
mites appliquées au calcul éléments finis sont illustrées dans la FIGURE 3.11(a) :
(i) le déplacement des nœuds correspondant aux deux appuis simples est bloqué suivant
l’axe y (symbole ◦), le déplacement suivant l’axe x est bloqué pour un seul nœud de
l’appui simple situé à gauche afin de bloquer le mouvement de corps rigide (symbole
•).
(ii) la résultante d’effort est répartie sur les nœuds correspondant à sa zone d’applica-
tion.
(iii) un bord libre est imposé sur le reste de la frontière.
Les champs de déplacement générés sont illustrés dans la FIGURE 3.11(b). Enfin, la taille
de la grille de mesure artificielle est de 30×70. Dans la suite, les formulations de l’ERdC
modifiée avec et sans bords libres sont testées.
3.2.2.2 Allure de la fonction coût
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FIGURE 3.12: Fonction coût et gradient
La FIGURE 3.12(a) montre l’allure de la fonction coût G en fonction des deux coeffi-
cients de Lamé. On peut remarquer que son minimum correspond à une vallée. En l’ab-
sence de données de type effort, le problème inverse est mal posé pour le couple (λ,µ).
Les modules identifiés correspondent alors à un contraste de rigidité qui nécessite d’être
recalé. Une façon de faire consiste à fixer un paramètre pour ne chercher que l’autre. La
FIGURE 3.12(b) montre le calcul du gradient 2D
(
∇G
||∇G ||
)
à chaque point d’évaluation de la
fonction coût. La ligne médiane continue représente la vallée de la fonction coût, où l’on
remarque la bonne évaluation des gradients. Dans la suite, l’étude en élasticité isotrope
portera sur l’identification du module µ seul.
La FIGURE 3.13 représente la fonction coût G en fonction du ratio µµ0 , évaluée dans un
intervalle de valeurs centré sur la valeur 1, pour différents niveaux de perturbations. La
FIGURE 3.13(a) représente les segments de droite correspondant au calcul du gradient en
1D présenté au paragraphe 3.2.1.1 et montre encore sa bonne estimation en chaque point
d’évaluation, tandis que les FIGURE 3.13(b), FIGURE 3.13(c) et FIGURE 3.13(d) confirment
la convexité de la fonction coût pour différentes amplitudes de bruit allant de 5% à 20%,
ainsi que la bonne estimation du minimum pour des amplitudes de bruit élevées.
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FIGURE 3.13: Effet du bruit sur la fonction coût G ( µµ0 )
3.2.2.3 Rajout d’informations fiables
Afin de souligner l’intérêt de rajouter des informations fiables type bord libre, l’iden-
tification avec l’ERdC modifiée a été menée avec la méthode de Monte-Carlo pour 1000
tirages de perturbations générés sur la grille de mesure, avec et sans l’information de bord
libre. Les conditions aux limites relatives aux deux cas testées sont illustrées dans la FI-
GURE 3.14.
(a) sans CL (b) avec bord libre
◦ : bord libre
FIGURE 3.14: Conditions aux limites disponibles
Les résultats d’identification, obtenus par évaluation de la fonction coût sur une grille
fine de valeurs, sont tracés en termes de biais < µµ0 > et d’écart-type σ µµ0
dans la FIGURE
3.15. Les lignes noires représentent les résultats de l’identification sans conditions aux
sans CL
avec bord libre
FIGURE 3.15: Moyenne et écart-type de µ/µ0 en fonction du niveau de perturba-
tion
limites tandis que les lignes grises sont relatives à l’identification avec prise en compte
de l’information fiable sur les bords libres. Les lignes continues représentent le biais en
fonction du niveau de perturbation et les lignes discontinues représentent la quantité
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< µµ0 >±σ
µ
µ0
en fonction du niveau de perturbation.
Il en ressort que les résultats d’identification ont été améliorés par le rajout d’informations
fiables sur le bord.
3.3 Effet de la taille de la zone de mesure
Il est fréquent que la zone de mesure ne couvre pas la totalité de la surface de l’éprou-
vette testée, et ce pour diverses raisons. En effet, il arrive que l’algorithme de CIN ne
converge pas à certains endroits de la zone photographiée, notamment sur les bords, ou
que l’opérateur fasse le choix de se focaliser sur un endroit précis de l’éprouvette afin
d’avoir une image de plus grande résolution. Par conséquent, en plus des hypothèses
fortes sur les CL faites avec des stratégies qui nécessitent la connaissance des CL, d’autres
s’ajoutent afin de décrire la transmission des efforts sur le bord de la zone mesurée par
exemple. Certaines stratégies proposent alors de définir des CL en déplacement, mesurées
par CIN, et définissent la zone de calcul comme strictement égale à la taille de la zone
de mesure. C’est le cas par exemple avec la méthode FEMU, ou encore avec la méthode
de l’écart à l’équilibre lorsque les bords libres ne sont pas contenus dans la zone de me-
sure. Ainsi, ces informations sur les bords de l’éprouvette ne sont pas prises en compte
de manière systématique. Avec l’ERdC modifiée, on a la possibilité de tester plusieurs
configurations de calcul, quand la taille de la zone de mesure est plus petite que la surface
entière de l’éprouvette. Ces configurations dépendent du choix de la taille de la zone de
calcul, sélectionnée en fonction des informations qu’il y a à gagner, et donc de la formu-
lation de l’ERdC modifiée choisie (avec ou sans bords libres). Par ailleurs, des CL peu
fiables peuvent être prises en compte dans la formulation de l’ERdC modifiée, comme
quantités à vérifier au mieux. Le calcul sur la taille réelle de l’éprouvette permet de s’af-
franchir d’une quelconque hypothèse pour les décrire fidèlement sur la vraie frontière,
comme la résultante d’effort mesurée par exemple.
3.3.1 Identification avec de petites zones de mesure
On propose ici d’étudier l’effet de la taille de la zone de mesure quand la taille de la
zone de calcul sera prise égale à la surface entière de l’éprouvette, dans le cas de l’essai
de flexion trois points présenté dans la partie 3.2.2, [Ben Azzouna et al., 2012].
= 1%
= 5%
FIGURE 3.16: Identification avec une zone de mesure rognée
Il s’agit d’une configuration d’essai où l’information de bord libre couvre la quasi-totalité
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de la frontière de l’éprouvette, excepté les deux appuis et l’endroit où la charge est ap-
pliquée. La formulation de l’ERdC modifiée utilisée dans ce cas de figure est donc celle
avec bords libres, puisque optimale comme vu dans le paragraphe 3.2.2.3.
L’identification a été menée pour 1000 échantillons de bruit blanc gaussien δU˜ , d’ampli-
tude 1% et 5%. La grille de mesure choisie est de taille 70×30.
La FIGURE 3.16 montre la moyenne et l’écart-type de l’identification en fonction du
ratio des tailles Ωm/Ω qui varie de 100% à moins de 50%. Au dessus de chaque résultat,
sont représentés les champs de déplacement par rapport à la taille entière de l’éprouvette,
qui correspond ici à la taille de la zone de calcul.
Il apparaît que l’erreur d’identification augmente quand le ratio A (Ωm)/A (Ω) diminue, avec
A l’aire du domaine correspondant, mais reste raisonnable pour les tailles de mesure les
plus petites. Par ailleurs, bien que les informations fiables sont abondantes sur le bord de
la plaque, le calcul sans conditions aux limites est possible pour les différentes tailles de
mesure. Le cas échéant, la zone de calcul peut couvrir soit la zone de mesure soit la taille
totale de l’éprouvette.
La FIGURE 3.17 représente la valeur des moyennes et écarts-types en fonction du nombre
de tirages, et confirme la convergence des calculs pour 1000 tirages de bruit.
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FIGURE 3.17: Convergence des calculs pour A (Ωm)/A (Ω)≃ 80%
3.3.2 Intérêt du calcul sur le domaine total
On a vu que les résultats d’identification sont optimaux quand la taille de la zone de
mesure colle à la taille totale de l’éprouvette. Cependant, avoir accès à de telles mesures
est délicat. On se place ainsi dans le cas où le ratio A (Ωm)/A (Ω) < 1. Une des spécificités
de l’ERdC modifiée étant la construction des champs CA et SA sur la zone totale de
l’éprouvette, on propose de comparer les résultats d’identification de ce cas de figure
avec celui où la zone de calcul est égale à la zone de mesure, pour une taille de mesures
fixée. L’identification a été menée avec 1200 tirages de bruit blanc gaussien. La FIGURE
3.18(a) représente les résultats d’identification en termes de moyenne et d’écart-type pour
trois configurations de calcul : un calcul sur le domaine entier avec prise en compte de
l’information de bord libre (en trait plein), un calcul sur le domaine entier également,
mais sans conditions aux limites (en trait pointillé) et enfin un calcul où la résolution du
problème de base se fait sur la zone de mesure uniquement, donc sans CL (en trait mixte).
Le ratio des tailles est représenté dans la FIGURE 3.18(b) et correspond à Ωm/Ω = 73%.
Comme prévu, un calcul sur le domaine entier avec rajout d’informations fiables sur le
Thèse de doctorat - M. Ben Azzouna - 2013 77
3. Stratégie d’identification par l’ERdC modifiée
0 1 2 3 4 5
niveau de bruit (%)
1.2
1.1
1
0.9
0.8
taille totale + bords libres
taille des mesures / sans CL
taille totale / sans CL
(a) Résultats d’identification avec trois approches de calcul (b) Champ U˜x avec
A (Ωm)/A (Ω) = 73%
FIGURE 3.18: Conditions aux limites disponibles
bord demeure le plus robuste vis-à-vis des perturbations de mesure. Par ailleurs, il s’avère
que, pour une même formulation sans CL, le calcul sur le domaine entier ne dégrade pas
la solution sur cet exemple.
La FIGURE 3.19 affiche l’évolution des moyennes et écart-type en fonction du nombre
de tirages (FIGURE 3.19(a) pour le calcul sur le domaine entier avec bord libre, FIGURE
3.19(b) pour le calcul sur le domaine entier avec bord libre, et FIGURE 3.19(c) pour le
calcul sur la zone de mesure sans conditions aux limites) et montre la convergence de
l’ensemble des calculs, d’où la pertinence du nombre de tirages choisi.
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(a) Calcul sur le domaine entier - ERdC avec bord
libre
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(b) Calcul sur le domaine entier - ERdC sans CL
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(c) Calcul sur la zone de mesure - ERdC sans CL
FIGURE 3.19: Convergence des trois calculs en fonction du nombre de tirages
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3.4 Conclusion
Ce chapitre a introduit la méthode développée dans ce travail. Après une présentation
théorique dans le cadre de l’élasticité statique, la méthode a été appliqué au problème
d’identification du coefficient de Lamé µ d’un matériau isotrope homogène, sur la base
d’exemples numériques. L’identification a été menée, d’une part, pour différents types de
conditions aux limites, et d’autre part, pour des tailles de zone de mesure variables tout
en maintenant la résolution du problème de base sur le domaine d’étude entier. Un des
avantages est de pouvoir tenir compte d’informations fiables sur le bord, ce qui améliore
les résultats d’identification. L’étude de l’influence des perturbations de mesure sur les
résultats d’identification a permis de mettre en avant la robustesse de la méthode. Cet
aspect est étudié davantage dans le prochain chapitre, à la lumière d’une comparaison
avec les approches de recalage de modèle par éléments finis.
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Chapitre 4
Comparaison avec la méthode FEMU et
l’approche par contrôle optimal
Ce quatrième chapitre est consacré à la comparaison de
l’ERdC modifiée à deux stratégies d’identification, sur la base
de données numériques. La première partie de ce cha-
pitre concerne la confrontation des résultats d’identification de
l’ERdC modifiée à ceux de l’approche par recalage de modèle
éléments finis (FEMU), pour différents types de données ci-
nématiques. La seconde partie a été consacrée à l’investiga-
tion d’une alternative à l’ERdC, basée sur les idées du contrôle
optimal. Les différentes comparaisons avec l’ERdC modifiée
s’appuient sur des résultats d’identification par des approches
de Monte-Carlo, et concernent l’exemple numérique de flexion
trois points illustré dans la FIGURE 3.11.
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4. Comparaison avec les méthodes FEMU et contrôle optimal
4.1 Comparaison avec la méthode FEMU
Dans la première partie, l’identification de propriétés élastiques homogènes est me-
née pour différents types de données cinématiques qui proviennent de la simulation de
l’essai de flexion trois points de la FIGURE 3.11. Les méthodes d’ERdC modifiée et de
recalage par éléments finis sont déclinées selon le type de données disponibles. Ces don-
nées consistent en un champ de déplacement U˜ perturbé par un bruit blanc gaussien δU ,
disponible sur la surface entière de l’éprouvette, et des conditions aux limites. La nature
des conditions aux limites disponibles, d’une part, et la façon de les prendre en compte
dans les différentes formulations, d’autre part, différencient les trois cas d’étude présen-
tés, [Ben Azzouna et al., 2013b, Ben Azzouna et al., 2012]. L’objectif est de comparer les
méthodes à partir d’informations similaires.
4.1.1 Premier cas d’étude : CL mixtes fiables
Le premier type de donnée se distingue par une connaissance de conditions aux li-
mites mixtes parfaites (ou exactes), i.e. sans perturbations. Il s’agit d’un cas de figure
purement synthétique. En effet, hormis la résultante des efforts, l’exactitude des CL de
type Dirichlet ou Neumann ne peut être assurée dans un vrai essai, à partir des mesures
et/ou d’hypothèses.
La FIGURE 4.1 représente les CL disponibles sur les nœuds du maillage éléments finis de
l’éprouvette, répartis en informations de type déplacement et de type effort. Ce type de
◦ : déplacements ◦ : effort
FIGURE 4.1: CL disponibles pour le premier type de données (CL fiables)
données constitue le cas idéal pour l’utilisation de l’approche FEMU qui nécessite des
CL à imposer fortement pour définir le calcul éléments finis. La formulation de l’ERdC
modifiée est adaptée pour tenir compte de l’aspect fiable des conditions aux limites.
4.1.1.1 Résolution avec la méthode FEMU : CL mixtes
La formulation FEMU adéquate pour ce premier type de données est celle tenant
compte des conditions aux limites mixtes (correspondant à celles utilisées pour générer
les mesures).
Principe de la méthode de recalage par éléments finis Comme présenté au chapitre 2,
le principe de la méthode de recalage par éléments finis est de construire, à paramètres θ
fixés, un champ de déplacement U CA admissible, i.e. solution d’un problème direct bien
posé, construit à partir des données disponibles. Ensuite, l’étape d’identification consiste
à minimiser l’écart quadratique entre champ mesuré et calculé. Ceci se schématise en
deux étapes :
(i) Définir un calcul éléments finis à partir des données disponibles, à paramètres θ
fixés
K(θ)U = F =⇒U(θ) = K(θ)−1F (4.1)
(ii) Minimiser une fonction coût J basée sur une distance entre U(θ) et U˜ , ici définie
sur la grille de mesure :
J (θ) = (Π U(θ)−U˜)T(Π U(θ)−U˜) (4.2)
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où Π a été introduit en partie 2.2.1.2.
Remarque :
Cette formulation s’appuie sur des conditions aux limites exactes. Il n’est
donc pas nécessaire d’avoir une zone de mesure qui couvre le domaine Ω en
entier.
4.1.1.2 Résolution avec l’ERdC modifiée : CL de type Neumann
La stratégie d’identification par erreur en relation de comportement modifiée étant
dédiée à des mesures perturbées et des conditions aux limites imparfaites, une nouvelle
formulation doit être déclinée à ce premier type de données où l’on dispose d’une connais-
sance totale et parfaite des conditions aux limites. Afin que les deux méthodes soit compa-
rables, le traitement des données disponibles doit être fait de façon similaire à la méthode
FEMU. L’ERdC modifiée prend en compte, dans le présent cas d’étude, des données
fiables de type Neumann sur tout le bord du domaine.
Formulation Dans le même esprit de l’ERdC modifiée, on cherche ici à construire les
champs V et U , respectivement SA et CA, en minimisant la fonction coût J écrite en
déplacement, telle que :
J(U,V ) =
1
2
(U −V )T K (U −V )+
α
2
(Π U −U˜)T(Π U −U˜) (4.3)
Ici, le champ V est SA signifie qu’il correspond à un problème direct avec des CL de
Neumann partout sur le bord. La solution est donc définie à un mouvement de corps
rigide près. V peut donc s’écrire V = V0 +β, avec V0 la solution et β le mouvement de
corps rigide (K V = F).
L’ERdC modifiée étant indifférente au choix du mouvement de corps rigide (3.94), on
peut écrire :
J(U,V0) = J(U,V0 +β) ; ∀β
Ainsi, la fonctionnelle n’est, en fait, que fonction de U :
J(U) =
1
2
(U −V0)T K (U−V0)+
α
2
(Π U −U˜)T(Π U −U˜)
La différentielle de J par rapport à U donne :
(
∂J
∂U ,δU) = δU
T K (U −V0)+δUT αΠT (Π U −U˜) (4.4)
δJ = 0 =⇒ (K +αΠTΠ)U = K V0 +αΠT U˜ (4.5)
avec l’hypothèse choisie où Ω = Ωm, utile pour avoir deux zones de calcul comparables
pour les deux méthodes testées. L’idée qui est suivie dans cette formulation de l’ERdC
modifiée est de voir si, au final, on se ramène à une formulation type FEMU.
Partant de (4.5), on peut écrire :
(K +αΠTΠ)U = K V0 +αΠT (U˜ −Π V0 +Π V0)
(K +αΠTΠ)U = K V0 +αΠTΠ V0−αΠT Π V0 +αΠTU˜
=⇒ (U −V0) = (K +αΠTΠ)−1 αΠT (U˜ −Π V0)
(4.6)
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Repartant de (4.5), on a :
K U +αΠT(Π U −U˜) = K V0
=⇒ K (U −V0 +V0)+αΠT (Π U −U˜) = K V0
(4.7)
En utilisant (4.6) :
αΠT (Π U −U˜) = K (K+αΠTΠ)−1 αΠT (U˜ −Π V0) (4.8)
Or, le terme αΠT n’est pas inversible. Pour aller plus loin, une alternative consiste
à mener l’écart aux mesures sur le maillage éléments finis, plutôt que sur la grille de
mesures. Dans un premier temps, il faut projeter le champ mesuré sur le maillage élé-
ments finis. On notera le champ mesuré projeté U∗. Pour ce faire, on minimise l’écart
quadratique entre le champ éléments finis projeté U∗ et le champ mesuré U˜ sur la grille
de mesure :
min
Ω
(Π U∗−U˜)T(Π U∗−U˜)
ainsi :
U∗ = (ΠTΠ)−1 ΠTU˜ (4.9)
Dans ce cas, la fonctionnelle (4.3) se réécrit comme :
J(U,V0) =
1
2
(U−V )T K (U−V )+
α
2
(U−U∗)T (U−U∗) (4.10)
De plus, dans ce cas particulier où l’on mesure sur tout Ω et sur le maillage éléments finis,
on a Π = Id, l’équation (4.5) devient :
(K+α Id)U = K V0 +α Id U∗ (4.11)
On reprend la démarche menant à (4.8) dans ce cas. On part maintenant de (4.11) pour
écrire la première relation permettant d’exprimer (U −V0) du premier terme de la fonc-
tionnelle J :
(K+α Id)U = K V0 +α Id (U −V0 +V0)
=⇒ (U −V0) = (K+α Id)−1 α (U∗−V0)
(4.12)
Repartant de (4.11), on a :
(K +α Id)U = K (V0 +U∗−U∗)+α Id U∗
=⇒ (K +α Id)U = K (V0−U∗)+(K+α Id)U∗
(4.13)
En utilisant (4.12) :
(U−U∗) = (K+α Id)−1 K (V0−U∗) (4.14)
En injectant (4.12) et (4.14) dans (4.10), on obtient :
J(U) =
1
2
(U∗−V0)T
[
2α Id (K+α Id)−1K (K +α Id)−1
+ αK (K+α Id)−1(K+α Id)−1K
]
(U∗−V0)
=
def
1
2
(U∗−V0)T A (U∗−V0)
=
1
2
||U∗−V0||2A
(4.15)
La minimisation de la fonctionnelle (4.15) correspond à une minimisation par moindres
carrés avec la norme A. L’ERdC peut dans ce cas être vue comme une approche FEMU
avec des CL de type Neumann et une norme particulière.
On peut remarquer que, pour un α petit, cette norme devient :
A(α≪1) = α2 (Id+K−1) (4.16)
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4.1.1.3 Résultats
Les deux méthodes d’identification s’appuient sur des données où les conditions aux
limites sont exactes et où les perturbations affectent seulement les mesures de déplace-
ment dans Ωm.
ERdC
FEMU
FIGURE 4.2: Comparaison entre les méthodes FEMU et ERdC pour des CL
mixtes et exactes
L’identification a été menée en élasticité isotrope homogène avec les deux méthodes tes-
tées, sur 1000 tirages de bruit blanc gaussien pour chaque amplitude donnée. La FIGURE
4.2 montre les résultats d’identification du coefficient µ avec les deux méthodes, en termes
de moyenne et d’écart-type. Les lignes continues représentent la moyenne de l’identifica-
tion, normée par la valeur de référence µ0, tandis que les lignes pointillées représentent la
barre d’erreur < µ/µ0 >±σµ/µ0 .
On remarque que l’ordre de grandeur de l’écart-type est très petit pour les deux méthodes.
Par conséquent, les résultats d’identification sont quasi-identiques. La différence est de
l’ordre de 10−4.
Il en ressort que les conditions aux limites exactes sont très favorables à l’identification.
Une formulation d’ERdC modifiée dans ce cas de figure revient à un choix de norme par-
ticulier dans une approche FEMU, qui a peu d’incidence sur les résultats d’identification.
4.1.2 Deuxième cas d’étude : MdC cinématiques
Le deuxième type de donnée consiste uniquement en des mesures de déplacement
dans Ωm =Ω. Afin de comparer les deux méthodes, les CL seront de type Dirichlet pour la
formulation FEMU (FIGURE 4.3(a)), et totalement absentes pour la formulation de l’ERdC
modifiée (FIGURE 4.3(b)).
(a) FEMU : CL de type Dirichlet (b) ERdC : pas de CL
◦ : déplacements
FIGURE 4.3: Deuxième type de CL pour les deux méthodes
4.1.2.1 Méthode FEMU : CL de type Dirichlet
Vu les données disponibles, les conditions aux limites prises en compte ici sont né-
cessairement de type déplacement. La couronne de déplacement sur le bord du domaine
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est extraite des mesures et imposée de manière forte. La formulation se décline en deux
étapes :
(i) L’extraction des CL en déplacement à partir des mesures :
Il s’agit de projeter les CL en déplacement de la grille de mesures vers le maillage
éléments finis. Une première projection globale du champ cinématique est effectuée
à l’aide de l’opérateur Π introduit en 2.2.1.2. Le champ obtenu est noté U∗ (comme
vu en 4.1.1.2). Puis, on procède à l’extraction d’une couronne de déplacement sur
∂Ω.
Notons U∗b les données de déplacement sur le bord du domaine, extraites du vecteur
U∗, avec b l’indice des nœuds de bord et i l’indice des nœuds internes.
(ii) La résolution avec la formulation FEMU :
Il s’agit de construire, à paramètres θ fixés, le champ de déplacement U(θ) tel que
U =
[
Ui
Ub
]
solution du problème de Dirichlet défini à partir des CL extraites des
mesures. Le système éléments finis correspondant s’écrit :[
Kii Kib
Kbi Kbb
][
Ui
Ub
]
=
[
0
Fb
]
(4.17)
avec Fb les efforts inconnus associés aux CL, et Ub =U∗b .
Ui se déduit alors par approche de substitution comme :
Ui =−K−1ii (KibU
∗
b ) (4.18)
La connaissance du champ U(θ) est ainsi complète.
Enfin, l’identification des paramètres θ se fait via la minimisation de la fonction
coût :
J (θ) = (Π U(θ)−U˜)T(Π U(θ)−U˜) (4.19)
La formulation du problème d’identification avec l’ERdC modifiée sans CL ayant fait
l’objet des sections 3.1.2 et 3.1.5.1, elle n’est pas rappelée ici et on passe à la comparaison
des deux méthodes sur la base des résultats d’identification.
4.1.2.2 Résultats
ERdC
FEMU
FIGURE 4.4: Comparaison entre les méthodes FEMU et ERdC pour le deuxième
type de données
La FIGURE 4.4 présente les résultats d’identification du coefficient µ/µ0, menée pour
1000 tirages de Monte-Carlo, avec la formulation de l’ERdC modifiée sans conditions aux
limites, et la méthode FEMU avec des conditions aux limites en déplacement. L’ERdC
modifiée s’avère plus robuste en termes de moyenne et d’écart-type, pour ce type de don-
nées.
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4.1.3 Troisième cas d’étude : information bord libre
Le troisième cas d’étude diffère du second par le rajout de l’information fiable sur les
bords libres (FIGURE 4.5).
(a) Méthode FEMU (b) Méthode ERdC modifiée
◦ : déplacements ◦ : bord libre
FIGURE 4.5: Troisième type de CL pour les deux méthodes
4.1.3.1 Méthode FEMU : CL de type Dirichlet et bord libre
Tenir compte des bords libres comme information fiable sur le bord étant meilleur
que d’imposer des déplacements bruités, on préfère en tenir compte là où c’est possible.
Soit “ f ” l’indice des ddl du bord libre et “ ¯f ” l’indice des ddl sur ∂Ω\∂ f Ω. Le rajout de
l’information de bord libre de manière forte s’écrit :
K f ◦U = 0 (4.20)
Le vecteur U∗
¯f contient les déplacements mesurés sur la partie ∂Ω\∂ f Ω du bord, obtenus
après extraction du champ mesuré projeté sur la grille éléments finis (4.9). En repartant
de la formulation écrite en partie 4.1.2.1, le système (4.17) devient :[
Ki f i f Ki f ¯f
K
¯f i f K ¯f ¯f
]
×
[
Ui f
U
¯f
]
=
[
0
F
¯f
]
(4.21)
avec U
¯f =U∗¯f , et F ¯f les efforts inconnus associés aux conditions aux limites. Ui f est alors
obtenu comme :
Ui f =−K−1i f i f (Ki f ¯f U
∗
¯f ) (4.22)
Ainsi, le champ U et la fonction coût J (4.19) sont connus.
La formulation de l’ERdC modifiée utilisée pour ce type de données est celle prenant
en compte l’information de bord libre, présentée au 3.1.5.
4.1.3.2 Résultats
ERdC
FEMU
FIGURE 4.6: Comparaison entre les méthodes FEMU et ERdC pour le troisième
type de données
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La FIGURE 4.6 montre les résultats d’identification en termes de moyenne et d’écart
type.
On remarque que l’ajout d’informations fiables améliore les résultats d’identification ob-
tenus avec l’ERdC modifiée, en comparaison avec le deuxième cas d’étude. Néanmoins,
les résultats obtenus avec la méthode FEMU sont moins bons en termes d’écart-type. Ce
dernier atteint un plafond pour les niveaux de bruit les plus élevés où les valeurs identi-
fiées butent sur les bornes de l’intervalle de recherche utilisé pour l’identification. Ceci
s’explique par le choix d’un niveau de bruit utilisé trop élevé par rapport à des cas réalistes
(cf remarque au paragraphe 4.1.3.3). D’autre part, l’identification avec l’ERdC modifiée
donne de meilleurs résultats avec les deux derniers types de données. Sont récapitulés
dans le tableau 4.1 les écarts-type d’identification pour les trois types de données testés,
pour une amplitude de perturbations égale à 3% de la moyenne des déplacements. Hormis
le cas des CL fiables, purement synthétique, l’identification s’avère sensiblement préfé-
rable avec l’ERdC modifiée pour des données perturbées, et met en avant l’intérêt de tenir
compte de l’information disponible.
X
X
X
X
X
X
X
X
X
X
X
X
Méthode
Étude Cas 1 Cas 2 Cas 3
FEMU 0.01% 8.8% 29%
ERdC modifiée 0.02% 3.5% 2.2%
TABLEAU 4.1: Écart-type des résultats d’identification pour une amplitude de
bruit de 3%
4.1.3.3 Discussion des résultats obtenus avec la méthode FEMU
FEMU avec bords libres
FEMU CL Dirichlet
FIGURE 4.7: Comparaison des résultats d’identification avec la méthode FEMU
pour deux types de données
Les résultats d’identification avec la méthode FEMU des cas 2 et 3 sont représentés
dans la FIGURE 4.7. Il en découle que la méthode FEMU avec prise en compte des bords
libres améliore la moyenne mais détériore l’écart-type en comparaison avec la formulation
avec des conditions aux limites en déplacement. À première vue, un tel résultat semble
bizarre dans le sens où l’ajout d’informations fiables détériore l’écart-type. L’origine de
cette détérioration provient du fait que, dans la formulation FEMU avec bords libres, ces
derniers sont abondants et imposés presque partout sur la frontière de l’éprouvette, ex-
cepté aux noeuds des deux appuis et aux noeuds d’application de l’effort, pour lesquels
des conditions aux limites de déplacement mesuré (donc bruité) sont imposées (FIGURE
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4.5(a)). Ce faisant, un déséquilibre est causé par le bruitage de très peu de points (char-
gement et appuis), notamment sur le bord inférieur des deux appuis. Ce bruit se trouve
équilibré lorsque le déplacement mesuré est imposé sur une plus grande partie du bord.
Cette remarque se confirme par les cartes des résidus (U−U˜) pour les deux formulations
FEMU représentées dans la FIGURE 4.8.
(a) CL de type Dirichlet (b) CL mixtes avec bords libres
FIGURE 4.8: Cartes des résidus (Ux−U˜x) obtenues avec la méthode FEMU
En effet, la carte du résidu de la formulation avec des conditions aux limites de type Di-
richlet (FIGURE 4.8(a)) est aléatoire, tandis que le résidu avec les bords libres est plutôt
antisymétrique (FIGURE 4.8(b)). Le bruit est donc plus déterministe dans ce dernier cas (il
introduit un biais).
En revanche, l’ERdC modifiée gère bien l’ajout de la totalité des bords libres en amélio-
rant les résultats de l’identification.
Remarque :
L’apparition d’un biais sur identification est dûe à une surestimation du bruit
de mesure introduit. L’amplitude de ce dernier atteint 5% de la moyenne des
déplacements tout au long de l’étude. Or, à même niveau de déformation,
les déplacements provenant d’un essai de flexion trois points sont plus im-
portants qu’en traction, du fait du fléchissement. Aussi, le choix de 5% du
déplacement moyen n’est pas forcément réaliste et surestime le niveau du
bruit. Un allongement δl par rapport au déplacement caractéristique est alors
plus représentatif et peut être calculé à partir de la déformation moyenne
< |ε|>= εm comme :
δl = εm×L (4.23)
avec L la longueur caractéristique de l’éprouvette. Le bruit de mesure s’ob-
tient ensuite comme :
δU˜ = ρ×δl (4.24)
où ρ est l’amplitude du bruit appliqué.
Par ailleurs, pour des mesures de champs obtenues par CIN, l’erreur de cor-
rélation δU se situe entre 1/100 et 1/10 de pixel. En se basant sur des données
expérimentales d’un essai de flexion trois points, on peut estimer une ampli-
tude ρ représentative du bruit réel.
Soit δU = 5/100 px. D’après l’application expérimentale de la partie 5.2,
1 px = 0.06mm. Grâce aux équations (4.23, 4.24) appliquées aux données
expérimentales, ρ = 1.13% pour l’essai en question.
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4.2 Identification par approche basée sur le contrôle
optimal
4.2.1 Motivation
L’approche testée ici consiste à reformuler le problème d’identification comme un
problème de contrôle optimal, ou de poursuite [Lions, 1968, Bourgeois, 1998], considé-
rant uniquement les mesures comme information non fiable. Outre l’intérêt d’évaluer cette
approche, cette étude servira de comparaison avec l’approche de l’ERdC modifiée pour,
éventuellement, mettre en évidence l’apport du terme d’erreur de modèle de cette der-
nière, aussi bien dans la résolution du problème de base que dans l’étape d’identification.
Il s’agit alors de formuler le problème d’identification avec le terme J2 pour le problème
de base, et G2 pour l’étape d’identification. Les équations associées à J1 se retrouvent en
contrainte.
4.2.2 Formulation du problème d’identification
Contrairement à la formulation de l’ERdC modifiée, la relation de comportement est
vérifiée de manière forte et mise en contrainte lors de la minimisation de la fonctionnelle
J. Cette dernière ne contient plus que le terme J2.
Reprenons le cadre d’identification 3.1.5 du chapitre 3. La nouvelle fonctionnelle est la
suivante :
J(u) =
∫
Ω
1
2
||u− u˜||2dΩ (4.25)
Le problème d’identification correspondant s’écrit alors :
Trouver (u,θ) sur Ω tel que :
u ∈ H1(Ω)
σ ∈ Hdiv(Ω)/ div σ = 0 dans Ω,
σ.n = 0 sur ∂ f Ω,
σ(u) = C(θ) : ε(u) dans Ω
(4.26)
qui minimise :
J(u)
La présente formulation tient compte des conditions aux limites fiables de type bord libre,
si disponibles, mais gère également l’absence totale de conditions aux limites.
On discrétise par éléments finis le problème d’identification en utilisant les mêmes
notations que dans le chapitre précédent. En travaillant avec la même répartition d’indices
sur le bord, ce dernier se décompose en “ f ” et “ ¯f ”, respectivement pour la partie où l’on
dispose de la contrainte répartie fiable, à savoir le bord libre, et la partie inconnue du bord,
tel que f ∪ ¯f = b.
Sous forme discrète, le problème de base s’écrit :minU J(U) = minU
(
1
2
(Π U(θ)−U˜)T(Π U(θ)−U˜)
)
(4.27a)
sous la contrainte Ki f ◦U = 0 (4.27b)
dont la solution est notée : U(θ).
Dans un deuxième temps, le problème d’identification se traduit par la minimisation de la
fonction coût G par rapport à θ, telle que :
G = J(U(θ)) (4.28)
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Un Lagrangien est ensuite introduit pour imposer la contrainte du problème :
L (U,Λ) = J(U)+ΛT (Ki f ◦ U) (4.29)
Sa stationnarité par rapport aux deux inconnues U et Λ donne :
(
∂L
∂U ,δU) = 0 =⇒ δU
T [ΠT (Π U −U˜)+KTi f ◦ Λ] = 0
(
∂L
∂Λ ,δΛ) = 0 =⇒ δΛ
TKi f ◦U = F
(4.30)
d’où le système : {
ΠTΠ U +KTi f ◦ Λ = ΠT U˜ (4.31a)
Ki f ◦U = F
avec (U,Λ) solution du système linéaire suivant :[
ΠTΠ K◦i f
Ki f ◦ 0
][
U
Λ
]
=
[
αΠT U˜
F
]
(4.32)
Au final, la résolution de (4.32) permet de construire un champ de déplacement CA et SA,
solution de (4.27). La mise en place de l’algorithme de résolution est analogue à ce qui a
été présenté dans la partie 3.1.5.1, notamment en ce qui concerne l’affranchissement du
noyau en cas d’absence de conditions aux limites.
4.2.3 Comparaison avec l’ERdC modifiée
Afin de comparer l’approche du contrôle optimal avec l’ERdC modifiée, on mène
l’identification du coefficient µ homogène en exploitant les champs cinématiques qui pro-
viennent de l’exemple numérique de flexion trois points présenté au 3.2.2. Dans la FIGURE
4.9, l’identification est menée pour un même tirage de bruit d’amplitude 5%. Les diffé-
rentes fonctions coût sont tracées pour un rapport µ/µ0 dans un intervalle de recherche
centré sur la valeur de référence. Les FIGURE 4.9(a) et FIGURE 4.9(b) concernent le cas
d’une identification avec une absence totale de conditions aux limites, tandis que, dans
les FIGURE 4.9(c) et FIGURE 4.9(d), sont tracées les fonctions coût pour une identification
avec l’information de bord libre, respectivement avec l’approche par contrôle optimal et
l’approche de l’ERdC modifiée.
Discussion Pour le tirage de bruit testé, l’identification avec les deux méthodes donne
le même résultat, à savoir un rapport µµ0 = 1.19 dans le premier cas, et
µ
µ0 = 1.18 dans le
second.
Par ailleurs, on remarque que, pour la méthode de l’ERdC modifiée, le minimum du terme
G1 n’est pas dans l’intervalle de recherche, et ce pour les deux formulations, sans CL et
avec bord libre, et est par ailleurs d’une très faible amplitude en comparaison avec le
terme de distance aux mesures G2. Le poids donné aux deux termes de la fonctionnelle
étant le même, ce résultat peut être dû au déséquilibre entre les données en déplacement et
en effort fournies à la méthode. La FIGURE 4.9(d) montre que l’identification avec le seul
terme G2 donne un résultat d’identification meilleur que l’identification avec G et avec
l’approche par contrôle optimal ( µµ0 = 1.17). En d’autres termes, pour le tirage de bruit
testé, la formulation du problème de base avec l’ERdC modifiée, et une minimisation avec
le terme de distance aux mesures G2, donne un résultat légèrement meilleur. Les résultats
restent cependant très proches, et comme le terme G1 est négligeable, les deux méthodes
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FIGURE 4.9: Identification pour un même tirage de bruit d’amplitude 5%
sont presque les mêmes.
Les deux étapes qui définissent la méthode de l’ERdC modifiée peuvent être récapitulées
comme suit :
(a) dans la première étape, pour des propriétés matérielles données, des champs méca-
niques sont construits à travers la confrontation du modèle avec toutes les données
expérimentales et théoriques ;
(b) dans la seconde étape, une fonction coût est définie à partir de ces champs méca-
niques, et peut être vue comme l’évaluation de la qualité du modèle. Sa minimisation
mène à l’identification des propriétés matérielles recherchées.
En réalité, ces deux étapes sont relativement indépendantes et il n’est donc pas obligatoire
d’utiliser la même fonctionnelle pour les deux [Feissel, 2003]. La question qui peut donc
se poser est : quelle fonctionnelle introduire pour chaque étape ? On peut récapituler les
trois méthodes d’identification selon la contrainte faible adjointe au principe variationnel,
comme dans le TABLEAU 4.2.
Méthode ERdC ERdC-A ERdC-C Contrôle optimal
Fonctionnelle du problème de base J J J2
Fonction coût d’identification G G2 G2
TABLEAU 4.2: Les trois méthodes variationnelles évaluées
Par ailleurs, le choix de G1 pour l’identification a été discuté au 3.2.1.1, dans le cas de
l’exemple de la traction simple. Selon le type d’essai, ce choix peut être très judicieux.
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Comparaison des stratégies ERdC-A et ERdC-C Une première comparaison entre
les méthodes ERdC-A et ERdC-C est faite sur la base de l’identification menée avec des
tirages de Monte-Carlo de la partie 4.1, pour deux types de données : des mesures de
déplacement sans conditions aux limites (schématisées FIGURE 4.3(b)), et des mesures de
déplacement avec l’information de bord libre (schématisées FIGURE 4.5(b)).
Dans la FIGURE 4.10, sont tracées les barres d’erreur des résultats d’identification obtenus
0 1 2 3 4 5
0.92
0.94
0.96
0.98
1
1.02
1.04
1.06
1.08
1.1
ERdC-A
ERDC-C
FIGURE 4.10: Comparaison des résultats d’identification issues des stratégies
ERdC-A et ERdC-C
avec les deux stratégies, pour les données sans conditions aux limites.
Les résultats sont quasiment identiques, et cela est dû au fait que la fonction G1 est de
faible amplitude par rapport à αG2. Ce résultat est également vrai pour les données de
déplacement avec l’information de bord libre sur le bord.
Comparaison des stratégies ERdC et contrôle optimal On s’intéresse ensuite à la
comparaison des résultats d’identification obtenus avec l’ERdC modifiée et l’approche du
contrôle optimal, pour deux types de données.
(i) Données en déplacement sans CL (schématisées FIGURE 4.3(b))
ERdC modifiée
Contrôle optimal
FIGURE 4.11: Écart d’identification entre les formulations ERdC-A et contrôle
optimal, sans conditions aux limites
La FIGURE 4.11 montre les résultats d’identification obtenues avec les deux ap-
proches en termes de moyenne et d’écart-type en fonction du niveau de perturba-
tion, pour des données de déplacement sans conditions aux limites. Les résultats,
bien que proches, montrent une meilleure gestion du bruit avec l’ERdC modifiée, et
confirment l’intérêt du terme d’erreur de modèle dans la résolution du problème de
base.
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(ii) Données en déplacement avec bord libre (schématisées FIGURE 4.5)
La deuxième comparaison concerne le cas d’étude où l’on fournit l’information de
bord libre. Les écarts-type de l’identification sont, dans le présent cas, identiques.
Cependant, les moyennes sont différentes (0.01% comme précision d’identifica-
tion).
ERdC modifiée
Contrôle optimal
FIGURE 4.12: Moyennes de l’identification avec les formulations ERdC-A et
contrôle optimal, (bord libre)
La FIGURE 4.12 représente les moyennes d’identification obtenues avec les approches
ERdC modifiée et contrôle optimal, normées par le module de référence. On re-
marque une légère amélioration des résultats avec l’approche de l’ERdC modifiée.
4.3 Conclusion
La première partie de ce chapitre s’est intéressée à la comparaison de la stratégie
développée dans ces travaux avec la méthode de recalage par éléments finis, sur la base
d’exemples numériques pour l’identification d’un matériau isotrope homogène, pour trois
types de conditions aux limites. Cela a permis de mettre en avant la robustesse de l’ERdC
modifiée. Dans la deuxième partie, une méthode d’identification alternative basée sur les
techniques de contrôle optimal a été développée et comparée à l’ERdC modifiée. De plus,
deux variantes de l’ERdC ont été investiguées afin de mieux l’appréhender. Il en ressort
que l’erreur de modèle n’a pas un intérêt systématique, mais peut être pertinente suivant
le type d’essai. À titre d’exemple, l’application à des données expérimentales dans le
prochain chapitre montre un comportement sain de ce terme.
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Chapitre 5
Application à des exemples orthotropes
On s’intéresse dans ce cinquième chapitre à l’identification
de propriétés élastiques orthotropes. La première partie est
consacrée à l’étude des paramètres d’essai optimaux en vue
de l’identification de l’ensemble des propriétés matérielles in-
connues. La deuxième partie est consacré à l’application de
l’ERdC modifiée à des données expérimentales afin d’identifier
un module de cisaillement d’un matériau composite CMO en
verre-polyester. Le résultat d’identification est ensuite confronté
à ceux obtenus par d’autres approches classiques.
Sommaire
5.1 Vers l’identification de propriétés orthotropes hétérogènes . . . . . . . 96
5.1.1 Choix de l’essai . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.1.2 Analyse de sensibilité . . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.3 Identification de propriétés orthotropes homogènes . . . . . . . . . 103
5.1.4 Identification de propriétés orthotropes hétérogènes . . . . . . . . . 107
5.2 Identification à partir de données expérimentales . . . . . . . . . . . . . 114
5.2.1 Essai et matériau . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2.2 Les différents cas d’études . . . . . . . . . . . . . . . . . . . . . . 114
5.2.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5. Application à des exemples orthotropes
5.1 Vers l’identification de propriétés orthotropes
hétérogènes
Dans cette partie, l’identification de propriétés élastiques orthotropes est abordée.
Pour ce faire, on s’intéresse d’abord à la sélection de l’essai mécanique qui peut per-
mettre de solliciter le plus grand nombre de propriétés mécaniques. Ensuite, une opti-
misation géométrique de l’éprouvette est faite sur la base de la sensibilité des champs
cinématiques mesurés vis-à-vis de l’ensemble des propriétés d’un matériau orthotrope,
afin d’équilibrer leur contribution dans la réponse. L’identification de ces derniers est en-
fin menée sur quelques cas test.
5.1.1 Choix de l’essai
Outre le critère d’identifiabilité du nombre maximum de propriétés orthotropes, la
simplicité de la mise en place de l’essai, dépendant notamment du matériel disponible
dans le laboratoire, a constitué un critère de sélection. Parmi les essais mécaniques clas-
siques, l’essai de flexion trois points apparaît comme un bon choix pour identifier des
propriétés mécaniques orthotropes. Avec des dimensions adéquates, un tel essai fait tra-
vailler l’éprouvette en traction, en compression et en cisaillement.
La relation de comportement d’un matériau orthotrope s’écrit dans le repère d’orthotropie,
en fonction des modules d’Young, des coefficients de Poisson et du module de cisaille-
ment, comme : 
σxx
σyy
σxy
=

Ex
1−νxyνyx
νyxEx
1−νxyνyx 0
νyx Ex
1−νxyνyx
Ey
1−νxyνyx 0
0 0 Gxy

︸ ︷︷ ︸
Q

εxx
εyy
γxy
 (5.1)
Ex et Ey étant les modules d’Young longitudinal et transversal, νxy et νyx les coœfficients
de Poisson dans le plan (x,y), et Gxy le module de cisaillement.
La matrice de rigiditéQ peut s’écrire en fonction des modules orthotropes sous la forme :
Q=
Qxx Qxy 0Qxy Qyy 0
0 0 Qss
 (5.2)
Dans la suite, on cherchera à identifier la matrice de comportementQ. Néanmoins, comme
on se place en élasticité, l’essai de flexion trois point est, a priori, faiblement sensible
au module d’Young Ey, et donc au coefficient Qyy. Ceci peut être constaté à travers le
champ de contrainte σyy de la FIGURE 5.1(b). De surcroît, la zone d’identifiabilité de Ey
se situe juste en dessous du point d’application de l’effort, ce qui, d’une part, limite la
taille des données relatives à ce module, et d’autre part, coïncide avec la zone de mattage
susceptible de survenir dans la zone d’application de l’effort, et présentant des problèmes
de modélisation supplémentaires.
La FIGURE 5.1 représente les champs de contrainte pour un rapport L/h égal à 7. L’op-
timisation des dimensions de l’éprouvette sera abordée dans la suite de cette partie.
Comme on travaille en 2D, on se place dans l’hypothèse des contraintes planes. Un tel
essai se fait, néanmoins, sur des éprouvettes de section carrée ou de section rectangulaire
avec un ratio hauteur/largeur h/b proche de 1. Une telle hypothèse implique que le ma-
tériau a le même comportement sur les deux faces (x,y) en z = 0 et z = b, où z est la
troisième coordonnée du repère direct (x,y,z).
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(a) Éprouvette
(b) Champs de contrainte
FIGURE 5.1: Champs de contraintes d’un matériau orthotrope soumis à un essai
de flexion trois points
5.1.2 Analyse de sensibilité
L’essai mécanique étant fixé, il convient de sélectionner les dimensions de l’éprou-
vette qui optimisent l’identifiabilité des propriétés orthotropes recherchées. Par souci de
simplicité, la hauteur de l’éprouvette a été fixée. C’est donc la longueur de l’éprouvette
qui est à optimiser, ou encore, le rapport longueur sur hauteur L/h.
L’influence de l’élancement de la poutre sur la nature des contraintes a été étudiée dans la
littérature [Lekhnitskii, 1963], principalement pour déterminer la longueur optimale qui
permet d’avoir la plus grande sensibilité au cisaillement. Dans notre étude, on cherche
à déterminer la longueur optimale qui fait travailler la poutre en mode mixte (flexion et
cisaillement), afin de pouvoir déterminer le maximum de propriétés élastique à partir d’un
seul essai.
5.1.2.1 Analyse avec la théorie des poutres
FIGURE 5.2: Système mécanique étudié
Dans un premier temps, on étudie la solution analytique d’une poutre en flexion 3
points soumise à un chargement ~P. Grâce à la symétrie du chargement, on peut étudier
un système équivalent correspondant à la moitié de la poutre soumise à un chargement
~F = −~P/2 à une de ses extrémités, et ayant un encastrement à l’autre extrémité (FIGURE
5.2).
Avec les hypothèses RdM, la contrainte σyy est nulle. Il ne sera donc pas possible de
conclure sur l’identifiabilité du module Ey. Cependant, la validité de cette hypothèse pour
les structures élancées étaye la non identifiabilité de ce module dans la configuration d’un
essai de flexion trois points.
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Par ailleurs, d’après la littérature [Lekhnitskii, 1963, Benzeggagh, 2008], une poutre
estampage
flexion
mixte
cisaillement
FIGURE 5.3: Influence de l’élancement sur le mode de sollicitation [Benzeg-
gagh, 2008]
soumise à un essai de flexion trois points serait en cisaillement pur pour un rapport L/h tel
que 2 ≤ L/h ≤ 6, et en flexion simple pour L/h ≥ 14. En mode mixte, on s’attendrait donc
à un rapport L/h compris entre 6 et 14 (FIGURE 5.3). Le rapport L/h< 2 a été naturellement
exclu de l’étude puisque il correspond à une opération d’estampage.
La solution classique de la RdM en flexion nous donne la relation entre les contraintes et
la sollicitation appliquée F :
σxx =
F
I
(L′− x)y (5.3)
σxy =
F
2I
(y2−
b2
4
)y (5.4)
σyy = 0 (5.5)
Le tenseur des contraintes solution s’écrit alors :
[σ] =
[
σxx σxy
σxy 0
]
(5.6)
On se propose de chercher les directions principales associées aux contraintes principales,
en tout point de la poutre, dans le but d’étudier les angles principaux pour différents
rapports L/h. Ce résultat s’obtient par la diagonalisation de la matrice des contraintes. Les
valeurs propres sont donc calculées :
λ1 =
σxx−
√
σxx2 +4σxy2
2
(5.7)
λ2 =
σxx +
√
σxx2 +4σxy2
2
(5.8)
où λi correspond à la contrainte principale σi. On note Vi le vecteur propre correspondant
pour i = 1 : 2, avec :
<V1 > = < σxy
−σxx−
√
σxx2 +4σxy2
2
> (5.9)
<V2 > = < σxy
−σxx +
√
σxx2 +4σxy2
2
> (5.10)
On affiche ensuite les cartes des angles principaux des contraintes en tout point de la
poutre, pour différentes longueurs L. Il s’agit des angles définissant les directions prin-
cipales par rapport au repère globale (axe x). La longueur qui nous intéresse dans cette
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étude, correspondrait à celle qui permet de balayer le plus grand nombre d’angles prin-
cipaux. L’expression d’un angle principal donné, correspond au résultat précédent et dé-
coule directement de l’expression des vecteurs propres de coordonnées xi et yi comme :
θi = arctan(
yi
xi
) (5.11)
La FIGURE 5.4 affiche deux cartes d’angles principaux pour deux rapports L/h qui corres-
pondent, a priori, à une configuration de cisaillement pour la première (FIGURE 5.4(a)),
et une configuration de flexion pour la seconde (FIGURE 5.4(b)).
(a) L/h = 2 (b) L/h = 11
FIGURE 5.4: Cartes des angles principaux θ1 pour deux rapports L/h (en °)
Dans le même sens de comparaison, la distribution de la densité des angles principaux,
notée p(θ), dans les deux éprouvettes, est schématisée dans la FIGURE 5.5. Elle illustre la
proportion des angles par tranche de valeurs.
FIGURE 5.5: Distribution des angles principaux p(θ1) pour différents rapports
L/h
D’après l’expression du tenseur des contraintes étudié (5.6), les angles principaux 0° et
90° correspondent à la contrainte σxx, tandis que l’angle 45° est relatif à la contrainte
de cisaillement. Il apparaît donc qu’un petit rapport L/h, notamment compris entre 2 et
6, favorise le cisaillement, et qu’un rapport plus élevé favorise la traction dans le sens
x. Néanmoins, il est difficile de conclure de manière tranchée sur le rapport optimal. En
effet, il y a coexistence de deux contraintes principales, il est donc difficile de trouver un
critère relatif à leurs orientations.
Remarque :
Si σI = σII et θ = 45°, un état de cisaillement simple est obtenu (σxy). Si
σII = 0 et θ = 0°, un état de contrainte uniaxial σxx est obtenu. Dans les
autres cas, il y a à la fois du cisaillement et de la traction dans le sens x, et θ
n’est qu’un indicateur du mélange. Pour cette raison, on a pensé à un autre
critère basé sur un calcul éléments finis.
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5.1.2.2 Analyse de type MMC
Dans cette partie, on effectue une analyse de sensibilité des champs cinématiques
obtenus avec la méthode des éléments finis et une simulation d’un essai de flexion trois
points en 2D. L’équation d’équilibre mécanique s’écrit, sous sa forme discrète, comme :
K(Q)U = F (5.12)
avec K la matrice de rigidité globale, U le champ de déplacement et F le vecteur des
efforts nodaux. La loi de comportement d’une plaque mince vérifiant l’hypothèse de
Love-Kirchhoff est donnée par la relation (5.2). L’objectif de la démarche est de géné-
rer des champs de déplacement et de déformation pour différentes longueurs de poutres
afin d’étudier leur sensibilité aux paramètres matériels recherchés.
Le calcul de la sensibilité des champs de déformation par rapport aux coefficients Qi j est
fait via la méthode des différences finies. Dans un premier temps, la sensibilité du champ
de déplacement est approximé via un calcul de différence finie à gauche :
∂U
∂Qi j =
U(Qi j)−U(Qi j−∆Qi j)
∆Qi j (5.13)
où ∆Qi j correspond à une petite variation d’une propriété Qi j donnée. Pour s’assurer que
le résultat du calcul de sensibilité est valable, il faut que la perturbation soit sélectionnée
dans l’intervalle de convergence des différences finis. Pour ce faire, des calculs de sensibi-
lité sont menés pour différents pas δQi j , définis tels que : ∆Qi j = δQi j×Qi j. Les résultats de
ces calculs sont illustrés dans la FIGURE 5.6, où sont tracées les sensibilités des champs de
déplacement par rapport aux quatre propriétés orthotropes Qi j, en fonction de la perturba-
tion δQi j , et ce pour différents ratios L/h. Il apparaît qu’un pas δQi j ∈ [exp(−20), exp(−5)]
se situe dans la zone de convergence des différents calculs, pour différents rapports L/h.
Un pas commun δQi j = exp(−15) a donc été retenu pour l’ensemble des calculs.
L’accès à la sensibilité des déformations s’obtient ensuite via la relation suivante :
∂ε(U)
∂Qi j = ε
( ∂U
∂Qi j
)
(5.14)
On peut choisir de traiter la sensibilité des champs de déformation par rapport aux mo-
dules orthotropes Qi j ou aux modules d’Young et de Poisson (Ex,Ey,νxy) auxquels on
peut remonter facilement. En effet, connaissant l’expression de Qi j (5.1), on peut obtenir
la sensibilité par rapport à Ei, par exemple, en calculant :
∂U
∂Ei
=
∂U
∂Qxx
∂Qxx
∂Ei
+
∂U
∂Qyy
∂Qyy
∂Ei
+
∂U
∂Qxy
∂Qxy
∂Ei
+
∂U
∂Gxy
∂Gxy
∂Ei
(5.15)
Les dérivées partielles ∂Qi j∂Ei s’obtiennent directement à partir des expressions des modulesQi j (5.1).
Dans cette étude, le calcul éléments finis est basé sur un maillage Q4 avec quatre points de
Gauss par élément. Le gradient des déformations est calculé aux quatre points de Gauss
de chaque élément. Les trois champs de déformation (εxx,εyy,εxy) sont dérivés par rap-
port aux quatre propriétés élastiques, ce qui donne un total de 12 champs de sensibilité.
Afin de simplifier leur interprétation, il convient d’utiliser la norme euclidienne des gra-
dients calculés pour les trois composantes des déformations, vis-à-vis de chaque propriété
matérielle, telle que :
||
∂ε
∂Qi j ||=
√
∂εxx
∂Qi j
2
+
∂εyy
∂Qi j
2
+
∂γxy
∂Qi j
2
(5.16)
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FIGURE 5.6: Étude de la convergence des sensibilités ∂U/∂Qi j en fonction du
pas δQi j (échelle log)
Il faut noter que les calculs éléments finis faits pour différentes longueurs de poutres
ne peuvent être comparables si on applique un effort de même intensité. En effet, la
contrainte à l’intérieur de l’éprouvette est inversement proportionnelle à la surface, mais
la comparaison se doit d’être pour un même niveau de déformation ou d’énergie de dé-
formation générée dans la poutre. Il faut donc une démarche d’équivalence quand L varie
Plusieurs possibilités peuvent être explorées :
– Les calculs de sensibilité peuvent être normés par le rapport entre le champ ciné-
matique et la propriété considérée :
∣∣∣∣∣∣ ∂ε∂Qi j ∣∣∣∣∣∣/ ∣∣∣ εQi j ∣∣∣ [Arafeh et al., 1995].
– La mise en place d’un critère en contraintes afin de déterminer l’effort maximal à
appliquer à l’éprouvette pour une plus grande sensibilité des champs cinématiques
aux paramètres dépendant du matériau recherchés.
Une autre façon de faire peut consister à adapter l’intensité de l’effort appliqué F pour
chaque longueur de poutre. L’équivalence des efforts appliqués aux éprouvettes de diffé-
rentes longueurs doivent être comparables selon un critère à définir. C’est cette méthodo-
logie qui a été retenue dans la suite :
– Un premier critère basé sur la proportionnalité de la densité d’énergie de défor-
mation est d’abord adopté, et permet d’ajuster le niveau d’effort jusqu’à obten-
tion d’une densité d’énergie de déformation équivalente entre les différents calculs.
La densité d’énergie de déformation élémentaire, notée e(k) pour l’élément e, est
calculée sur l’ensemble des éléments du maillage pour k ∈ [1, ...,Nel], avec Nel le
nombre total d’éléments. La densité d’énergie de déformation moyenne, notée em,
est obtenue en moyennant les densités élémentaires sur l’ensemble, ou une partie,
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des éléments du maillage :
e(k) = 1
2
σ(k) : ε(k)
A (k) (5.17)
em =
1
S
Nel∑
k=1
A (k)e(k) (5.18)
avec A (k) l’aire de l’élément k et S est la surface totale de l’éprouvette.
– D’autres critères basés sur les déformations ont également été testés. Il s’agit de la
moyenne de la norme euclidienne des déformations, notée ||ε||m, et du maximum
de cette norme, noté ||ε||max, tels que :
||ε||m =
1
Nel
Nel∑
k=1
||ε(k)|| (5.19)
||ε||max = max
k
||ε(k)|| (5.20)
avec :
||ε(k)||=
√
ε2xx + εyy
2 + γ2xy (5.21)
La FIGURE 5.7 affiche les cartes de sensibilité des déformations en échelle log, pour trois
rapports L/h, associés, respectivement, à du cisaillement pur, au mode mixte, et à de la
flexion simple, d’après la littérature. Ces sensibilités sont calculées ici avec le critère
d’équivalence des densités d’énergie de déformation.
(a) L/h = 4
(b) L/h = 9
(c) L/h = 14
FIGURE 5.7: Norme des sensibilités des déformations pour trois rapports L/h
(échelle log)
Afin de sélectionner le ratio L/h correspondant à la plus grande sensibilité par rapport
à l’ensemble des propriétés, il serait intéressant de moyenner ces sensibilité afin d’affi-
cher une courbe qui corrèle la sensibilité à la longueur de poutre. Pour éviter de biai-
ser les moyennes des sensibilités, les zones insensibles, d’une part, et de concentration
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de contrainte, d’autre part, seront exclues. Un choix de moyennage plus judicieux peut
consister en la sélection de zones de moyennage propres à chaque propriété matérielle,
dépendant de la zone de plus grande sollicitation de chacune.
Les champs de sensibilité sont calculés aux points de Gauss. Par conséquent, un premier
moyennage est fait dans chaque élément Q4, et un second est fait sur la zone choisie, tel
que :
< ||
∂ε
∂Qi j ||>=
1
m
m
∑
k=1
||
∂εk
∂Qi j || (5.22)
avec m le nombre de mailles dans la zone sélectionnée. Deux zones de moyennage ont
été comparées : une partie du maillage qui ne tient pas compte des points d’appui et
d’application de l’effort, et une deuxième qui couvre la totalité de l’éprouvette. Ceci est
illustré FIGURE 5.8.
La FIGURE 5.9(a) affiche les courbes de la sensibilité moyennée en fonction du ratio
(a) prise en compte de toutes les mesures (b) zone de moyennage restreinte
FIGURE 5.8: Zones testées pour le moyennage des sensibilités
L/h sur la zone 5.8(b). Les courbes continues correspondent au critère d’équivalence du
chargement basé sur la densité d’énergie de déformation, les courbes en pointillés au
critère sur la moyenne de la norme des déformations, et les courbes en trait mixte au critère
du maximum de la norme des déformations. Les tendances des différentes courbes, par
propriété matérielle, sont compatibles avec les résultats issus de la RdM (FIGURE 5.3). Les
trois critères convergent vers le même intervalle optimal correspondant à un compromis
entre les sensibilités maximales des quatre propriétés orthotropes, à savoir L/h ∈ [8,10].
De même, la FIGURE 5.9(b) montre que les deux zones de moyennage testées, avec et sans
zones de concentration de contrainte, donnent quasiment le même résultat. Par ailleurs, la
faible sensibilité des champs de déformation au coefficient Qyy est observée sur les deux
figures, tous critères confondus.
Au final, vu les résultats similaires obtenus avec les trois critères d’équivalence ex-
plorés, un rapport L/h ∈ [8,10] semble pertinent vis-à-vis de l’identifiabilité d’un nombre
maximum de modules orthotropes. Cette plage de valeurs est donc retenue pour l’iden-
tification de modules orthotropes à partir d’exemples numériques. Elle sera, par ailleurs,
confrontée à la qualité des résultats d’identification pour différents ratios L/h.
5.1.3 Identification de propriétés orthotropes homogènes
Toujours dans le cadre d’un essai de flexion trois points, on cherche à identifier les
propriétés élastiques d’un matériau orthotrope. L’identification de propriétés homogènes,
puis hétérogènes, sera menée avec la méthode d’erreur en relation de comportement modi-
fiée. Deux configurations de matériaux hétérogènes sont étudiées : un matériau sandwich
et une configuration de propriétés en forme d’échiquier.
L’éprouvette, dans le cadre d’un essai de flexion trois points, dispose d’informations de
bords libres abondantes. La formulation de l’ERdC modifiée utilisée ici tient compte de
l’information bord libre.
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(a) Résultat pour l’ensemble des critères d’équiva-
lence testés
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(b) Résultat pour deux zones de moyennage diffé-
rentes - critère em équivalente
FIGURE 5.9: Courbes sensibilité-longueur pour les différents critères d’équiva-
lence de l’effort
5.1.3.1 Choix de l’algorithme de minimisation
Ayant pour objectif d’identifier le maximum de propriétés orthotropes, on cherche ici à
évaluer quelques algorithmes de descente afin de sélectionner le plus pertinent. Le nombre
des propriétés identifiables s’élève à 3 dans le cas d’un matériau homogène, puisque l’on
doit fournir une propriété pour recaler les autres en l’absence de donnée d’effort, et à 7
s’il s’agit d’un bi-matériau.
Le choix de l’algorithme de minimisation sera basé sur la qualité des valeurs identifiées,
d’une part, et le temps de calcul, d’autre part. Les algorithmes de minimisation testés
proviennent de la toolbox Matlab et sont les suivants :
1. algorithme à région de confiance, noté TR pour trust region, basé sur la méthode
de Newton. Cet algorithme consiste à calculer, à chaque itération, une solution ap-
prochée avec la méthode du gradient conjugué pré-conditionné (PCG). (fonction
Matlab : fmininc)
2. algorithme à région de confiance avec bornes, noté TR-R pour trust region reflec-
tive, qui diffère du précédent par l’utilisation de bornes de recherche. Ici, l’inter-
valle fourni est [0.7×θ0,1.3×θ0] avec θ0 le vecteur des propriétés matérielles de
référence. (fonction Matlab : fmincon)
3. méthode BFGS [Bryson et Ho, 1975, Cailletaud et Pilvin, 1994], qui est un algo-
rithme à directions de descente de quasi-Newton utilisant la formule “Broydon-
Fletcher-Goldfarb-Shanno” pour l’estimation de la matrice Hessienne, au lieu de la
calculer explicitement. (fonction Matlab : fmininc)
4. algorithme de Levenberg-Marquardt, noté L-M, qui réalise un compromis entre l’al-
gorithme de Gauss-Newton et l’algorithme du gradient.
Ces algorithmes ont été appliqués afin d’identifier des propriétés homogènes puis hété-
rogènes. Les champs de déplacement étant perturbés, l’évaluation de chaque algorithme
consiste à vérifier si le minimum de la fonction coût est bien retrouvé, en le comparant
au vrai minimum de la fonction coût. Pour ce faire, la fonction coût est évaluée dans un
intervalle de valeurs centré sur la valeur de référence, pour chacune des propriétés ortho-
tropes recherchées, en fixant les autres égales aux valeurs identifiées. C’est donc l’écart
entre les deux minima qui fait foi de la pertinence de chaque algorithme.
Dans chaque cas étudié, les fonctions coût sont tracées pour chaque propriété matérielle
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identifiée, et ce pour les différentes méthodes de descente testées. Les résultats d’identifi-
cation sont tous normés par les valeurs des paramètres matériels de référence.
Comme vu dans la partie 5.1.2, la propriété Qyy est la moins évidente à identifier à partir
d’un essai de flexion trois points, puisque le module d’Young Ey est faiblement sollicité en
élasticité. Dans ce contexte, il peut paraître raisonnable de fournir une estimation de Qyy
en vue d’identifier le reste des propriétés. Deux cas sont testés : un premier où l’on four-
nit cette propriété pour un des deux matériaux présents, et un second cas où l’on fournit
Qyy pour les deux matériaux. Ce dernier permettrait de voir si l’identification s’en trouve
améliorée en fournissant plus d’une propriété de recalage.
Par ailleurs, il faut noter que la qualité des contrastes de rigidités va probablement dé-
pendre de la qualité de la propriété fournie, vis-à-vis de laquelle elles seront recalées.
En effet, les différentes propriétés Qi j ainsi recalées dépendent du ratio Qii/Qyy, si l’on
fournit Qyy. Or, même en présence de l’information effort de chargement, Qyy étant diffi-
cilement identifiable, le rapport Qii/Qyy serait, a priori, de mauvaise qualité. Dans ce cas
de figure, il peut être intéressant de fournir comme information une propriété autre que
Qyy, par exemple Qxx. Pour les départager, il convient de comparer la qualité des deux
propriétés orthotropes restantes : Qxy et Gxy, selon que l’on fournit Qyy ou Qxx.
Pour la partie identification, les premières valeurs requises pour les différents algorithmes
de descente qui seront testés, sont toutes initialisées avec le même coefficient par rapport
aux valeurs de référence. Ce coefficient est pris égal à 0.7.
5.1.3.2 Cas d’un comportement homogène
Dans le cas d’un matériau homogène, on cherche à identifier trois parmi les quatre
propriétés orthotropes, en fournissant une propriété de recalage, par exemple Qyy ou Qxx.
La géométrie de la poutre étudiée est un paramètre important pour l’identifiabilité des
propriétés orthotropes, en particulier, le rapport L/h. D’après la littérature, et l’étude de
sensibilité menée en ce sens dans la partie 5.1.2.2, il apparaît qu’un rapport L/h compris
entre 8 et 10 permet de solliciter le matériau en mode mixte (cisaillement et traction selon
x) de façon optimale vis-à-vis de l’identification de l’ensemble des propriétés élastiques
orthotropes. Dans cette étude, on se propose de comparer les résultats d’identification pour
plusieurs longueurs de poutre afin de faire la corrélation avec l’étude de sensibilité, d’une
part, et de sélectionner le rapport L/h optimal vis-à-vis de l’identification des propriétés
orthotropes recherchées en se basant sur la robustesse des algorithmes de minimisation
utilisés.
Les mesures sont construites artificiellement grâce à un calcul éléments finis. Une grille
de mesure de même finesse (taille de 30×70 points de mesure) est construite et est fixée
pour l’ensemble des longueurs de poutre testées. Dans la FIGURE 5.10 sont affichés les
champs de déformation de référence pour un rapport L/h = 7.
Il a été d’abord vérifié qu’une identification menée avec des données en déplacement non
FIGURE 5.10: Champs de déformation pour un rapport L/h = 7
bruitées donne les propriétés de référence comme valeurs identifiées pour l’ensemble des
algorithmes testés. On se propose alors de mener l’identification avec des mesures brui-
tées uniquement. L’amplitude des perturbations est choisie égale à 5% de la moyenne du
champ de déplacement, et un seul tirage de bruit blanc gaussien est utilisé. Seule l’ampli-
tude du bruit change, en fonction du champ de déplacement correspondant à chaque cas
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étudié pour garantir une erreur relative constante.
X
X
X
X
X
X
X
X
X
X
XX
L/h
θi identifié Qxx/Q0xx Qxy/Q0xy Gxy/G0xy Temps (min)
TR TR-R BFGS L-M
4 0.9708 0.9741 1.0230 28 28 0.3 1.3
5 0.9814 0.9778 1.0525 29 29 0.3 4
6 0.9525 0.9704 1.0179 72 72 0.7 7.7
7 0.9744 0.9873 1.0404 90 90 1 5 6.8
8 1.0123 0.9952 1.0678 109 108.7 1.35 16.5
9 0.9472 0.9874 1.0339 132 132 12.9 14.3
10 0.9988 1.0191 1.0471 180 179.7 2.2 17
11 1.0471 1.0587 1.0614 187.7 196.6 2.29 36
12 1.0872 1.0248 1.0711 330 333.4 3.27 109
13 0.9476 1.0311 1.0389 355 360 3.8 138
14 1.0701 1.0845 1.1692 375 380 4.1 113
TABLEAU 5.1: Identification basée sur plusieurs algorithmes de descente et dif-
férents rapport L/h - bruit de mesure de 5% - Qyy fourni
Le tableau 5.1 regroupe les résultats d’identification des trois propriétés orthotropes Qxx,
Qxy et Gxy pour des rapports L/h allant de 4 à 14. Les valeurs en gras sont les plus proches
des valeurs de référence et indiquent ainsi le rapport L/h le plus adéquat pour chacune
des trois propriétés. Ces résultats viennent confirmer l’étude de sensibilité, puisque les
modules Qxx et Qxy sont mieux identifiés pour un rapport L/h égal à 8 et 10. Le module
de cisaillement est mieux identifié pour un rapport L/h = 6, ce qui corrobore l’utilisation
d’un tel rapport pour un essai de cisaillement pur. Ces résultats sont récapitulés dans la
FIGURE 5.11 à travers les erreurs d’identification, normées par les valeurs de référence,
en fonction des rapports L/h, telles que eθ = |Q0i j−Qi j|/Q0i j. On remarque que les erreurs sont
faibles globalement.
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FIGURE 5.11: Erreur d’identification en fonction du rapport L/h
Par ailleurs, les quatre algorithmes de descente convergent vers les même valeurs dans
le cas de l’identification homogène, avec une valeur d’initialisation de 0.7× θ0. Seul le
temps de calcul est différent. On remarque que, contrairement à un algorithme à région
de confiance, les algorithmes BFGS et L-M sont les moins coûteux, pour des résultats
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d’identification identiques. En effet, une méthode de type quasi-Newton comme la mé-
thode BFGS converge de façon quadratique à proximité de la solution tandis que la mé-
thode à région de confiance converge lentement, ce qui conduit à un nombre important de
résolutions du problème de base. Le coût de calcul devient en conséquence trop important.
Le tableau 5.2 regroupe les résultats d’identification des deux propriétés Qxy et Gxy selon
que l’on fournit la propriété Qxx ou Qyy, pour un rapport L/h donné de 7. Il apparaît que
les résultats sont identiques dans le cas homogène. Le même résultat a été obtenu pour
d’autres rapports L/h, en matière d’équivalence entre ces deux cas de figure.
`
`
`
`
`
`
`
`
`
`
`
`
`
``
θ fournie
θ identifiée Qxy/Q0xy Gxy/G0xy
Qxx 0.9873 1.0404
Qyy 0.9873 1.0404
TABLEAU 5.2: Comparaison entre le recalage avec Qyy et Qxx pour un bruit de
mesure de 5% (L/h = 7)
Outre la qualité d’identification qui, dans le cas homogène, est identique pour l’ensemble
des algorithmes de minimisation, les minima obtenus sont comparés au minimum réel de
la fonction coût : on trace cette dernière pour chacune des trois propriétés recherchées, en
fixant les autres égales aux valeurs identifiées. On obtient ainsi trois fonctions coût pour
chacun des quatre algorithmes testés, ainsi qu’un tracé du gradient dans la direction du
paramètre correspondant.
FIGURE 5.12: Évaluation de l’identification pour un matériau homogène
FIGURE 5.12 représente l’évaluation de la fonction coût du problème d’identification,
pour 3 propriétés orthotropes, quand on fournit la propriété Qyy. L’intervalle d’évalua-
tion contient seulement 6 points centrés sur la valeur de référence. Le trait vertical en
pointillés rouges indique la valeur identifiée par l’algorithme de descente représenté, qui
est à comparer au minimum observé sur la fonction coût. Les valeurs identifiées semblent
correspondre à ce minimum à chaque fois. Par ailleurs, la courbe du gradient calculé est
tracée à côté de chaque fonction coût et confirme sa bonne évaluation dans le cas d’un
comportement orthotrope.
5.1.4 Identification de propriétés orthotropes hétérogènes
Cette partie s’intéresse à l’identification des propriétés matérielles d’une éprouvette
hétérogène sollicitée en flexion trois points. Le cadre d’identification est le même que
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précédemment, les mesures sont les déplacements et les bords libres sont connus et pris
en compte.
On s’intéresse donc à l’évaluation des algorithmes de descente lors de l’identification
d’un comportement orthotrope hétérogène et la robustesse de la formulation par rapport
au bruit. L’éprouvette testée a un rapport L/h = 7. L’identification avec des mesures non
perturbées donne, pour tous les cas de figure testés, les valeurs de référence. Par consé-
quent, les champs de déplacements des différents cas d’étude sont perturbés avec une
amplitude de bruit égale à 5% de la moyenne des déplacements, et un même tirage de
bruit blanc gaussien.
5.1.4.1 Configuration d’un matériau stratifié
L’éprouvette est maillée avec l’outil Gmsh [Geuzaine et Remacle, 2009] en utilisant
des éléments T3. Dans cette étude, l’interface entre les deux matériaux n’est pas régulière
(FIGURE 5.13). L’affectation des deux matériaux est faite après l’opération de maillage.
Le matériau au milieu du stratifié, noté ici matériau 2, a une rigidité deux fois plus petite
que celle du matériau 1 (facteur 1/2 sur les modules d’Young et le module de cisaillement).
FIGURE 5.13: Configuration stratifié
Les tableaux 5.3 et 5.4 récapitulent les résultats d’identification de sept propriétés hétéro-
gènes, en fournissant une propriété d’un seul des deux matériaux, ici matériau 1, respec-
tivement Qyy et Qxx.
Qxx/Q0xx Qyy/Q0yy Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9199 1.0018 0.9802 1.0022 1.0203 0.9085 1.0519 9.37
TR 0.8260 0.6174 0.3152 0.9794 0.3237 0.7432 1.1665 134.9
BFGS 0.8875 0.9956 0.7000 0.9787 0.8389 0.8340 1.2571 3.15
TR-R 0.8875 0.9956 0.7000 0.9787 0.8389 0.8340 1.2571 34.1
TABLEAU 5.3: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - un seul Qyy fourni
Qyy/Q0yy Qxx/Q0xx Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 1.0771 0.9855 1.0100 1.0953 1.0012 0.9987 1.0707 9.2
TR 1.2098 0.3823 0.7480 1.1851 0.3926 0.9001 1.4116 134
BFGS 1.1369 0.7000 1.0341 1.1186 0.8213 0.9458 1.3 2.8
TR-R 1.1369 0.7000 1.0341 1.1186 0.8213 0.9458 1.3000 34
TABLEAU 5.4: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - un seul Qxx fourni
Les valeurs en gras sont les plus proches des valeurs de référence et pointent, dans les
deux cas, l’algorithme de Levenberg-Marquardt. Les temps de calcul correspondants, de
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l’ordre de 9 minutes, semblent raisonnables.
Le résultat d’identification des propriétés Qxy et Gxy dans les deux cas de figure n’est pas
concluant quant à la pertinence de la donnée de recalage en Qyy ou Qxx. C’est-à-dire qu’il
n’y a pas de tendance sur les résultats d’identification qui favorise le recalage avec un
module ou l’autre dans le cas étudié.
La FIGURE 5.14 montre les fonctions coût de chacune des 7 propriétés identifiées, ainsi
que la valeur identifiée par l’algorithme de Levenberg-Marquardt en pointillés rouges,
dans le cas où Q1xx est fourni. Les fonctions coût relatives au matériau 1 semblent plus
convexes que celles du matériau 2. Cela peut être expliqué par des mesures plus riches
pour le matériau 1 vu qu’il occupe une plus grande surface dans l’éprouvette. Les fonc-
tions coût, évaluées ici en seulement six points, et bien que d’aspect aplati, ont bien des
minima très proches des valeurs de référence, ce qui montre la robustesse de la formula-
tion et de l’algorithme de L-M.
(a) Matériau 1 (b) Matériau 2
FIGURE 5.14: Fonction coût de la configuration stratifié - un seul Qxx fourni
Les tableaux 5.5 et 5.6 récapitulent les résultats d’identification de 6 propriétés hétéro-
gènes, lorsque l’on fournit une même propriété pour les deux matériaux présents, respec-
tivement Qyy et Qxx.
Qxx/Q0xx Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9229 1.0001 1.0070 1.0244 0.9168 1.0511 9.2
TR 0.9025 1.2660 0.9793 1.2416 0.8551 1.2832 117
BFGS 0.9025 1.2660 0.9793 1.2416 0.8551 1.2832 5.4
TR-R 0.9025 1.2660 0.9793 1.2416 0.8551 1.2832 29.6
TABLEAU 5.5: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - Qyy fourni pour les deux matériaux
La méthode de descente donnant les meilleurs résultats dans les deux cas est la méthode de
Levenberg-Marquardt. En comparaison avec la donnée d’une seule propriété de recalage,
les résultats ne confirment pas une plus grande robustesse avec deux propriétés fournies.
La FIGURE 5.15 montre que le minimum de la fonction coût est plutôt bien détecté par
l’algorithme L-M, et que le gradient est bien évalué pour les deux matériaux, et ce selon
que l’on fournit la propriété Qyy ou Qxx.
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Qyy/Q0yy Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 1.0771 0.9864 1.0956 0.9975 0.9973 1.0703 9.1
TR 1.1873 0.5184 1.1490 0.6468 0.9127 1.4665 115
BFGS 1.1343 0.7000 1.1177 0.7990 0.9466 1.3000 3.5
TR-R 1.1343 0.7000 1.1177 0.7990 0.9466 1.3000 29.5
TABLEAU 5.6: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - Qxx fourni pour les deux matériaux
(a) Matériau 1 (b) Matériau 2
FIGURE 5.15: Fonction coût de la configuration stratifié - les deux Qyy fournis
5.1.4.2 Configuration d’un matériau en échiquier
La distribution du deuxième bi-matériau étudié est représentée dans la FIGURE 5.16,
où le matériau noté 1 est coloré en noir. Le rapport de rigidité entre les deux matériau est
le même que pour le stratifié, à savoir un facteur 2. L’affectation des propriétés est faite
ici encore après l’opération de maillage, d’où l’irrégularité des interfaces entre les deux
matériaux.
L’identification de sept propriétés orthotropes est menée avec les quatre algorithmes de
FIGURE 5.16: Configuration en échiquier
descente, avec un recalage par rapport au module Q1yy puis Q1xx.
Qxx/Q0xx Qyy/Q0yy Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9727 0.9947 1.0002 0.9716 1.0051 1.0268 1.0414 9.7
TR 1.0076 1.0404 1.0602 0.9632 1.0568 1.0547 1.1814 143
BFGS 1.0077 1.0408 1.0608 0.9633 1.0575 1.0549 1.1815 2.3
TR-R 1.0063 1.0366 1.0550 0.9631 1.0511 1.0531 1.1803 36
TABLEAU 5.7: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - un seul Qyy fourni
110 Thèse de doctorat - M. Ben Azzouna - 2013
5.1. Vers l’identification de propriétés orthotropes hétérogènes
Qyy/Q0yy Qxx/Q0xx Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9977 1.0076 0.9976 0.9847 0.9971 1.0544 1.0830 9.7
TR 0.9915 1.0537 1.0333 0.9552 1.0503 1.0470 1.1723 143
BFGS 0.9915 1.0537 1.0334 0.9552 1.0503 1.0470 1.1723 2
TR-R 0.9919 1.0514 1.0318 0.9557 1.0477 1.0467 1.1724 36.2
TABLEAU 5.8: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - un seul Qxx fourni
D’après les tableaux 5.7 et 5.8, il apparaît que, globalement, l’algorithme de minimisation
de Levenberg-Marquardt est celui qui donne les meilleurs résultats d’identification, pour
un temps de calcul inférieur à 10 minutes. Par ailleurs, la qualité des valeurs identifiées
dans la configuration en échiquier se prête mieux à l’identification d’une grande partie
des 7 propriétés orthotropes hétérogènes, en comparaison avec la configuration du strati-
fié. Les erreurs varient entre 0.02% et 4.1% en fournissant Qyy, et entre 0.023% et 8.3%
en fournissant Qxx, avec l’algorithme de Levenberg-Marquardt.
Comme précédemment, la qualité de la recherche du minimum est vérifiée pour chaque
propriété identifiée. La FIGURE 5.17 représente la fonction coût pour chacune des 3 pro-
priétés recherchées du 1er matériau, et des 4 propriétés du 2e matériau, dans les cas où l’on
fournit la propriété Qyy du matériau 1.
(a) Matériau 1 (b) Matériau 2
FIGURE 5.17: Fonction coût de la configuration échiquier - un seul Qyy fourni
Qxx/Q0xx Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9726 0.9948 0.9714 1.0051 1.0265 1.0415 9.6
TR 0.9931 0.9996 0.9629 0.9943 1.0334 1.1684 123
BFGS 0.9931 0.9996 0.9629 0.9943 1.0334 1.1684 1.6
TR-R 0.9931 0.9996 0.9629 0.9943 1.0334 1.1684 31.2
TABLEAU 5.9: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - Qyy fourni pour les deux matériaux
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Qyy/Q0yy Qxy/Q0xy Gxy/G0xy T (min)
mat 1 mat 2 mat 1 mat 2 mat 1 mat 2
L-M 0.9980 1.0081 0.9841 0.9994 1.0542 1.0879 9.4
TR 0.9981 1.0129 0.9655 0.9988 1.0414 1.1723 123
BFGS 0.9981 1.0129 0.9655 0.9988 1.0414 1.1723 1.4
TR-R 0.9981 1.0129 0.9655 0.9988 1.0414 1.1723 31.2
TABLEAU 5.10: Identification de propriétés orthotropes hétérogènes- amplitude
du bruit de 5% - Qxx fourni pour les deux matériaux
Les tableaux 5.9 et 5.10 récapitulent les résultats d’identification quand on fournit la pro-
priété Qyy ou Qxx pour les deux matériaux présents. Les erreurs d’identification des mo-
dules Qxy et Gxy varient entre 0.5% et 4.1% dans le 1er cas, et entre 0.06% et 5.4% dans le
2e cas. Les erreurs de ces deux modules, dans les deux configurations hétérogènes (strati-
fié et échiquier), varient entre 0.5% et 4.1% quand une seule propriété Qyy est fournie, et
entre 0.029% et 8.3% quand une seule propriété Qxx est fournie. Le dernier cas s’est donc
amélioré alors que le premier, avec une seule propriété Qyy, est constant. Par ailleurs, le
recalage des rigidités Qxy est meilleur avec la propriété Qxx fixée, alors que celui de la
rigidité de cisaillement Gxy est meilleur avec la donnée de Qyy.
Dans FIGURE 5.18, sont tracées les fonctions coût pour les trois propriétés orthotropes
des deux matériaux, quand Qyy est fournie. La détection du minimum par l’algorithme
de descente de Levenberg-Marquardt, ainsi que le gradient qui lui est fourni, s’avèrent de
bonne qualité.
(a) Matériau 1 (b) Matériau 2
FIGURE 5.18: Fonction coût de la configuration échiquier - les deux Qyy fournis
5.1.4.3 Identification de propriétés hétérogènes
Afin de caractériser l’identification de propriétés orthotropes hétérogènes en termes
de moyenne et d’écart-type, on choisit de mener une étude de Monte-Carlo sur l’identifi-
cation des propriétés d’un composite stratifié, avec 1200 tirages de bruit blanc gaussien.
D’après l’étude du cas homogène, le rapport L/h optimal vis-à-vis de l’identification des
propriétés orthotrope est égal à 10. L’algorithme de minimisation donnant les meilleurs
résultats d’identification hétérogène, aussi bien pour la configuration en échiquier que
stratifié, est celui de Levenberg-Marquardt. Ce sont donc ces choix qui sont faits ici.
La FIGURE 5.19 représente l’architecture du composite testé, avec, cette fois, une interface
régulière entre les strates lors du maillage fait avec des éléments T3. Le matériau noté 2
est celui affecté à la couche au milieu du stratifié. Les hauteurs des trois couches sont les
mêmes.
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1
2
FIGURE 5.19: Architecture du composite étudié
FIGURE 5.20 montre les champs de contrainte et de déformation associés à ce cas d’étude.
Les caractéristiques des deux matériaux présents pour le calcul de référence sont les sui-
vantes :
(i) matériau 1 : E1x = 25000 MPa ; E1y = 35000 MPa ; ν1yx = 0.22 ; G1xy = 5200 MPa
(ii) matériau 2 : E2x = 18000 MPa ; E2y = 15000 MPa ; ν2yx = 0.25 ; G2xy = 3500 MPa
(a) Champs de déformation
(b) Champs de contrainte
FIGURE 5.20: Champs de contrainte et de déformation - matériau stratifié avec
L/h = 10
Afin de recaler les contrastes de rigidité, en l’absence d’information de type effort, la
rigidité Q1yy, relative ici au matériau 1, a été fournie.
FIGURE 5.21: Résultats d’identification pour deux niveaux de perturbations
La FIGURE 5.21 présente les résultats d’identification des sept propriétés orthotropes res-
tantes du bi-matériau pour deux niveaux de perturbation (2% et 5%), normées par les
valeurs de références. Il s’agit de barres d’erreurs < θ/θ0 > ±σθ/θ0 . L’erreur d’identifi-
cation est raisonnable pour l’ensemble des propriétés orthotropes, même si relativement
plus élevée pour le module Qxy.
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5.2 Identification à partir de données expéri-
mentales
5.2.1 Essai et matériau
On se place dans le cadre d’un essai de flexion trois points sur une éprouvette droite en
composite à matrice organique (CMO). Les dimensions de l’éprouvette sont : 121mm×
20mm× 20mm. L’essai a été mené avec plusieurs cycles de charge/décharge jusqu’à
rupture [Zhang, 2012]. Des images aux pics des premiers cycles sont exploitées pour
construire un champ de déplacement par CIN.
Le matériau est un composite avec des fibres de verre et une matrice polyester. Il contient
également des coutures dans l’épaisseur qui ont pour but de limiter le phénomène de
délaminage dans la phase endommagement. Les images ont été prises sur la tranche de
l’éprouvette (plan (x,y)) de sorte que les coutures qui traversent le matériau apparaissent
verticalement (selon l’axe y). Dans le cadre d’une étude en 2D, on fait ici l’hypothèse des
contraintes planes.
Le rapport L/h de l’éprouvette est égal à 5.5, ce qui situe l’essai dans une configuration de
cisaillement quasi-pur. Le but est alors d’identifier le module de cisaillement Gxy, connais-
sant les autres modules qui sont : les modules d’Young longitudinal et transversal et les
coefficients de Poisson, dans le plan d’orthotropie (x,y). Ces modules sont fournis avec
des incertitudes de 2% à 6%.
Enfin, le champ de déplacement a été obtenu avec l’outil de corrélation VIC-2D pour une
taille de ZOI de 16 pixels. La taille du pixel correspond ici à une longueur physique de
60µm.
5.2.2 Les différents cas d’études
FIGURE 5.22: Essai de flexion trois points sur composite CMO cousu
Les images en notre possession ne couvrent pas la totalité de l’éprouvette, mais plutôt
la région entre appuis, dans la direction longitudinale suivant l’axe x (FIGURE 5.22). Dans
ce cas de figure, outre les deux variantes de l’ERdC modifiée, sans conditions aux limites
et avec bords libres, une variante en fonction de la taille de la zone de calcul s’ajoute. On
s’intéressera donc à mener l’identification pour différentes zones de calcul. Une première
zone égale à la zone photographiée, où l’on ne pourra prendre que les bords libres en haut
et en bas, et une deuxième zone de calcul qui couvre l’éprouvette entière. Dans le premier
cas de figure, la zone de calcul n’est pas complètement égale à la zone de mesure de taille
Ames, vu que les mesures sont rognées à cause de problèmes de convergence du calcul de
CIN sur les bords de l’image. On distinguera donc deux tailles pour le calcul : la taille
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de référence A re f qui est la taille totale de l’éprouvette (schématisée FIGURE 5.23(c)), et
la taille de la zone photographiée A ph (FIGURE 5.23(a) et FIGURE 5.23(b)). On fait donc
jouer la taille de la zone de calcul qui sera tantôt égale à la taille de référence, tantôt égale
à la taille de la zone photographiée.
Prendre une zone de calcul qui couvre la taille réelle de l’éprouvette (de taille A re f ) devrait
être bénéfique pour la formulation ERdC modifiée avec bords libres, a priori, puisque
on y gagne le rajout de l’information fiable sur les bords libres à gauche et à droite de
l’éprouvette. Quant à la formulation sans conditions aux limites, il n’y a, a priori, pas
de gain en matière d’informations. En l’absence de régularisation, agrandir la taille de la
zone de calcul ferait juste apparaître des problèmes de noyau pendant la résolution.
Dans ce qui suit, les résultats seront classés selon la formulation de l’ERdC modifiée
adoptée d’une part, et la taille de la zone de calcul d’autre part.
(a) Avec bords libres, A cal = A ph (b) Sans CL, A cal = A ph
(c) Avec bords libres, A cal = A re f
◦ : Bords libres, ⊞ : zone de référence,  : zone de calcul
FIGURE 5.23: Différentes tailles de zone de calcul et conditions aux limites
prises en compte (champ de déplacement expérimental Ux)
Vu les différents paramètres mis en jeu, une attention particulière est portée au calcul
de l’hyper-paramètre α. Celui-ci doit être en accord avec les zones de calcul choisies, tel
que :
α =
∫
Ωc(σ
ref : εref) dΩc
||U˜ ||2
(5.23)
avec Ωc le domaine de calcul, U˜ le champ de déplacement mesuré, et σref et εref sont,
respectivement, le champ de contrainte et de déformation calculés pour un module de
cisaillement initial obtenu avec une approche d’identification basée sur la RdM. D’après
(5.23), les poids des deux termes de la fonctionnelle de l’ERdC modifiée sont, ici encore,
égaux.
Lorsque la zone de calcul est égale à la zone de mesure, α est ici estimé via un calcul
éléments finis avec des conditions aux limites en déplacement, obtenues à partir du champ
de déplacement expérimental. Dans le cas où la zone de calcul est égale à la zone de
référence, un calcul éléments finis avec des conditions aux limites mixtes est mené, grâce
à la résultante d’effort mesurée, permettant ainsi d’estimer α sur la zone de référence.
Remarque :
Il faut noter que l’utilisation de l’hypothèse de contrainte plane n’est pas très
justifiée dans le présent cas d’étude, du fait de l’effet de l’épaisseur, égale
à la hauteur de l’éprouvette. L’exploitation d’un tel essai nécessite donc la
mise en œuvre d’un modèle 3D. Une autre façon de le traiter consisterait à
effectuer des mesures de champs par stéréo-corrélation sur les deux faces op-
posées de l’éprouvette afin de quantifier le déplacement hors plan des deux
côtés, et remonter ainsi à une déformation moyenne hors plan (hypothèse
d’homogénéité des contraintes dans l’épaisseur).
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5.2.3 Résultats
Comme on cherche ici un seul paramètre matériel, l’identification est menée via l’éva-
luation de la fonction coût sur une grille fine de valeurs (intervalle de confiance), avec une
précision de 0.1%. Il est ainsi possible de tracer la fonction coût dans une plage de valeurs
pour déterminer son minimum. L’image exploitée pour construire le champ de déplace-
ment a été prise au pic du deuxième cycle de charge, pour une résultante d’effort F = 8980
N.
Dans ce qui suit, on va afficher la fonction coût G ainsi que ses deux composantes
G1 et G2, afin d’interpréter le comportement de chaque formulation de l’ERdC modifiée,
suivant la taille de la zone de calcul et la nature des conditions sur le bord. Ici, le ratio
entre la taille des mesures et la taille de la plus petite zone de calcul considérée (la zone
photographiée) est égal à 91%, du fait de l’absence de données en déplacement sur le
bord. Quand la taille de la zone de calcul couvre la totalité de la zone de référence, ce
ratio se réduit à 74%.
Les FIGURE 5.24(a) et FIGURE 5.24(b) représentent la fonction coût G et ses deux com-
posantes pour une taille de zone de calcul égale à la zone photographiée, dans les cas
sans conditions aux limites et avec bord libre schématisés aux FIGURE 5.23(b) et FIGURE
5.23(a). D’après les résultats d’identification récapitulés dans le TABLEAU 5.11, on trouve
des résultats différents, tels que :
1. sans conditions aux limites : Gxy = 4360 MPa et le terme d’erreur de modèle donne
une valeur en dehors de l’intervalle de confiance.
2. avec bords libres : Gxy = 4780 MPa et le terme d’erreur de modèle a été régularisé
avec l’ajout d’information sur une partie du bord.
La FIGURE 5.24(c) montre l’allure de la fonction coût pour une formulation ERdC mo-
difiée avec bords libres, et pour une taille de zone de calcul égale à la taille réelle de
l’éprouvette. Le parti pris était qu’un gain serait acquis grâce à l’ajout d’informations
fiables sur les nouveaux bords à droite et à gauche de l’éprouvette. En contre partie, le
ratio Ames/A cal est naturellement plus petit. Ne disposant pas réellement de valeur de
référence pour le module de cisaillement recherché, on peut estimer que les résultats ob-
tenus avec une zone de calcul égale à la zone photographiée et une formulation ERdC
modifiée avec toute l’information bord libre disponible peuvent être considérés comme
des résultats de référence. On remarque que la valeur nouvellement identifiée est un peu
différente : Gxy = 4730 MPa, et est notamment retrouvée avec la composante G1 et G2.
Cette formulation semble apporter un certain équilibre entre les deux composantes de la
fonction coût. La composante G1 demeure plus petite que αG2, avec α = 0.57, mais il
ne paraît pas nécessaire de jouer sur la pondération des deux composantes puisque on
retrouve la même valeur de Gxy.
Enfin, la méthode FEMU a été appliquée avec des conditions aux limites de type
Dirichlet, prises à partir du champ mesuré et imposées de manière forte aux bords du
domaine. La formualtion avec des CL mixtes n’est pas présentée puisque les incertitudes
liées aux hypothèses de répartition de la résultante de l’effort ne peuvent être évitées.
La taille de la zone de calcul ne peut, ici, excéder la taille des champs de déplacement
mesurés et est donc égale à Ames. Les résultats de l’identification sont récapitulés dans le
tableau 5.12.
Au final, la formulation ERdC modifiée sans CL a donné le même résultat que la for-
mulation FEMU avec CL de Dirichlet, à savoir Gxy = 4360 MPa, ce qui reste cohérent
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(c) Formulation avec bords libres, A cal = A re f
FIGURE 5.24: Fonctions coûts pour les différents cas d’étude - 2e cycle de l’essai
Formulation A cal = A ph A cal = A re f
ERdC modifiée G 4360 -
Sans CL G1 - -
G2 4360 -
ERdC modifiée G 4780 4730
Bords libres G1 4830 4730
G2 4780 4730
TABLEAU 5.11: Gxy identifié en fonction de la taille et de la formulation ERdC
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  ← 4368
FIGURE 5.25: Fonctions coûts pour la formulation FEMU - CL de Dirichlet
Formulation A cal = Ames
Méthode FEMU 4360
TABLEAU 5.12: Gxy identifié avec la méthode FEMU
puisque les deux méthodes disposent des mêmes informations. En rajoutant de plus en
plus d’informations fiables sur le bord, la valeur du module de cisaillement change pour
se stabiliser à 4730 MPa. Une autre approche d’identification basée sur la théorie des
poutres avec l’exploitation de seulement quelques points de mesures à partir du champ
de déplacement a fournit un module de cisaillement égal à 5200 MPa utilisé comme mo-
dule initial dans la présente étude. Cette approche n’exploite pas la richesse du champ de
déplacement disponible, et consiste à diviser le champ en petites zones pour choisir celle
qui a une plus grande sensibilité au module recherché. Une moyenne des déplacements
aux quelques points de mesures de la petite zone est ensuite utilisée pour l’identification
[Zhang, 2012].
5.3 Conclusion
On s’est intéressé dans ce dernier chapitre à l’identification d’un comportement or-
thotrope. Dans le cadre d’une identification homogène, la question du choix d’un essai
optimal vis-à-vis de l’identification de l’ensemble des propriétés orthotropes a été abor-
dée. Cela a permis d’identifier les dimensions optimales de l’éprouvette via une étude
de sensibilité des champs cinématiques par rapport aux propriétés orthotropes du maté-
riau. Enfin, l’identification de propriétés orthotropes hétérogènes a été menée sur divers
exemples numériques, et a confirmé la robustesse de la stratégie d’identification. Elle a
permis, en outre, d’étudier l’influence du choix de l’algorithme de descente et du para-
mètre de recalage des contrastes de rigidité.
La méthode a enfin été appliquée à des données expérimentales sur un composite CMO
afin de déterminer son module de cisaillement, et comparée à une méthode de recalage
par éléments finis.
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Ce travail s’inscrit dans le cadre de l’identification de paramètres matériels élastiques
hétérogènes à partir d’essais statiques inhomogènes et de mesures de champs cinéma-
tiques, issues d’outils de corrélation d’images numériques par exemple. La problématique
centrale est la gestion des incertitudes tant sur les données expérimentales que théoriques,
conduisant généralement à l’altération des résultats d’identification.
Une première approche du problème a consisté au couplage d’une stratégie d’identi-
fication inverse, ne contenant pas de mécanisme particulier de gestion du bruit, avec une
technique de filtrage des perturbations dédiée aux mesures de champs. La question était
alors de savoir s’il est possible d’avoir une meilleure identification en appliquant un filtre
non mécanique aux données bruitées, en amont de l’étape d’identification.
Cette première étape s’est traduite par la mise en place d’une relation analytique au pre-
mier ordre entre les perturbations de mesure et les erreurs d’identification, afin d’éva-
luer ensuite la pertinence de l’approche de filtrage en termes d’amélioration des résultats
d’identification. L’étude a été illustrée sur l’exemple numérique d’une plaque contenant
une inclusion en traction uniaxiale. Cela a permis de répondre à la question posée et il
en est ressorti que le filtrage des mesures en amont de l’étape d’identification conduit à
des résultats d’identification plus robustes pour des échelles d’hétérogénéités assez fines.
Cependant, la performance de cette technique au vu de l’identification reste limitée, d’une
part, parce que les niveaux d’erreurs relatifs au problème inverse, bien que diminués, de-
meurent assez élevés, et d’autre part, parce que l’amélioration n’est pas ressentie pour les
résolutions spatiales les plus grossières dans le cas étudié.
Ce résultat nous a conduit à repenser l’approche d’identification avec la volonté de
gérer les incertitudes au sein du processus d’identification, en reformulant le problème
inverse.
Ce cadre a déjà fait l’objet de plusieurs travaux, et bon nombre de stratégies ont été adap-
tées ou dédiées à la résolution de ce type de problème d’identification. Notre choix a été
de formuler le problème d’identification en s’appuyant sur les principes de l’erreur en
relation de comportement modifiée, fortement inspirée par les travaux sur le recalage de
modèles en dynamique vibratoire et transitoire qui, basés sur ces principes, ont abouti
à des approches très robustes vis-à-vis des incertitudes de mesure. La motivation de ce
choix découle également d’un manque à combler dans les approches existantes : la plu-
part de ces approches nécessitent les conditions aux limites sur la frontière du domaine
étudié, et s’appuient, alors, soit sur des mesures bruitées imposées de manière forte, soit
sur des hypothèses de modélisation introduisant des erreurs de modèle supplémentaires.
De plus, la résolution du problème d’identification se fait souvent sur la zone de mesure,
généralement plus petite que la taille réelle de l’échantillon, ce qui ne permet pas de ti-
rer profit d’informations fiables disponibles sur le bord. Enfin, l’idée de tenir compte de
l’erreur qui est faite sur le modèle de comportement paraît tout à fait légitime, car c’est
justement le comportement qui est recherché dans notre contexte. Ces trois aspects sont
gérés par l’erreur en relation de comportement modifiée. La méthode, développée en élas-
ticité linéaire pour des mesures de champs, consiste à traiter toutes les données théoriques
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et expérimentales en un seul calcul et gère les mesures et les conditions aux limites se-
lon leur caractère fiable ou peu fiable, ce qui lui confère un sens physique fort. D’abord
formulée sans conditions aux limites, la stratégie a conduit à des résultats d’identifica-
tion robustes vis-à-vis du bruit en élasticité homogène, notamment en comparaison avec
l’approche FEMU formulée avec des conditions aux limites de type Dirichlet. Bien que
satisfaisante en termes de résultats, l’approche ainsi formulée s’accompagne d’un pro-
blème de noyau pendant la résolution numérique, pour des tailles de mesures plus petites
que la taille totale de l’échantillon étudié. Ce problème a été contourné grâce à une facto-
risation QR.
Dans un deuxième temps, le rajout d’informations fiables de type bord libre a accru la
robustesse de la méthode, même pour des tailles de zones de mesure assez restreintes, et a
apporté une certaine régularité au problème inverse au vu de l’atténuation des problèmes
de noyau.
Par ailleurs, afin de souligner l’intérêt du terme d’erreur de modèle dans le processus
d’identification, une approche de contrôle optimal a été formulée et comparée à l’erreur en
relation de comportement modifiée pour des données identiques. Sur la base de données
synthétiques en élasticité homogène, l’approche d’erreur en relation de comportement
était plus satisfaisante en termes de moyenne et d’écart-type de l’identification. Néan-
moins, le terme d’erreur de modèle demeure non maîtrisé en l’absence de conditions aux
limites pour certains cas test, probablement pour des raisons de déséquilibre entre les don-
nées en déplacement et en effort.
Enfin, l’extension à l’élasticité hétérogène a été menée pour des exemples numériques
de matériaux composites, puis directement appliquée à des mesures expérimentales d’un
essai de flexion trois points sur un matériau composite. Comparée aux approches FEMU,
ou aux résultats issus d’autres formulations, l’approche d’ERdC modifiée semble bien
donner les résultats les plus satisfaisants.
La technique développée dans ce travail s’avère très prometteuse. En l’état, elle peut
permettre d’identifier des cartes d’endommagement, ou de propriétés endommagées, par
perte de rigidité, en exploitant des images dans des cycles allant jusqu’à rupture. La mé-
thodologie peut également être appliquée aux échelles mésoscopique et microscopique.
Enfin, l’exploration de la méthode continue actuellement avec la prise en compte de l’ef-
fort (résultante ou distribution) comme information fiable ou peu fiable [Huang et al.,
2013]. Une des perspectives de ce travail est de faire de l’identification multiéchelle.
Par ailleurs, l’extension à une identification en volume peut également être une perspec-
tive intéressante, avec l’essor des techniques de tomographie et de corrélation d’images
3D.
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Résumé
La caractérisation des propriétés matérielles basée sur le dialogue essai-calcul requiert
des précautions quant à la prise en compte des grandeurs physiques mises en jeu, aussi
bien mesurées que calculées.
Les mesures de champs cinématiques délivrent des informations qui permettent de
rendre compte du comportement local du matériau et constituent une entrée riche pour ce
type de dialogue axé sur la confrontation modèle - mesure.
L’objet de ce travail est de discuter l’identification de propriétés élastiques homogènes
ou hétérogènes, basée sur l’exploitation de mesures de champs, qui soulève la probléma-
tique de la prise en compte de mesures perturbées et d’hypothèses fortes de modélisation.
Le but de cette étude est de discuter deux manières différentes pour aborder le pro-
blème. La première consiste à traiter les mesures en amont de l’étape d’identification, afin
de filtrer les perturbations de mesures, et est basée sur l’outil d’approximation diffuse. La
seconde consiste à développer une méthode d’identification inverse à partir d’essais quasi-
statiques cherchant à tenir compte du caractère incertain des mesures, dès sa formulation,
en utilisant l’ensemble des informations théoriques et expérimentales disponibles, en par-
ticulier en l’absence d’informations sur les conditions aux limites. Cette méthode est ba-
sée sur les principes de l’erreur en relation de comportement modifiée, amenant à résoudre
des problèmes éléments finis non standards, et a conduit à mettre en œuvre des méthodes
de résolution adaptées. L’étude a permis de souligner la robustesse de la méthode face aux
incertitudes de mesure, notamment en comparaison avec le recalage par éléments finis.
Mots-clés : Identification inverse, mesures de champs, incertitudes de mesure, erreur de
modèle, élasticité hétérogène
Abstract :
The identification of material properties based on the confrontation between the ex-
perimental data and their numerical counterpart needs to pay special attention to their
reliability and then to take some precautions. Especially, when dealing with full-field
measurements which provide rich kinematic information enabling new possibilities for
the characterization of material constitutive parameters.
The aim of this work is to discuss the identification of the elastic parameters, for
either homogeneous or heterogeneous materials, leading to the more general problem of
the taking into account of noisy experimental data and strong model hypotheses.
Two different approaches are addressed in this study. The first one consists in the pro-
cessing of the experimental data upstream of the identification stage, by filtering them
through a diffuse approximation algorithm. The second approach focuses on the develop-
ment of an inverse identification strategy from static tests. This method takes into account
the uncertainty of the measurements from the beginning of the formulation and is based
on the modified constitutive relation error principles. It involves the resolution of non
standard finite element problems using specific resolution methods.
The study pointed out the robustness of the proposed method towards measurement
errors, in particular when compared to the finite element model updating method.
Key words : Inverse identification, full-field measurements, measurement errors, consti-
tutive relation error, inhomogeneous tests
