Abstract-This letter proposes a machine learning-based linear programming model that quickly establishes the nonparametric prediction intervals of wind power by integrating extreme learning machine and quantile regression. The proportions of quantiles can be adaptively determined via sensitivity analysis. The proposed method has been proven to be significantly efficient and reliable, with a high application potential in power systems.
I. INTRODUCTION

P
ROBABILISTIC wind power forecasting is essential to the economic and secure integration of wind power in power systems. Traditionally, prediction intervals (PIs) construction is based on parametric distribution assumptions [1] and quantile analysis [2] of prediction errors. Though the whole information of probability density distribution can be estimated via the nonparametric probabilistic forecasting [3] , PIs with certain high confidence are only needed to the robust optimization in power systems [4] . Nonparametric PIs are preferred due to the absence of a parametric distribution model [5] . This letter proposes a novel machine learning based linear programming model (MLLP) to efficiently generate high confidence nonparametric PIs of wind power, combining extreme learning machine (ELM) [1] and quantile regression [6] . A sensitivity analysis framework for probability mass bias (PMB) is established to adaptively determine the optimal proportions of quantiles.
II. METHODOLOGY
A. Definition and Evaluation of Nonparametric PIs
Denote y t as the prediction target of wind power and x t as influential variables of wind power prediction, then PIs with nominal coverage probability (NCP) (1−β) can be expressed as
where L β t and U β t denote the lower and upper bounds of the PIs, respectively, then we have Pr(y t ∈ I β t ) = 100(1 − β)%. Wind power PIs can be evaluated from following criteria: 1) Reliability: Average coverage deviation (ACD) between empirical coverage probability (ECP) and NCP is used to assess the reliability of PIs [5] . 2) Sharpness: The sharpness is measured by the average width (AW) of wind power PIs [5] . 3) Overall Skill: The overall skill of wind power PIs can be evaluated by the skill score [7] .
B. MLLP Model Based PIs Construction
The quantile q α t of wind power uncertainty is defined as
which can be uniquely approximated via [6] ,
where T is the size of the training samples, and ρ α (·) is the Pin ball cost function expressed as
As a single hidden-layer feedforward neural network, ELM can be transformed to a simple linear system [1] and used for the quantile prediction in the study. The PIs I β t can be established by a pair of quantiles q α t and qᾱ t . Then the PIs can be obtained by reaching the minimization of the cost function defined by [αξ
C. Sensitivity Analysis
It is critical to determine the proportions of quantiles in (8)-(13). Reliability is the key index for the probabilistic correctness of PIs. To ensure optimal reliability, the proportions of lower and upper quantiles should satisfȳ
The PMB of PIs is defined as the difference between the upper probability mass (1 −ᾱ) and lower probability mass α − ,
Given PMB, the proportions of the pair of quantiles can be uniquely determined. For example, P MB = 0 generates α − = 1 −ᾱ = β/2, i.e., the classical central PIs. The overall skill of PIs with different PMBs can be guaranteed. It is worth conducting a sensitivity analysis of PMB in terms of the sharpness index AW of PIs. The sensitivity analysis carries out a pre-analysis of the statistical characteristics of wind power prediction uncertainty, and can provide a meaningful reference for online model training.
III. CASE STUDY
The MLLP approach is tested on Bornholm Island wind farm in Denmark with a nominal capacity P c about 30 MW. The linear quantile regression (LQR) [2] , [6] , direct interval forecasting (DIF) [5] , and coverage-width criterion (CWC) based nonparametric PI construction (CWC-NPI) discussed in [8] are used for verification. The used 10-min wind power data cover Mar.-Apr. 2012, of which 60% data are used for testing and the rest for model training.
Power system operation needs high confidence forecasts [4] . Without loss of generality, only PIs with NCP 90% and pre- diction horizon 30 min are the focus of the study. Sensitivity analysis results are displayed in Fig. 1 , indicating that the central PIs with PMB = 4% (i.e., the proportions are 93% and 3%) have the best performance in terms of both reliability and sharpness. The proposed MLLP model provides two prediction models, one is the classical central PIs with PMB = 0, another one is the non-central PIs adaptively determined by the sensitivity analysis. The test results are listed in Tables I and II . The MLLP, DIF and LQR have absolute ACDs less than 1%, much better than CWC-NPI. MLLP has about 24%, 16% and 8% higher sharpness and about 19%, 15% and 7% higher overall skill than other nonparametric PIs construction methods CWC-NPI, LQR and DIF, respectively. Due to incorrect formulation of CWC [8] , the CWC-NPI approach cannot ensure reliability (with ACDs larger than 3.5%), which decreases the sharpness as well. Though it has high reliability, the linear parametric LQR cannot precisely model the nonstationarity of wind power. Noncentral PIs of the MLLP have relatively higher sharpness than the central PIs.
PIs with NCP 90% derived by the MLLP model are depicted in Fig. 2 , demonstrating excellent performance. Numerical stud- 
