bound. If quasimodes are "well distributed" in some sense, one could also obtain finer bounds. However, if quasimodes are distributed in a "unregular" way-more precisely, if there can be multiple quasimodes or clusters of quasimodes too close to each other-then the results in [TZ] could only prove that any one of those multiple quasimodes or clusters produces one resonance only. This restricts the possibility of obtaining sharp lower bounds in those situations.
bound. If quasimodes are "well distributed" in some sense, one could also obtain finer bounds. However, if quasimodes are distributed in a "unregular" way-more precisely, if there can be multiple quasimodes or clusters of quasimodes too close to each other-then the results in [TZ] could only prove that any one of those multiple quasimodes or clusters produces one resonance only. This restricts the possibility of obtaining sharp lower bounds in those situations.
In this paper we show that such clusters of quasimodes produce (asymptotically) at least the same number of resonances (see Theorem 1 and Corollary 1). To prove this, we develop further the ideas in [StV2] and [TZ] . We then use these ideas to compare the counting function of quasimodes and resonances, respectively. To this end, using known upper polynomial bounds on the number of resonances (see equations (2) and (3)), we get similar bounds on the number of quasimodes. We then group quasimodes in such disjoint clusters (see the proof of Theorem 2). Next, we estimate their lengths from above and the distance between them from below. We then apply the local result of Corollary 1, obtaining at least as many resonances in some neighborhood of any of those clusters and proving that those neighborhoods still do not intersect. This implies a lower bound on the number of resonances asymptotically equal to the number of quasimodes.
The results we prove (especially Theorem 2) reduce the problem of obtaining lower bounds of the number of resonances to that of estimating the number of quasimodes. It allows us to obtain the optimal lower bound for any construction of almost orthogonal quasimodes as long as we can control the density of quasimodes. We would like to make the obvious remark that the lower bound we obtain is connected with the specific quasimodes we start with; one may have other resonances close to the real axis having a different nature. As a possible application of our results, we consider the classical obstacle problem with an elliptic periodic broken ray (see Section 4). In this case we obtain the lower bound cr n suggested by the quasimode construction in [P1] . This paper is organized as follows. In Section 2 we state the main results. The proofs are in Section 3. In Section 4 we present an application to the case of an elliptic broken ray in obstacle scattering.
Let Ᏼ be a complex Hilbert space with is compact, where 1 B(0,R 0 ) denotes the orthogonal projector onto Ᏼ R 0 and we define similarly 1 R n \B(0,R 0 ) . Next, we assume that
Having P (h), one constructs a selfadjoint operator
the number of eigenvalues (counting multiplicities) in [−λ, λ] , one also assumes that
with some n # ≥ n.
Then one defines resonances Res P (h) of P (h) by the method of complex scaling (see [SjZ1] and [Sj] ). They are also the poles of the meromorphic continuation of the cutoff resolvent χ (P (h) − z) −1 χ from Im z < 0 into a conic neighborhood of the real line in the upper half-plane, where χ ∈ C ∞ 0 is a cutoff function with χ = 1 near B(0, R 0 ). The poles of that cutoff resolvent and their multiplicities do not depend on the particular choice of χ . Notice that here we accept the convention that scattering poles are in the upper half-plane. Our interest is in applications to classical situations, where P is as before but is independent of h. Then we only need to verify the assumptions above for h = 1 and set P (h) = h 2 P . In this case we define resonances of P , denoted by Res P , as the poles of the meromorphic continuation of the cutoff resolvent χ(P − λ 2 ) −1 χ from the lower half-plane into a conic neighborhood of the real line in the upper half-plane. The relationship between semiclassical resonances z of P (h) = h 2 P and the classical ones λ of P is λ 2 = h −2 z. Since P is selfadjoint, resonances of P form a set symmetric about the imaginary axis. We are interested in those resonances that lie in Re λ > 0. We always include quasimodes and resonances with their multiplicities. By definition, the multiplicity of a resonance z 0 of P (h) or a resonance λ 0 of P is the rank of the operator
respectively. We assume finally that we have a polynomial estimate on the number of resonances in a small neighborhood of the real axis:
for some N > 0. If the power n # is different from that in (1), then we denote by n # the largest number of the two. Estimates of this type were proven in [M] , [Z1] , [SjZ1] , [SjZ2] , [V] , and [Sj] . We notice that for the proofs of the results below, we need this estimate either for the counting function of the resonances or for that of the quasimodes.
We are now ready to state our main results.
Theorem 1. Let P (h) be an operator satisfying the hypotheses above, and let 
Remark 1. The constant 6 appearing above is not significant and can be replaced by 1. We keep it to conform with the notation in [TZ] .
Remark 2. It is enough to assume above that
Remark 3. In the formulation of Theorem 1, having in mind applications to the classical setting, we assume that h belongs to a sequence {h l }. However, we note that Theorem 1 remains true if we assume that h belongs to an interval (0, h 1 ). To see that, it is enough to observe that Lemma 2 holds for h in an interval as well.
In the classical setting, Theorem 1 implies the following. 
This corollary enables us to obtain sharp lower bounds on the number of the scattering poles close to the real axis.
Theorem 2. Let P be an operator (independent of h) satisfying the above assumptions with h = 1. Assume that there exist infinitely many real quasimodes of P , that is, a sequence
Then for any k ≥ 1 there exists a constant C k such that
An immediate application of Theorem 2 yields the following.
Corollary 2. Under the assumptions of Theorem 2, assume that
N quasi (r) ≥ p(r) + q(r), r ≥ 1, with some C 1 -function p(r) → ∞ as r →
∞ with a polynomially bounded derivative and a remainder term q(r). Then for k large enough, we have
If N quasi (r) has asymptotic expansion or, more generally, if it can be bounded below by some asymptotic expansion such as
with the same coefficients α m and a possibly different remainder term.
Remark 4. The constant C k appearing in the above estimates can be expected because the quasimode construction is asymptotic, and adding or removing a finite number of quasimodes does not make a difference. However, if we want to estimate the number N res (r 2 ) − N res (r 1 ) of resonances with real parts between r 1 and r 2 with 1 r 1 r 2 , then the proof of Theorem 2 implies that
1 ) for r 1 large enough (see also the next remark). Remark 5. Following a remark in [TZ] due to Shu Nakamura, one can replace h k in Lemma 2 by a function
Then the results in [TZ] indicate that for h small enough, there is a resonance near any quasimode at a distance not greater than ω(h). We can also replace 6h k in the statement of Theorem 1 by ω(h) and claim the same, including the multiplicities. We can do the same thing in Corollary 1. This implies the following property: Under the assumptions of Theorem 2, denote by {λ j } ∞ j =1 and {r k } ∞ k=1 the quasimodes and resonances, respectively, ordered (by their real parts) and counted with their multiplicities. Then there exists a subsequence of resonances
where S(λ) is as in Corollary 1 and ω(λ) can be chosen to be ω(λ) = λ n # S 1/2 (λ).
Proof of the main results.
Before proceeding with the proof of Theorem 1, we first consider a simpler case-when resonances are replaced by eigenvalues and we have quasimodes. This example is not necessary for the proof of the theorem, but it illustrates that in this case our results look natural and admit a simple proof because we can use the spectral theorem. Consider a situation similar to that in Corollary 1. Let P be a selfadjoint operator (independent of h) with discrete spectrum in a Hilbert space Ᏼ. Suppose that the counting function for the eigenvalues of P admits the bound C 0 r n # . Assume that in the interval [a, b] , 1 a < b, b−a < 1, we have m quasimodes µ j = λ 2 j , j = 1, . . . , m similar to those in Corollary 1; more precisely, there exist
We also assume that m ≤ 2C 0 a n # , which in fact follows from the assumptions already made, similarly to the proofs below. Then u j admit an orthogonal decomposition u j = u j + u j , with u j := [a−δ,b+δ] u j , where
So, if we choose δ = a n # +1 R(a), we get u j ≤ a −n # −1 and
Since m is O(a n # ), we get for a large enough (see Lemma 4) that u 1 , . . . , u m are linearly independent. Therefore, [a−δ,b+δ] Ᏼ is at least m-dimensional, which proves that the number of eigenvalues in [a −a
, counting the multiplicities, is at least m. This corresponds well to the result in Corollary 1. Those arguments show also that
By choosing δ = R 1/2 (a) above, we can make the remainder O(a −∞ ). This shows that u j approximate certain linear combinations of eigenfunctions with eigenvalues in some small neighborhood of [a, b] . It is interesting to note that in the case of a multiple quasimode or cluster of quasimodes, this does not necessarily imply that each u j is close to a single eigenfunction. A typical quasimode construction is a set of functions asymptotically concentrated near some periodic ray(s). Although we get that u j , j = 1, . . . , m are also concentrated there, this is not necessarily true for some linearly independent system of m eigenfunctions, because among the eigenfunctions spanning {u j } we may have, for example, functions asymptotically concentrated both near the ray(s) under consideration and near other rays not involved in that quasimode construction. A similar remark applies to the resonance case (see Remark 6). We start the proofs by recalling two lemmas from [TZ] . The first lemma states an a priori exponential estimate of the cutoff resolvent outside small neighborhoods of the resonances. An estimate of this type was first proved by Zworski [Z2] for scattering by obstacles using methods developed by Melrose [M] for obtaining upper bounds on the number of scattering poles. A similar estimate (kindly suggested to the authors by Zworski) was next proved in [StV1] and [StV2] for more general cases and was used for proving the existence of infinitely many poles near the real axis caused by the Rayleigh surface waves. The lemma below, belonging to Tang and Zworski, extends this estimate to the semiclassical framework of black box scattering and is based on techniques developed by Sjöstrand [Sj] .
Lemma 1 [TZ] . There exists θ ∈ (0, π) such that for any simply connected compact set˜ ⊂ {z ∈ C; max(−π, 2θ −2π) < arg z < 2θ} and positive function g(h) 1 defined on 0 < h < h 0 , there exist constants A = A(˜ ) > 0 and h 1 with 0 < h 1 < h 0 such that
where
The number θ is actually connected with the size of a conic neighborhood of R n , where one can extend holomorphically the coefficients of P (h) outside B(0, R 0 ) in the case of noncompact perturbations (see [Sj] , [TZ] ).
The next lemma allows us to estimate the growth of the cutoff resolvent under the assumption that it is holomorphic (there are no resonances) in some region near the real axis. As mentioned in the introduction, a lemma of this type appeared first in [StV2] and was used to prove the existence of an infinite number of scattering poles for the elasticity system with Neumann boundary conditions in the following way. That lemma implied an a priori polynomial estimate of the resolvent on the real axis contradicting the existence of quasimodes. In order to prove the lemma, under the assumption that there are no resonances near the real axis, we applied the maximum principle for unbounded domains (the Phragmén-Lindelöf principle) in a neighborhood of the real axis bounded by two curves approaching the real axis polynomially fast. To estimate the resolvent on those curves, the following observations were crucial: in the lower half-plane, one has standard bounds of the resolvent; in the upper half-plane, one can use the a priori exponential estimate on the cutoff resolvent similar to that in Lemma 1. Multiplying by a suitably chosen holomorphic function that would compensate for the exponential growth on the upper curve, one is in a position to apply the maximum principle. Tang and Zworski [TZ] observed that one can actually localize those arguments in a rectangle near a fixed quasimode by multiplying by a suitable holomorphic "cutoff" function that is exponential small at the left and right sides of that rectangle neighborhood and uniformly bounded from below in a smaller set.
is a holomorphic function of z defined in a neighborhood of
with E(h) ∈ R, where S(h) is as in Theorem 1. If F (z,h) satisfies
. An inspection of the proof of the lemma in [TZ] shows that B and h 1 are independent of the choice of E(h) and F (z,h) as long as the constant A appearing in the exponential estimate above remains uniform. To see this, it is enough to note that the proof is based on an application of the maximum principle in (h) to the product of F and an auxiliary function depending on S and k only. Then h 1 and B depend on the properties of that function and on the exponential bound above used to estimate the maximum of F on ∂ (h). We apply Lemma 1 to χ(P (h) − z) −1 χ, using Lemma 2. Then the uniformity of A is fulfilled if [E(h) − 5h k , E(h) + 5h k ] ⊂ (a 0 , b 0 ) with 0 < a 0 < b 0 , which is always true. We refer to [TZ] for the proofs of Lemmas 1 and 2.
Fix a cutoff function χ ∈ C ∞ 0 (R n ) with χ = 1 near K. In the next lemma, we do not indicate the dependence on h.
Lemma 3. Letχ be another cutoff function withχ = 1 near K, and let z 0 be a pole of χ(P − z) −1χ , that is,
with A 0 (z) holomorphic near z = z 0 , A N = 0, and N ≥ 1. Let χ j , j = 1, . . . , N − 1 be C ∞ 0 -functions such that χ 1 = 1 near K, supp χ j ⊂ {χ j +1 = 1}, j = 1, . . . , N − 2, and supp χ N−1 ⊂ {χ = 1}. Then
Proof. Let us multiply (6) by (P − z) on the right. We get
with the convention A N+1 = 0. Multiply by χ l on the right and equate the singular powers of z − z 0 to get
Therefore, for j = 2, . . . , N,
This proves the lemma.
Assume thatχ = 1 on supp χ in Lemma 3. Then we can choose χ 1 = χ. Multiply (6) by χ on the right to get
where Q j (h), j ≥ 2, are unbounded but A 1 (h)Q j (h) are bounded operators. Notice that A 1 (h) is a finite-rank operator. By definition, Rank(A 1 (h)) is the multiplicity of z 0 (h), and this rank is independent of the choice of the cutoff functions χ,χ in (6). Lemma 3 says that the range of the singular part of the cutoff resolvent is the same as the range of the residue A 1 .
Proof of Theorem 1. We assume that
At the end of the proof we show that, in fact, this is always true.
Assume from now on that h ∈ {h l } ∞ l=1 . Fix 0 ≤ χ ≤ 1 as in Lemma 3. Let z 1 (h), z 2 (h), . . . , z M(h) (h) 
(h) is equal to the total number of resonances in (4). Denote by (h) the orthogonal projector in
Ᏼ onto ∪ M(h) j =1 A (j )
(h)Ᏼ, and set (h) = Id − (h). Then Rank (h) does not exceed the total number of resonances in (4), counting multiplicities. Our goal is to prove that the latter is at least m(h); this is achieved if we prove that Rank (h) ≥ m(h).
By (7),
We choose g(h) := hS(h) in Lemma 1. For h 1, 6 (h) is included in a fixed compact set satisfying the requirements of Lemma 1; thus
hS(h) . (10)
This implies
D z j , hS(h) . (11)
We would like to prove this estimate in the whole 5,s (h), using the fact that (h)χ (P (h) − z) −1 χ is actually holomorphic in the larger domain 6 (h). Notice that (11) holds in 5,s (h) with the exclusion of the disks D(z j , hS(h)). Some of those z j 's can lie outside 5,s (h) and even outside 6 (h), and some of the disks can overlap. We claim that if some connected union of such disks has common points with 5,s (h), then it lies entirely in 6 (h). This follows easily from this: The distance between any point in ∂ 5,s (h) and the exterior of 6 (h) in Im z > 0 is at least h −n # −1 S(h) for h sufficiently small. On the other hand, because of (8), the diameter of each maximal connected set having common points with 5,s (h), which is a union of such disks centered in 6 
There also can be disks centered outside 6 (h) and intersecting 6 (h) that are not included in the those considerations; however, they do not have common points with those unions of disks because Ch (h) . This proves the claim. The lemma does not guarantee that estimate (11) is fulfilled in the interior of any such union of disks, but since the latter lies in 6 (h), it is fulfilled on the boundary. Applying the maximum principle in each such set, we get that the estimate holds inside as well (see Figure 1) . Therefore,
Here A is uniform in s.
Since P (h) is selfadjoint, for Im z < 0 we have the standard estimate
Figure 1 By this and (12), we conclude from Lemma 2 that
S, A, k) and B = B(S, A, k).
Here h 1 and B are independent of s; thus we get the estimate above for
and therefore for z ∈ Res P (h). Let us multiply this by
(h) to get (h)u j (h) = (h)χ (P (h)−z) −1 χ (P (h)−z)u j (h). Since (h)χ(P (h)−z) −1 χ is holomorphic in (4), we can set z = E j (h) above. Hence, for j = 1, .
. . , m(h) with h as above, we have
for h small enough. Since u j (h) form an orthonormal system up to an error R(h), we get
Proof. Assume that those vectors are linearly dependent. Then a 1 f 1 +· · ·+a N f N = 0 with (a 1 , . . . , a N ) = 0. Without loss of generality, we may assume that 0 = |a N | ≥ |a j |, j = 1, . . . , N − 1. Divide by a N to get
Multiply this by f N to get
Thus 1 ≤ Nε, which proves the lemma.
From Lemma 4 we therefore get that if
. . , m(h) are linearly independent. Condition (15) is fulfilled for small h because of (8). Therefore we get Rank( (h)) ≥ m(h). This proves the theorem under assumption (8).
We show now that the assumption (8) made at the beginning of the proof is not restrictive. Assume that m(h l j )/ h
. We can remove some quasimodes to make sure that m(h) ≤ Ch −n # −1 and keep the limit above. Then we get as above that the number of resonances of
, which contradicts (2). This completes the proof of Theorem 1. 
Remark 6. By (14) we get that u j (h) = (h)u j (h) + O(h n # +1 ), and by choosing S(h) so that R(h)/S(h) = O(h ∞
and as before z k are the resonances in 6 (h). But again, if u j (h) are concentrated around some set (microsupport) as h → 0, this does not necessarily mean that we have functions in A (k) 1 (h)Ᏼ such that each one corresponds to a single k rather than to a combination of several k's with the same property. For example, the functions in each A (k) 1 (h)Ᏼ may be asymptotically supported near both the microsupport of this quasimode construction and the microsupport of some otherũ j (h)'s that happen to have quasimodes close to those we consider. 
Proof of Corollary 1. Set
is at least equal to the number m l of quasimodes in (a l , b l ] for l large enough. (It is easy to see that we can put the constant 1/4 there by increasing k.) By (18), those rectangles do not overlap for l 1. We claim that this implies that
To prove the latter, in view of (19) and the definition of N res , it is enough to show that
Let us first observe that −γ S ≤ S ≤ 0 implies easily that S(a) ≤ 2S(a + 1/(2γ )), for all a. Therefore, S(a l ) ≤ 2S(Re λ) for Re λ as above provided that a l 1. This implies the inclusion above, which in turn proves our claim.
Fix a real r 0 in the gap between two rectangles (19), that is,
Then, summing up inequalities (20), with l replaced by l, l − 1, . . . , l(k), we obtain
where l(k) > 0 is that number for which all statements above hold with l ≥ l(k). Let r > a l(k) be any number. Denote by r 0 the closest number r 0 ≤ r such that r 0 is of the type considered in (21) (see Figure 2 ). Then by (18), 0 ≤ r − r 0 ≤ 5C 0 r −k+n # , and by (22) ,
Replacing k by k + n # + 1, we see that we can replace 5C 0 r −k+n # above by r −k and thus complete the proof of (5). It remains to show that (16) 4. An application: Sharp lower bound on the number of the resonances generated by an elliptic broken ray. In this section we apply Theorem 2 to the following classical problem. Let ⊂ R n be a domain with a compact complement (obstacle) ᏻ = R n \ with smooth boundary. Let P = − in Ᏼ := L 2 ( ) be the selfadjoint realization of the Laplacian with Dirichlet boundary conditions. Resonances of P can be defined by means of classical scattering theory as the poles of the meromorphic continuation of the cutoff resolvent. They are also the poles of the scattering matrix (see [LP] ). The (modified) Lax-Phillips conjecture says that in the case of trapped light rays, there are infinitely many resonances in a strip around the real line. If the trapping is "strong" enough, one should have a sequence of resonances actually converging to the real axis.
A classical example of a trapped ray that is expected to produce many resonances near the real axis is an elliptic broken ray. Quasimodes associated with such a ray were constructed in [P1] (see also [L] ). In [StV2] it was shown that there exists an infinite sequence of resonances converging rapidly to the real line as a consequence of the existence of the quasimodes. The results in [TZ] provide at least a linear lower bound on the counting function of those resonances, but the possibility of obtaining a sharp bound seems limited without additional arguments. Below we apply Theorem 2 to show that we have the optimal bound cr n . Notice that in this case n # = n in (3) (see [M] ).
Next we sketch briefly some results from [P1] . Consider a broken periodic bicharacteristic in T * with vertices ρ j , j = 0, . . . , m. Assume that Under those assumptions, Popov has constructed quasimodes of P with error function O(λ −∞ ) associated to that broken ray and has found an asymptotic formula for the counting function. He proved that N quasi (r) = meas(G E ) n(2π) n r n + O r n−γ , where γ > 0 and G E is a Cantor set with nonzero measure associated with the invariant tori of the Poincaré map. We refer to [P1] for the outline of the proof of this (see also [CP, Section 4] for further details). A direct application of Theorem 2 yields the following. with some γ > 0, C ≥ 0, and G E as above.
