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given. Properties of the methods are demonstrated with numerical experiments on the Sine–Euler
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1 Introduction
The Crouch–Grossman method was introduced by Crouch and Grossman in [2]. A thorough anal-
ysis of the method, in the setting usual for Runge–Kutta methods, was performed by Owren and
Marthinsen [14], and also other papers discuss and analyze this method as a numerical integrator
on Lie groups [13, 10, 12]. In this paper we want to focus on the issue of time-symmetry for the
Crouch–Grossman method. Time-symmetric numerical integrators are advantageous in many appli-
cations, and we consider it important and necessary to investigate this property also for the family of
Crouch–Grossman methods.
Our motivation for studying time-symmetry of Crouch–Grossman methods arose from the following





position of elementary flows in such a way that a Butcher tableau containing the method coefficients
completely determines the integrator. By using the coefficients of the classical trapezoidal rule in the




and h $  h, as is common
in classical theory for symmetric Runge–Kutta methods, we see that the Crouch–Grossman method
remains the same. Numerical simulations also verify that the coefficients of the trapezoidal rule gives
a method that is indeed symmetric, i.e. the numerical flow is centered at the midpoint along the exact
flow. However, the coefficients of other classically symmetric methods did not lead to symmetric
Crouch–Grossman methods. The general non-commutativity of the elementary flows is the reason
why the classical results do not carry over to the Crouch–Grossman case.
When numerically integrating a differential equation, we want to approximate the integral curve ob-
tained by applying the flow operator to the initial condition. One important property of the true flow
operator is that it is selfadjoint; i.e., starting from an initial point on the manifold and advancing along
the integral curve a time increment, and then reversing, will take you back to the initial point. The
flow’s selfadjointness – or time-symmetry (we will use the terms interchangeably) – is a property valid
regardless of the domain the differential equation is evolving on. Hence, studying time-symmetry of
numerical methods on manifolds is just as important as in the classical case, where the adjoint nu-
merical method is a central tool. Time-symmetry of the Magnus expansion was shown in [9], while
time-symmetric properties of the Runge–Kutta–Munthe-Kaas method and the generalized Magnus
expansion for nonlinear differential equations were treated in [15].
The remainder of this paper is organized as follows: The next section discusses time-symmetry of
Crouch–Grossman methods, and we develop the general form of the adjoint of any Crouch–Grossman
method. We also show particular examples of symmetric Crouch–Grossman methods. In Section 3 we
support the theoretical findings with numerical experiments. We end the paper with some concluding
remarks.
2 Time-Symmetry of the Crouch–Grossman Method
Let E
1
; : : : ; E
d
be smooth vector fields that at each point p in a differentiable manifold M span the
tangent space T
p
M. Such a collection of vector fields is called a frame. A vector field relative to










: M! R are smooth functions. Initial
2
value problems on the manifold can be expressed in terms of the frame as
y
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together with the initial condition y(0) = y
0
2M.
The exact solution of (1) is given as the flow of the vector field F through the initial point on the
manifold. Computation of the exact flow of the vector field is in general not a feasible task, hence we
look for suitable approximations. The Crouch–Grossman method is based on vector fields with frozen










. Using exponentiation to denote the flow of a














































Here, the real number h is the stepsize. The notational extension to non-autonomous equations follows




, and, in the case of non-autonomous equations, c
i
, are
























   b
s
(3)
Given a numerical method solving differential equations evolving on manifolds, we define its order of
approximation as in [14]: the method is of order p if the p first terms of its Lie series are identical to






















where m 2M, and 	 is an arbitrary, real-valued, smooth function [14].
2.1 Adjoint Crouch–Grossman Methods
A fundamental geometric property of the flow '
t
of an autonomous differential equation
dy
dt
= f(y); y(0) = y
0
2M; (4)





(y) = y: (5)
3
The interpretation of (5) is obvious: Take y
0
as an initial point on the manifold M and follow the flow
forwards in time an amount t to arrive at y
1
. Starting in y
1




In the numerical solution of the differential equation (4), the flow '
h
: M!M is approximated by
a (one-step) numerical method 
h
: M!M with stepsize h. The time-symmetry property (5) is a
basic property of the true flow, but is not necessarily shared by all numerical methods. Consider for







). Now, taking y
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which is different from y
0
in second order of h. Hence, the time-symmetry property is only retained
up to the order of the method.
In the classical case [8, 7], in order to do a detailed analysis of time-symmetry, one has introduced the
concept of adjoint numerical method 
h
. We can adopt the same definition in the generalized manifold
setting, as has been done in [15]: Given a numerical one-step method 
h




























). Thus, one way of calculating




in the numerical method

h
, and solve for y
1
. Returning to the example with Euler’s method, it is easy to verify that the adjoint







Based on (6), we will now go through an example for finding the form of the adjoint Crouch–





































































































































What is the most natural interpretation of the above? The non-commutativity of the elementary flows
creates the problem that the rightmost flow cannot be swapped with the center flow in the stages.
That is, however, accomplished in the classical commutative case, and one can see how the classi-
cal coefficient requirement arises. Now, in the non-commutative setting we are forced to renew our
thinking.
One way to think about the obtained adjoint method, is to consider it as a Crouch–Grossman method
with 3 stages. This is natural since the stages consist of composition of three flows, and this conforms
with the general definition of a Crouch–Grossman method: the number of stages is equal to the
number of elementary flows. It is clear from the above adjoint method that the order of appearance of





























































































































In general, a Crouch–Grossman method (2) with s stages and Butcher tableau (3) will give rise to an




































































































































































0    0
(8)
A first observation is the obvious symmetry in the coefficients. The first and the last line in the coef-
ficient matrix coincide, and so do the second and second last line. In fact, the rows are symmetrically
placed around row s. Note also that the s   1 rightmost weights are zero. This means that, although
the adjoint system has 2s  1 stages, the computation cost involved is comparable to what an s stage
implicit method requires. Note also that the first s  1 entries of each row in the tableau are the same,
hence the resulting product needs only be computed once and reused in the next s  1 stages.
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To verify numerically that a Crouch–Grossman method based on this Butcher tableau is the adjoint of
the one based on the tableau (3), we integrate the rigid body equations [3] by first taking a step of size
h=2 with tableau (3) and then a step of size h=2 with (8). The governing equations are given by
dy
dt
= y  I
 1
y;











is the inertia tensor. As initial condition
we have used y(0) = [0:875; 0:625; 0:250], and we integrate from t
0
= 0 to t
end
= 25 with a stepsize
of 0:1. Our main concern in these simulations is to verify that the resulting method is of even order.
Figure 1 shows some of the results. The coefficients used in the simulations are the third order CG3a
and the fourth order CG4 from [14], and the fifth order CG5a from [10]. The methods composed
with their adjoint give even order overall methods.

















Figure 1: The figure shows the global error as a function of stepsize for integration using the method
composed with its adjoint method. The methods are of order three, four and five, respectively. Both
the third and the fourth order methods lead to an overall fourth order method, while the fifth order
method leads to one of overall order six.
The above discussion can be summarized in the following theorem.
Theorem 2.1
Let exp(hX)(m) denote the flow of the smooth vector field X through m 2 M, and let y0 = X(y)
with initial condition y(0) = m. Furthermore, let 	 2 C1(M;R), and let 
h
: M ! M be a
numerical method of order p, i.e. it satisfies
	(
h




























is a method of even order. If

h
is symmetric, then its maximal order is even.
Proof: In order to find the adjoint method, we perform the swaps h $  h and m $ exp(hX)(m)
in (9), and obtain
	(
 h


















































+    : (12)






into its Lie series Y [	 Æ  1
 h
](m) +O(h), and substituting
this and (12) into (11), yields the desired result (10). 
We conclude this section with stressing the following fact: The known classical relation  = ()





, equality in the stages will reduce the effective number of stages down to the initial count in .
2.2 Self-Adjoint Crouch–Grossman Methods






, among the known Crouch–Grossman methods. Crouch–Grossman methods
with only one stage (s = 1) coincide with the one-stage Runge–Kutta–Munthe-Kaas methods, and,
as shown in [15], the method based on the coefficients of the implicit midpoint rule is self-adjoint. In
Section 1 we pointed out that the 2-stage method based on the coefficients of the trapezoidal rule is
symmetric. Showing this is straight forward. According to (8) the adjoint method of the trapezoidal
rule is
0 1=2 0  1=2
1 1=2 1=2 0
0 1=2 0  1=2
1=2 1=2 0
In this scheme, the first and third stages collapse. By ignoring the last zero in the weights and in the
second stage, we are back to the trapezoidal rule.
These two examples might indicate that as long as the underlying Runge–Kutta method is symmetric,
so is the Crouch–Grossman method. However, numerical experiments refute a conclusion of this kind.
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Constructing symmetric Crouch–Grossman methods by composition As for self-adjoint Crouch–
Grossman methods of order greater than 2, we know that they exist. We will use an approach based on
composition of two Crouch–Grossman methods in order to construct higher-order Crouch–Grossman
methods. According to Theorem 2.1 we must search for an even-order method, and we exemplify the
approach by constructing a forth-order symmetric method.
Take any s stage Crouch–Grossman method and compose it with its adjoint method of 2s  1 stages.
Then the composed method is a symmetric Crouch–Grossman method with 3s  1 stages. Let us fix













































































































































































































Based on the coefficients of the 3-stage, third order, explicit Crouch–Grossman method CG3a given
in [14], we obtain a 4th order symmetric Crouch–Grossman method:
0 0 0 0 0 0 0 0 0
3=8 3=8 0 0 0 0 0 0 0
17=48 119=432 17=216 0 0 0 0 0 0
31=48 13=102  1=3 12=17 12=17  1=3  443=2993  17=216 0
5=8 13=102  1=3 12=17 12=17  1=3  101=408 0 0
1 13=102  1=3 12=17 12=17  1=3 13=102 0 0
5=8 13=102  1=3 12=17 12=17  1=3  101=408 0 0
31=48 13=102  1=3 12=17 12=17  1=3  443=2993  17=216 0
13=102  1=3 12=17 12=17  1=3 13=102 0 0
(14)
This 8-stage method looks very computationally expensive. Notice, however, that the last two stages





























should be computed only once in each step, regardless of the number of iterations the implicit method
needs in order to converge. In addition, we see that the first five elements in rows four to six are the
8



















only once during each iteration.
In the next section we turn to numerical examples.
3 Numerical Simulations
3.1 The Heavy Top Equation
In this section we test the numerical methods on the equations for a rigid body under the influence of
gravity. This set of equations can be modeled with the configuration space SE(3), with the dynamic
variables evolving in the dual Lie algebra se(3). Further, this is a Hamiltonian system where we use
the coadjoint action to update the dynamic variables during the integration. Let  2 so(3) be the












 = I 1 is the angular velocity of the top, I denotes the inertia tensor,  is the constant
unit vector along the line segment of length l connecting the fixed point (origin) and the center of
gravity of the top. M is the mass of the top, and g is the gravitational constant. We refer to [11] for
background and notation.
The system (15) possesses four first integrals in the case of a symmetric top. These are the Hamilto-
nian, H(; ) = 1
2
I 1 +Mgl , the projection of the angular momentum on the symmetry
axis of the top, the projection of the angular momentum on the gravity vector , and the norm
of the gravity vector k k2. The two latter first integrals are Casimirs of the Poisson bracket defining
the Hamiltonian structure.














































, and the mass M equals 1.
The stepsize of the integration was h = 0:05, while the interval of integration was [0; 25].
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Error in the Hamiltonian





Momentum projection on the symmetry axis
Figure 2: Non-Casimir first integrals of the heavy top equation integrated using the Crouch–Grossman
method. Solid line: coefficients CG3a, broken line: coefficients CG4.
Figure 2 shows how well the Crouch–Grossman method with CG3a and CG4 coefficients render the
two non-Casimir first integrals of the heavy top. As we can see there is a significant drift in the results
for both integrals, and for both methods. The Casimirs are preserved to machine accuracy by the
coadjoint action, and, hence, not plotted.
Figure 3 shows the results for the symmetric Crouch–Grossman procedure as specified in Section 2.1,
and Figure 4 shows the results for the symmetric Crouch–Grossman method (14). Both methods
display a good behavior with respect to the retention of the two non-Casimir first integrals. The errors
are oscillating within a constant band, and are not increasing with time. In Figure 5 the method (14) is
used to integrate the equations with time-step h = 0:2 over the inteval [0; 100]. Notice that the error
in the Hamiltonian is confined within a band. The overall behavior of the numerical Hamiltonian is as
expected: preserved to within an upper and lower constant limit.
3.2 The Sine–Euler Equation
It can be shown that the 2D Euler equation of ideal fluid flow constitute an infinite dimensional Hamil-
tonian system [1]. One way of attacking this problem numerically is to truncate the original system of
equations to a finite size model inheriting the features of the original Hamiltonian system. This was








































are the Fourier coefficients. In the following
we consider the case where the dimension is 3. We work on the Lie algebra su(3; C ), which is of
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Error in the Hamiltonian: CG3a





Momentum projection on the symmetry axis: CG3a





Error in the Hamiltonian: CG4






Momentum projection on the symmetry axis: CG4
Figure 3: Non-Casimir first integrals of the heavy top equation integrated using the symmetric
Crouch–Grossman procedure from Section 2.1. Solid line: coefficients CG3a, broken line: coeffi-
cients CG4.





Error in the Hamiltonian





Momentum projection on the symmetry axis
Figure 4: Non-Casimir first integrals of the heavy top equation integrated using the symmetric
Crouch–Grossman method (14).
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Momentum projection on the symmetry axis
Figure 5: Non-Casimir first integrals of the heavy top equation integrated using the symmetric
Crouch–Grossman method (14) with timestep h = 0:2.





































































where  denotes complex conjugation. This system has three first integrals: two quadratic and one
























where C is the so-called fundamental cell around the origin of the frequency spectrum. The cubic first



















For more details, see e.g. [1, 16]. For numerical experiments of the Sine–Euler system with the
Runge–Kutta–Munthe-Kaas method, see [3].
We have solved the system with a random and complex initial vorticity distribution and used the
constant step size h = 0:05. The numerical methods are the original Crouch–Grossman method, the
symmetric Crouch–Grossman method obtained by integrating half a step with the Crouch–Grossman
12




Error in the Hamiltonian: Crouch−Grossman method




Error in the Hamiltonian: symmetric Crouch−Grossman method
Figure 6: Error in the Sine–Euler Hamiltonian. The upper figure shows the error in the Hamilto-
nian when using the Crouch–Grossman method. The lower figure shows the error when using the
symmetric Crouch–Grossman method from Section 2.1. Solid line: coefficients CG3a, broken line:
coefficients CG4.
method and half a step with its adjoint, as described in Section 2.1, and the self-adjoint Crouch–
Grossman method (14). The coefficients used are CG3a from [14] and CG4 and CG5a from [10].
Again, we do not plot the Casimirs, since they are preserved to machine accuracy.
Figure 6 shows the results for the Crouch–Grossman method and the symmetric Crouch–Grossman
method of Section 2.1. The error in the Hamiltonian does not have a regular behavior, and the os-
cillations have an irregular amplitude and period. However, in the upper subplot one can see that
despite the irregularity, there is a linear drift. In the lower plot there is no tendency of drift, hence the
symmetric method improve on the retention of the Sine–Euler Hamiltonian.
0 50 100 150 200 250
10−10
10−5
Error in the Hamiltonian
Figure 7: Error in the Sine–Euler Hamiltonian integrated with the symmetric Crouch–Grossman
method (14) over the interval (0; 250).
In Figure 7 we have integrated the Sine–Euler equations over a longer period of time, in order to check
that there is no drift in the Hamiltonian error over time.
4 Concluding Remarks
In this paper we have discussed time-symmetry of the Crouch–Grossman class of geometric inte-
grators. We found a representation of the adjoint Crouch–Grossman method as a 2s   1 stage
Crouch–Grossman method, and numerical experiments support that this is a correct interpretation
13
of the adjoint method. The reason for the increase in the number of stages in the adjoint Crouch–
Grossman method, is non-commutative effects. We have also found examples of higher-order sym-
metric Crouch–Grossman methods.
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