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Abstract
We are concerned with bifurcation analysis and control of nonlinear Eulerian flows with
non-resonant n-tuple Hopf singularity. The analysis is involved with CW complex bifurcations
of flow-invariant Clifford hypertori, where we refer to these toral manifolds by toral CW com-
plexes. We observe from primary to tertiary flow-invariant toral CW complex bifurcations
for one-parametric systems associated with two most generic cases. In a particular case, a
tertiary toral CW complex bifurcates from and resides outside a secondary toral CW com-
plex. When the parameter varies, the secondary internal toral CW complex collapses with the
origin. However, the tertiary external toral CW complex continues to live even after the sec-
ondary internal toral manifold disappears. Our analysis starts with a flow-invariant primary
cell-decomposition of the state space. Each open cell admits a secondary cell-decomposition
via a smooth flow-invariant foliation. Each leaf of the foliations is a minimal flow-invariant
realization of the state space configuration for all Eulerian flows with n-tuple Hopf singulari-
ties. Permissible leaf-vector field preserving transformations are introduced via a Lie algebra
structure for nonlinear vector fields on the leaf-manifold. Complete parametric leaf-normal
form classification is provided for singular leaf-flows. Leaf-bifurcation analysis of leaf-normal
forms are performed for three most leaf-generic cases associated with one to three unfold-
ing bifurcation-parameters. Leaf-bifurcation varieties are derived. Leaf-bifurcations provides
a venue for cell-bifurcation control of invariant toral CW complexes. The results are imple-
mented and verified using Maple for practical bifurcation control of such parametric nonlinear
oscillators.
Keywords: Bifurcation control; Toral CW complexes; Flow-invariant foliation; Lie algebras on
manifolds; Leaf-systems and Leaf-normal forms; Leaf and cell-bifurcation.
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1 Introduction
Some parts of the proofs are omitted here for briefness. Full version of this paper is available upon
request from authors.
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Depending on their applications, oscillations can be beneficial or damaging. Thus, the amplitude-
size control, signal synchronization and the oscillation frequency management address important
characteristics of parametric oscillator systems. These have many different engineering control
applications such as instrumentation in vibrators and robotics [7,18], sinusoidal and waveform gen-
erators [40], signal processing and information transmission [10], multi-agent and geometric control
systems in robotics and finally, a computer harmonic music design [20]. Many robotic designs such
as parallel robots and vibrators need a system design to have a restricted movements within a
geometric space (a manifold) as the realization of the state space configuration. Further, a syn-
chronised and an organised harmonic joint movements within the state space configuration are
essentially required for an efficient and harmonic operation; also see [18]. Our proposed treatment
of such problems involves an Eulerian type state-feedback controller system design; see [19]. The
Eulerian structure formulates the geometric state space configuration. However, the actual real-
ization within the state space configuration is controlled by permissible families of flow-invariant
leaf-manifolds. Permissible leaves represent the desired realizations of the state space configuration
and are determined by integral foliations. Hence, our approach requires the study of integral folia-
tions and the bifurcation control of the governing dynamics on the individual leaves of the foliations;
also see [3–6,18–20,24,25,27–29,31,36,37].
Bifurcation refers to a qualitative type change in the dynamics of a system when some parameters
of the system slightly change around their critical values. Hence, a change in the number and/or the
stability types of the equilibria, periodic and/or quasi-periodic orbits and flow-invariant manifolds
is called a bifurcation. We are concerned with non-resonant n-tuple Hopf singularity with nonlinear
Eulerian (and rotational) type coupling throughout this paper. Hopf bifurcation is an important
venue to generate limit cycles from an equilibrium while a coupled n-tuple Hopf bifurcation for
Eulerian flows generates a flow-invariant toral-manifold bifurcated from a steady-state solution. A
periodic orbit as an α or ω-limit set is a limit cycle while an invariant torus in non-resonant cases
consists of quasi-periodic solutions. A flow-invariant toral manifold here refers to a family of flow-
invariant Clifford hypertori that are smoothly parameterized by open CW-cells of a CW complex.
Thus, these toral manifolds are called by toral CW complexes. A toral CW complex refers to a
flow-invariant connected topological space with a partition into hypertorus bundles over open CW-
cells of a regular CW complex where they are topologically glued together; see Definition 6.5. By
considering a regular CW complex and its hypertorus bundle, we construct a toral CW complex. The
toral CW complex is the quotient space of the hypertorus bundle over an appropriated constructed
equivalence relation; see Lemma 6.7. This provides an actual description for what singular Eulerian
flows in this paper experience. As the parameters slightly change, a parametric Eulerian flow with a
multiple Hopf singularity may experience bifurcations of invariant toral CW complexes and, thus, we
have a complex oscillating dynamics for the nearby orbits. The cell-bifurcation analysis of invariant
toral CW complexes provide the information for our proposed parametric state-feedback controller
design and suitable leaf-choices in its control applications. Yet, leaf-bifurcations are chosen and
controlled by initial data and bifurcation controller parameters. This approach lays the ground for
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a desired controlled realization of the oscillating dynamics in the state space; see [19,20].
We are concerned with hypernormalization, bifurcation analysis and control of flows of nonlinear
n-tuple Hopf singularities given by
Θ + v(x), where v(x) :=
∑n
i=1 Θ
i
fi
+ Eg, Θ :=
∑n
i=1 ωiΘ
i
0,
∏n
i=1ωi 6= 0, fi(0) = g(0) = 0,(1.1)
E0 :=
∑n
i=1 xi
∂
∂xi
+ yi
∂
∂yi
, Eg := gE0, Θ
i
0 := −yi ∂∂xi + xi ∂∂yi , Θifi := fiΘi0,
fi, g ∈ R[[x]], ωiωj /∈ Q for 1 ≤ i < j ≤ n, and x := (x1, y1, . . . , xn, yn). We call Eg and Θifi ,
an Eulerian and a rotational vector field, respectively. Any such vector field is associated with
a formal autonomous differential system and vice versa. Thus, the terminology and notations of
vectors, vector fields, formal flows, and differential systems are interchangeably used throughout this
paper. We simply refer to the formal flows associated with (1.1) by Eulerian flows. A bifurcation
control of systems of type (1.1) does not simply follow the classical normal form theory. This is
because classical normal forms usually destroy the Eulerian and rotating structure of these vector
fields. As a result, the bifurcation analysis of the truncated classical normal forms does not reflect
what occurs in the actual dynamics of the system. Our goal in this paper is to do the analysis by
taking into account the structural symmetry of such systems. This paper is the second draft in our
project on bifurcation control of singular Eulerian flows with applications in parametric oscillator
systems, robotic team control, computer harmonic music design and analysis; also see [18–20].
We first provide a flow-invariant primary cell-decomposition of the state space into open-cells
invariant under all Eulerian flows. Each cell is a 2k-manifold for some k ≤ n and is diffeomorphic
to the product of k-copies of the cylinder S1×R+; see Lemma 2.2. A reduction of a given Eulerian
(plus rotational) vector field over a 2k-closed cell (the closure of an open 2k-cell) gives rise to an
Eulerian (plus rotational) 2k-cell vector field. Each open cell admits an irreducible flow-invariant
k+ 1-dimensional foliation. Each leaf of the foliations is an integral manifold whose tangent bundle
is spanned by all Eulerian vector fields. In other words, leaves are minimal realizations of the
state space configuration for all Eulerian flows with multiple Hopf singularity. Each of the leaves
is a manifold homeomorphic to Tk × R+, where Tk is a Clifford hypertorus of k-dimension for
1 ≤ k ≤ n. These leaves are parameterized by positive vectors C from the k − 1-dimensional unit
sphere and an n-permutation σ, sayMCk,σ; see Theorem 2.3. We refer to a vector field reduced to an
invariant leaf by a leaf-vector field. Using permissible changes of state variables, the associated leaf-
dependent simplified system is called a leaf-normal form system. We further allow time rescaling
and dependence on bifurcation parameters to obtain (formal) parametric leaf-normal forms. Finite
determinacy analysis and bifurcation analysis of (formal) parametric (leaf) normal forms gives rise
to a comprehensive understanding about the local dynamics of the original singular system. We
distinguish between a leaf-bifurcation, a 2k-cell bifurcation, and a toral CW complex bifurcation. A
leaf-bifurcation or a leaf-transition variety is associated with a leaf-vector field. A 2k-cell bifurcation
is concerned with the dynamics of an Eulerian 2k-cell system. When k = n, a cell bifurcation
is simply called a bifurcation. However, a toral CW complex bifurcation refers to appearance or
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disappearance of a flow-invariant toral CW complex through a bifurcation or a cell bifurcation. This
terminology is similar in a sense to the classical limit cycle bifurcations. The vector field (1.1) may
experience the leaf-bifurcation of multiple invariant k-hypertori for 1 ≤ k ≤ n and cell-bifurcations
of multiple toral CW complexes.
There are topologically equivalent systems associated different parameters of a parametric Eu-
lerian flow in 2n-dimension whose MCk,σ-leaf dynamics are different; see Theorems 5.1-5.2, and
compare them with Theorems 6.11, 6.9, 6.12, and 6.15. Therefore, a leaf-bifurcation variety is not
necessarily a bifurcation variety for the 2k-dimensional cell systems for k ≤ n. This is what enforces
our distinction between leaf-bifurcations and cell-bifurcations. Cell-bifurcations are here involved
with flow-invariant toral manifolds. Due to the complexity of these bifurcated flow-invariant mani-
folds, we introduce toral CW complexes as a technical means for their comprehensive description.
Our definition is specific to the actual flow-invariant manifold cell-bifurcations in Section 6. We
observe a 2k-cell-bifurcation of an isolated secondary flow-invariant toral CW complex whose leaf-
sections within the state space are l-hypertori for 1 ≤ l ≤ k. Secondary flow-invariant toral CW
complexes refer to the flow-invariant manifolds bifurcated from an equilibrium (the origin) of a 2k-
cell system. The secondary invariant toral CW complex may further undergo a cell-bifurcation. An
external tertiary toral CW complex is born from the secondary toral CW complex in a specific case,
i.e., the secondary toral manifold lives inside the tertiary manifold. Tertiary cell-bifurcations refer
to toral CW complexes bifurcating from a secondary toral CW complex (but not from the origin).
When the origin is stable, the external toral CW complex is also stable and solutions approach to
either the origin or to the external invariant manifold.
The basic tools for analysis is the derivation of normal forms. The idea in normal form theory is
to use near-identity changes of state variables to transform a singular vector field into a qualitatively
equivalent but simple vector field, that is called normal form vector field. This facilitates the
bifurcation analysis of a given nonlinear singular vector field. It is known that there is a one-to-one
correspondence between near-identity transformations and the time-one mappings associated with
the flow of nonlinear vector fields without constant and linear parts; see equations (3.1)-(3.2). In the
latter case, nonlinear vector fields without constant and linear parts are called by transformation
generators. Due to the Lie bracket formulation (exp ad by equation (3.2)) in updating vector
fields using time-one mappings, it is an advantage to use the transformation generators in normal
form theory. Then, Lie algebraic structures and Lie subalgebras are important tools for structural
symmetry-preserving of a given singular system in its normalization process; see [18]. Our proposed
approach here is to make an invariant leaf-reduction and then, obtain leaf-normal forms. Hence, we
design a Lie algebra structure for leaf-vector fields onMCk,σ through a linear-epimorphism between
Eulerian (plus rotational) vector fields on Ck × R+. This Lie algebra structure is required for
introducing permissible leaf-preserving transformations for the leaf-normal form derivation. Next,
a complete parametric leaf-normal form classification for vector field types (1.1) are provided.
This paper is organized as follows. Flow-invariant cell-decomposition of the state space is
provided in Section 2. We show that each cell admits an irreducible foliation that is flow-invariant
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under all Eulerian flows. Flow-invariant leaf reductions of singular Eulerian flows are introduced
in Section 3. Parametric leaf normal form classification is provided in Section 4. Section 5 deals
with bifurcation analysis of one-parametric truncated leaf normal forms of three most generic cases.
Bifurcation analysis of 2k-cell systems are described in Section 6. A comprehensive description
of the 2k-cell bifurcations is achieved by an introduction of toral CW complexes associated with
CW complexes. Our normal form approach provides an algorithmically computable method in
bifurcation controller design for singular oscillator systems.
2 Primary cell-decomposition and flow-invariant foliations
This section first presents a primary decomposition of the state space into 2k-dimensional cells
invariant under all Eulerian flows. Each cell is homeomorphic to the product of k-copies of the
cylinder R+×S1. Next, we show that each 2k-cell admits a k+1-dimensional foliation. This further
splits the 2k-cells into the minimal flow-invariant manifolds. More precisely, each leaf of the foliation
is a minimal manifold that is invariant under all singular Eulerian flows and is homeomorphic to
a Tk × R+, where Tk is a k-dimensional Clifford hypertorus. More precisely, minimal invariant
manifolds are integral leaves of the foliations associated with all Eulerian flows. Since the cell
decomposition and leaves of the foliations are flow-invariant under all Eulerian flows, we employ
these in sequence as a reduction technique for their normal from, bifurcation analysis and control
in sections 4 and 5.
Notation 2.1. 1. We use unionsqiAi for the union of disjoint sets Ai. The set R+ stands for nonzero
positive real numbers and Tk for a k-dimensional Clifford torus. Notation Sn−1 stands for the
n− 1-dimensional unit sphere in Rn. Denote the n-vector (ci)ni=1 by (c1, c2, . . . , cn) and
Sn−1>0 :=
{
(c1, . . . , cn) ∈ Sn−1| ci > 0 for 1 ≤ i ≤ n
}
. (2.1)
2. Denote
Skn := {σ ∈ Sn|σ(i) < σ(j) for i < j ≤ k and for k < i < j ≤ n} (2.2)
where Sn is the group of permutations over {1, 2, . . . , n}. We denote the identity map in Skn
by I. Thus, Skn has
(
n
k
)
-number of elements and Snn = S
0
n = {I}. For σ ∈ Skn, denote
Sk−1,σ>0 :=
{
(c1, . . . , cn) ∈ Rn | (cσ(1), . . . , cσ(k)) ∈ Sk−1 and cσ(i) > 0 for 1 ≤ i ≤ k
}
. (2.3)
Here, σ(i) for i = 1, . . . , k represents nonzero elements cσ(i) 6= 0 from c ∈ Sk−1,σ>0 while cσ(i) = 0
for i = k + 1, . . . , n. For an instance, S0,σ>0 = {enσ(1)} and Sk−1,σ>0 = Sk−1>0 . Here, eni ∈ Rn stands
for the i-th element from the standard basis of Rn.
Lemma 2.2 (Flow-invariant cell-decomposition of the state space). There exists a disjoint Eulerian
flow-invariant decomposition of the state space into open 2k-manifolds Mk,σ for 1 ≤ k ≤ n, and
σ ∈ Skn, i.e., R2n =
⊔n
k=0
⊔
σ∈SknMk,σ and M0,I = {0}. For each k = 1, . . . , n, there are
(
n
k
)
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number of 2k-dimensional cells corresponding to permutations σ ∈ Skn, while cells of odd dimension
are empty. Each Mk,σ is diffeomorphic to the product of k number of cylinders S1 × R+, i.e.,
(S1 × R+)k.
Proof. For any
0 6= x = (x, y) = (x1, x2, . . . , xn, y1, y2, . . . , yn) ∈ R2n,
denote (xnj , ynj) (say 1 ≤ j ≤ k) for the nonzero pairs of x and let mj with 1 ≤ j ≤ n − k
stand for the remaining indices, i.e., (xmj , ymj) = (0, 0). These spaces are pairwise disjoint and
their union is the whole state space R2n. Let ρi(t) = ‖(xi(t), yi(t))‖ and v := Ef +
∑n
i=1 Θ
i
gi
.
Consider the initial value problem associated with v and initial condition x(t◦) ∈ Mk,σ. Hence,
the manifold {x ∈ R2n|‖(xi, yi)‖ = 0}, for an i ≤ k, and its complement are both invariant under
the flow associated with v. Thus, ρσ(i)(t) 6= 0 for all t when x(t◦) ∈ Mk,σ and 1 ≤ i ≤ k. When
1 ≤ j ≤ n− k and t ≥ t◦, ρmj(t) = 0 for all trajectories starting from a point x(t◦) on the manifold
Mk,σ. Hence, Mk,σ is a 2k-dimensional flow-invariant subspace and the union of Mk,σ over k and
σ ∈ Skn gives rise to R2n \ {0}. Define the map φMk,σ :Mk,σ → (S1 × R+)k by
φMk,σ(x) :=
(
(xσ(i)(t),yσ(i)(t))
‖(xσ(i)(t),yσ(i)(t))‖ , ‖(xσ(i)(t), yσ(i)(t))‖
)k
i=1
. (2.4)
This is well-defined and smooth. Here, the cylinder S1×R+ is parameterized by (cos θ, sin θ, r) for r ∈
R+ and θ ∈ R
2piZ . Therefore, the inverse function φ
−1
Mk,σ : (S
1×R+)k →Mk,σ is a diffeomorphism.
Now we show that each 2k-manifold Mk,σ admits a secondary decomposition (via a smooth
foliation) as a union of disjoint flow-invariant connected k + 1-submanifolds denoted by MCk,σ.
Each submanifold MCk,σ is called a leaf. Here, every point has an open neighborhood U and a
local coordinate-system, say (y1, · · · , y2k) : U → R2k, so that each leaf within U can be described
by yk+2 = constant, . . . , y2k = constant. The leaves MCk,σ of the foliations are parameterized by
1 ≤ k ≤ n and C ∈ Sk−1>0 . Each leaf MCk,σ is a minimal manifold that is invariant under every
Eulerian flow with multiple Hopf singularity. Then, each vector field type in equation (1.1) can
be reduced on these individual flow-invariant minimal leaves. Next, leaf parametric normal form
classifications provide further reduction of the vector field (1.1). Hence, the analysis of the infinite
level leaf parametric normal form v
(∞)
k,C for 1 ≤ k ≤ n and C ∈ Sk−1>0 provides all bifurcation scenarios
of the vector field v.
Theorem 2.3 (Irreducible flow-invariant foliations). There is a smooth k+ 1-dimensional foliation
for further refinements of each Mk,σ into the disjoint leaves MCk,σ of the foliations parameterized
by C ∈ Sk−1,σ>0 , indeed, Mk,σ = unionsqC∈Sk−1>0 M
C
k,σ. Each leaf MCk,σ is a flow-invariant manifold homeo-
morphic to Tk × R+ and Mk,σ is homeomorphic to Tk × R+ × Sk−1>0 . The set MCk,σ is a minimal
manifold that is invariant under all flows associated with Eulerian and rotational vector fields.
Proof. Consider a point 0 6= x◦ ∈Mk,σ. We parameterize the leaves of the foliation by C ∈ Sk−1,σ>0 .
Let c◦σ(j) :=
||(x◦
σ(j)
,y◦
σ(j)
)||
||x◦|| 6= 0 for j ≤ k, and c◦σ(j) = 0 for k < j. Thus, Cx◦ := (c◦1, . . . , c◦n) ∈ Sk−1,σ>0 .
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Denote (θσ(j), ρσ(j)) for (xσ(j), yσ(j)) in the polar coordinates and Nx◦ ⊂ Mk,σ for a small open
neighborhood around x◦. Note that for all x ∈ Nx◦ , (xσ(i), yσ(i)) 6= 0 when i ≤ k and (xσ(i), yσ(i)) = 0
for i > k. Then, we introduce the map ϕx◦ : Nx◦ ⊂Mk,σ → R2k by
ϕx◦(x) :=
(
θσ(1), θσ(2), . . . , θσ(k), ||(xσ(1), yσ(1))||,
c◦σ(1)ρσ(2)
c◦σ(2)
− ρσ(1), . . . ,
c◦σ(k−1)ρσ(k)
c◦σ(k)
− ρσ(k−1)
)
.
The neighborhood Nx◦ can be chosen small enough so that the family ϕx◦ would construct a smooth
system of local coordinates within the invariant Mk,σ. Let x 6= y. Thus,
∅ 6= ϕ−1x (Rk+1 × 0k−1) ∩ ϕ−1y (Rk+1 × 0k−1) if and only if Cx = aCy
for some 0 6= a ∈ R+. Since Cx, Cy ∈ Sk−1,σ>0 , we have a = 1. Hence, the family
∪{x|Cx=C}ϕ−1x (Rk+1 × 0k−1) for C ∈ Sk−1,σ>0 partitions Mk,σ
into disjoint connected sub-manifolds. Thereby, these sub-manifolds can be parameterized by C ∈
Sk−1,σ>0 . The leaf MCk,σ is a k + 1-manifold invariant under all Eulerian flows. This provides a
diffeomorphism between MCk,σ and the toral cylinder Tk × R+.
3 Transformation generators, leaf reductions and Lie alge-
bras on a leaf
This section is devoted to leaf-reduction of vector fields and the study of leaf-preserving transfor-
mation generators using a Lie algebra structure for leaf-vector fields. We first recall how a nonlinear
(formal) vector field Y (x) generates a near-identity transformation when Y (0) = DxY (0) = 0, and
Dx stands for derivatives with respect x; e.g., see [38, format 2b]. Consider the initial value problem
d
dt
x(t,y) = Y (x(t,y)), x(0,y) = y. (3.1)
Then, the time-one mapping x := φY (y) = x(1; y) is a near-identity coordinate transformation
generated by Y . Assume that this transforms the new variable y to the old variable x. Then, a
vector field v(x) is transformed to
w(y) := [(DyφY )(y)]
−1v(φY (y)) = exp adY v = v + [Y, v] + 12
[
Y, [Y, v]
]
+ · · · , (3.2)
where adY v = [Y, v] := Wronskian(v, Y ) = (DxY )v − (Dxv)Y ; e.g., see [34, 35, 38]. Then, system
(3.1) is transformed into y˙ = w(y). Therefore, a Lie subalgebra structure for transformation gen-
erators is sufficient to preserve a structural symmetry using these types of transformations. Hence,
the time-one flows associated with nonlinear vector fields of type
Y := p(u)E0 +
∑n
i=1 hi(u)Θ
i
0, for ui = v¯i, p(0) = h(0) = 0, (3.3)
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preserve the structural symmetry type given in (1.1). Therefore, the normal form and (universal
asymptotic) unfolding problems of such singular vector fields can be treated using these time-
one maps; see [18, 21]. By asymptotic unfolding problem, we mean finding a k-truncated simplest
parametric normal form with least number of parameters to fully unfold a system with respect to the
k-equivalence relation; e.g., see [16, 17]. However, the truncated simplest parametric normal form
systems are not yet sufficiently simple for bifurcation analysis and control. Thus, we alternatively
use the flow-invariant leaf reduction of the vector fields to obtain leaf-vector fields in this section.
Given transformation generators described above, we further study the leaf-vector field preserving
transformation generators through a Lie algebra structure for leaf-vector fields. Then, in section
4, we do the parametric normal form of the leaf-vector fields on the manifold Tk × R+. Next, the
estimated transition varieties associated with parametric leaf-normal forms establish a bifurcation
control criteria in a parametric state-feedback controlled system. These are indeed necessary for
any meaningful bifurcation analysis and bifurcation control of an Eulerian flow with multiple Hopf
singularity; see sections 4 and 5. Now we add some extra notations to those described in Notation
2.1.
Notation 3.1. Given σ ∈ Skn, n-vectors a = (a1, a2, . . . , an) and b := (b1, . . . , bn), we denote
aˆ := (aˆ1, aˆ2, . . . , aˆk) := (aσ(1), aσ(2), . . . aσ(k)), a
b := Πni=1ai
bi , cos a := (cos a1, . . . , cos an) , sin
bˆaˆ :=
Πkj=1 sin
bnjanj , and |a| =
∑n
i=1 |ai|.
Lemma 3.2 (MCk,σ-leaf reduction). Consider v given in equation (1.1), g(x) :=
∑
|α|+|β|≥1aα,βx
αyβ,
fi(x) :=
∑
|α|+|β|≥1 b
i
α,βx
αyβ, σ ∈ Skn, C ∈ Sk−1,σ>0 , k ≤ n, and (x, y) ∈ Mk,σ. Then, the MCk,σ-leaf
reduction of Θ + v is given by Θk + vσ,C where Θk :=
∑k
j=1 ωσ(j)
∂
∂θσ(j)
and
vσ,C :=
∑∞
|αˆ|+|βˆ|=1 ρσ(k)
|αˆ|+|βˆ| cosαˆθˆ sinβˆ θˆ
(
a˜k
αˆ,βˆ
(C)
∑k
j=1
cσ(j)
cσ(k)
ρσ(k)∂
∂ρσ(j)
+
∑k
j=1 b˜
k,j
αˆ,βˆ
(C) ∂
∂θσ(j)
)
. (3.4)
Here, ρσ(k) ∈ R+ and θˆ := (θσ(1), θσ(2), . . . , θσ(k)) ∈ Tk. When |αˆ||βˆ| < |α||β|, we have a˜kαˆ,βˆ(C) =
b˜k,j
αˆ,βˆ
(C) = 0. Otherwise,
a˜k
αˆ,βˆ
(C) :=
∏k
j=1 cσ(j)
ασ(j)+βσ(j)
cσ(k)
|α|+|β| aα,β, b˜
k,j
αˆ,βˆ
(C) :=
∏k
j=1 cσ(j)
ασ(j)+βσ(j)
cσ(k)
|α|+|β| b
j
α,β for 1 ≤ j ≤ k. (3.5)
Proof. Proof is omitted.
Since MCk,σ is homeomorphic to Tk × R+, we may identify the leaf-vector field (3.4) with an
Eulerian type vector field plus a rotational vector field on Tk×R+. This is described as follows. Let
(%j, ϑj) stands for (ρσ(j), θσ(j)). Thus, let (Xi,Yi) := (cosϑi, sinϑi), (X ,Y ) ∈ Tk = S1× S1 · · · × S1
and denote
LTk×R+ := span
1≤i≤k
{
qi∂
∂ϑi
,
∑k
j=1
cˆj%kh∂
cˆk∂%j
∣∣∣h, qi ∈ R[[X ,Y , %k]], qi(0) = h(0) = 0} , (3.6)
R := span{g ∈ C[[υ1, . . . , υk, r]] | υi ∈ {zi, wi} for i ≤ k},
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where z := (z, w) = (z1, . . . , zk, w1, . . . , wk), wi = zi. We remark that the monomials appearing in R
are in terms of either zi or wi but, a monomial cannot include both zi and wi for the same index i,
e.g., z1z2w3 ∈ R and z1w1 /∈ R. The main goal in the next lemma is to construct a leaf-dependent
Lie algebra structure over the class of leaf-vector fields. The idea is to use the pushforward maps
associated with projection of coordinate changes from a complex coordinate system on Ck × R+
onto Tk×R+. The Lie algebra structure introduces permissible transformation generators for their
leaf-normal form classification.
Theorem 3.3 (Lie algebra structure on invariant leaves). There exists a linear-isomorphism
Ψ : LTk×R+ →J := span
1≤i≤k
{
rg∂
∂r
, fiwi∂
i∂wi
− fizi∂
i∂zi
∣∣∣g, fi ∈ R} , (3.7)
where fi(z, w, r) = fi(z, w, r), g(z, w, r) = g(z, w, r), fi(0) = g(0) = 0, and %, r ∈ R+. Further,
there are Lie algebra structures on LTk×R+ and J so that Ψ is a Lie isomorphism.
Proof. Proof is omitted for briefness.
Remark 3.4. An alternative dynamics reduction can be made using projective space of the state
space. However, this is fruitless due to the fact that the dynamics on the projective space is trivial.
4 Parametric leaf-normal form classification
This section is devoted to derive the formal leaf-normal forms of singular systems with multiple Hopf
singularity. We use near-identity changes of the state variables. For the parametric vector fields, we
also use the rescaling of time and it is also important to allow the state- and time-transformations
to depend on the bifurcation parameters; see [4,14,26,29–37,41,43,43–47,50] for a recent literature
on normal forms, convergence and their optimal truncations. Given the proof of Theorem 3.3 and
the convenience of notations, we identify leaf-vector fields with those on Tk × R+. Then, our leaf-
normal form derivation uses the map ψˆ−1∗ to transform a vector field on Tk × R+ into a vector field
on Ck×R+. Next, normal forms are derived and then, the pushforward map ψ∗ is applied to project
the normal form vector field back to a normal form vector field on Tk × R+.
Theorem 4.1 (The first level MCk,σ-leaf normal form). For any C ∈ Sk−1>0 , there exists a near-
identity changes of the state variables transforming the MCk,σ-leaf vector field Θ + vσ,C given by
(3.4) into a first level MCk,σ-leaf normal form Θk + v(1)σ,C , where
v
(1)
σ,C :=
∑∞
p=0(xσ(k)
2 + yσ(k)
2)pAσp(xσ(1), yσ(1), . . . , xσ(k), yσ(k))
t, (4.1)
Aσp := diag(A
σ
1,p,A
σ
2,p, . . . ,A
σ
k,p), A
σ
i,p := (ap
2 + bip
2
)
1
2Rθip ,
Rθip is the standard counterclockwise rotation matrix, θ
i
p := tan
−1
(
bip
ap
)
is the rotation angle, and
a0 = 0, b
i
0 = ωσ(i) for 1 ≤ i ≤ k. The coefficients ap and bjp are C-dependent polynomials in terms of
a˜k
αˆ,βˆ
and b˜k,j
αˆ,βˆ
given in equation (3.5) for |αˆ + βˆ| ≤ p.
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Proof. The proof follows direct calculations.
The family of the first level leaf-normal form vector fields of type (??) is a Lie subalgebra
in LTk×R+ . Hence, we denote them by L := span
1≤i≤k
{
qi∂
∂ϑi
,
∑k
j=1 h
cˆj%k∂
cˆk∂%j
∣∣ qi, h ∈ R[[%k2]],m ≥ 1} . A
permissible direction-preserving time-rescaling is given by τ := (1 +T )t, where T (xσ(k)
2 +yσ(k)
2) is a
formal power series without constant terms. This time rescaling transforms a vector field v ∈ L into
v + Tv ∈ L . Hence, we consider R as the formal power series generated by Zi :=
(
xσ(k)
2 + yσ(k)
2
)
i
and denote Eˆ0 :=
∑k
j=1
cˆj%k∂
cˆk∂%j
.
Lemma 4.2. The vector space L constitutes a Lie subalgebra in LTk×R+ so that for every α, β ∈ R,
m,n ∈ Z≥0 and 1 ≤ i ≤ j ≤ k, the structure constants are given by[
ρσ(k)
2mEˆ0,
α
2
ρσ(k)
2nEˆ0+
β
2
ρσ(k)
2lΘ
σ(i)
0
]
=(m−n)αρσ(k)2(m+n)Eˆ0−lβρσ(k)2(m+l)Θσ(i)0 ,[
ρσ(k)
2mΘ
σ(i)
0 , ρσ(k)
2nΘ
σ(j)
0
]
=0. (4.2)
The Lie algebra L is also an R-module that is consistent with time rescaling of vector fields, where
for every βi ∈ R and 1 ≤ i ≤ k,
Zmρσ(k)
2nEˆ0 = ρσ(k)
2(m+n)Eˆ0, Zm
∑k
i=1 βiρσ(k)
2σ(i)Θ
σ(i)
0 =
∑k
i=1 βiρσ(k)
2(m+σ(i))Θ
σ(i)
0 . (4.3)
Proof. The argument for relations (4.2) and (4.3) follows direct calculations.
The leaf-normal form (4.1) in polar coordinates reads
Θk +
∑k
i=1
∑
p≥1 ρσ(k)
2p apcσ(i)ρσ(k)∂
cσ(k)∂ρσ(i)
+
∑k
j=1
∑
p≥1 b
j
pρσ(k)
2p ∂
∂Θσ(j)
. (4.4)
The first level parametric normal form of every vector field (1.1) is similar to equation (4.4), except
that the coefficients am and b
i
m depend on the parameter vector µ := (µ1, µ2, . . . , µr) and we denote
them by am(µ,C) and b
i
m(µ,C) where
a0(0, C) = 0, b
i
0(0, C) = 0 for 1 ≤ i ≤ n.
Hence, parametric version of (4.4) with respect to Eulerian and rotational vector fields in L is
expressed by
Θk + v
(1)
σ,C :=
∑k
i=1 ωσ(i)Θ
σ(i)
0 +
∑
j≥0 aj(µ,C)ρσ(k)
2jEˆ0 +
∑k
i=1
∑
j≥0 b
i
j(µ,C)ρσ(k)
2jΘ
σ(i)
0 , (4.5)
where we take the notation m := (m1, . . . ,mr),µ
m := µ1
m1 · · ·µrmr ,
aj(µ,C) =
∑
|m|≥0 aj,m(C)µ
m, and bij(µ,C) =
∑
|m|≥0 b
i
j,m(C)µ
m for 1 ≤ i ≤ k.
In order to do the hyper-normalisation of vector fields, we define
s := min{j| aj(0, C) 6= 0} (4.6)
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and a grading function by
δ(µmρσ(k)
2jEˆ0) := |m|(s+ 1) + j, δ(µmρσ(k)2jΘσ(i)0 ) := |m|(s+ 1) + s+ j for 1 ≤ i ≤ k.
The grading δ decomposes the Lie algebra L =
∑
Li into δ-homogeneous spaces as a graded Lie
algebra, [Li,Lj] ⊆ Li+j. Further, it will be a R-graded module. Let Θk + v(1)σ,C :=
∑∞
i=0 vi and
vi ∈ Li. The map di,1(Ti, Si) := Tiv0 + [Si, v0] is defined for (Ti, Si) ∈ Ri×Li. Using a slight abuse
of notation, we inductively define the map di,r : ker di−1,r−1 ×Ri ×Li → Li by
di,r(T r−1i−r+1, · · · , T r−1i−1 , Ti, Sr−1i−r+1, · · · , Sr−1i−1 , Si) :=
∑r−1
i=1
(
T r−1i−i vi + [S
r−1
i−i , vi]
)
+ Tiv0 + [Si, v0],
where (T r−1i−r+1, · · · , T r−1i−1 , Sr−1i−r+1, · · · , Sr−1i−1 ) ∈ ker di−1,r−1, i ≥ r, and r ≥ 2. The map di,r computes
all possible spectral data available as transformation generators to simplify terms in grade i by
using not only the linear part of the vector field but also all terms in the normalising vector field
up-to grade r − 1. Thus, im di,r represents the space that can be simplified from the vector field
in grade r while a complement space Cri to im di,r, for any i, stands for all possible terms that
may not be simplified in the r-level normal form step; e.g., see [21, Theorem 4.3 and Lemma 4.2].
Hence, using near-identity changes of state variable and time rescaling (direction preserving), the
vector field Θk + v
(1)
σ,C can be transformed into a r-th level parametric normal form v
(r) :=
∑
v
(r)
i ,
where vri ∈ Cri . Deriving di,i and Cii for any i ≥ 1 gives rise to the computation of the infinite level
(simplest) normal form; e.g., see [21, 35].
Theorem 4.3 (Infinite-level parametric leaf-normal forms). Consider C ∈ Sk−1>0 and a MCk,σ-leaf.
Then, there are a natural number s, near-identity changes of state variables and time-rescaling
such that they transform the parametric leaf-normal form (4.5) into the infinite-level parametric
leaf-normal form Θk + w
(∞)
σ,C where w
(∞)
σ,C is given by∑k,s
i=1,j=0(xσ(k)
2+yσ(k)
2)j
(
(aˆj(µ,C)xσ(i)−bˆij(µ,C)yσ(i)) ∂∂xσ(i) +(aˆj(µ,C)yσ(i)+bˆij(µ,C)xσ(i))
∂
∂yσ(i)
)
, (4.7)
where aˆj(0,C) = bˆ
i
0(0,C) = bˆ
1
j(µ,C) = 0 for 0 ≤ j ≤ s − 1, 1 ≤ i ≤ k, and 0 6= as := as(0,C) =
as(µ,C).
Proof. The index for zero vectors indicate their dimension. For ρ := ρσ(k), we have
d|m|(s+1)+s+j,s+1
(
γj,mµ
mZj,0s, αj,mµ
mρ2jE0 +
∑k
i=1 β
i
j−s,mµ
mρ2(j−s)Θσ(i)0 ,0s
)
= as (γj,m + 2αj,m(j − s))µmρ2(s+j)Eˆ0 +
∑k
i=1
(
ωσ(i)γj,m + 2β
i
j−s,m(j − s)as
)
µmρ2jΘ
σ(i)
0 .
This implies that all terms µmρ2(s+j)Eˆ0 for j ≥ 0 and µmρ2jΘσ(1)0 for j ≥ 1 are simplified from
the s + 1-th level orbital leaf-normal form system. Consider the case j = s. Hence, we take
αs,m = β
i
0,m = 0 for i = 1, . . . , k and γs,m := − 1asa2s,m(C). Therefore, in s + 1-th level parametric
leaf-normal form, the Eulerian terms µmρ2(s+j)Eˆ0 for j ≥ 1, |m| ≥ 0 and µmρ2sEˆ0 for |m| > 0 are
normalized in this level. Further, the rotating terms µmρ2(s+j)Θ
σ(i)
0 for j ≥ 1, |m| ≥ 0, 2 ≤ i ≤ k
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and µmρ2jΘ
σ(1)
0 for all s 6= j ∈ {0} ∪ N are simplified. This is indeed the equation (4.7) in polar
coordinates. Time rescaling generators µmZj and state transformation generators µ
mρ2jEˆ0 for j > s
do not have any influence in enlarging the space im ds+l,s+j+1 in normalization levels higher than
s+ 1. On the other hand, terms µmZj for j ≤ s and µmρ2jEˆ0 for j < s have already contributed in
im ds+l,s+1. Further, im ds+l,s+1 ⊆ im ds+l,s+j+1. Therefore, im ds+l,s+j+1 = im ds+l,s+1 for all l > j.
This completes the proof.
5 Leaf-bifurcation analysis
When specific initial values are chosen, the state space configuration is realized within an individual
flow-invariant leaf. Then, leaf-transition varieties make a partition for the parameter space into
connected regions. All parameters from an open connected region corresponds to qualitatively
the same dynamics for the parametric leaf-vector field. Hence, leaf-varieties classify the persistent
qualitative dynamics of the leaf vector field subjected to small parameter-perturbation. Thus, the
individual leaf-choices and leaf-bifurcations contribute into the state-feedback controller designs in
practical bifurcation control applications. This section studies the leaf-bifurcations associated with
a leaf-parametric normal form (4.7) for three most generic cases s = 1, 2, 3.
5.1 Leaf cases s = 1 and s = 2
Theorem 5.1 (Leaf case s = 1). Consider the parametric leaf-normal form (4.7) when s = 1 in
equation (4.6) for some 2 ≤ k ≤ n and C ∈ Sk−1,σ>0 . Then, there is a leaf-dependent bifurcation of
an invariant Tk-torus from the origin. This leaf-bifurcation is three-determined and its associated
bifurcation variety is given by TPch := {ν0|ν0 = 0}. When ν0 > 0 and a1 < 0, the invariant torus is
stable while the origin is unstable. For a1 > 0 and ν0 < 0, the origin is stable and the Tk-torus is
repelling.
Proof. The assumption is equivalent with a1 := a1(0, C) 6= 0. For i = k and only looking for
the steady-state solutions, this represents a normal form for subcritical and supercritical pitchfork
bifurcation at (ρσ(k), ν0) = (0, 0) when a1 > 0 and a1 < 0, respectively. Thus, this is a three-
determined differential system. The none-zero equilibrium of this system for a1ν0 < 0 is associated
with ρ∗ = (ρ1, . . . , ρn) =
√
−ν0
a1
C
cσ(k)
. Since d
dρσ(k)
fk,σ(k)
(√
−ν0
a1
, ν0, C
)
= 2a1
√
−ν0
a1
< 0 for ν0 > 0 and
a1 < 0, an asymptotically stable Tk-torus bifurcates from the origin and the origin is unstable. For
ν0 < 0 and a1 > 0, an unstable Tk-torus bifurcates from the origin while the origin is asymptotically
stable.
Theorem 5.2 (Leaf case s = 2). Assume that the leaf parametric normal form (4.7) is associated
with s = 2 for some 2 ≤ k ≤ n and C ∈ Sk−1,σ>0 . A secondary stable flow-invariant k-hypertorus
bifurcates from the origin on MCk,σ-leaf variety given by
TSupP := {(ν0, ν1)|ν0 = 0, ν1 < 0}. (5.1)
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(a) Transition sets when a2 = −1. (b) Curve Γ and bifurcation varieties
for a2 = 1.
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ing with Γ from Figure 1b.
Figure 1: Bifurcation varieties and root loci for the vector field (4.7), leaf case s = 2. Here,
(ν1, ν0) = (
−17
250
, 9
2000
) in Figure 1b corresponds with roots r1 = 0.085 and r2 = 0.245 in Figure 1c.
A secondary unstable invariant k-hypertori bifurcates from the origin on the variety
TSubP := {(ν0, ν1)|ν0 = 0, ν1 > 0}. (5.2)
There is a secondary double saddle-node type bifurcation of flow-invariant k-hypertori at the leaf-
transition set
T2SD :=
{
(ν0, ν1)|
( ν1
2a2
)2
− ν0
a2
= 0, a2ν1 < 0
}
; (5.3)
see Figures 1. Here, two invariant hypertori (bifurcated at TSupP and TSubP ) collide when their
radiuses converge, and then, they both disappear as similar to a saddle-node type bifurcation. These
bifurcations are five-determined. One of the invariant hypertori always live inside the other one
until the radiuses of the inner hypertorus and the outer hypertorus converge. When ν1
2 > 4a2ν0
and ν0 > 0, the origin and the outer hypertorus are unstable while the inner invariant hypertorus is
stable. For ν1
2 > 4a2ν0 and ν0 < 0, the origin and the outer invariant hypertorus are stable while
the inner invariant Tk-torus is repelling.
Proof. Let a2 := a2(0, C) 6= 0 and ν1 6= 0. Consider the Z2-equivariant differential equation
ρ˙σ(k) = fk,σ(k)(ρσ(k), ν0) := ρσ(k)(ν0 + ν1ρσ(k)
2 + a2ρσ(k)
4).
Then,
fk,σ(k)(0, 0) =
∂
∂ρσ(k)
fk,σ(k)(0, 0) = 0,
∂
∂ν0
fk,σ(k)(0, 0) =
∂2
∂ρσ(k)
2fk,σ(k)(0, 0) = 0,
∂2
∂ρσ(k)∂ν0
fk,σ(k)(0, 0) = 1 6= 0, and ∂3∂ρσ(k)3fk,σ(k)(0, 0) = ν1 6= 0.
This is a five-determined Z2-equivariant type bifurcation and corresponds with the σ(k)-th am-
plitude dynamics for trajectories on the MCk,σ-leaf manifold. When ν1 < 0, we have a super-
critical pitchfork bifurcation at the origin while ν1 > 0 gives rise to a subcritical pitchfork bi-
furcation. For ν1a2 < 0, take µ :=
ν0
a2
− ν12
4a22
such that fk,σ(k)(ρσ(k), ν0) is read by g(ρσ(k), µ) :=
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(a) ν1 = −0.1. (b) ν1 = 0. (c) ν1 = 0.1.
Figure 2: Transition sets for leaf case s = 3
ρσ(k)
(
a2(ρσ(k)
2 + ν1
2a2
)2 + µ
)
. This function takes its minima at ρ±σ(k) = ±
(
−ν1
2a2
) 1
2
. Since
g(ρ±σ(k), 0) =
∂
∂ρσ(k)
g(ρ±σ(k), 0) = 0,
∂
∂µ
g(ρ±σ(k), 0) = ρ
±
σ(k) 6= 0, ∂
2
∂ρσ(k)
2 g(ρ
±
σ(k), 0) = 8a2ρ
±
σ(k)
3 6= 0,
the points (ρ, µ) = (ρ±σ(k), 0) are bifurcation points and each of them represents a saddle-node type
bifurcation.
5.2 Leaf case s = 3
Theorem 5.3 (Leaf case s = 3). Consider theMCk,σ-leaf parametric normal form (4.7), where s = 3
for 2 ≤ k ≤ n and C ∈ Sk−1,σ>0 . A k-hypertorus bifurcates from the origin at MCk,σ-leaf bifurcation
variety
TPsup := {(ν0, ν1, ν2)|ν0 = 0 when either ν1 < 0 or ν1 = 0, ν2 < 0},
TPsub := {(ν0, ν1, ν2)|ν0 = 0 when either ν1 > 0 or ν1 = 0, ν2 > 0}. (5.4)
This hypertorus is unstable when ν1 > 0, and stable for ν1 < 0. There is a double saddle-node
bifurcation variety of hypertori at
T2SN :=
{
(ν0, ν1, ν2)
∣∣∣D = 0, and either (ν2
a3
< 0,
ν1
a3
> 0) or (
ν0
a3
> 0,
ν1
a3
≤ 0)
}
, (5.5)
where D := 4
(
ν1
a3
− ν22
3a32
)3
+ 27
(
2ν23
27a33
− ν2ν1
3a32
+ ν0
a3
)2
. These bifurcations are seven-determined.
Proof. Consider the Z2-equivariant equation ρ˙σ(k) = fk,σ(k)(ρσ(k), ν0, ν1, ν2) := ν0ρσ(k) + ν1ρσ(k)3 +
ν2ρσ(k)
5+a3ρσ(k)
7, where a3 6= 0. It is easy to prove that this system is a seven-determined differential
equation and so is theMCk,σ-leaf parametric normal form (4.7). We first prove the following claims:
Claim 1. The function fk,σ(k) has 3 distinct positive roots if and only if (ν0, ν1, ν2) ∈ A3.
Claim 2. The parameters (ν0, ν1, ν2) ∈ A2 ∪ B2 if and only if fk,σ(k) has 2 distinct positive
roots.
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(a) Corresponding with Γ1 from
Figure 2a for ν1 = −0.1.
(b) Associated with Γ2 on Figure
2b for ν1 = 0.
(c) Radius loci for the ellipse Γ3 from Figure
2c when ν1 = 0.1.
Figure 3: Radius loci of the invariant tori on MCk,σ along the ellipses Γi, i = 1, 2, 3 when γ1 :=
4ν0
0.15(ν2−0.1) , γ2 :=
31ν0
.54(ν2+0.25)
, and γ3 :=
46ν0
.47(ν2+0.4)
, associated with equation (4.7) where s = 3.
Claim 3. The map fk,σ(k) has one positive root if and only if (ν0, ν1, ν2) ∈ A1 ∪B1.
Claim 4. The function fk,σ(k) has no positive root if and only if (ν0, ν1, ν2) ∈ A0 ∪B0.
We take R := ρσ(k)
2 and consider
ν0
a3
+ ν1
a3
R + ν2
a3
R2 +R3 = 0. (5.6)
By substitution r := R + ν2
3a3
, we obtain
r3 + pr + q = 0, where p := − ν22
3a32
+ ν1
a3
and q := − ν2ν1
3a32
+ 2ν2
3
27a33
+ ν0
a3
. (5.7)
The number of real roots of the equations (5.6) and (5.7) are equal. Let D =
(
p
3
)3
+
(
q
2
)2
. We
discuss the number of real roots by sign(D) while the number of roots with positive real part are
addressed by Routh-Hurwitz Theorem. The number 0 ≤ n ≤ 3 of roots of the real polynomial (5.6)
which lie in the right half-plane is given by the formula n = var(1,∆1,
∆2
∆1
, ∆3
∆2
) where the function
var represents the number of sign variations in its arguments while Hurwitz determinants follow
∆1 :=
ν2
a3
, ∆2 :=
ν1ν2
a32
− ν0
a3
, ∆3 :=
ν0
a3
ν1ν2−a3ν0
a32
. (5.8)
We only discuss the singular cases of either ∆1 = 0 or ∆2 = 0. The case ∆3 = 0 leads to either
∆2 = 0 or ν0 = 0. The latter gives rise to ∆1 :=
ν2
a3
, ∆2 :=
ν1ν2
a32
, and the claim is straightforward.
For ∆1 = 0, we have ν2 = 0. Thus, we may use the modified Hurwitz determinants ∆
∗
2 and ∆
∗
3 as
long as they retain the same signs as of ∆2 and ∆3, respectively. Hence, we introduce ν2 =  where
 is a positive small number and the modified Hurwitz determinants by ∆∗1 := ,∆
∗
2 :=
ν1
a3
− ν0
a3
and
∆∗3 :=
ν0(ν1−ν0)
a32
. Therefore, we have
sign(∆∗1) > 0, sign(
∆∗2
∆∗1
) = sign(−ν0
a3
), and sign(
∆∗3
∆∗2
) = sign( ν0
a3
). (5.9)
Hence, we can alternatively study the sign variation function var(1,∆∗1,
∆∗2
∆∗1
,
∆∗3
∆∗2
).
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For the singular case ∆2 = 0, we have ν1ν2 = a3ν0. Thus, equation (5.6) can be factored and is
read as (ρσ(k)
2 + ν2
a3
)(ρσ(k)
4 + ν1
a3
) = 0. Hence, we discuss the roots of this reduced equation.
Claim 1. The equations (5.6) has 3 distinct positive roots iff D < 0 and n = 3. Since
var(1,∆1,
∆2
∆1
, ∆3
∆2
) = 3, ∆1 < 0,
∆2
∆1
> 0, ∆3
∆2
< 0. By Hurwitz determinants (5.8), we introduce
S3 := {(ν0, ν1, ν2)| ν2a3 < 0, ν1ν2−a3ν0a3ν2 > 0, ν0a3 < 0, D < 0}.
Therefore, ν1
a3
− ν0
ν2
> 0 and ν1
a3
> ν0
ν2
> 0. This implies that S3 ⊆ A3. Let (ν0, ν1, ν2) ∈ A3. Hence,
ν2
a3
< 0, ν0
a3
< 0, ν1
a3
> 0, and D < 0. We claim that ν1ν2−a3ν0
a3ν2
= ∆2
∆1
> 0. Our argument is by
contradiction. Suppose that ∆2
∆1
= ν1ν2−a3ν0
a3ν2
< 0. Since a3ν2 < 0, a3ν0 < ν1ν2 < 0. Hence, we have
D = − ν22ν12
108a34
− ν1ν2ν0
6a33
+ ν1
3
27a33
+ ν2
3ν0
27a34
+ ν0
2
4a32
≥ ν13
27a33
+ ν2
3ν0
27a34
+ 2ν0
2
27a32
> 0. (5.10)
This, however, is a contradiction. Therefore, ∆2
∆1
> 0 and A3 = S3.
Claim 2. Let ν0 6= 0. The equation (5.7) has two distinct positive roots iff D < 0 and n = 2.
We define
S2 := {(ν0, ν1, ν2)|var(1,∆1, ∆2∆1 , ∆3∆2 ) = 2, D < 0}
and show that S2 = A2 ∪B2. The condition n = 2 for none-zero Hurwitz determinants gives rise to
three different cases:
(i) ∆1 > 0,
∆2
∆1
< 0, ∆3
∆2
> 0, (ii) ∆1 < 0,
∆2
∆1
> 0, ∆3
∆2
> 0, (iii) ∆1 < 0,
∆2
∆1
< 0, ∆3
∆2
> 0.
The singular cases ∆∗1 = 0 and ∆
∗
2 = 0 adds the following two more cases:
(iv) ∆∗1 =  > 0,
∆∗2
∆∗1
= −ν0
a3
< 0,
∆∗3
∆∗2
= ν0
a3
> 0, and (v) ν1
a3
< 0, ν2
a3
< 0.
Let (ν0, ν1, ν2) ∈ S2 satisfy case (i). So, ν2a3 > 0, ν0a3 > 0, and ν1ν2−a3ν0a3ν2 < 0. The latter inequality
implies that ν1ν2 < a3ν0. These conditions along with D < 0 are satisfied only when
ν1
a3
< 0.
Otherwise, ν1
a3
≥ 0 gives rise to (5.10). This is a contradiction. Hence, ν1
a3
< 0 and (ν0, ν1, ν2) ∈ B2.
If (ν0, ν1, ν2) ∈ S2 satisfies case (ii), we have ν2a3 < 0, ν0a3 > 0, and ν1ν2−a3ν0a3ν2 > 0. Similar to the case
(i), the condition D < 0 infers that ν1
a3
> 0 and (ν0, ν1, ν2) ∈ A2. Now assume that (ν0, ν1, ν2) ∈ S2
satisfies the case (iii). Then, ν2
a3
< 0, ν0
a3
> 0, and ν1
a3
< ν0
ν2
< 0. This implies (ν0, ν1, ν2) ∈ B2. Either of
the singular cases (iv) and (v) along withD < 0 concludes that (ν0, ν1, ν2) ∈ B2. For (ν0, ν1, ν2) ∈ A2,
we have ν1
a3
> 0 > ν0
ν2
. So, (ν0, ν1, ν2) satisfies case (iii) and as a result (ν0, ν1, ν2) ∈ S2. When
(ν0, ν1, ν2) ∈ B2 and ν2a3 > 0, this results in ∆2∆1 = ν1ν2−a3ν0a3ν2 < 0. Thereby, the parameters satisfy
the case (i). When (ν0, ν1, ν2) ∈ B2, ν2a3 < 0, and ∆2∆1 = ν1ν2−a3ν0a3ν2 is either positive or negative, the
parameters satisfy one of cases (ii) and (iii). Hence, (ν0, ν1, ν2) ∈ S2. For (ν0, ν1, ν2) ∈ B2, ν2a3 < 0
and ∆2
∆1
= ν1ν2−a3ν0
a3ν2
= 0, singular case (v) is satisfied. Finally when (ν0, ν1, ν2) ∈ B2 and ν2 = 0, the
singular case (iv) results.
Claim 3. Let
S1 := {(ν0, ν1, ν2)|Either var(1,∆1, ∆2∆1 , ∆3∆1 ) = 1 or (var(1,∆1, ∆2∆1 , ∆3∆1 ) = 3 when D > 0)}.
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Thereby, the equation (5.6) has one distinct positive root iff (ν0, ν1, ν2) ∈ S1. Hence, it suffices
to prove S1 = A1 ∪ B1. Let (ν0, ν1, ν2) ∈ S1. Since var(1,∆1, ∆2∆1 , ∆3∆1 ) = 1 or 3, we have 4 possible
different cases: (a) ∆1 < 0,
∆2
∆1
> 0, ∆3
∆2
< 0,
(b) ∆1 > 0,
∆2
∆1
> 0, ∆3
∆2
< 0, (c) ∆1 > 0,
∆2
∆1
< 0, ∆3
∆2
< 0, (d) ∆1 < 0,
∆2
∆1
< 0, ∆3
∆2
< 0.(5.11)
For the singular case ∆2 =
ν1ν2
a32
− ν0
a3
= 0, the equation (ρσ(k)
2 + ν2
a3
)(ρσ(k)
4 + ν1
a3
) = 0 has only one
positive root iff ν1ν2 < 0. Since D =
ν1
27a3
( ν1
a3
+ 2ν2
2
a32
)2, D > 0 implies that ν1
a3
> 0, ν2
a3
< 0, and ν0
a3
< 0.
This results in (ν0, ν1, ν2) ∈ A1. Similarly, for D < 0 we have (ν0, ν1, ν2) ∈ B1. Given equations
(5.9), for the singular case
∆1 =
ν2
a3
= 0 and var(1,∆∗1,
∆∗2
∆∗1
,
∆∗3
∆∗1
) = 1,
the only possible case is ν0
a3
< 0. When ν1 > 0, (ν0, ν1, ν2) ∈ A1 while ν1 ≤ 0 implies that (ν0, ν1, ν2) ∈
B1. When D > 0 and the conditions of the case (a) are met,
ν2
a3
< 0, ν0
a3
< 0, and ν1
a3
> ν0
ν2
> 0. So,
(ν0, ν1, ν2) ∈ A1. For the case (b), we have
ν2
a3
> 0, ν0
a3
< 0 and ν1
a3
> ν0
ν2
.
Hence, for ν1
a3
> 0 we have (ν0, ν1, ν2) ∈ A1 and when ν1a3 ≤ 0, (ν0, ν1, ν2) ∈ B1. The case (c) leads to
ν2
a3
> 0, ν0
a3
< 0 and ν1
a3
< ν0
ν2
< 0. This concludes that (ν0, ν1, ν2) ∈ B1. Finally, the conditions (d)
implies that ν2
a3
< 0, ν0
a3
< 0 and ν1
a3
< ν0
ν2
. When ν1
a3
≤ 0, (ν0, ν1, ν2) ∈ B1. By inequalities in (5.10),
we have D > 0 for ν1
a3
> 0. Therefore, (ν0, ν1, ν2) ∈ A1. Hence, S1 ⊆ A1 ∪B1.
Now assume that (ν0, ν1, ν2) ∈ A1 ∪B1. If (ν0, ν1, ν2) ∈ A1, we have the following conditions:
( ν0
a3
< 0, ν1
a3
> 0, ν2
a3
< 0, D > 0), ( ν0
a3
< 0, ν1
a3
> 0, ν2
a3
> 0), or ( ν0
a3
< 0, ν1
a3
> 0, ν2 = 0).
From the first group of inequalities, for ν1
a3
< ν0
ν2
, we have ∆2
∆1
= ν1ν2−a3ν0
a3ν2
< 0 and the case (d) is
satisfied. For ν1
a3
> ν0
ν2
, ∆2
∆1
> 0 and the inequalities in (a) hold. When ν1
a3
= ν0
ν2
, the condition ∆2 = 0
is met. Further, recall that ν1ν2 < 0. Second group gives rise to
∆2
∆1
= ν1ν2−a3ν0
a3ν2
> 0 and the case
(b) while the third group of conditions is a subset of conditions in the singular case ∆1 = 0. By the
latter, we have var(1,∆∗1,
∆∗2
∆∗1
,
∆∗3
∆∗1
) = 1 and ν1
a3
> 0. Hence, (ν0, ν1, ν2) ∈ S1. Let (ν0, ν1, ν2) ∈ B1 and
ν2
a3
> 0. We decompose the conditions in B1 into the following cases:
( ν1
a3
< 0, ν1ν2 < a3ν0,
ν0
a3
< 0), ( ν1
a3
< 0, ν1ν2 = a3ν0,
ν0
a3
< 0), ( ν1
a3
≤ 0, ν1ν2 > a3ν0, ν0a3 < 0).
Each group of the above inequalities for nonsingular cases gives rise to var(1,∆1,
∆2
∆1
, ∆3
∆1
) = 1. For
the singular case ν1ν2 = a3ν0, we have ν1ν2 < 0. Thus, the equation (ρσ(k)
2 + ν2
a3
)(ρσ(k)
4 + ν1
a3
) = 0
have one root for both cases D ≤ 0 and D > 0. Hence, (ν0, ν1, ν2) ∈ S1. Since ν1a3 ≤ 0 and
ν0
a3
< 0, the condition ν2
a3
< 0 concludes that ∆2
∆1
= ν1ν2−a3ν0
a3ν2
< 0. Thereby, var(1,∆1,
∆2
∆1
, ∆3
∆1
) = 1.
So, for both cases D ≤ 0 and D > 0, (ν0, ν1, ν2) ∈ S1. Since ν0a3 < 0 for ν2 = 0, the condition
var(1,∆∗1,
∆∗2
∆∗1
,
∆∗3
∆∗1
) = 1 holds. Similar to the above, (ν0, ν1, ν2) ∈ S1. Then, A1 ∪B1 = S1.
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Claim 4. The equation (5.6) has no roots iff (ν0, ν1, ν2) ∈ A0 ∪ B0. The boundaries of the sets
A3, A2 ∪ B2, A1 ∪ B1 and A0 ∪ B0 is expressed by the varieties TP introduced in (5.4) and T2SN
given by (5.5). Further, R3 \ (∪3i=0Ai unionsq ∪2i=0Bi) = TP ∪ T2SN . There is always pitchfork bifurcation
type on the variety TP and double saddle node bifurcation on the variety T2SD. The saddle-node
bifurcation corresponds with equation d
dt
ρσ(k) = fk,σ(k)(ρσ(k), ν0, ν1, ν2) and the equilibria are given
by
(γ±1 , D) =
((− ν2
a3
±
√
−p
3
) 1
2 , 0
)
and (γ±2 , D) =
(
− (− ν2
a3
±
√
−p
3
) 1
2 , 0
)
.
Let
g(ρσ(k), D) := a3ρσ(k)
((
ρσ(k)
2 + ν2
3a3
± 2
√
−p
3
)(
ρσ(k)
2 + ν2
3a3
∓
√
−p
3
)2
+ 4D
q±2(−p
3
)
3
2
)
.
Here, for i = 1, 2, we have
g(γ±i , 0) =
∂
∂ρσ(k)
g(γ±i , 0) = 0,
∂
∂D
g(γ±i , 0) =
4a3γ
±
i
q±2(−p3 )
3
2
6= 0,
and ∂
2
∂ρσ(k)
2 g(γ
±
i , 0) = ±24
√
−p
3
γ±i 6= 0.
These correspond with a saddle-node bifurcation. Let ν1 6= 0. Then,
fk,σ(k)(0, 0) =
∂
∂ρσ(k)
fk,σ(k)(0, 0) = 0,
∂
∂ν0
fk,σ(k)(0, 0) =
∂2
∂ρσ(k)
2fk,σ(k)(0, 0) = 0,
∂2
∂ρσ(k)∂ν0
fk,σ(k)(0, 0) = 1 6= 0, and ∂3∂ρσ(k)3fk,σ(k)(0, 0) = ν1 6= 0
The invariant hypertorus is stable for ν1 > 0 while ν1 < 0 corresponds with an unstable flow-
invariant hypertorus. When ν0 6= 0, ν1 = 0 and D(ν0, 0, ν2) 6= 0, D does not change its sign as ν1
slightly varies. Therefore, there is no qualitative type change in the vicinity of ν1 = 0. The case
(ν1, D(ν0, 0, ν2)) = (0, 0) implies that
1
27
ν23ν0
a43
+ 1
4
ν02
a32
= 0 and thereby, (ν0, 0, ν2) ∈ T2SN .
5.3 Examples on leaf-bifurcation control
Consider the equation
d
dt
x =
∑3
i=1 ωiΘ
i
0 + f(µ,x)E0 (5.12)
where ωi =
√
i for 1 ≤ i ≤ 3,x := (x1, y1, x2, y2, x3, y3) ∈ R6,
f(µ,x) := α0 + α1x1 + α2y1 + α3x1
2 + α4y1
2 + α5x2
2 + α6y2
2 + α7x1x3
2 + α8x1y3
2 (5.13)
and αi = ai + µi for 0 ≤ i ≤ 8 and a0 = 0. Thus, n = 3.
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(a) Leaf case s = 1 in example 5.4. Leaf-
bifurcation varieties for C1 and C2.
(b) The transition sets for the
leaf case s = 2 in example 5.5.
(c) The leaf-transition sets for
leaf case s = 3 in example 5.5.
Figure 4: Leaf-bifurcation varieties as (c1, c2, c3) varies in examples 5.4 and 5.5.
Example 5.4. We take
k = 2 and σ ∈ S23 for σ := I.
Hence, we have M2,σ = {x ∈ R6|(x1, y1) 6= 0, (x2, y2) 6= 0, (x3, y3) = 0}. For notation brevity,
C = (c1, c2, 0) ∈ S2≥0 is denoted by (c1, c2). Then, the leaf MC2,σ follows
M(c1,c2)2,σ = {x ∈M2,σ | c2‖(x1, y1)‖ = c1‖(x2, y2)‖}.
The M(c1,c2)2,σ -leaf reduction of the differential system (5.12) in polar coordinates is associated with∑2
i=1
(
ωi∂
∂θi
+
(
α0+ρ1(α1 cos θ1+α2 sin θ1)+ρ1
2(α3 cos
2 θ1+α4 sin
2 θ1+
α5 cos2 θ2+α6 sin
2 θ2
c12c2−2
)
)
ciρ1∂
c1∂ρi
)
.
The associated vector field in the Lie algebra J via the homeomorphism Ψ is given by∑2
i=1
(√
iwi∂
i∂wi
−
√
izi∂
i∂zi
)
+
(
µ0 +
(
α1−iα2
2
)
rz1 +
(
α1+iα2
2
)
rw1 +
(
α3−α4
4
)
r2z1
2 +
(
α3−α4
4
)
r2w1
2
)
r∂
∂r
+
((
c12(α3+α4)+c22(α5+α6)
2c12
)
r2 + c2
2
c12
(
α5−α6
4
)
r2z2
2 + c2
2
c12
(
α5−α6
4
)
r2w2
2
)
r∂
∂r
.
We omit the parameters µi for i = 1, 2, 6, 7, 8 by setting them to zero. Using a Maple implemen-
tation of Theorem 4.1 and its proof, a truncated first level parametric leaf-normal form in LTk×R+
(via the map Ψ−1) up to grade-seven is∑2
i=1
√
i∂
∂ϑi
+
∑2
i=1 (µ0 + b1%1
2 + b2%1
4) ci%1∂
c1∂%i
where b1(µ,C) :=
c12(a3+a4)+c22(a5+a6)
2c12
+ µ3+µ4
2
and b2(µ,C) :=
a12(a3+3a4)+a22(3a3+a4)
8 ω12
+ (a1
2+a22)(a5+a6)
4 ω12
.
When b1(0, C) 6= 0, we have the generic leaf case s = 1. By Theorem 4.3, the third level (infinite-
level) parametric leaf-normal forms is given by∑2
i=1
√
i∂
∂θi
+
∑2
i=1
(
µ0 +
c12(a3+a4)+c22(a5+a6)
2c12
ρ1
2
)
ciρ1∂
c1∂ρi
.
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(a) Leaf case s = 1. Two numerical phase portrait trajecto-
ries (x1(t) versus y1(t)) and (x2(t) versus y2(t)) converging
to an invariant torus when (c1, c2) = (
1√
5
, 2√
5
).
(b) Leaf case s = 2. Three numerical trajectories depicted
in (x1(t), y1(t))-plane phase portrait. There are two dif-
ferent invariant limit 4-tori for (c1, c2) = (
1√
2
, 1√
2
).
Figure 5: The controlled numerical phase portraits in (x1, y1)- and (x2, y2)-planes for the system
(5.12), constants given by (5.14) in Example 5.4 and µ0 = 0.025. Figures 5a depict a stable invariant
T4-torus on the leaf-M
( 1√
5
, 2√
5
)
2,σ . Figure 5b illustrate two tori living on the leaf-M(0.5
√
2,0.5
√
2)
2,σ .
Let
a1 := 1, a2 = 0, a3 := −4, a4 := 6, a5 := −1, and a6 = −1. (5.14)
Hence, b1(0, C) =
c12−c22
c12
. By Theorem 5.1, TPch := {(µ0, µ3)|µ0 = 0} and for µ0c12c12−c22 < 0 and suffi-
ciently small values of (µ0, µ3), an invariant T2-torus bifurcates from origin; see Figures 4a and 5a.
For numerical bifurcation control of the system (5.12), we take the leaf corresponding with (c1, c2) =
( 1√
5
, 2√
5
) and µ0 = 0.025. Thus, the initial condition (x1, y1, x2, y2, x3, y3) = (0.01, 0, 0.02, 0, 0, 0) from
inside the invariant torus and (x1, y1, x2, y2, x3, y3) = (0.2, 0, 0.4, 0, 0, 0) from outside the stable in-
variant torus give rise to the numerical phase portraits in (x1, y1)-plane and (x2, y2)-plane depicted
by Figures 5a, respectively.
Now take c1 = c2 =
1√
2
. Then, b1(0, C) = 0 and b2(0, C) =
7c12−2c22
4c12
= 5
4
6= 0. Hence, we have
the leaf case s = 2. Then, the amplitude equation of fourteenth-grade truncation of parametric
leaf-normal form is∑2
i=1
√
i∂
∂θi
+
∑2
i=1
(
µ0 +
163
15
µ0
2 + 3
10
µ3µ0 +
(
1
2
µ3 − µ0
)
ρ1
2 + 5
4
ρ1
4
)
ciρ1∂
c1∂ρi
.
Then, the estimated transition varieties are given by TSupP = {(µ0, µ3)|µ0 = 0, µ3 < 0},
TSubP = {(µ0, µ3)|µ0 = 0, µ3 > 0} and T2SD = {(µ0, µ3)|
(
µ3
2
−µ0
)2−5µ0− 163µ023 − 3µ3µ02 , µ3 < 0}.
Note that T2SD is not a transition set for the leaf-system associated with (c1, c2) = (
1√
5
, 2√
5
). The
transition variety TPch changes into two intrinsically different transition varieties TSupP and TSubP
for the case (c1, c2) = (
1√
2
, 1√
2
). Figure 5b depicts the bifurcation of two invariant T2-tori from origin
living on the leaf M(0.5
√
2,0.5
√
2)
2,σ . There are three trajectories in Figure 5b when µ0 = 0.005, µ5 =
−0.35: 1) the blue trajectory starts from the initial condition (−0.87, 0.86,−0.87, 0.86, 0, 0) out-
side the external unstable torus. 2) the green trajectory is associated with the initial condi-
tion (−0.3, 0.3,−0.3, 0.3, 0, 0) and converges to the stable internal invariant torus. Figure 5b
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0 0.5 1
0
0.5
1
(a) Forward-time series for x1(t) and
y1(t); also see Figure 6d.
(b) Two trajectories for x1(t) and
y1(t). They converge to two invariant
tori in backward and forward time.
(c) Trajectories for x1(t) and y1(t) in
inverse time converge to the internal
invariant torus.
0 0.5 1
0
0.5
1
(d) Time series for x3(t) and y3(t).
These along with Figure 6a converge
to the external T4-torus.
(e) Two trajectories for x3(t) and
y3(t) whose α- and ω-limit sets are
the internal and external 4-tori.
(f) Backward-time trajectories of
x3(t) and y3(t).
Figure 6: The controlled numerical trajectories depicting two invariant tori for system (5.12),
(c1, c2, c3) = (
2√
2
, 1√
2
, 0) ∈ S2≥0, µ0 := −0.005, µ3 := 0.7, µ4 := 0, and constants in example 5.5.
depicts green trajectory in both forward and backward time. 3) the red trajectory starts at
(0.01, 0, 0.01, 0, 0, 0) from inside the internal stable torus. In order to illustrate the invariant tori, the
trajectories associated with blue and red are plotted with inverse time (backward-time trajectory).
Example 5.5. Let k = 2 and σ ∈ S23 where (σ(1), σ(2), σ(3)) = (1, 3, 2). As a result, M2,σ = {x ∈
R6|(x1, y1) 6= 0, (x3, y3) 6= 0, (x2, y2) = 0} and
M(c1,c3)2,σ = {x ∈M2,σ | c3‖(x1, y1)‖ = c1‖(x3, y3)‖}
where (c1, c3) is denoted on behalf of (c1, 0, c3) ∈ S2. By transforming the M(c1,c3)2,σ -leaf vector field
associated with (5.12) into the Lie algebra J via the homeomorphism Ψ, we obtain∑
i=1,3
(√
iwi∂
i∂wi
−
√
izi∂
i∂zi
)
+
(
µ0 +
(
α1−iα2
2
)
rz1 +
(
α1+iα2
2
)
rw1 +
(
α5−α6
4
)
r2z1
2 +
(
α5−α6
4
)
r2w1
2
)
r∂
∂r
+
((
α5+α6
2
)
r2+ c3
2
c12
(
z1+w1
2
) ((
α7−α8
4
)
r3z3
2 +
(
α7+α8
2
)
r3 +
(
α7−α8
4
)
r3w3
2
))
r∂
∂r
.
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For numerical bifurcation control simulation, let a1 = 2, a2 = 1, a3 = −1, a4 = 1, a7 = a8 = 3 and
set µi = 0 for i 6= 0, 3, 4. Then, the parametric leaf normal form up to degree seven is given by∑
i=1,3
√
i∂
∂θi
+
∑
i=1,3
(
µ0+
µ3+µ4
2
ρ1
2+
(
7µ3+13µ4
8
+ 2(c1
2+3c22)µ0
c12
+ 3(c1
2−4c22)
4c12
)
ρ1
4+ 3(5c1
2−34c22)
4c12
ρ1
6
)
ciρ1∂
c1∂ρi
.
Since b1(0, C) = 0, we choose C = (c1, 0, c3) ∈ S3 such that b2(0, C) = 3(c12−4c22)c12 6= 0. Then, the
leaf case s = 2 is satisfied. Hence, we take c1 := c3 :=
1√
2
and have b2(0, C) = −94 6= 0. The infinite
level parametric leaf-normal form up to twelfth-grade is as follows:∑
i=1,3
√
i∂
∂θi
+
∑
i=1,3
(
µ0 +
4805µ02
162
− 95
54
µ0µ3 + (−29µ03 + µ32 )ρ12 − 94ρ14
)
ciρ1∂
c1∂ρi
.
For numerical simulation in Figures 6, let µ0 := −0.005, µ3 := 0.7, and µ4 := 0. Solutions start from
initial solutions (−0.6, 0.9, 0, 0,−0.6, 0.9), (−0.3, 0.4, 0, 0,−0.3, 0.4, 0) and (−0.01, 0, 0, 0,−0.01, 0).
Figures 6a and 6d show forward time series converging to an external torus on the leaf-M(
2√
2
, 1√
2
,0)
2,σ
while trajectories in both backward and forward time are depicted in Figures 6d and 6e. These in
forward time/backward time converge to the external/internal invariant torus. Figures 6c and 6e
depict a solution converging to the internal 4-torus in backward time.
Alternatively, we take c1 = 2c3 =
2√
5
. Thereby, b2(0, C) = 0 and b3(0, C) = −218 . This leads to
the leaf case s = 3. Next, the fourteenth-grade truncation of the infinite level parametric leaf-normal
form is∑
i=1,3
√
i∂
∂θi
+
∑
i=1,3
(
µ0 + (−3055µ0168 + µ3+µ42 )ρ12 +
(
7418665µ0
28224
− 2761µ3
336
− 2509µ4
336
)
ρ1
4 − 21
8
r6
)
ciρ1∂
c1∂ρi
.
We let µ4 = −0.98µ3. The associated transition sets are depicted in Figures 4b and 4c for the cases
s = 2 and s = 3. The estimated transition varieties corresponding with equations (5.1), (5.2) and
(5.3) are given by
T2SN = {(µ0, µ3)| − 4(8ν121 + 64ν2
2
1323
)3 + 27(8µ0
21
+ 1024ν2
3
250047
+ 64ν1ν2
1323
)2 = 0, µ0 > 0}
TPsup = {(µ0, µ3)|µ0 = 0, µ3 > −0.13}, TPsub = {(µ0, µ3)|µ0 = 0, µ3 < −0.13}
where ν1 :=
3055µ0
168
+ 1µ3
100
and ν2 :=
7418665µ0
7418665
+ 15109µ3
16800
; see Figure 4c. For a numerical bifurca-
tion control simulation, we take µ0 = 5e − 5, µ3 = −0.4. Figure 7 illustrates the existing three
tori on the leaf M(
2√
5
,0, 1√
5
)
2,σ . The forward-time trajectories of ρ1(t) and ρ2(t) with the initial val-
ues (−0.6, 0.8, 0, 0,−0.3, 0.4) in Figure 7a demonstrates a stable (external flow-invariant) T4-torus.
Forward and backward-time trajectories of ρ1(t) and ρ2(t) corresponding with the initial values
(−0.35, 0.35, 0, 0,−0.175, 0.175) depicts a stable external (limit) torus and an unstable torus living
inside the stable external torus; see Figure 7b. The inverse-time trajectories of ρ1(t) and ρ2(t)
with the initial values (−0.194, 0.264, 0, 0,−0.097, 0.132) in Figure 7d confirms the instability of the
origin while it resides inside the unstable torus. Hence, there is also a third stable flow-invariant
torus living the unstable torus illustrated by Figures 7b and 7c. Figure 7c is the numerical solution
of the system (5.12)-(5.13) associated with initial values (−0.2, 0.298, 0, 0,−0.1, 0.149).
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(a) Forward-time trajectories of ρ1(t) and ρ2(t). (b) Forward and backward-time trajectories of ρ1(t)
and ρ2(t).
;
(c) Trajectories of ρ1(t) and ρ2(t). (d) Inverse-time trajectories of ρ1(t) and ρ2(t).
Figure 7: Three flow-invariant T4-tori on the leaf-M
( 2√
5
,0, 1√
5
)
2,σ associated with example 5.5.
The local bifurcation of Eulerian flows are not only associated with the corresponding bifur-
cations of the reduced leaf-systems but also they are associated with the changes of the invariant
leaf-manifolds. However, the analysis of the 2n-dimensional system is not a straightforward corol-
lary of those on individual leaves. Section 6 deals with the bifurcation analysis of 2k-dimensional
cell-systems for k ≤ n.
6 Toral CW complexes and cell-bifurcations
Bifurcation varieties for a 2n-dimensional vector field are not necessarily the same as leaf-transition
sets. Leaf-transition sets provide a partition to the parameter space according to the topological
qualitative changes in parametric leaf-vector fields. However, cell-bifurcation transition varieties
here refer to the partition of the parameter space according to the dynamics of the Eulerian system
on a closed cell Mk,σ, that is, the closure of an open 2k-cell Mk,σ for k ≤ n and σ ∈ Skn. Cell-
bifurcations are involved with flow-invariant toral CW complexes. Hence, we first describe toral CW
complexes and then, deal with their cell-bifurcations for two most generic truncated one-parametric
2k-cell normal form systems; also see [18].
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Notation 6.1. • Using the notation Skn in equation (2.2), we introduce
Sl,σn :=
{
γ ∈ Sln| {σ(i)|i > k} ⊆ {γ(i)|i > l}
}
for σ ∈ Skn and l ≤ k. (6.1)
Hence, Sl,σn has
(
k
k−l
)
-number of elements and Sk,σn = {σ} for σ ∈ Skn. For instance, let
n = 4, k = 2, σ(1) := 2, σ(2) := 3, σ(3) := 1, and σ(4) := 4. Then, σ ∈ S2n and S1,σn = {σ1, σ2},
where σ1(1) = 2, σ1(2) = 1, σ1(j) = j for j = 3, 4, and σ2(1) = 3, σ2(2) = 1, σ2(3) = 2, and
σ2(4) = 4.
• Denote Bk ⊂ Rk for the k-open ball when k > 0, and B0 := {0}. Notation Bk is used for the
k-closed ball in Rk while Txn+1 stands for an x-dependent n + 1-dimensional Clifford torus.
For γ ∈ Sl,σn , denote
Bl,γ := {(ci)ni=1 ∈ Rn|
∑l
j=1 c
2
γ(j) = 1, cγ(j) = 0 for j > l},
and Sl−1,γ>0 by equation (2.3).
Our main goal in the next lemma (and the illustrations in examples 6.3-6.4) is to provide
a regular CW complex decomposition for Sk−1,σ>0 . This decomposition is the actual decomposition
imposed by the closed cell-dynamics associated with Eulerian flows latter in this section.
Lemma 6.2. The space Sk−1,σ>0 is a regular CW complex.
Proof. Recall that Sk−1,σ>0 := {C = (c1, · · · , cn)|
∑k
i=1 cσ(i)
2 = 1, cσ(i) > 0 for i ≤ k and cσ(i) =
0 for j > k}. Let
∂iSl−1,γ>0 := unionsqγ¯∈Sl−i,γn S
l−i−1,γ¯
>0 (6.2)
be a union of disjoint l− i− 1-dimensional submanifolds in the boundary of Sl−1,γ>0 , where γ ∈ Sl,σn ,
l ≤ k, and i ≥ 0. Then,
∂0Sl−1,γ>0 = S
l−1,γ
>0 , ∂S
l−1,γ
>0 = ∂1S
l−1,γ
>0 unionsq ∂∂1Sl−1,γ>0 , ∂∂1Sl−1,γ>0 = ∂2Sl−1,γ>0 unionsq ∂∂2Sl−1,γ>0 ,
∂∂iSl−1,γ>0 = ∂i+1S
l−1,γ
>0 unionsq ∂∂i+1Sl−1,γ>0 and
∂Sl−1,γ>0 = unionsql−1i=1∂iSl−1,γ>0 , for l ≤ k and γ ∈ Sl,σn . (6.3)
Further, ∂Sl−1,σ>0 = unionsql−1i=1 unionsqγ¯∈Sl−i,γn S
l−i−1,γ¯
>0 and S
l−1,γ
>0 = unionsqli=1 unionsqγ¯∈Si,γn S
i−1,γ¯
>0 . We claim that each S
l−1,γ
>0
represents an l − 1-cell, is homeomorphic to Bl−1, and this cell decomposition constitutes a CW
complex structure for Sl−1,σ>0 . For each l and γ, we need to introduce an attaching map
Φ˜l,γ : Bl−1 → Sl−1,γ>0 = unionsqlj=1 unionsqγ¯∈Sj,γn S
j−1,γ¯
>0 , (6.4)
that is a homeomorphism. Since Sl−1>0 and S
l−1,γ
>0 are homeomorphic, let ql =
∑l
i=1
1√
l
eli ∈ Sl−1>0 ⊂ Rl.
For a construction of Φ˜l,γ, consider the l-disc B 1
2
√
l
(ql) centered at ql and radius
1
2
√
l
, the intersection
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of B 1
2
√
l
(ql) with the l − 1 sphere, i.e.,
(
ql +
1
2
√
l
Bl
) ∩ Sl−1, and the family of all l − 2-hyperplanes
H passing through the origin and ql. The spaces (ql +
1
2
√
l
Bl) ∩ Sl−1 and Sl−1>0 are homeomorphic.
A homeomorphism can be constructed via a uniform rescaling of the arcs obtained from the inter-
section of H with Sl−1>0 and B 1
2
√
l
(ql) ∩ Sl−1, respectively. Since there is a homeomorphism between
(ql +
1
2
√
l
Bl) ∩ Sl−1 and Bl−1, the combination of these homeomorphisms constructs the expected
homeomorphism Φ˜l,γ. Hence, the space Sk−1,σ>0 is a regular CW complex.
Example 6.3. Let k = n = 2 and B1 = [−1, 1]. The space S1,I>0 = {C = (c1, c2)|c12 + c22 =
1, ci ≥ 0 for i = 1, 2} is a regular CW complex, where S1,I>0 = {C = (c1, c2)| c12 + c22 = 1, ci >
0 for i = 1, 2}. We have S1,In = {γ1, γ2} for (γ1(1), γ1(2)) := (1, 2) and (γ2(1), γ2(2)) := (2, 1).
Hence, ∂1S1,I>0 = S
0,γ1
>0 unionsq S0,γ2>0 = {(1, 0), (0, 1)}. A continuous attaching map associated with S1,I>0
follows
Φ˜2,I : B1 → S1,I>0 = S1,I>0 unionsq (S0,γ1>0 unionsq S0,γ2>0 ), by Φ˜2,γ(s) =
(
cos(pi
4
s+ pi
4
), sin(pi
4
s+ pi
4
)
)
. (6.5)
Here, Φ˜2,I is a homeomorphism.
Example 6.4 (A CW-decomposition for S2,I>0). Let k = n = 3 and consider S
2,I
>0 = {C ∈ S2| ci >
0 for i = 1, 2, 3}. Let S2,I3 = {γ1, γ2, γ3}, where
(γ1(1), γ1(2), γ1(3)) := (2, 3, 1), (γ2(1), γ2(2), γ2(3)) := (1, 3, 2),
and (γ3(1), γ3(2), γ3(3)) := (1, 2, 3). Hence, ∂1S2,I>0 = (S
1,γ1
>0 unionsq S1,γ2>0 ) unionsq S1,γ3>0 , where
S1,γi>0 = {C ∈ S2|cj > 0 for j 6= i, ci = 0}.
Further, S1,In = {γ¯1, γ¯2, γ¯3} for (γ¯1(1), γ¯1(2), γ¯1(3)) := (1, 2, 3), (γ¯2(1), γ¯2(2), γ¯2(3)) := (2, 1, 3), and
(γ¯3(1), γ¯3(2), γ¯3(3)) := (3, 1, 2). Hence,
∂2S2,I>0 = {(1, 0, 0), (0, 1, 0), (0, 0, 1)}, where S0,γ¯1>0 = {(1, 0, 0)},S0,γ¯2>0 = {(0, 1, 0)},
and S0,γ¯3>0 = {(0, 0, 1)}. The space S2,I>0 is homeomorphic with the sector in the (x, y)-plane obtained
by the projection map (see Figure 8a)
Π1 : D := {(c1, c2)|c12 + c22 ≤ 1, c1, c2 ≥ 0} → S2,I>0, Π1(c1, c2) =
(
c1, c2,
√
1− c21 − c22
)
.
The projected (green) sector is circumscribed by a full circle as illustrated in Figure 8b. Then, a
uniform rescaling of segments of the circle’s radius inside the (green) sector makes a homeomorphism
between the sector and B2; see Figure 8b. This is given by Π2 :
√
2
2
B2 + (1
2
, 1
2
) → D, Π2(s1, s2) =
(c1, c2), where
(c1, c2) :=
(
1
2
, 1
2
)−
(
(cos θ+sin θ)−√sin 2θ+3√
2
)
(s1 − 12 , s2 − 12), θ ∈ [−pi4 , 5pi4 ],
r√
2 max{|2s1−1|,|2s2−1|}(2s1 − 1, 2s2 − 1) + (
1
2
, 1
2
), 5pi
4
≤ θ ≤ 7pi
4
,
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c1
c3
c2Π1
S2,I>0
Π1(S2,I>0)
∂1S2,I>0
Π1(∂1S2,I>0)
∂2S2,I>0
1
(a) S2>0 and its Π1-projection on (c1, c2)-plane
•
•
•
(s1,s2)Π2
θ• •
Υ
1
2
1
1
c1
c2
Π−12 ◦ Π1(∂2S2,I>0)
Π−12 ◦ Π1(∂1S2,I>0)
Υ ⊂ Π1(S2,I>0)
Π−12 (Υ)⊂B√2
2
(1
2
,1
2
)
1
(b) Π1(S2>0) circumscribed by a circle in (c1, c2)-
plane
Figure 8: A CW complex decomposition for S2>0.
θ := tan−1 2s2−1
2s1−1 . Further, ψ(0, 0) = (0, 0),
Π2
−1(c1, c2) =

(1
2
, 1
2
) +
(
−1+c1+c2+
√
3(c12+c22)+2c1c2−4(c1+c2)+2√
2
)
(cos θ, sin θ) θ ∈ [−pi
4
, 5pi
4
],
max{|2c1−1|,|2c2−1|}√
2
√
(2c1−1)2+(2c2−1)2
(2c1 − 1, 2c2 − 1) + (12 , 12) 5pi4 ≤ θ ≤ 7pi4 .
We can transform B2 into
√
2
2
B2 + (1
2
, 1
2
) using a shift and a rescaling. Then, the combination of this
with Π2 and Π1 provides an attaching homeomorphism between B
2
and S2,I>0.
A toral CW complex X can be constructed by attaching toral cells associated with a cell
decomposition of a regular CW complex X˜. A toral cell is a smooth toral bundle and it here refers
to a space homeomorphic to the Tychonoff product of an open CW-cell in a CW decomposition with
a Clifford hypertorus. Thereby, a toral cell is a torus bundle over an open CW-cell whose fiber is a
hypertorus. In this paper we encounter toral CW complexes as flow-invariant manifolds bifurcated
from singular Eulerian cell-flows. Hence, we merely describe the toral CW complexes specifically to
what appears in those cases. A toral cell here is homeomorphic to a Tychonoff product of an open
CW k-cell with either a k + 1-hypertorus or a k + 2-hypertorus. Therefore, an even dimensional
toral cell is always homeomorphic to a Tychonoff product of Tk+2 with a CW k-cell while odd
dimensional toral cells are homeomorphic to the product of Tk+1 with an open CW k-cell. Hence,
we denote a regular CW complex X˜ as
X˜ := unionsqm,im∈ImC˜imbm−1
2
c when C˜
im
bm−1
2
c is an open bm−12 c − dimensional CW cell in X˜ (6.6)
and the corresponding toral cell associated with C˜imbm−1
2
c is homeomorphic to the hypertorus bundle
Tm−bm−1
2
c× C˜imbm−1
2
c. In other words, m stands for the dimension of the toral cell associated with the
CW cell C˜imbm−1
2
c. This representation for the CW cell decomposition splits CW bm−12 c-cells into two
categories based on their association with odd and even dimensional toral cells.
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Let
Φ˜n,in : Bn → C˜inbn−1
2
c ⊆ unionsqm≤n,im∈ImC˜imbm−1
2
c ⊆ X˜ (6.7)
be the attaching homeomorphism associated with C˜inbn−1
2
c. We shall correspond Φ˜n,in to an attaching
map Φinn associated with C
in
bn−1
2
c in the introduction of a toral CW complex X := unionsqin∈In,nCinn . Now
we look for a regular CW decomposition on the closed disc Bn corresponding with toral cells of
different odd and even dimensions. Denote ∂o,in0 Bn := Bn and ∂
e,in
0 Bn := ∅ while for 1 ≤ k < n,
∂o,inn−kBn := Φ˜
−1
n,in
(unionsqi2k+2∈I2k+2C˜i2k+2k ) ⊆ ∂Bn and ∂e,inn−kBn := Φ˜−1n,in(unionsqi2k+1∈I2k+1C˜
i2k+1
k ) ⊆ ∂Bn. (6.8)
Here, super-indices o and e stand for their associations with odd and even dimensional toral cell
cases. For instance, the space ∂o,inn−kBn will be associated with a 2k + 1-dimensional toral cell in X.
Further, Bn = ∪nk=0,δ∈{o,e}∂δ,ink Bn. We assume that the space
unionsqnk=0 unionsqx∈∂o,ink Bn
(
Txn−k+1 × {x}
) unionsq unionsqnk=1 unionsqx∈∂e,ink Bn (Txn−k+2 × {x})
carries a metrizable topology so that
• unionsqx∈BnTxn+1 × {x} is homeomorphic to Tn+1 × Bn.
• unionsqx∈BnTxn+1 × {x} is dense and a relatively compact open subset, i.e.,
unionsqx∈BnTxn+1 × {x} := unionsqnk=0,x∈∂o,ink Bn (T
x
n−k+1 × {x}) unionsq unionsqnk=1,x∈∂e,ink Bn (T
x
n−k+2 × {x}). (6.9)
For brevity of notations, we shall denote the space unionsqx∈BnTxn+1 × {x} by its homeomorphic space
Tn+1×Bn. We now describe the assumed metrizable topology in more details as follows. Euclidian
topology demonstrates the convergent sequences within individual open cells. More precisely, open
2k + 2-toral cell
unionsq
x∈Φ˜−1n,in (C˜
i2k+2
k )
(Txk+2 × {x}) ⊂ Tn+1 × Bn is homeomorphic to Tk+2 × Φ˜−1n,in(C˜
i2k+2
k ) (6.10)
and open 2k + 1-toral cell unionsq
x∈Φ˜−1n,in (C˜
i2k+1
k )
(Txk+1 × {x}) is homeomorphic to Tk+1 × Φ˜−1n,in(C˜
i2k+1
k ) for
k ≤ n. No sequence from an open cell in Tn+1 × Bn converges to a point on another open cell with
an equal or higher dimension, e.g.,
∂
( unionsqx∈∂e,inl Bn Txn−l+2 × {x}) ⊆ unionsqnk=l+1,x∈∂o,ink BnTxn−k+1 × {x} unionsq unionsqnk=l+1,x∈∂e,ink BnTxn−k+2 × {x}.
Convergent sequences from a higher dimensional cell to a lower dimensional cell are as follows. For
xj ∈ ∂δ1,ink Bn and 1 ≤ j ≤ ∞, a sequence
(s
xj
1 , . . . , s
xj
n−k+1, xj) ∈ Txjn−k+1 × {xj} = (
∏n−k+1
j=1 S1,xj)× {xj},
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where S1,xj is an xj-dependent circle, approaches
(sy1, . . . , s
y
n−l+1, y) ∈ Tyn−l+1 × {y}, for k < l ≤ n, δ1, δ2 ∈ {o, e},
when xj ∈ ∂δ1,ink Bn ⊂ Bn converges to y ∈ ∂δ2,inl Bn ⊂ Bn and n−l+1-number of sxji -components from
(s
xj
1 , . . . , s
xj
n−k+1) correspond with and converge to (s
y
1, . . . , s
y
n−l+1) as j approaches infinity. However,
the sequence of s
xj
i -components from (s
xj
1 , . . . , s
xj
n−k+1) corresponding with the l−k-remaining indices
collapse to a point as j converges to infinity. Roughly speaking, some S1-components of the toral
fiber collapse to a point as points from a toral cell in Tn+1 × Bn approaches a point on a neighboring
lower dimensional toral cell. This naturally reduces the dimension of the corresponding torus.
Definition 6.5 (Toral CW complexes). We refer to a Hausdorff space X with a finite partition
{Cimm }, i.e., X = unionsqim∈Im,mCimm for finite number of finite index sets Im, as a toral CW complex and
call each C
i2k+1
2k+1 and C
i2k
2k by an open 2k + 1-toral cell and an open 2k-toral cell in X when the
following conditions hold.
• There exist a regular CW complex X˜ given by (6.6) and homeomorphisms gimm so that Ci2k+22k+2
in X is g
i2k+2
2k+2 -homeomorphic to Tk+2 × C˜i2k+2k and each open 2k + 1-toral cell Ci2k+12k+1 is gi2k+12k+1 -
homeomorphic to Tk+1 × C˜i2k+1k .
• Consider the attaching map Φ˜n,in in (6.7) and the space Tn+1 × Bn described by (6.8)-(6.9).
Then, there exists an attaching homeomorphism
Φinn : Tn+1 × Bn  Cinn ⊆ X := unionsqm,im∈ImCimm
for each toral cell Cinn . Furthermore,
Φinn
(
∂(Tn+1 × Bn)
) ⊆ unionsqk<n,ik∈IkCikk and ginn (Φinn (x, y)) = (x, Φ˜n,in(y)) (6.11)
for (x, y) ∈ Tn+1 × Bn.
We say that toral CW complex X is associated with the regular CW complex X˜.
Remark 6.6 (An alternative description via toral fibers). Let X˜ be a CW complex and P : X → X˜
be a continuous surjective map with the homotopy lifting property with respect to the closed interval
[0, 1]. The toral CW complexes appearing in this paper admit such function P. The fiber of P over
a point b ∈ X˜ is Fb = P−1(b). We here assume that fibers over all open k-cells is homeomorphic to
a hypertorus of either k + 1 or k + 2-dimension.
Lemma 6.7. There exists a toral CW complex associated with the space Sk−1,σ>0 and its CW-cell
decomposition described by equations (6.2) and (6.3) for l = k and σ = γ. Elements of the partition
associated with this toral CW complex are homomorphic to those in{
Tl+1 × Sl,γ>0 | γ ∈ Sl+1,σn , 0 ≤ l ≤ k − 1
}
. (6.12)
Here, there is no even dimensional toral cell.
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Proof. The main idea of the proof is to construct a toral CW complex via a quotient space Y/ ∼
of the space Y = Tk × Sk−1,σ>0 over an equivalence relation ∼, where ∼ is generated by identifying
the extra dimensions of the hypertori corresponding with the lower dimensional open cells in the
boundary set ∂Sk−1,σ>0 . By Lemma 6.2, for l ≤ k and γ ∈ Sl,σn , we have
Sk−1,σ>0 = S
k−1,σ
>0 unionsq unionsqk−1i=1 ∂iSk−1,σ>0 ,
where
∂iSk−1,σ>0 = unionsqγ∈Sk−i,σn S
k−i−1,γ
>0 and ∂S
k−1,γ
>0 = unionsqk−1i=1 ∂iSk−1,γ>0 .
We consider the Tychonoff product space
Y :=
(∏k
j=1 S1σ(j)
)
× Sk−1,σ>0 for S1σ(j) = S1.
Given the S1-components collapsing criteria for the converging sequences to lower dimensional cells,
the equivalence relation ∼ is generated by identifying elements of
Ŷ
(sγ(j))
k−i
j=1
x,i,γ :=
{(
(sσ(j))
k
j=1, x
) ∈ Y | sγ(l) ∈ S1γ(l) for l > k − i}
as an equivalent class for x ∈ Sk−i−1,γ>0 , 1 ≤ i < k, and γ ∈ Sk−i,σn . This gives rise to the quotient
space Y/ ∼ . Thus, the open cell Sk−i−1,γ>0 in ∂Sk−1,γ>0 corresponds with a space in the quotient
space Y/ ∼ that is homeomorphic to Tk−i × Sk−i−1,γ>0 . This introduces the homeomorphism gi2k−2i−12k−2i−1
for i2k−2i−1 := γ ∈ Sk−i,σn . The quotient space Y/ ∼ is the desired toral CW complex associated
with CW-cell decomposition described by equations (6.2) and (6.3). The homeomorphism Φ˜k,γ
given in equation (6.4) induces the corresponding topology from Y/ ∼ onto Tk × Bk−1 and the
homeomorphism Φγ2k−2i−1. The equivalence relation ∼ is designed such that the homeomorphisms
gγ2k−2i−1 and Φ
γ
2k−2i−1 follow equations (6.11).
Theorem 6.8 (A toral CW complex bifurcation associated with Sk−1,σ>0 ). Consider k > 1, σ ∈ Skn,
s = 1, sign(aeσ(j)aeσ(i)) = 1 for all 1 ≤ i < j ≤ k, and the closure of an open 2k-cell Mk,σ. Then,
there is a cell-bifurcation variety at
TPch := {ν0|ν0 = 0} (6.13)
for the one-parametric Eulerian flow associated with (See the normal form in [18, Theorem 4.7])
Θ + v := Θ +
∑n
i=1
(
ν0 +
∑n
j=1 aej(xj
2 + yj
2)
) (
xi∂
∂xi
+ yi∂
∂yi
)
. (6.14)
Here, a flow-invariant toral CW complex associated with the CW complex Sk−1,σ>0 = unionsqk−1l=0 unionsqγ∈Sl+1,σn
Sl,γ>0 bifurcates from the origin corresponding with the dynamics on Mk,σ. This toral CW com-
plex and its partition are homeomorphic to the one given in Lemma 6.7 and the partition (6.12).
This flow-invariant toral manifold exists when aeσ(k)ν0 < 0. This is asymptotically stable when
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aeσ(k) < 0 and otherwise, it is unstable. A trajectory associated with ρσ(i), for 1 ≤ i ≤ k, con-
verges to/diverges from the stable/unstable toral CW complex at frequency
ωσ(i)
2pi
[hz] and radial ve-
locity ci
ck
ρσ(k)
(
ν0 + ρσ(k)
∑n
j=1 aej
cj
2
ck2
)
[m/s], where C is determined by the initial conditions and
ρσ(k)
2 = xj
2 + yj
2.
Proof. The dynamics of (6.14) on Mk,σ follows the governing dynamics on open 2l-cells Ml,γ for
γ ∈ Sl,σn and l ≤ k. The hypertorus exists when aσ(l)1 (C)ν0 < 0 and it is stable only when aσ(l)1 (C) < 0.
Hence, a hypertoral flow-invariant manifold, say X, inside the invariant space Mk,σ (the closure of
a 2k-cell) bifurcates from the origin when the parameter ν0 crosses the variety TPch given by (6.13).
Now we introduce a toral CW decomposition associated with Sk−1,σ>0 for the flow-invariant
manifold X. For γ ∈ Sl,σn and by equation (6.4), the attaching map associated with a CW complex
Sl−1,γ>0 in S
k−1,σ
>0 is the homeomorphism
Φ˜l,γ : Bl−1  Sl−1,γ>0 = unionsql−1j=0 unionsqγ¯∈Sj+1,γn S
j,γ¯
>0 ⊆ unionsqk−1j=0 unionsqγ∈Sj+1,σn S
j,γ
>0 for 1 ≤ l ≤ k − 1.
Since the index set I2l−2j+1 := Sl−j+1,γn , we may replace the index i2l−2j+1 ∈ I2l−2j+1 with γ¯ ∈
Sl−j+1,γn . The flow-invariant toral manifold X is determined by its sectional hypertorus in each
MCk,σ-leaf. For each open toral cell
Cγ2l−1 := unionsqC∈Sl−1,γ>0 T
C,γ
l × {C} for γ ∈ I2l−1 = Sl,σn ,
the hypertorus TC,γl is determined by the radius vector ρC = (ρ1, . . . ρn), where
ργ(q) =
√
−ν0
a
σ(q)
1 (C)
for q = 1, . . . l, and ργ(q) = 0 for q > l.
Hence, for any γ ∈ Sl,σn we have
limcγ(q)→0 ργ(q) = 0 and
limcγ(q)→0,q=l+1,...,k ρσ(j)
2 =
−ν0cσ(j)2∑k
i=1,i/∈{γ(q)}k
q=l+1
aeσ(i)cσ(i)
2
6= 0 for σ(j) ∈ {γ(q)}lq=1. (6.15)
Thus, the squared radiuses corresponding with bifurcated k-hypertori within MCk,σ converge to
−ν0cσ(j)2∑k
i=1,i 6={γ(q)}k
q=l+1
aeσ(i)cσ(i)
2
when C approaches Sl−1,γ>0 ⊂ ∂k−lSk−1,σ>0 .
On the other hand,
∂o,γj−1Bl−1 := unionsqγ¯∈Sl−j+1,γn Φ˜−1l,γ
(
Sl−j,γ¯>0
)
and ∂e,ilj Bl = ∅ for 1 ≤ j ≤ l and 1 ≤ l ≤ k.
The j-th nonzero squared radius of the bifurcated hypertorus for the MCk,σ-leaf normal form is
ρσ(j)
2 := −ν0
a
σ(j)
1 (C)
. Hence, we introduce unionsq
x∈Φ˜−1l,γ
(
Sl−j,γ¯>0
)Tx,γ,γ¯l−j+1×{x} and for notation simplicity denote
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it by Tγ,γ¯l−j+1×Φ˜−1l,γ
(
Sl−j,γ¯>0
)
. Similarly, Tγl−j+1×∂o,γj−1Bl−1 stands for unionsqx∈∂o,γj−1Bl−1T
x,γ
l−j+1×{x} and Tx,γl−j+1
is a l − j + 1-dimensional torus. Here,
Tx,γ,γ¯l−j+1 × {x} :=
{
(ρx, θ, x)
∣∣ 0 < θγ(i) < 2pi, ργ¯(i)2 := −ν0
a
γ¯(i)
1 (Φ˜l,γ¯(x))
for 0 ≤ i ≤ l − j + 1
}
, (6.16)
where x ∈ ∂o,γj−1Bl−1, (ρx, θ) := (ρ1, ρ2, . . . , ρn, θ1, θ2, . . . , θn) represents an action-angle coordinate
system for the l− j+ 1-hypertorus Tx,γ,γ¯l−j+1, and ργ¯(i) = 0 for i > l− j+ 1. Thus, Tγ,γ¯l−j+1× Φ˜−1l,γ
(
Sl−j,γ¯>0
)
is homeomorphic to Tl−j+1 × Bl−j for any γ ∈ Sl,σn , γ¯ ∈ Sl−j+1,γn and l ≤ k. Now we claim that
Tγl−j+1 × ∂o,γj−1Bl−1 := unionsqγ¯∈Sl−j+1,γn T
γ,γ¯
l−j+1 × Φ˜−1l,γ
(
Sl−j,γ¯>0
)
. (6.17)
Therefore,
Tγl × Bl−1,γ = unionsqlj=1
(
Tγl−j+1 × ∂o,γj−1Bl−1
)
= unionsqlj=1 unionsqγ¯∈Sl−j+1,γn T
γ,γ¯
l−j+1 × Φ˜−1l,γ
(
Sl−j,γ¯>0
)
. (6.18)
Furthermore, the space Tγl+1 × Bl,γ is homeomorphic to the toral CW complex constructed in Lemma
6.7. Following Definition 6.5, we define
Φγl+1 : T
γ
l × Bl−1,γ  Cγ2l−1 = unionsqγ¯∈Sm,γn ,m≤lCγ2m+1 by Φγl+1(r, θ, x) := (ρΦ˜l+1,γ(x), θ, Φ˜l+1,γ(x)).
Here, Φγl+1 is a homeomorphism. This completes the proof.
Theorem 6.9. Let the hypotheses of Theorem 6.8 hold. Then, the parametric 2k-cell vector fields
vk(ν
1
0) and vk(ν
2
0) for either ν
1
0 , ν
2
0 ∈ {ν0|ν0 > 0} or ν10 , ν20 ∈ {ν0|ν0 < 0} are orbitally equivalent.
Hence, the variety given by (6.13) is the only 2k-cell bifurcation variety for the 2k-cell truncated
normal form system.
Proof. Consider the following two differential equations
d
dt
r = r
(
ν10 +
∑k
i=1 aeσ(i)rσ(i)
2
)
and d
dt
R = R
(
ν20 +
∑k
i=1 aeσ(i)Rσ(i)
2
)
, (6.19)
where ν10ν
2
0 > 0, r = (rσ(1), · · · , rσ(k)), and R = (Rσ(1), · · · , Rσ(k)). We show that these equations
are orbitally equivalent. Consider the homeomorphism h : Rk → Rk and the map τ : Rk × R → R
defined by
h(r) = (h1(r), · · · , hk(r)) :=
√
ν20
ν10
r and τ(r, t) =
ν20
ν10
t.
The flow associated with the first equation in (6.19) follows
r(t, r0) =
(
−ν10r0σ(k)
2
exp(2ν10 (t−t0))∑k
i=1 aeσ(i)r
0
σ(i)
2(exp(2ν10 (t−t0))−1)−ν10
) 1
2
r0
r0
σ(k)
for r(t0, r
0) = r0.
M. Gazor and A. Shoghi Bifurcation control with multiple Hopf singularity 32
Then, R(t0, h(r
0)) = h(r0) and
h(r(τ(r0, t), r0)) =
(ν20
ν10
) 1
2
r(τ(r0, t), r0) =
( −ν20r0σ(k)2 exp(2ν20(t− t0)∑k
i=1 aeσ(i)r
0
σ(i)
2 (
exp(2ν20(t− t0))− 1
)− ν10
) 1
2 r0
r0σ(k)
=
( −ν20hk(r0)2 exp(2ν20(t− t0))∑k
i=1 aeσ(i)hi(r
0)2(exp(2ν20(t− t0))− 1)− ν20
) 1
2 h(r0)
hk(r0)
= R(t, h(r0)).
This completes the proof.
Now we consider a one-parameter 5-degree truncated 2k-cell normal form (see [18]) given by
Θk + v
σ
k for
vσk :=
∑k
i=1
(
ν0
(xσ(i)∂
∂xσ(i)
+
yσ(i)∂
∂yσ(i)
)
+
∑2
|m|=1
∏k
j=1(xσ(j)
2 + yσ(j)
2)mσ(j)
(
am
xσ(i)∂
∂xσ(i)
+ am
yσ(i)∂
∂yσ(i)
))
,(6.20)
where a0 = ν0,m = (mi)
n
i=1 ∈ Rn, mσ(i) = 0 for i > k. Using a leaf-invariant MCk,σ, we have
Θk + v
σ
k,C := Θk +
∑2
j=0
∑k
l=1
(
a
σ(l)
j (C)
(xσ(l)2+yσ(l)2)
j
xσ(l)∂
∂xσ(l)
+ a
σ(l)
j (C)
(xσ(l)2+yσ(l)2)
j
yσ(l)∂
∂yσ(l)
)
. (6.21)
Here, cσ(j) 6= 0 for j ≤ k and cσ(j) = 0 for j > k. Then, for any l ≤ k we have aσ(l)0 (C) = ν0,
a
σ(l)
1 (C) =
1
cσ(l)
2
∑k
i=1 cσ(i)
2aeσ(i) , a
σ(l)
2 (C) =
1
cσ(l)
4
∑
1≤i≤j≤k cσ(i)
2cσ(j)
2aeσ(i)+eσ(j) . (6.22)
Denote diag(aeσ(i)) for a n× n diagonal matrix where aeσ(i) (1 ≤ i ≤ k) is the σ(i)-th diagonal
entry and the rest of entries are zero. Further, denote
L(aeσ(i) )
k
i=1
:=
{
C ∈ Rn | 〈diag(aeσ(i))C,C〉 = 0}
for a quadric k-hypersurface passing through the origin. For a γ ∈ Sl,σn , let
Γl,γa1 := L(aeσ(i) )
k
i=1
∩ Sl−1,γ>0 and Γl,γ,±a1 :=
{
C ∈ Sl−1,γ>0 |sign
(
a2eσ(1)
〈
diag(aeσ(i))C, C
〉)
= ±1
}
.(6.23)
Hence, Γl,γ,−a1 := S
l−1,γ
>0 \ (Γl,γa1 unionsq Γl,γ,+a1 ).
Lemma 6.10 (CW complex structures for Γk,σ,±a1 ). Assume that k ≥ 2, σ ∈ Skn, and for at least a
pair of indices (i, j), 1 ≤ i < j ≤ k,
sign(aeσ(j)aeσ(i)) = −1, while sign(aeσ(i1)+eσ(i2))sign(aeσ(j1)+eσ(j2)) = 1 (6.24)
for all 1 ≤ i1 ≤ i2 ≤ k and 1 ≤ j1 ≤ j2 ≤ k. Then, aσ(i)1 (C∗) = 0 for any C∗ ∈ Γk,σa1 =
L(aeσ(i) )
k
i=1
∩ Sk−1>0 and i ≤ k. Besides, the C-parameter space Sk−1>0 is partitioned into a union of
disjoint three topological subspaces Γk,σ,−a1 , Γ
k,σ,+
a1
, and Γk,σa1 given by (6.23). Each of the topological
closures of Γk,σ,+a1 and Γ
k,σ,−
a1
constitutes a CW complex.
M. Gazor and A. Shoghi Bifurcation control with multiple Hopf singularity 33
Proof. There exists a unique natural number l < k and a γ+ ∈ Sl,σn so that aeσ(γ+(i))a2eσ(i1) > 0 for all
1 ≤ i ≤ l and aeσ(j)a2eσ(i1) < 0 for all j /∈ {γ+(i)|1 ≤ i ≤ l}. Similarly, there is a unique γ− ∈ Sk−l,σn
so that {1, 2, . . . , k} \ {γ+(i)|1 ≤ i ≤ l} = {γ−(i)|1 ≤ i ≤ k − l}. Hence, the CW decomposition of
Γk,σ,+a1 is given by the disjoint sets appearing in the equation
Γk,σ,+a1 = (unionsqlj=1,γ¯∈Sj,γ+n S
j−1,γ¯
>0 ) unionsq (unionsqkj=1,γ¯∈Sj,σn \(Sj,γ+n ∪Sj,γ−n )(Γ
j,γ¯,+
a1
unionsq Γj,γ¯a1 )). (6.25)
Note that Sj,γ+n = ∅ for j > l while Sj,γ−n = ∅ for j > k − l. Similarly, the CW-decompositions for
Γk,σ,−a1 and Γ
k,σ
a1 are derived by the disjoint subsets appearing in
Γk,σ,−a1 = unionsql
j=1,γ¯∈Sj,γ−n
Sj−1,γ¯>0 unionsq unionsqkj=1,γ¯∈Sj,σn \(Sj,γ+n ∪Sj,γ−n )(Γ
j,γ¯,−
a1
unionsq Γj,γ¯a1 )
and Γk,σa1 = unionsqkj=1,γ∈Sj,σn Γ
j,γ
a1
. (6.26)
Remark that the spaces Γk,σ,+a1 and Γ
k,σ,−
a1
are relatively compact connected open subsets of Sk−1>0 .
Further, the spaces Γk,σ,+a1 and Γ
k,σ,−
a1
are homeomorphic to Bk−1 while Γk,σa1 is homeomorphic to
Bk−2. We need to introduce the attaching maps to complete the proof. The attaching map Φ˜j,γ¯
given by (6.4) works fine in the cases of j − 1-CW cells Sj−1,γ¯>0 for γ¯ ∈ Sj,γ±n and 1 ≤ j ≤ l. Thus,
we only refine the attaching maps to work for Γj,γ¯,−a1 -cells. The other cases are similar. We first
introduce a homeomorphism hj,γ,−a1 : S
j−1,γ
>0 → Γj,γ,−a1 . The idea is to choose a point, say P , from
the interior of Γj,γ,−a1 ⊂ Sj−1,γ>0 . Consider all two dimensional planes passing through the origin and
P. The intersections of each of these planes with Sj−1,γ>0 and Γj,γ,−a1 give rise to two open arcs (an
arc here refers to a one-manifold). The point P divides each of these two arcs into two connected
arc-pieces and the homeomorphism hj,γ,−a1 is defined as identity on one piece while it compresses the
other piece in Sj−1,γ>0 to homeomorphically match it with the corresponding arc-piece in Γj,γ,−a1 . The
homeomorphism hj,γ,−a1 is readily defined as a uniformly continuous map on S
j−1,γ
>0 . Thus, it can also
be uniquely extended to hj,γ,−a1 : S
j−1,γ
>0 → Γj,γ,−a1 . Using this map and the attaching map Φ˜j,γ¯ from
(6.4), we introduce an attaching homeomorphism for the space decomposition (6.26) by
Φ˜j,γ : Bj−1 → Γj,γ,−a1 where Φ˜j,γ := hj,γ,−a1 ◦ Φ˜j,γ¯. (6.27)
The CW-decomposition (6.26) and the attaching map (6.27) provide a CW complex structure for
Γj,γ,−a1 . Hence, the proof is complete.
Theorem 6.11 (Cell-bifurcation of a toral CW complex associated with the CW complex Γk,σ,+a1 ).
Assume that the hypotheses described by (6.24) hold and σ ∈ Skn. LetMk,σ be an open cell andMk,σ
as its closure. Consider a one-parametric (normal form) vector field Θ + v(r, θ, ν0) given by
Θ+
∑n
i=1
(
ν0 +
∑n
j=1 aej(xj
2 + yj
2) +
∑
1≤j≤l≤n aej+el(xj
2 + yj
2)(xl
2 + yl
2)
)
(xi∂
∂xi
+ yi∂
∂yi
).(6.28)
Then, there is a primary cell-bifurcation variety given by
T2Pch := {ν0|ν0 = 0}. (6.29)
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1. When ν0a2eσ(k) < 0. A secondary flow-invariant toral CW complex associated with the CW
complex Γk,σ,+a1 bifurcates from the origin exactly when ν0a2eσ(k) < 0. There exist a natural
number l < k, γ+ ∈ Sl,σn and a γ− ∈ Sk−l,σn so that its toral CW decomposition is homeomorphic
to
{Tj × Sj−1,γ¯>0 |γ¯ ∈ Sj,γ+n }lj=1 unionsq {(Tj × Γj,γ¯,+a1 ) unionsq (Tj × Γj,γ¯a1 )|γ¯ ∈ Sj,σn \ (Sj,γ+n ∪ Sj,γ−n )}kj=1. (6.30)
This manifold is unbounded when |ν0| approaches to infinity and ν0a2eσ(k) < 0. This toral
manifold, when it exists, is asymptotically stable for a2eσ(k) < 0 and is unstable otherwise.
2. For ν0a2eσ(k) ≥ 0, there is no flow-invariant hypertorus for the system (??) when C ∈ Γk,σ,+a1 .
Proof. The possible radiuses of flow-invariant tori are given by
rσ(i)
2 =
−aσ(i)1 (C)±
√
a
σ(i)
1 (C)
2−4ν0aσ(i)2 (C)
2a
σ(i)
2 (C)
, and a
σ(i)
1 (C)
2 − 4ν0aσ(i)2 (C) > 0 when ν0aσ(k)2 (C) < 0. (6.31)
The assumption (6.24) implies that either a
σ(i)
2 (C) > 0 for all C and i ≤ k, or aσ(i)2 (C) < 0 for all
C and i ≤ k. Further, a
σ(i)
1 (C)
2
4a
σ(i)
2 (C)
=
a
σ(j)
1 (C)
2
4a
σ(j)
2 (C)
for all i ≤ j ≤ k. Thereby, there is always precisely one
hypertorus on each leaf MCk,σ for C ∈ Γk+a1 ∪ Γka1 as long as ν0aσ(k)2 (C) < 0. A secondary toral CW
complex parameterized by C ∈ Γk,σ+a1 unionsq Γk,σa1 bifurcates from the origin at T2Pch. This secondary
manifold exists when ν0a
σ(k)
2 (C) < 0 and vanishes for ν0a
σ(k)
2 (C) > 0. Hence, the flow-invariant
toral manifold bifurcates from the origin via a simultaneous MCk,σ-leaf bifurcation of hypertori at
the variety T2Pch for all C ∈ Γk,σ,+a1 . The attaching maps for toral cells indexed with γ¯ ∈ Sj,γ+n is
similar to the cases in the proof of Theorem 6.8 and we skip them here. We instead assume that
ν0a
σ(k)
2 (C) < 0 and γ¯ ∈ Sj,σn \ (Sj,γ+n ∪ Sj,γ−n ). Then, we introduce
Tσ,γ¯j × Φ˜−1k,σ(Γj,γ¯,+a1 unionsq Γj,γ¯a1 ) :=
{
(rx, θ, x) | 0 < θγ(i) < 2pi, r¯γ(i) := 0 for i > j
}
,
where x ∈ ∂o,γj Bl, rx := (r¯1, r¯2, . . . , r¯n) and r¯γ(i) follows (6.31) for i ≤ j and C = Φ˜k,σ(x).
A sequence
((r
xp
1 , θ
p
1), . . . , (r
xp
l , θ
p
l ), xp)
∞
p=1 ⊂ Tσ,γl × Φ˜−1k,σ(Γl,γ,+a1 unionsq Γl,γa1 ),
approaches
((Ry1, ϑ1), . . . , (R
y
j , ϑj), y) ∈ Tσ,γ¯j × Φ˜−1k,σ(Γj,γ¯,+a1 unionsq Γj,γ¯a1 ), for j < l,
when xp converges to y and j-number of angles from the sequence (θ
p
1, . . . , θ
p
l ) correspond with and
converge to (ϑ1, . . . , ϑj). Further, the radiuses corresponding with the same j-number of indices
from the sequence of (r
xp
1 , . . . , r
xp
l ) converges to those in (R
y
1, . . . , R
y
j ). However, the sequence of
radiuses corresponding with the l − j-remaining indices either converges to zero. Hence, we have
Tσk × Γk,σ,+a1 := unionsqkj=1,γ¯∈Sj,σn \(Sj,γ+n ∪Sj,γ−n )T
σ,γ¯
j ×Φ˜−1k,σ(Γj,γ¯,+a1 unionsqΓj,γ¯a1 )unionsqunionsqlj=1,γ¯∈Sj,γ+n T
σ,γ¯
j ×Φ˜−1k,σ(Sj−1,γ¯>0 ). (6.32)
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For C ∈ Γk+a1 ∪Γka1 , the vector radius of the hypertorus approaches the origin and then, the invariant
hypertorus vanishes as ν0 converges to and crosses the transit variety T2Pch. In other words, there
is no invariant hypertorus on MCk,σ-leaves when ν0aσ(k)2 (C) > 0 and aσ(k)1 (C)aσ(k)2 (C) ≥ 0. The
radiuses of the hypertorus diverges to infinity, as ν0a
σ(k)
2 (C) diverges to the negative infinity.
For any γ ∈ Sl,σn define
Dγν0 :=
{
C ∈ Γl,γ,−a1 | 0 < ν0 < a
γ(l)
1 (C)
2
4a
γ(l)
2 (C)
when a2eγ(l) > 0,while
a
γ(l)
1 (C)
2
4a
γ(l)
2 (C)
< ν0 < 0 for a2eγ(l) < 0
}
,
Dγ,∂ν0 :=
{
C ∈ Γl,γ,−a1 | ν0 = a
γ(l)
1 (C)
2
4a
γ(l)
2 (C)
}
, and Nγν0 := Γ
l,γ,−
a1
\ (Dγν0 unionsqDγ,∂ν0 ). (6.33)
For an instance, we illustrate Dσν0 by assuming that ν0a
σ(k)
2 (eσ(1)) > 0 and a2eσ(k) > 0. (The
case for the conditions ν0a
σ(k)
2 (eσ(1)) > 0 and a2eσ(k) < 0 will be similar.) Then, there exist a unique
0 ≤ l ≤ k and a γ˜ ∈ Sl,σn such that
4ν0a
γ˜(l)
2 (eγ˜(i)) < a
γ˜(l)
1 (eγ˜(i))
2
for all i ≤ l, and 4ν0aγ˜(l)2 (eγ˜(i)) ≥ aγ˜(l)1 (eγ˜(i))
2
for i > l. (6.34)
In this case, eσ˜(i) ∈ Dσν0 for all i ≤ l, and eγ˜(i) /∈ Dσν0 for all i > l. When l = 0, Dσν0 = ∅. For l = k,
Dσν0 = Γ
k,σ,−
a1
. Let 0 < l < k. Since Γk,σ,−a1 , D
σ
ν0
and Nσν0 are three connected k − 1-dimensional open
manifolds and Dσ,∂ν0 is a connected k− 2-dimensional open manifold, the spaces Γl,σ,−a1 , Dσν0 and Nσν0
are all homeomorphic to Bk−1, while Dσ,∂ν0 is homeomorphic to B
k−2. The closure of Dσν0 is a regular
CW complex whose CW decomposition is given by the disjoint sets
Dσν0 := (unionsqlj=1,γ∈Sj,γ˜n S
j−1,γ
>0 ) unionsq (unionsqkj=1,γ∈Sj,σn \Sj,γ˜n (D
γ
ν0
unionsqDγ,∂ν0 )). (6.35)
Here, γ˜ follows the conditions (6.34). The associated attaching maps is defined similar to what is
given in the proof of Lemma 6.10.
Consider the symmetric matrix
Mγ := [M
1
γ , . . . ,M
l
γ ], M
j
γ := a2eγ(j)ej +
1
2
∑l
i=1,i 6=j aeγ(i)+eγ(l)ei, and aγ :=
(
aγ(1), . . . , aγ(l)
)t
(6.36)
for γ ∈ Sl,σn . Then by equation (6.22), aγ(l)2 (C) = 1cγ(l)4 〈Cγ,MγCγ〉 for Cγ :=
(
cγ(1)
2, . . . , cγ(l)
2
)t
.
Theorem 6.12 (Toral CW complex bifurcations associated with CW complex subspaces in Γk,σ,−a1 ).
Consider the closed cellMk,σ and the vector field (6.28) along with the assumptions in Lemma 6.11.
Further, assume that Mσ given by (6.36) is either a positive definite or a negative definite matrix
and
νmin := min
{
0, 〈aγ ,Mγ
−1aγ〉
4
|γ ∈ Sl,σn , l ≤ k
}
, νmax := max
{
0, 〈aγ ,Mγ
−1aγ〉
4
|γ ∈ Sl,σn , l ≤ k
}
.(6.37)
1. When ν0a2eσ(k) > 0, there is a bifurcation variety given by
TSN := {ν0|ν0 = νmin0 when a2ek < 0, and ν0 = νmax0 for a2ek > 0}. (6.38)
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Two flow-invariant toral CW complex manifolds (T intν0 and T extν0 ) associated with the topolog-
ical closure of Dσν0 ⊆ Γk,σ,−a1 simultaneously exists when νmin0 < ν0 < νmax0 and ν0a2eσ(k) > 0.
The hypertoral manifold T intν0 lives inside T extν0 . There is no flow-invariant hypertori corre-
sponding with C ∈ Nσν0 for positive values of ν0a2eσ(k) . The external toral CW complex T intν0 is
asymptotically stable when a2ek < 0 while it is unstable for a2ek > 0. The internal toral CW
complex T intν0 is asymptotically unstable/stable when T extν0 is asymptotically stable/unstable. As
ν0 approaches TSN when ν0a2eσ(k) > 0, the space N
σ
ν0
enlarges and converges to Γk,σ,−a1 .
2. The toral manifolds T intν0 and T extν0 collide (intersect) on Dσ,∂ν0 and construct a flow-invariant
bi-stable toral CW complex associated with the CW complex Dσ,∂ν0 .
3. When ν0a2eσ(k) > 0 and ν0 is outside of the interval [ν
min
0 , ν
max
0 ], the vector field (??) does not
admit any flow-invariant hypertorus.
4. For ν0a2eσ(k) < 0, there is precisely one flow-invariant toral CW complex associated with Γ
k,σ,−
a1
.
When sign of ν0 changes, i.e., ν0a2eσ(k) > 0, this toral CW complex turns to be T extν0 . In other
words, the CW complex associated with this toral CW complex shrinks to the CW complex
Dσν0 ( Γ
k,σ,−
a1
. This toral CW complex coalesces with the secondary toral CW complex T intν0 on
Dσν0 and disappear when the parameter crosses the transition variety TSN defined by (6.38).
Proof. Let ν0a2eσ(k) > 0. The squared radiuses r
±
σ(i)
2
are positive when
a
σ(i)
1 (C)
2
4a
σ(i)
2 (C)
< ν0 for a
σ(i)
2 (C) < 0.
Hence, for C ∈ Dσν0 ⊆ Γk,σ,−a1 , two Clifford hypertori bifurcate from the origin through a secondary
saddle-node type leaf-bifurcation at
TCSN :=
{
ν0
∣∣ ν0 = aσ(k)1 (C)2
4a
σ(k)
2 (C)
}
. (6.39)
Here, one of the hypertori live inside the other one. On the other hand,
a
σ(i)
1 (C)
2
4a
σ(i)
2 (C)
=
(∑k
l=1 aeσ(l)cσ(l)
2
)2
4
∑
1≤l≤j≤k aeσ(l)+eσ(j)cσ(l)
2cσ(j)
2 and
∑k
i=1 cσ(i)
2 = 1.
In order to find possible critical values of the parameter ν0, we consider the Lagrange function
L(C, λ) :=
(∑k
l=1 aeσ(l)cσ(l)
2
)2
4
∑
1≤j≤l≤k aeσ(l)+eσ(j)cσ(l)
2cσ(j)
2 + λ
(∑k
i=1 cσ(i)
2 − 1
)
, (6.40)
where λ is the Lagrange multiplier. Let a1 :=
∑k
l=1 aeσ(l)cσ(l)
2 and a2 :=
∑
1≤j≤l≤k aeσ(l)+eσ(j)cσ(l)
2cσ(j)
2.
Then, we have
∇C,λL = a12a2 (∇C a1 − a12a2∇C a2) + 2λC +
(∑k
i=1 cσ(i)
2 − 1)ek+1.
We show that ∇C,λL = 0 has no roots on the manifold Sk−1,σ>0 . Since 〈C,∇C a1〉 = 2a1, 〈C,∇C a2〉 =
4a2, and 〈C,C〉 =
∑k
i=1 cσ(i)
2 = 1, we compute
〈C,∇C,λL〉 = a12a2
(
〈C,∇C a1〉 − a12a2 〈C,∇C a2〉
)
+ 2λ〈C,C〉 = 2λ〈C,C〉 = 0.
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Hence, λ = 0. Now assume that C ∈ Sk−1,σ>0 is a solution of ∇C,λL = 0 = a12a2 (∇C a1 − a12a2∇C a2).
Thus,
aeσ(i)cσ(i) =
cσ(i)a1
∑
1≤l≤k aeσ(i)+eσ(l)cσ(l)
2
2a2
+
a2eσ(i)a1cσ(i)
3
2a2
and aeσ(i) =
a1
2a2
(
∑
1≤l≤k aeσ(i)+eσ(l)cσ(l)
2 + a2eσ(i)cσ(i)
2) if cσ(i) 6= 0.
Hence, for cσ(i)cσ(j) 6= 0 we have sign(aeσ(i)aeσ(j)) > 0. Otherwise, cσ(i) = 0 or cσ(j) = 0. Therefore,
the critical values do not occur for C-values on Sk−1,σ>0 .
Let γ ∈ Sl,σn , cγ(i)cγ(j) 6= 0 for all i 6= j ≤ l < k and cγ(i) = 0 for i > l. Since
a1
a2
=
a
γ(l)
1 (C)
2
a
γ(l)
2 (C)
, ∇C a1 = a1
2a2
∇C a2, a2 = 〈Cγ,MγCγ〉, and a as given by (6.36),
we have aγ =
a
γ(l)
1 (C)
a
γ(l)
2 (C)
MγCγ. Since Mγ is invertible,
Mγ
−1aγ =
a
γ(l)
1 (C)
a
γ(l)
2 (C)
Cγ and 14〈aγ,Mγ−1aγ〉 = 14 a
γ(l)
1 (C)
a
γ(l)
2 (C)
〈aγ, Cγ〉 = 14 a
γ(l)
1 (C)
2
a
γ(l)
2 (C)
.
Therefore, the local extremum values of 1
4
a
γ(l)
1 (C)
2
a
γ(l)
2 (C)
is given by 〈1
4
aγ,Mγ
−1aγ〉. Thereby, the critical
values of parameters are νmin and νmax given by equations (6.37) and we always have νmin ≤
a
σ(i)
1 (C)
2
4a
σ(i)
2 (C)
≤ νmax.
When ν0a2eσ(k) > 0, a secondary flow-invariant internal hypertoral CW complex manifold T intν0
associated with Dσ,◦ν0 ⊂ Γk,σ,−a1 defined in (6.33) bifurcates from the origin through an instant bifurca-
tion at T2Pch given by (6.29). It shrinks through a continuous leaf-dependent family of saddle-node
type bifurcation of hypertori. In other words, the external hypertoral manifold T extν0 bifurcates from
this leaf-dependent continuous hypertoral saddle-node type bifurcation when ν0a
σ(k)
2 (C) =
a
σ(k)
1 (C)
2
4
.
Therefore, we call the internal manifold by a secondary hypertoral manifold while the external man-
ifold is referred by a tertiary hypertoral manifold. Part of these flow-invariant manifolds associated
with Sk−1,σ>0 is homeomorphic to Bk−1 × Tk and is relatively compact. Their topological closure,
however, represent the actual flow-invariant toral CW complex bifurcated compact manifolds T intν0
and T extν0 . The proof for the toral CW complex structure of T intν0 and T extν0 is similar to Theorem
6.11 and is thus omitted for briefness. For ν0a2(C) < 0, there is always a hypertorus corresponding
with the CW complex Γk,σ,−a1 in the 2k-cell.
The radiuses of the tori converge to
−aσ(i)1 (C)
a
σ(i)
2 (C)
for a
σ(k)
1 (C)a
σ(k)
2 (C) < 0 and i ≤ k, when ν0
approaches zero. Hence, the existing hypertorus for ν0a2(C) < 0 continues to live as the external
hypertorus when ν0 changes its sign and remains sufficiently small associated with C ∈ Dσν0 ⊂ Γk,σ,−a1 .
More precisely, when ν0a2(C) > 0 and ν0 lie in the interval (νmin, νmax), there are always two
hypertori (one inside the other one) corresponding to the MCk,σ-leaf for C ∈ Dσν0 ⊂ Γk,σ,−a1 ⊂ Sk−1>0 ,
while there is no hypertorus associated with C ∈ Γk,σ,+a1 ⊂ Sk−1>0 . When ν0a2(C) > 0 and ν0 is outside
the interval (νmin, νmax), there is no flow-invariant hypertorus throughout the 2k-cell.
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Example 6.13 (Case n = k = 2). Let n = k = 2, ae1 = −ae2 = 1, and a2e1 = a2e2 = ae1+e2 = 1.
Figure 9: The space S1,I>0 and its partition given
by the spaces Γ2,Ia1 ,Γ
2,I,+
a1
,Γ2,I,−a1 , N
I
ν0
and DI1
13
.
When ν0 > 0, there exist two invariant toral
CW complex over DIν0 and there is no hyper-
torus corresponding with C ∈ N Iν0 ∪ Γ2,I,+a1 .
There is a toral CW complex over the entire
CW complex S1,I>0 for ν0 < 0. A bistable toral
CW complex exists over the CW complex DI,∂ν0
when 0 < ν0 ≤ νmax0 . 1
2
1√
2
√
3
2
1√
2
ν0 :=
1
13
1
1
c1
c2
Γ2,I,−a1
Γ2,I,+a1
DIν0
N Iν0
Γ2,Ia1
DI,∂ν0
1Then, for C = (c1, c2) ∈ S1,I>0, c1 6= 0, we have
(a11(C), a
1
2(C)) = (
c12−c22
c12
, c1
4+c12c22+c24
c14
) and (a21(C), a
2
2(C)) = (
c12−c22
c22
, c1
4+c12c22+c24
c24
).
1√
20.2 0.5 1
0.2
0.4
0.6
0.8
c1
ρ1
Color ν0
1
6
1
13
0.01
0
−0.9
−0.3
−0.01
−0.001
1
(a) Red curves represents the ρ1-radiuses of two tori
for ν0 > 0.
1√
20.2 0.5 1
0.2
0.4
0.6
0.8
1
1.2
c1
ρ2
Color ν0
1
6
1
13
0.01
0
−0.9
−0.3
−0.01
−0.001
1
(b) Blue curves represents the ρ2-radiuses of a torus
for ν0 < 0.
Figure 10: The radius curves of the invariant toral CW complexes versus c1, where (c1, c2) ∈ S1,I>0.
Thus, Γ2,Ia1 = {(
√
2
2
,
√
2
2
)} and Γ2,I,±a1 =
{
C ∈ S1,I>0| sign(c12 − c22) = ±1
}
. In particular, Γ2,I,+a1 ={
C ∈ S1,I>0| 1√2 < c1 ≤ 1
}
. Further,
DI1
13
:=
{
(c1, c2) ∈ S1,I>0|0 ≤ c1 < 12
}
, DI,∂1
13
:=
{
(1
2
,
√
3
2
)
}
,
and N I1
13
:=
{
C ∈ Γ2,I,−a1 |12 < c1 <
√
2
2
}
.
These are depicted in Figure 11. The ρ1- and ρ2-radiuses of tori corresponding with positive and
negative values of ν0 > 0 are depicted in Figure 10a and 10b. Red closed curves demonstrate two
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flow-invariant tori corresponding with the CW complex DIν0 for ν0 = 0.01,
1
13
, 1
6
. The blue curves
demonstrates an invariant toral CW complex on S1,I>0 for ν0 = −0.9,−0.3,−0.01,−0.001. Part of the
blue curves corresponding with Γ2,I,+a1 coalesces to the origin and disappear when ν0 approaches to
zero, i.e., the green curve corresponds with ν0 = 0. The family of tori collapse to an invariant limit
cycle when c1 converges to either zero or 1.
Example 6.14. Let n = k = 3, ae1 = ae3 = −ae2 = 1, aei+ej = 1 for all 1 ≤ i ≤ j ≤ 3, and σ = I
as the identity permutation.
Figure 11: Case k = n = 3, ae1 =
ae3 = −ae2 = 1, and aei+ej = 1
for all 1 ≤ i ≤ j ≤ 3. The space
S2,I>0 and Γ3,Ia1 ,Γ
3,I,+
a1
,Γ3,I,−a1 , N
I
ν0
and DIν0 .
The space DI,∂ν0 is indexed with ν0 = 0.1
and 0.25, while Γ3,Ia1 = {(c1, c2, c3)|c2 =√
2
2
, c1
2 + c3
2 = 0.5}. There are two
toral CW complexes T intν0 and T extν0 over
DI,∂ν0 and no other toral object else-
where when ν0 > 0. For negative values
of ν0, the toral CW complex is associ-
ated with the whole space S2,I>0. 00.51
0
0.5
1
0
0.5
1
Γ3,I,+a1
Γ3,Ia1
Γ3,I,−a1
DI,∂0.1
DI0.1
DI,∂0.25
Γ3,I−a1
N Iν0
c1
c3
c2
1
Thus, Γ3,Ia1 = L(aei )3i=1 ∩ S
2,I
>0 = {(c1, c2, c3) ∈ S2,I>0|c2 =
√
2
2
, c1
2 + c3
2 = 0.5} and
Γ3,I,±a1 =
{
C ∈ S2,I>0| sign(1− 2c22) = ±1
}
.
Further,
DIν0 :=
{
C ∈ Γ3,I,−a1 | ν0 < a
1
1(C)
2
4a12(C)
≤ 1
4
}
,
DI,∂ν0 :=
{
C ∈ Γ3,I,−a1 | ν0 = a1(C)
2
4a2(C)
}
, and N Iν0 := Γ
3,I,−
a1
\ (DIν0 unionsqDI,∂ν0 ).
where νmin = 0 and νmax =
1
4
; see Figure 11. Two toral CW complex T intν0 and T extν0 exists when
ν0 > 0. These are associated with DIν0 , that is depicted in Figure 11 with yellow bullets on part
of the blue region; the blue region stands for Γ3,I,−a1 . For positive values of ν0, there is a toral
CW complex associated with S2,I>0. Part of this toral manifold associated with Γ3,I,+a1 simultaneously
collapses with the origin (i.e., all radiuses of the tori converge to zero) as soon as the parameter ν0
converges to zero. In this case, we only have a toral CW complex associated with Γ3,I,−a1 . When ν0
further increases from zero, this toral manifold shrinks to be only associated with DIν0 ; this turns
out to be T extν0 . More precisely, both the internal and external toral CW complexes T intν0 and T extν0
exist over DIν0 . The intersection of the manifolds T intν0 and T extν0 is a bistable toral CW complex on
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DI,∂ν0 for all 0 < ν0 ≤ νmax0 = 0.25. When ν0 > 0 increases and approaches to 0.25, DI,∂ν0 shrinks to
the point DI,∂0.25 = {(0, 1, 0)}; this is depicted by red bullet in Figure 11. Hence, the toral manifolds
T intν0 and T extν0 shrink and collapse to a bistable limit cycle. Then, the limit cycle disappears when
ν0 > 0 crosses over the transition variety TSN = {ν0 = 0.25} given by (6.38).
Theorem 6.15. Consider the parametric vector field (6.28), and assume that the condition (6.24)
and hypotheses in Theorem 6.12 hold. Then, the varieties (6.29) and (6.38) are the only 2k-cell
bifurcation varieties for the differential system corresponding with (6.28). More precisely, the para-
metric vector fields vσ(r, θ, ν
1
0) and vσ(r, θ, ν
2
0) are topologically equivalent when one of the following
holds.
1. For δ = 1, 2, νmin0 < ν
δ
0 < ν
max
0 and ν
δ
0a2eσ(k) > 0.
2. νδ0a2eσ(k) < 0 for both δ = 1, 2.
3. When νδ0a2eσ(k) > 0 and ν
δ
0 for δ = 1, 2 is outside of the interval [ν
min
0 , ν
max
0 ].
Proof. The idea is to use a homeomorphism on the CW complex subspaces of Sk−1,σ>0 to transform
flow-invariant leaves associated with vσ(r, θ, ν
1
0) to those associated with vσ(r, θ, ν
2
0).
Let νmin0 < ν
δ
0 < ν
max
0 and ν
δ
0a2eσ(k) > 0 for both δ = 1, 2. The CW complexes D
σ
ν10
and
Dσ
ν20
are homeomorphic. Further, the complement of these spaces are also homeomorphic; see the
proof of Lemma 6.10 and argument above Theorem 6.12. Assume that these are given by the
homeomorphism
h : Sk−1,σ>0 → Sk−1,σ>0 , where h
(
Dσ
ν10
)
= Dσ
ν20
and h
(
Dσ
ν10
c)
= Dσ
ν20
c
.
Given the radiuses r±σ(i)
2
(ν0, C) in equation (6.31), the map h˜ : T intν10 → T
int
ν20
defined by h˜(r(ν10 , C), θ) :=
(r(ν20 , h(C)), θ) is a homeomorphism between the toral CW complex manifolds T intν10 and T
int
ν20
. Sim-
ilarly, we may assume that T ext
ν10
and T ext
ν20
are h˜-homeomorphic.
We shall extend the homeomorphism h˜ to a flow-invariant homeomorphism h˜ :Mk,σ →Mk,σ.
Thus, we merely need to consider the extension to the space Ml,γ for any γ ∈ Sl,σn and l ≤ k.
Let r(t, rδ,γ, νδ0) stand for the trajectory of r in action-angle (r, θ)-coordinates corresponding
with vσ(r, θ, ν
δ
0) with the initial condition r(0, r
δ,γ, νδ0) = r
δ,γ, δ = 1, 2. Denote rγ(l) for γ(l)-th
component of r. Assume that (r∗, θ∗) ∈MCl,γ ⊂Ml,γ, C ∈ Dγν10 , and r∗γ(l) = r∗. Let r
−
γ(l)(ν
δ
0 , h
δ−1(C))
and r+γ(l)(ν
δ
0 , h
δ−1(C)) denote the γ(l)-th radiuses of the flow-invariant internal and external tori
associated with C, h(C) ∈ Dγ
ν10
, ν10 and ν
1
0 , respectively.
Now consider the positive numbers rδ,γ0 :=
r−
γ(l)
(νδ0 ,h
δ−1(C))
2
, rδ,γ1 :=
r−
γ(l)
(νδ0 ,h
δ−1(C))+r+
γ(l)
(νδ0 ,h
δ−1(C))
2
,
rδ,γ2 := 2r
+
γ(l)(ν
δ
0 , h
δ−1(C)), and rδ,γι :=
rδ,γι
cγ(l)
C ∈MCl,γ, for ι = 0, 1, 2. Note that rδ,γι is the γ(l)-th com-
ponent of rδ,γι , ι = 0, 1, 2. Then, define h˜(r
1,γ
ι ) := r
2,γ
ι . Note that we have r
δ,γ
0 < r
−
γ(l)(ν
δ
0 , h
δ−1(C)) <
rδ,γ1 < r
+
γ(l)(ν
δ
0 , h
δ−1(C)) < rδ,γ2 , where δ = 1, 2.
M. Gazor and A. Shoghi Bifurcation control with multiple Hopf singularity 41
For any point r∗ such that r∗ < r−γ(l)(ν
1
0 , C), there is a unique time tr∗ (positive or nega-
tive) such that r∗ = rγ(l)(tr∗ , r
1,γ
0 , ν
1
0), where r(0, r
1,γ
0 , ν
1
0) = r
1,γ
0 . Then, we define h˜((r∗, θ∗)) =
(r(tr∗ , r
2,γ
0 , ν
2
0), θ
∗). When either r−γ(l)(ν
1
0 , C) < r∗ < r
+
γ(l)(ν
1
0 , C), or r
+
γ(l)(ν
1
0 , C) < r∗, we may sim-
ilarly introduce h˜((r∗, θ∗)) = (r(tr∗ , r
2,γ
1 , ν
2
0), θ∗) and h˜((r∗, θ∗)) = (r(tr∗ , r
2,γ
2 , ν
2
0), θ∗), respectively.
Here, tr∗ stands for the time required for rγ(l)(tr∗ , r
1,γ
1 , ν
1
0) = r∗ or rγ(l)(tr∗ , r
1,γ
2 , ν
1
0) = r∗, accordingly.
This yields a flow-invariant construction for h˜ on the family of leaf-manifoldsMCk,σ for all C ∈ Dγν10 .
When C converges to Dγ,∂ν0 , the internal and external hypertori coalesce into a single hypertori
and the dynamics associated with the radius interval (r−γ(l)(ν
1
0 , C), r
+
γ(l)(ν
1
0 , C)) is omitted. This
justifies the bi-stability of the toral CW complex associated with Dγ,∂ν0 . Thus, the flow-invariant
homeomorphism h˜ is well-defined on ∪
C∈Dγ
ν10
,γ∈Sl,σn ,l≤kMCl,γ = ∪C∈Dσν10
MCk,σ.
Now we only need to introduce the homeomorphism h˜ on ∪C∈Dσ
ν10
cMCk,σ = ∪C∈Dγ
ν10
c
,γ∈Sl,σn ,l≤kMCl,γ.
Consider (r∗, θ∗) ∈ MCl,γ, C ∈ Dγν10
c
, and r∗γ(l) = r
∗. Then, there is a unique time tr∗ (positive or
negative) such that r∗ := r∗ C
cγ(l)
= rγ(l)(tr∗ ,
C
cγ(l)
, ν10) where rγ(l)(0,
C
cγ(l)
, ν10) = 1. Then, h˜((r
∗, θ∗)) is
defined by (r(tr∗ ,
C
cγ(l)
, ν20), θ
∗).
For the second part, we remark that there is only a flow-invariant hypertoral CW complex
associated with Γk,σ,±a1 for both ν
1
0 and ν
2
0 . Since the space Γ
k,σ,±
a1
is independent of ν10 and ν
2
0 , we
may simply consider the homeomorphism h : Sk−1,σ>0 → Sk−1,σ>0 as the identity map. The rest of
the proof is similar to the above. Let νδ0a2eσ(k) > 0 and ν
δ
0 for δ = 1, 2 is outside of the interval
[νmin0 , ν
max
0 ]. Then, there is no invariant hypertori associated with neither of the parameters. Hence,
we again use h as the identity map on Sk−1,σ>0 . For any C ∈ Sl−1,γ>0 and r∗, there exists a unique
time tr∗ (positive or negative) so that r
∗ C
cγ(l)
= rγ(l)(tr∗ ,
C
cγ(l)
, ν10) where r(0,
C
cγ(l)
, ν10) =
C
cγ(l)
. Then,
h˜(( r
∗
cγ(l)
C, θ∗)) is defined by (r(tr∗ , Ccγ(l) , ν
2
0), θ
∗).
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