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ABSTRACT 
We give a constructive proof for some classical theorems of linear algebra (Steinitz, 
rank of matrices, Rouche-Kronecker-Capelli, Farkas, Wey, Minkowski). The construc- 
tion is based on pivoting, and its most important part is the pivot selection rule, which is 
based on Bland’s least index resolution. 
1, INTRODUCTION 
Several authors have given constructive proofs for key theorems of linear 
algebra, especially for alternative theorems of linear inequalities [l, 4, 8, 161. 
One of the referees kindly called our attention to Nefs [ll] book, in which the 
author also uses tableaux and pivots in his “exchange method” approach to 
linear algebra. 
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This paper contains a new approach to some classical theorems of linear 
algebra (Steinitz, matrix rank, Rouche-Kronecker-Capelli, Farkas, Weyl, 
Minkowski). The constructive proofs are based on pivoting. Defining pivoting 
in a more general way-using generating tableaux-has made it possible to 
give a new proof for the Steinitz theorem as well. 
Our pivot selection strategies are based essentially on Bland’s [2] minimal 
index rule. The famous theorems of Farkas, Weyl, and Minkowski are proved 
by using pivot tableaux. Theorem 4.1 is essentially a new, very simple form of 
the alternative theorem of linear inequalities, and its proof is a pretty applica- 
tion of the minimal index rule. One can apply this theorem and its proof to 
combinatorial structures (for example to oriented matroids) as well (Klafszky 
and Terlaky [9]). The algorithms presented are mostly not efficient computa- 
tionally (see e.g. Roos [Is] for an exponential example), but they are surpris- 
ingly simple. 
We will use the symbols 0, +, - , CB , 8 introduced by Balinski and 
Tucker [l], which denote zero, positive, negative, nonnegative, and nonposi- 
tive numbers respectively. On the other hand Gale’s [7] notation will be used, 
so matrices and vectors are denoted by capital and small Latin letters, and 
their components are denoted by the corresponding Greek letters. Index sets 
are denoted by I and J (with proper subscripts), and the cardinality of an 
index set J is denoted by ]I J I]. 
2. PIVOTING 
Pivoting and some of its consequences (Steinitz’s theorem) are presented 
in this section. Our considerations and the definition of pivoting are a little 
more general than those known from the literature. 
Let {al,. . , a,} C Rm be arbitrary real vectors. Denote by J = { 1,. . . , a} 
the index set of vectors {al, . . . , a,}. A vector b E R” is said to be a linear 
combination of the vectors { uj : j EJ} if there are numbers { Ai, . . . , X,} c R 
such that 
b = 5 ajAj. 
j=l 
DEFINITION 2.1. A set of vectors { uj : i EJ~ c J} is called a generating 
system if for all j~j~ = J - Jc, the vector uj is a linear combination of the 
vectors {a, : i ~1~). (A generating system is often referred to as a “spanning 
set.“) 
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For simplicity generating systems will be referred to by their index set JC. 
Let lc c J be a generating system, and choose the coefficients rij so that 
uj = c 7tjai 
i ck 
for all j EJC, 
that is, rij is the coefficient of the generating vector ai for i E Jc in the Jc 
representation of the vector uj for j EJ~. We can collect these coefficients in a 
tableau. 
Notice that in general a lot of different systems of the coefficients rij may 
exist for a given generating system JG. Since representation of vectors in 
generating systems may not be unique, an infinite number of essentially 
different systems (tableaux) may occur (not just permutations of columns and 
rows). 
If in position (r, s) the coefficient r,, # 0, then the generating vector a, 
can be replaced by the nongenerating vector u,~. The new coefficients can be 
derived as follows: 
7’ 
ST 
= l/T,,. (4) 
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Recall that rij is the coefficient of the generating vector ai in the actual 
representation of the vector uj. The new system of vectors JG’ = (JG - {r}) U 
{s} is again a generating system [jG, = (jC - {s}) U {r}]. The element r,, is 
called the pioot element; the transformation (1) (2), (3), (4) is called pivoting. 
The tableaux of Figure 1 are called generating or pivot tableaux. 
THEOREM 2.1. The system of vectors JGT is a generating system of J, and 
the coeffacients given by the formulae (l), (2), (3), and (4) gioe a generating 
tableau. 
Proof. Elementary; it is left to the reader. n 
REMARK. The tableau can be completed by unit vectors associated to the 
generating system (i.e., the generating system trivially generates itself). The 
resulting tableau is called the complete tableau, while the original one is called 
a dictionary [3]. 
Linear independence of vectors plays a fundamental role in linear algebra. 
DEFINITION 2.2. A set of vectors { aj : j EJ~}, JF C J, is called independent 
if it does not contain the zero vector and there is no vector a,, r EJ~, that can 
be generated as a linear combination of the vectors { uj : j EJ~ and j # r}. 
Independent sets will be referred to by their index set Jr. 
Pivoting can be used easily to prove the relation of generating and 
independent systems. This is Steinitz’s famous theorem. 
COROLLARY 2.1 (Steinitz theorem [6, lo]). lfJF C J is an independent and 
Jc c J is a generating system, then 
Proof. Let us denote J = JF U JG and suppose, to the contrary, that 
llhll ’ llzkll~ Ch oose a dictionary as shown in Figure 2. Make a pivot 
operation on position (i, j) if i eJG II j,, j EJ~ fl jG, and rij # 0. Repeat this as 
many times as possible. Finally the tableau and generating system _JG’ shown 
in Figure 3 are obtained. Here_rii = 0 for i EJ~, fl Jr, jeJF f~ Jo, by the 
construction. Furthermore JF fI JCj # 6, since we have assumed that I) Jr ]I > 
IIICII~ 
If lF n jc = 6, then all vectors of lF are identically zero vectors, which is 
a contradiction. Otherwise the vectors uj for j EJ~ tl Jo, are linear combina- 
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tions of the vectors { aj : j EJF fl Jc, ‘, which also contradicts the linear inde- 
pendence of JF. n 
In our further considerations the independent generating systems play an 
important role. 
DEFINITION 2.3. A set of vectors { aj : j E JJ , JB C J, is called a basis if it 
is linearly independent and generating. n 
An obvious consequence of the Steinitz theorem is that bases have the 
same cardinahty. (In fact this is equivalent to the Steinitz theorem.) SO the 
following terminology can be used. 
DEFINITION 2.4. The cardinality of a basis of the set of vectors { ai, . . . , a,) 
is called the rank of the vector set, and it is denoted by rank(a,, . . . , a,). 
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REMARK. A generating tableau is called a basic tableau if its generating 
system is a basis. 
LEMMA 2.1. A basis uniquely determines its basic tableau, and if two 
arbitrary bases are given, then there is a sequence of pivots which transforms 
one of the basic tableaux to the other. 
Proof. Elementary, well known [3, 51. n 
DEFINITION 2.5. The set Y(a,, . , a,,) = {b : b = Cjn=iajAj for all Aj~ R, 
j= l,..., n} is called a linear subspace of R”. (Vectors a,, . . . , a,, E R” are 
called a generating system of this subspace.) 
Well-known elementary properties of linear subspaces and pivoting (how 
to perform it) will be used without proving them. So for convenience the 
following notation will be used: rank(a,, . . , a,) = rank Y(a,, , a,). 
It can be seen easily that the linear subspace of the row vectors of the 
complete tableau remains unchanged during pivot operations, since they can 
also be performed backwards. Furthermore, if J” C J. then the subspaces 
_Y(ty’:iEJh) and Y(tr”:iEJi) are equal. (See Figure 4.) 
and 
Denote 
JB 
t(“) = 
i 1 7(i) = J 
t(j) = ( 7(j)i) = 
J” 
r rij if jEja, 
‘1 
i 
if j=i, 
0 otherwise 
‘ij if jEJB, 
-1 if i=j, 
0 otherwise. 
J” 
k-4 I, P JB 
r 
(c ty 
FIG. 4. 
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al= (i), as= (i), 
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following simple numerical example: 
as=(y), a4= (A), 
Then the tableau is 
JB = {4,3}. 
al a2 a3 a4 
a4 1 3 0 1 
a3 2 4 1 0 
In this case t(i) = (- 1, 0,2, l), t(,) = (0, - 1,4,3), tc3) = (2,4, 1, 0), tc4) = 
(1,3,0, I). 
The matrix rank theorem can be proved by using the abovementioned 
properties of pivot tableaux. 
THEOREM 2.2 (Matrix rank). Zf A = (al,. . . , a,) = (a(‘), . . . , acm)) is an 
arbitrary matrix, then rank(a,, . , a,) = rank(a(‘), . . , acm)), where columns 
and rows of A are denoted respectively by aj and a(j). 
Proof. Consider the matrix A as a dictionary associated with the vectors 
a,, . . . , a,, e,, . . . , e,, where unit vectors are the basis vectors. By pivoting, let 
us bring as many “a” vectors into the basis as possible. When it is not possible 
to pivot more such vectors into the basis, then we have the tableau shown in 
Figure 5. (The index sets J, Je and I, I, contain the corresponding indices of 
the vectors aj and ei respectively.) 
According to the above properties, U( u(l), . , . , a(*)) = Y{ t”(j) : j EJ~}, 
IB 
T - 
J I 
FIG. 5. 
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since the rows associated to i E I, are zero rows. So rank U{ t”(j) : j E Js} = 
]( Js I], because these rows are independent. So we have rank( u(l), . , dm)) = 
rank U( u(l), . . . , dm)) = rank _P{ t”(j) : j EJ~} = ]] /s I]. 
On the other hand, the set of vectors (aj : j ~]s} is a basis of the set 
{a,,..., a,} (see Figure 5), which by definition says that rank(u,, , a,) = 
(I JB II. Our proof is complete. n 
Finally in this section we show some orthogonality properties of the pivot 
tableau. The following definitions are necessary. 
DEFINITION 2.6. The inner product of two vectors a, c E R” is defined by 
m 
UC = c cxjyj. 
j=l 
DEFINITION 2.7. Vectors a, c E R” are called orthogonal if ac = 0. 
If a vector is orthogonal to a generating system of a subspace, then it is 
orthogonal to all vectors of the subspace. In this case we say that the vector is 
orthogonal to the subspace. 
THEOREM 2.3 (Orthogonality). If two arbitrary bases JBp, JBIB” of the vectors 
(a,, . . > a,) and their dictionaries are given, then t(‘)‘th) = 0 holds for all i E JBT 
and j #Jsp. 
Proof. Well known [2, 151. n 
The following well-known, simple consequence of the orthogonality theo- 
rem will be often used. 
COROLLARY 2.2. Zf the vectors a,, , a,, e,, . . . , e, E R”’ and JB C J = 
(I,..., n}, Is C Z = { 1,. . , m), where JB U Zs is a base of R”, are given, then 
7ij = y(“)aj for all j #JB and i E I, U 1s. 
See Figure 6. 
Now we can turn to the examination of the system of linear equations. 
3. SYSTEMS OF LINEAR EQUATIONS 
Let {a,, . . . , a,, b} C Rm be arbitrary vectors, and let {e,, . . . , e,} C R” 
be the standard basis of R”‘. Denote by J = { 1, . . , n} the index set of the 
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vectors {a[,. . . , a,>, and by Z = {I,. . . , m> the index set of the vectors 
{el,...,e,}. 
THEOREM 3.1. For the above (arbitrarily) given vectors {b, a,, . . , a,,, 
q,..., e,) exactly one of the dictionaries shown in Figure 7 exists. 
Proof. Using orthogonality properties it is easy to see that both cannot 
hold simultaneously. To show that at least one holds let us start with the basis 
{el,. . . , e,} (Figure 8). Let us change as many vectors ei of the basis with 
nonbasic vectors aj as possible. Finally we obtain the dictionary shown in 
JB II 
0 
118 0 i 
0 
FIG. 7. 
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I 
-b - 
I 
1 
I ‘. 
1 
FIG. 8 
FIG. 9. 
Figure 9. If the hatched part of Figure 9 contains only zeros, then the first 
case applies. If it contains a nonzero element, then pivoting on this (nonzero) 
position, the vector b enters the basis (some vector ei leaves) and we get the 
second case. H 
This theorem-the proof of which gives an algorithm-implies the follow- 
ing Rouche-Kronecker-Capelli theorem. 
COROLLARY 3.1 (Rouche, Kronecker, and Capelli [6]). Exactly one of the 
following alternatives holds: 
(a) Ax = b has a solution, or 
(b) yA = 0, yb = 1 has a solution. 
Proof. Apply the previous theorem for the column vectors of the matrix 
A. If case (a) holds, then vector b is a linear combination of some columns of 
A, i.e., we have a solution for Ax = b. If case (b) holds, then the tableau is the 
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FIG. 10. 
one shown in Figure 10. By orthogonality y satisfies (b), so our proof is 
complete. a 
REMARK. The tableaux tell us in both cases the general solution of the 
equation systems. In case (a) the linear combinations of vectors tj for j E& 
give the general solution of the homogeneous system Ax = 0. In case (b) the 
linear combinations of vectors y ci) for i E 1; give the general solution of the 
homogeneous system yA = 0, yb = 0. 
The Geometric Interpretation of Linear Equation Systems 
DEFINITION 3.1. The set _$?(a,, . . . , a,,) = { y : yaj = 0, j = 1, . . . , n} is 
called the orthogonal complement of the linear subspace P(a,, . , a,) = 
{b : b = Cj”= ,ajXj, where Xj E R, j = 1, . , n}. 
It is obvious that by = 0 for arbitrary b E Y and y E P. 
Three famous theorems of orthogonal complements are now discussed as a 
consequence of Theorem 3.1. We know that simple proofs exist [6, lo] for 
these theorems; we prove them here to motivate the corresponding proofs for 
linear inequalities. Most of the key ideas have already been presented here. 
COROLLARY 3.2. Given any set of vectors {a,, . , a,,} c R”, there is a set 
of vectors { yl,. . . , yk} c R” such that: 
(a) P(a,,..., a,) = P( yl,..., yk), 
(b) -@(a,, . . . , a,) = -Y( yl,. . . , yk), 
(c) P++(a,,. . ., a,) = Y(a, ,..., a,). 
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Proof. Consider a basic tableau (Figure 11) where I] Jsl\ is maximal, that 
is, the number of vectors ei is minimal in the basis. Let { yi, , yk} be the set 
{ y(“) : i E le}, or let it be the single zero vector if I, = fl. So by at most m 
pivots the set { yl,. , yk} can be constructed. 
(a): If bE9(ui,...,a,), then b = x7= iXjuj. Since yiaj = 0 for i = I 
> . . . 1 k, j = 1,. ., n, we have yjb = CJ’=i( yiuj)Xj = 0, that is, h E 
P( yi, , yk). On the other hand, if b +! P’(a,, . . . , a,), then (see Fig. II) 
ti # 0 for an ie I,, that is, yib # 0, and so b 4 T’+( yl,. , yk). 
(b): If YE~(Y~,...,Y& th en y = C:=iX, y,. Since yiuj = 0 for i = 
1, . , k, j = 1, , n, we have yaj = Cf= ,hi( yiuj) = 0 for j = 1, . , n, that 
is, yE P(u,, . , a,). On the other hand, if y $ _4u( yi, . , yk), that is, 
c:=,& yi = y is inconsistent, then by Corollary 3.1 we have a vector b E R” 
such that yib = 0 for i = 1,. , k and yb = 1. So by (a) we have b E 
L?+(Y~>. , yk) = Y(u,, . ,1 a,), but yb = 1 implies that y # -@(al,. . . , a,). 
(c): Let us apply first (a), then (b), as follows: 9(ai, . . . , (I,,) = 
[ Y( yl,. . . , yk)]+= [ _@(a,, . . . , a,)]+. Our proof is complete. n 
REMARK. The following statement is an immediate consequence of part 
(b): For any subspace YC R" we have rank 2’+ rank 2?= m. 
Linear inequality systems are examined in the last section of this paper. 
4. LINEAR INEQUALITY SYSTEMS 
Let {al,. . . , a,, b} c R” be vectors, and let {e,, . . . , e,} c R” be the 
standard base of R”. Denote J = (1, . . . , n) the index set of vectors 
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(b) 
{al,. . , a,}, and by I = { 1,. . . , m} the index set of the vectors {e,, , . . , e,}. 
We can state the following theorem (type of Farkas [12]). 
THEOREM 4.1. For the above given vectors exactly one of the following 
alternatives holds: 
(a) There exists a basis (J& lh) as shown in Figure 12(a). 
(b) There exist a basis (&, Ii) as shown in Figure 12(b). 
Proof. Using orthogonality properties it is easy to see that both cannot 
hold simultaneously. To show that at least one holds, let us consider first the 
alternatives of Theorem 3.1. If the second situation holds there, then also the 
second alternative holds here (in a slightly stronger form, as required). If the 
first case of Theorem 3.1 holds, then we have the tableau of Figure 13. 
Let us perform the following 
ALGORITHM (a). 
I. If b is a nonbasic element and the hatched part of Figure 
only nonnegative coefficients, then, the case (a) of Theorem 
13 contains 
4.1 applies. 
If there are negative coefficients in this area, then denote r = min{ i : i E ]a 
and ui has a negative coefficient in the column of b}. Make a pivot step: 
a, leaves, b enters the basis. 
II. If b is a basic element and its row contains only nonpositive coefficients 
in the nonbasic columns, then case (b) applies. 
110 
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FIG. 13. 
If there are positive coefficients in this row, then denote s = mm{ j : j ej, 
and uj has a positive coefficient in the row of b). Make a pivot step: a, 
enters, b leaves the basis. 
The above algorithm stops at either of the required two cases, so to prove 
the theorem we have just to show that this algorithm is finite. Since there are a 
finite number of distinct bases, one has to prove only that cycling cannot 
occur. 
LEMMA 4.1. Algorithm (a) is finite. 
Proof. Suppose to the contrary that cycling occurs. Denote Jo = {j: uj 
leaves the basis through the cycle}. Note that vector aj enters the basis as well 
if j EJ’ and vectors out of JO remain basic or nonbasic variables through the 
entire cycle. 
Denote p = max{j: j EJ’}. Consider the two cases where up leaves and 
enters the base. These situations are as shown in Figure 14. Leaving out the 
variables which are not in JO and denoting up := -a,,, we get the same 
tableaux as in Figure 12. We have seen that those two cases cannot hold 
simultaneously. Our proof is complete; the theorem is proved as well. w 
A very important consequence 
theorem. An algorithm also follows 
constructive proof. 
of this theorem is the famous Farkas 
(to generate the alternatives) from our 
COROLLARY 4.1 (Farkas theorem [4, 5, 71). Exactly one of the following 
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alternatives holds: 
(a) the system Ax = b, x 2 0 has a solution, or 
(b) the system yA < 0, yb = 1 has a solution. 
Proof. Let us apply the theorem for the column vectors {al,. . . , a,} of 
the matrix A. If the first case holds [Figure 12(a)], then the vector b is 
presented as a nonnegative linear combination of the vectors {a,, . . , a,}, that 
is, the system Ax = b, x > 0, is solved. 
If the second case holds, then the tableau is as shown in Figure 15. By the 
orthogonality properties the vector y of this tableau satisfies yA < 0, yb = 1. 
Our proof is complete. n 
REMARK 1. The Farkas theorem is frequently used in the following form 
I, 
JB 
_-I! 
JB 7, IB 
-b-- 
,, 
JB 
+Y 
FIG. 15. 
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(Cordan): Exactly one of the following alternatives holds: 
(a) the system Ax = 0, CT = - 1, x 2 0, has a solution, or 
(b) the system yA Q c has a solution. 
In this case Corollary 4.1 can be applied to the following vectors: 
=1 
-al = 
i i -71 ‘..” 
_a,= (“;J b= ($ 
el %= 0 ‘...’ ( 1 em _e, = i 1 0 0 ’ %l+1= 1 . ( i 
To prove the statement one has to notice only that the last equation of 
_Ax = _b, gives the equality cx = - 1, and the last coordinate of the vector 
y=(y,rl)isrl=I. 
REMARK 2. Theorem 4.1 can also be stated in the following equivalent 
form: Exactly one of the following alternatives holds: 
(a) There exists a basis (Jh, In) as shown in Figure 16(a). 
(b) There exist a basis (Ji, Is) as shown in Figure 16(b). 
The first case is the same as it was in Theorem 4.1. From the second one, by a 
single pivot operation, we get the second case of Theorem 4.1. On the other 
hand, again a single pivot is necessary to get this form. 
Note that a direct proof is also possible by a slight modification of 
(a) 
FIG. 
0 
PIVOTING IN LINEAR ALGEBRA 113 
(a) 
FIG. 17. 
(b) 
Algorithm ( CX) (b is always a nonbasic vector). Developing this algorithm is left 
to the reader. The modified algorithm is a special case of Terlaky’s [14, 151 
criss-cross method, and it is identical to the dual simplex method with Bland’s 
[2] rule in a linear program where the coefficients of the objective function are 
identically zero, so that all the pivot operations are degenerate in the terminol- 
ogy of linear programming. 
REMARK 3. The following is equivalent to Theorem 4.1 as well: Exactly 
one of the following alternatives holds: 
(a) There exist a basis (&, b, Za) as shown in Figure 17(a). 
(b) There exist a basis (Ji, b, la) as shown in Figure 17(b). 
The second case is the same as it was in Theorem 4.1. From the first one, by a 
single pivot operation case (a) of Theorem 4.1 is obtained. Conversely, again a 
single pivot is needed. 
As in the previous case, a direct algorithmic proof is possible here as well 
(b is kept in the basis). The resulting algorithm is the primal simplex algorithm 
with the minimal index rule, and so it is a special case of the criss-cross 
method. 
REMARKS. It is easy to see that the Farkas theorem (and its Gordan form) 
follows from the alternative theorems formulated in Remarks 2 and 3. By 
equivalence this observation is obvious: one can get the solution vectors 
directly (without making any additional pivoting) from the final tableaux. 
Finding these solution vectors is left to the reader. 
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Geometric interpretation of Linear lnequality Systems 
DEFINITION 4.1. The set of vectors V(a,, . . . , a,,) = (b : b = x:jn=lajXj, 
0 < Xj, j = 1,. . , n}. is called a finite cone, and the set @(a,, . , a,,) = 
{y:yaj<O for all j=l,..., n} is called the polar of the finite cone 
g(a,, . . , a,). 
It is obvious that for arbitrary vectors b E v and YE %“+ the relation 
by < 0 holds. Now we will present three famous theorems on finite cones as 
consequences of Theorem 4.1 [3-5, 71. 
COROLLARY 4.2. lf arbitrary vectors {a,, . . . , a,} C R” are given, then 
there exist vectors { yl,. , yk} c Rm such that: 
(a) f(a,, . . , a,) = q+( yl,. . , yk) (Weyl), 
(b) V+(a,, . , a,) = U( yl,. . , yk) (Minkowski), 
(c) @+(a,, . . , a,) = U( aI,. . . , a,) (Farkas). 
Proof. Consider all the basic tableaux where ]]Jn]] is maximal, that is, the 
number of the vectors ei is minimal in the basis, and there is an rEJB 
satisfying rrj < 0 if j~jn (Figure 18). Denote 
{yr,.... yk} = {*y(‘):iEI,} U {-ycr) : rrj 2 0 for all j in a tableau}, (5) 
or let it be the single zero vector if both vector sets on the right hand side are 
empty. 
Note that Y = U( + y(‘) : i E le} is a subspace, 3 = U{ -y(r) : rrj > 0 for all 
j in some tableau} is a pointed cone (it does not contain any line), and 
F{ Yl,. . . P yk} = :+ Y. 
JB 
IB 
i ! a, 
i ! 
y(4 
y(‘) 
b 
- - 
II 
Ii - -
6 
- 
0 
Y -
b 
- 
1 
& #O 
- 
(for arbitrary b) 
FIG. 18. 
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(a): If b E +?(a,, . . . , a,), then b = cj”,lAjaj for some Xj 2 0, j = 1,. , m. 
Since yiuj Q 0 for i = 1, . . , k, j = 1, . . . , 
that is, b E U’( yl,. . , 
n we have yib = Cj”=l( yiuj)Xj < 0, 
yk). On the other hand, if b p! @?(a,, . . . , a,), then (see 
Remark 2) yib > 0 for an i E { 1, . . , k}, that is, b $ U’( yl,. . , yk}. 
(b): If y E v( yl>. . , yk), then y=Cfz,Xiyi where Xi20, i=l,..., k. 
Since yiuj < 0 for i = 1, . , k, j = 1, . . . , n, we have yaj = Cf=iX,( yiuj) < 0 
forj= l,..., n, Xi > 0, i = 1,. . . , k, that is, y E +Z+(u,, . . . , a,). On the other 
hand, if y # U( yl,. . . , Y& that is, xfzlhi yi = y. Xi > 0, i = 1,. . . , k, is 
inconsistent, then by Corollary 4.1 we have a vector b E R”’ such that yib < 0 
for i=l,...,k and yb= 1. So by (a) we have bE ?f(yl,..., yk) = 
qu,, . . ., a,), but yb = 1 implies that y # %+(a,, . . , a,). 
(c): Let us apply first (a), then (b) as follows: %(a,, . . ) a,) = 
[q y1, ‘. . , y/J+= [~(~~,...,a,)]+. 
Our proof is complete. n 
Finally we show that the vectors { yi, . . , yk) [given by (5)] not only 
generate the cone U( yr, . . , yk) = %‘+(a,, . . . , a,), but this vector set is an 
extremal generating system of the cone U( yr, . , yk). 
DEFINITION 4.2. The set of vectors { yi, . . . , yk} is an extremu~ generating 
system of the cone e if U( yl,. . . , yk) = +Z and for all j = 1,. . . , k the system 
yj = Cf= 1, i+ jXi yi, hi > 0, i = 1, . . . , k, i # j, is inconsistent. n 
In general { yr, . . . , yt} is an extremal generating system of the cone f if 
its reduced system { yr, . . . , yk) is an extremal one, where reducing means 
that we leave out the vectors which are parallel to some other vector. (If 
yi = Xyj, then we leave out yj, since if yi is extremal then yj is extremal as 
well.) 
THEOREM 4.2. The vector set { yl, . . . , yk} is an extrernul generating sys- 
tem of the cone U( yl, . . . , yk) = +?(a,, . . . , a,). 
Proof. According to the definition it is a generating system. By construc- 
tion, the vectors Y= 9?{ * y(‘) : i E Is} are extremals, since { y(‘) : i E ZB} is a 
basis of the subspace Y and Yn x = 6. 
So we have to prove only that the set ( -y(r) : the rth row of the tableau is 
nonnegative} = { ya, yi.. . . , y,} is extremal in g. We may assume that yi # 
XyI, i, j = 0, 1, . . . , t, i #j, X > 0. Assume, to the contrary, that the set 
{ yO, yr, . . , yt) is not extremal. For convenience we may assume that y0 is a 
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nonextremal element, that is, there are numbers Xi,. . . , X, > 0 such that 
fi hYi= YO, i = l,...,t. 
i=l 
The alternative pair of the system (6) is (see Corollary 4.1) 
?ij < 0, i = 1,. .) t, 
zy, > 0. 
(7) 
Now we show that (7) has a solution. Let ]a~ be the base associated with yO, 
that is, aj y. = 0 for jeJBo, j # r, and your = - 1 for any r. Denote z = 
~r+jeJBoaj - &a,, where E > 0 is constant. Then 
ZYO = C ajyo-ca,y,=O-E(-l)>O 
r#j EJso 
and 
zyi = C ajYi - EarYip 
r#jEjBo 
where 
C ajYi<O, 
r+jje JBo 
since it is nonpositive, and if it were zero then yi would be parallel to 
YOT contradicting our assumption. So zyi < 0 if 0 < E < min 
{( Y~C~+~~~,,~~)/(- yia,): ytar > 0, i = 1,. . . , t}. That is, z solves (7). This 
is a contradiction, so (6) is inconsistent, that is, { yo, yr, . . . , yk} is an extremal 
generating system. Our proof is complete. n 
Finally we note that the extremal elements of the original cone 
Q(ar,. . . , a,) can be obtained from pivot tabIeaux as well. A vector a,. is an 
extremal element of the cone V if there is a pivot tableau T(B) where a,. is a 
basic vector and its row contains nonpositive coefficients in the nonbasic 
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columns. (See Figure 19.) The justification for this statement is left to the 
reader. 
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