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TRIPLE INTERSECTION FORMULAS FOR ISOTROPIC
GRASSMANNIANS
VIJAY RAVIKUMAR
Abstract. Let X be an isotropic Grassmannian of type B, C, or D. In this
paper we calculate K-theoretic Pieri-type triple intersection numbers for X:
that is, the sheaf Euler characteristic of the triple intersection of two arbitrary
Schubert varieties and a special Schubert variety in general position. We do
this by determining explicit equations for the projected Richardson variety
corresponding to the two arbitrary Schubert varieties, and show that it is a
complete intersection in projective space. The K-theoretic Pieri coefficients
are alternating sums of these triple intersection numbers, and we hope they
will lead to positive Pieri formulas for isotropic Grassmannians.
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1. Introduction
When studying the ordinary cohomology of an (isotropic) Grassmannian, a triple
intersection number refers to the number of intersection points of three Schubert
varieties in general position. By convention, this number is zero when the triple
intersection has positive dimension. Algebraically this number is given as the push-
forward of the product of three Schubert classes to the the cohomology ring of a
single point.
Given three Schubert varieties in general position, let Z denote their scheme the-
oretic triple intersection. The corresponding K-theoretic triple intersection number
is the sheaf Euler characteristic of Z; that is, the pushforward of the product of the
three Schubert classes to the Grothendieck ring of a point. We denote this number
χ(Z). If Z is finite, then just as in cohomology, χ(Z) is equal to the number of
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points in Z (since these finitely many points are reduced by Kleiman’s transver-
sality theorem [Kle74]). If Z has positive dimension however, then χ(Z) can be a
nonzero (and possibly negative) integer.
In either setting, the triple intersection numbers determine the structure contants
for multiplication with respect to the Schubert basis. These structure constants
are known as Littlewood-Richardson coefficients and in ordinary cohomology they
are equal to triple intersection numbers. In K-theory however, the Littlewood-
Richardson coefficients are alternating sums of triple intersection numbers.
An arbitrary Schubert class can be written as an integer polynomial in certain
special Schubert classes, which (in cohomology) are closely related to the Chern
classes of the tautological quotient bundle on the Grassmannian in question. A
triple intersection number is said to be of Pieri-type if one of the three Schu-
bert classes is a special Schubert class. Similarly, a Pieri coefficient refers to a
Littlewood-Richardson coefficient occuring in the product of an arbitrary Schubert
class and a special Schubert class.
In this paper, we determine K-theoretic Pieri-type triple intersection numbers for
all isotropic Grassmannians of types B, C, and D. Our results generalize [BR12],
in which similar calculations are carried out for the cominuscule Grassmannians;
that is for the type A Grassmannian Gr(m,CN ), the maximal odd orthogonal
Grassmannian OG(m,C2m+1), and the Lagrangian Grassmannian LG(m,C2m).
1.1. Methods and Results. Let ω be a skew-symmetric or symmetric nondegen-
erate bilinear form on CN , where N ≥ 2. Fix a basis e1, . . . , eN for CN that is
isotropic in the sense that
ω(ei, ej) = δi+j,N+1 for 1 ≤ i ≤ j ≤ N.
Note that if ω is symmetric, then ω(ei, ej) = δi+j,N+1 for all i and j in the integer
interval [1, N ]. If ω is skew-symmetric (which can only happen when N is even),
then ω(ei, ej) = −δi+j,N+1 for i > j.
For any subspace Σ ⊂ CN , we define Σ⊥ := {w ∈ CN : ω(v,w) = 0 ∀v ∈ Σ}.
We say Σ is isotropic if Σ ⊂ Σ⊥. Given a positive integer m ≤ N2 , the isotropic
Grassmannian IGω(m,CN ) is defined as
IGω(m,CN ) := {Σ ∈ Gr(m,CN ) : Σ ⊂ Σ⊥}.
This projective variety parametrizes isotropic m-planes in CN . It is said to have
Lie type C when ω is skew-symmetric (in which case N is even), Lie type B when
ω is symmetric and N is odd, and Lie type D when ω is symmetric and N is even.
In order to define Schubert varieties in X := IGω(m,CN ), we must fix some
flags on CN . We define the standard flag E• on CN by Ej := 〈e1, . . . , ej〉, the span
of the first j basis vectors. In types B and C, we define the opposite flag Eop• by
Eopj := 〈eN+1−j , . . . , eN 〉, the span of the last j basis vectors. A more complicated
type D definition is given in Section 3.
Given Σ ∈ X, the Schubert symbol of Σ relative to E•,
s(Σ) := {c ∈ [1, N ] : Σ ∩ Ec ) Σ ∩ Ec−1},
records the steps c in E• at which the intersection Σ∩Ec jumps dimension. Note
that the set s(Σ) has cardinality m, and that if c ∈ s(Σ) then N + 1 − c 6∈ s(Σ),
since Σ is isotropic. In general, a subset P ⊂ [1, N ] of cardinality m is a Schubert
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symbol1 if c+d 6= N+1 for any c, d ∈ P . We let Ω(X) denote the set of all Schubert
symbols for X.
Given a Schubert symbol P , we define the Schubert variety XP := XP (E•) to be
the closure in X of the Schubert cell X◦P (E•) := {Σ ∈ X : s(Σ) = P}. We say XP
is a Schubert variety relative to the flag E•. We also define the opposite Schubert
variety XP to be the unique Schubert variety relative to the opposite flag Eop• that
intersects XP at a single point. For the special Schubert varieties, we adopt an
additional indexing convention, writing X(r) to denote the special Schubert variety
of codimension r in X. Given Schubert symbols P and T , we write T  P if
XT ⊂ XP . The resulting partial order on the set of Schubert symbols, known as
the Bruhat order, is described combinatorially in Sections 2 and 3.
The tranvserse intersection of two Schubert varieties is known as a Richardson
variety. Associated to Schubert symbols P and T we have a Richardson variety
YP,T := XP ∩XT , which is nonempty if and only if T  P . Since [OXP ] · [OXT ] =
[OYP,T ] (see e.g. [Bri05]), the K-theoretic Pieri-type triple intersection numbers
can be written
(1) χ([OYP,T ] · [OX(r) ]),
where χ : K(X) → Z is the sheaf euler characteristic map. These numbers are
nonzero only when T  P .
We can reinterpret this triple intersection number by means of the following in-
cidence relation, which consists of the two-step isotropic flag variety IFω(1,m,CN )
and the natural projections ψ and pi. In particular, we make use of the projected
Richardson variety ψ(pi−1(YP,T )) ⊂ PN−1, which is the (projectivization of the)
union of all m-planes in the Richardson variety YP,T .
IFω(1,m,CN )
IGω(m,CN )
IGω(1,CN ) ⊂ PN−1
pi
ψ
Projected Richardson varieties like ψ(pi−1(YP,T )) have a number of nice geomet-
ric properties. The recent work of He and Lam [HL11] relates these varieties to the
K-theory of affine Grassmannians, and it has been proved by Billey and Coskun
[BC12], and by Knutson, Lam, and Speyer [KLS10], that they are Cohen-Macaulay
with rational singularities, and that the projection map is cohomologically trivial,
in the sense that ψ∗[Opi−1(YP,T )] = [Oψ(pi−1(YP,T ))]. By this last fact, along with the
projection formula, the calculation of the triple intersection number (1) amounts
to showing that ψ(pi−1(YP,T )) is a complete intersection in PN−1 and determining
the equations that define it.
A description of the projected Richardson variety ψ(pi−1(YP,T )) is carried out
in [BKT09], but in the special case that the Schubert symbols P and T satisfy a
relation P → T . Roughly speaking, this relation signifies that T shows up in some
cohomological Pieri product involving P . The relation P → T requires that T  P ,
and T  P is a more general condition. We note that for P 6→ T , the K-theoretic
1Schubert symbols are sometimes known as jump sequences, and in [BKT09] they are referred
to as index sets.
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triple intersection numbers χ([OYP,T ] · [OX(r) ]) need not vanish (in contrast to the
cohomological triple intersection numbers), and are therefore essential ingredients
for the K-theoretic Pieri coefficients.
When X is a Grassmannian of Lie type B or C, the authors of [BKT09] define a
complete intersection ZP,T ⊂ PN−1 for Schubert symbols T  P and prove that the
projected Richardson variety ψ(pi−1(YP,T )) is contained in it. The authors attempt
to extend the definition of ZP,T to the type D Grassmannian but use an erroneous
definition of Schubert varieties, resulting in a definition of ZP,T that only makes
sense in the special case that P → T .
The first result of this paper, presented in Section 4, is to provide a corrected
definition of ZP,T in the general setting that T  P , and to show that it is a
complete intersection of linear and quadratic hypersurfaces. This process involves
new combinatorics of Schubert symbols, such as the notion of an exceptional cut.
The second result, presented in Section 5, is that ψ(pi−1(YP,T )) ⊂ ZP,T for any
Schubert symbols T  P in a Grassmannian of Lie type B, C, or D. This result
generalizes [BKT09, Lemma 5.1], in which the authors prove this statement in types
B and C only.
The third result, presented in Section 6, is that given a type B, C, or D Grass-
mannian and arbitrary Schubert symbols T  P , we have ZP,T ⊂ ψ(pi−1(YP,T )).
We prove this result by constructing a smaller Richardson variety contained in YP,T
that projects surjectively onto ZP,T .
Combining these results, we arrive at the main theorem of this paper:
Theorem 1.1. Let X be a Grassmannian of Lie type B, C, or D. For any Schubert
symbols T  P we have ZP,T = ψ(pi−1(YP,T )).
By Theorem 1.1, we know exactly which equations define the projected Richard-
son variety in all three Lie types. These equations allow for a pleasant calculation
of the triple intersection numbers, which we carry out in Section 8. In Section 9
we describe how K-theoretic Pieri coefficients are calculated as alternating sums of
these triple intersection numbers. Taken together, the results of this paper com-
plete the story of Pieri-type triple intersection numbers for Grassmannians. We
hope this approach will soon lead to a positive Pieri formula.
1.2. Acknowledgments. The results of this paper are part of the author’s disser-
tation [Rav13]. The author wishes to sincerely thank Anders Buch for his encour-
agement and motivation over the years.
2. Preliminaries 1: Types B and C
2.1. Schubert Symbols. Let X := IGω(m,CN ) be a Grassmannian of type C
or B, where N := 2n or N := 2n + 1, depending on whether X is of type C or
B respectively. In the former case, we will also denote X by SG(m, 2n) and refer
to it as a symplectic Grassmannian. In the latter case, we will also denote X by
OG(m, 2n + 1) and refer to it as an odd orthogonal Grassmannian. Recall that
for Schubert symbols T and P in Ω(X), the relation T  P signifies that XT ⊂
XP . This partial order on the set of Schubert symbols has a simple combinatorial
description.
Given Schubert symbols T = {t1 < . . . < tm} and P = {p1 < . . . < pm}, we
write T ≤ P whenever ti ≤ pi for 1 ≤ i ≤ m. By [BKT09, Proposition 4.1] we have
the following lemma:
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Lemma 2.1. Provided X is of Lie type B or C, we have T ≤ P if and only if
T  P .
For any Schubert symbol P ∈ Ω(X), let P¯ = {c ∈ [1, N ] : N + 1 − c ∈ P} and
let [P ] = P ∪ P¯ . Also let |P | denote the codimension of the Schubert variety XP
in X.
For each Schubert symbol P , there is a unique dual symbol P∨ with the property
that for any Schubert symbol T , XP (E•) ∩ XT (Eop• ) is equal to a single point if
and only if T = P∨. The opposite Schubert symbol XP defined in the introduction
is therefore equal to XP∨(E
op
• ). The following lemma, from [BKT09, Proposition
4.2], gives a simple description the dual symbol P∨.
Lemma 2.2. Provided X is of Lie type B or C, we have P∨ = P¯ for all Schubert
symbols P ∈ Ω(X).
2.2. Richardson Diagrams. It is a well-known fact (following from Borel’s fixed-
point theorem [Bor56]) that T  P if and only if XP ∩ XT is nonempty. This
variety YP,T := XP ∩XT was shown to be reduced and irreducible in [Ric92], and
is known as a Richardson variety.
Given Schubert symbols T ≤ P , we define the Richardson diagram D(P, T ) =
{(j, c) : tj ≤ c ≤ pj}, which we represent as an m × N matrix with a ∗ for every
entry in D(P, T ) and zeros elsewhere. We say a matrix (ai,j) has shape D(P, T )
if its dimensions are m × N and aj,c = 0 for all (j, c) 6∈ D(P, T ). Given a matrix
of shape D(P, T ) whose row vectors are independent and orthogonal, its rowspace
will be an element of YP,T .
Example 2.3. Any rank m matrix of shape D(P, P ) will have rowspace ΣP :=
〈ep1 , . . . , epm〉, which is the only element of YP,P .
Example 2.4. Suppose P = {2, 3, 4, 10} and T = {1, 2, 4, 6} in SG(4, 10). Suppose
(ai,j) is a rank m matrix of shape D(P, T ). The rowspace of (ai,j) will be in YP,T
if and only if a1,1a4,10 +a1,2a4,9 = 0, a2,2a4,9 +a2,3a4,8 = 0, and a4,7 = 0. We leave
it to the reader to write down an explicit entries satisfying these equations. The
diagram D(P, T ) is shown below:
∗ ∗ 0 0 0 0 0 0 0 0
0 ∗ ∗ 0 0 0 0 0 0 0
0 0 0 ∗ 0 0 0 0 0 0
0 0 0 0 0 ∗ ∗ ∗ ∗ ∗
 .
Given a Schubert symbol P = {p1, . . . , pm}, let p0 = 0 and pm+1 = N + 1. We
won’t consider these as actual elements in the Schubert symbol P , but the notation
will be useful. Define a visible cut through D(P, T ) to be any integer c ∈ [0, N ]
such that no row of D(P, T ) contains stars in both column c and column c+ 1; i.e.
such that pi ≤ c < ti+1 for some i. We will consider c = 0 and c = N to be visible
cuts. Define an apparent cut to be any integer c ∈ [0, N ] such that c or N − c is a
visible cut. In types B and C we define a cut in D(P, T ) to be synonymous with
an apparent cut. Let CP,T be the set of cuts in D(P, T ).
An integer c is a zero column of D(P, T ) if pj < c < tj+1 for some j, since in
this case column c of D(P, T ) has no stars. An entry (j, c) in D(P, T ) is a lone star
if either
i) c ∈ T and c is a cut in D(P, T ), or
5
ii) c ∈ P and c− 1 is a cut in D(P, T ).
The simplest example of a lone star occurs when tj = pj = c for some j. In this
case row j and column c of D(P, T ) each contain a single star at (j, c). We define
the set LP,T ⊂ [1, N ] to be the set of integers c such that either
i) c is a zero column in D(P, T ), or
ii) there exists a lone star in column N + 1− c.
Finally, we define the set
QP,T :=
{
[0, n] ∩ CP,T if X is of type C,
([0, n] ∩ CP,T ) ∪ {n+ 1} if X is of type B.
Example 2.5. Continuing with Example 2.4, the set of cuts CP,T is equal to
{0, 3, 4, 5, 6, 7, 10}. Of these, 0, 3, 4, 5, and 10 are visible cuts. Furthermore, 5 is a
zero column, (3, 4) is a lone star, LP,T = {5, 7}, and QP,T = {0, 3, 4, 5}.
In types B and C, lone stars take a particularly simple form. Namely,
Proposition 2.6. Let X be an isotropic Grassmannian of Lie type B or C. Suppose
(j, c) is a lone star in D(P, T ). If c = tj and tj is an apparent cut, or if c = pj and
pj − 1 is an apparent cut, then either N + 1− c is a zero column, or tj = pj = c.
Proof. Suppose c = tj is an apparent cut in D(P, T ), and that N + 1 − c is not a
zero column. Since N + 1 − c is not in T and not a zero-column, it follows that
N − c is not a visible cut. But then c must be a visible cut, so c = pj . A similar
argument holds if we start by assuming c = pj . 
Since zero columns are flanked by cuts, we have the following immediate corol-
lary.
Corollary 2.7. In types B and C, if c ∈ LP,T , then c and c− 1 are both cuts.
2.3. The Projected Richardson Variety. We now define a subvariety of PN−1
that will play a key role in the calculation of triple intersection numbers. Let
x1, . . . , xN ∈ (CN )∗ be the dual basis to the isotropic basis e1, . . . , eN ∈ CN . Let
f0 = 0, and for 1 ≤ c ≤ n, let fc = x1xN+. . .+xcxN+1−c. For example, f1 = x1xN ,
and f2 = x1xN + x2xN−1. In addition, if X is type B, let fn+1 = x1x2n+1 + . . .+
xnxn+2 +
1
2x
2
n+1. Given Schubert symbols T  P , let ZP,T ⊂ PN−1 denote the
subvariety defined by the vanishing of the polynomials {fc | c ∈ QP,T } ∪ {xc | c ∈
LP,T }. We note that in the type B case, ZP,T must satisfy the equation fn+1 = 0
and hence lie in OG(1, 2n+ 1), the quadric hypersurface of isotropic lines in P2n.
In fact, ZP,T is a complete intersection in PN−1 cut out by the polynomials:
a) fd − fc = xc+1xN−c + . . . + xdxN+1−d if c and d are consecutive elements
of QP,T such that d− c ≥ 2, and
b) xc if c ∈ LP,T .
We will prove this fact for all three Lie types in Proposition 4.15.
Recall that we have projections pi and ψ from the flag variety IFω(1,m,CN )
to X and IGω(1,CN ) respectively. The variety pi−1(YP,T ) is a Richardson variety
in IGω(1,m,CN ), and its image ψ(pi−1(YP,T )) is known as a projected Richardson
variety. We shall prove that the projected Richardson variety ψ(pi−1(YP,T )) is in
fact equal to ZP,T . One direction is straightforward.
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Lemma 2.8. Given Schubert symbols T  P for a Grassmannian X of Lie type B
or C, we have ψ(pi−1(YP,T )) ⊂ ZP,T .
A proof of Lemma 2.8 can be found in [BKT09, Lemma 5.1]. This proof is
correct for types B and C, but does not go through in type D due to an erroneous
definition of the Bruhat order. We supply a corrected proof for all three Lie types
in Section 5.
Example 2.9. Continuing with Example 2.5, suppose M is a matrix with shape
D(P, T ) and independent, isotropic row vectors. Note that any vector in the rows-
pace of M must satisfy the quadratic equation x1x10 + x2x9 + x3x8 = 0 and the
linear equations x5 = 0 and x7 = 0, which are precisely the equations defining
ZP,T . By Lemma 2.8, any vector contained in an m-plane Σ ∈ YP,T satisfies these
equations.
3. Preliminaries 2: Type D
Consider C2n+2 endowed with a nondegenerate symmetric bilinear form. Let
X := OG(m, 2n + 2) denote the even orthogonal Grassmannian of isotropic m-
planes in C2n+2. For any Schubert symbol P ∈ Ω(X), let P¯ = {c ∈ [1, 2n + 2] :
2n+ 3− c ∈ P} and let [P ] = P ∪ P¯ . As before, let |P | denote the codimension of
the Schubert variety XP in X. We define t(P ) ∈ {0, 1, 2} as follows. If n+ 1 ∈ [P ],
then we let t(P ) be congruent mod 2 to the number of elements in [1, n + 1] \ P .
In other words, if #([1, n+ 1] \ P ) is even then t(P ) = 0, and if #([1, n+ 1] \ P ) is
odd then t(P ) = 1. Finally, if {n+ 1, n+ 2} ∩ P = ∅, we set t(P ) = 2. 2
The following proposition is due to [BKT11, Proposition A.2].
Proposition 3.1. Given Schubert symbols P and T in Ω(OG(m, 2n+2)), we have
T  P if and only if
i) T ≤ P , and
ii) if there exists c ∈ [1, n] such that [c+ 1, n+ 1] ⊂ [P ]∩ [T ] and #P ∩ [1, c] =
#T ∩ [1, c], then we have t(P ) = t(T ).
By Proposition 3.1, the type D Bruhat order is not simply the ≤ ordering. The
following example illustrates the difference.
Example 3.2. The  partial order is shown below for the Schubert symbols on
OG(2,C6), which are colored by type. Notice that there are six “missing” edges,
which would have occurred had we used the (incorrect) ≤ ordering.
{1, 2}
{1, 4}
{1, 3}
{2, 4}
{1, 5}
{2, 3}
{3, 5}
{2, 6}
{4, 5}
{3, 6}
{4, 6}
{5, 6}
2t(P ) differs slightly from the [BKT11] function type(P ). Namely, type(P ) ≡ t(P )+1 (mod 3).
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We define the opposite flag Eop• by E
op
j = 〈e2n+3−j , . . . , e2n+2〉 for j 6= n + 1,
and
Eopn+1 =
{
〈en+2, en+3, . . . , e2n+2〉 if n is odd,
〈en+1, en+3, . . . , e2n+2〉 if n is even.
This definition guarantees that E• and E
op
• lie in the same connected component
of the variety of complete isotropic flags on C2n+2 (endowed with a nondegenerate
symmetric bilinear form), which is disconnected.
Let ι be the permutation of {1, . . . , 2n+2} that interchanges n+1 and n+2 and
leaves all other numbers fixed. Given a type D Schubert symbol P = {p1, . . . , pm},
let ι(P ) = {ι(p1), . . . , ι(pm)}. From [BKT09, p. 43], we have the following descrip-
tion of the dual symbol P∨:
Lemma 3.3. Given a Schubert symbol P ∈ Ω(OG(m, 2n+ 2)), we have
P∨ =
{
P¯ when n is odd,
ι(P¯ ) when n is even.
If the type D definitions of opposite flags and dual Schubert symbols appear
confusing, the following observation may offer some relief:
Observation 3.4. Let X := IGω(m,N) be a Grassmannian of type B, C, or D.
For any Schubert symbol P , we have
X◦P∨(E
op
• ) = {Σ ∈ IG : Σ ∩ 〈epi , . . . , eN 〉 ) Σ ∩ 〈epi+1, . . . , eN 〉}.
Observation 3.4 is obvious unless we are working in OG(m, 2n+2) and n is even.
We illustrate that case in the following example.
Example 3.5. Consider OG(1, 6), and let P = {4}. Then P∨ = {4}, Eop3 =
〈e3, e5, e6〉, and Eop4 = 〈e3, e4, e5, e6〉. By definition, X◦P∨(Eop• ) = {Σ ∈ IG : Σ ∩
Eop4 ) Σ∩Eop3 }, which is equal to the set of points in P5 of the form 〈(0, 0, 0, 1, ∗, ∗)〉,
in agreement with Observation 3.4.
By Observation 3.4, any element of the Schubert cell X◦P∨(E
op
• ) is the rowspace
of an isotropic m × N matrix (ai,j) with ai,pi = 1 for 1 ≤ i ≤ m and ai,j = 0 for
j < pi.
Example 3.6. Consider OG(3, 10), and let P = {1, 4, 5}. In this case, P∨ =
{5, 7, 10}. We can write any element of X◦P∨(Eop• ) as the rowspace of a matrix of
the form  1 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗0 0 0 1 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 1 0 ∗ ∗ ∗ ∗
 .
Thus XT∨(E
op
• ) = X
T for any Schubert symbol T , since XT ∩ XT∨(Eop• ) is
a single point. We define the Richardson variety YP,T := XP ∩ XT . As before,
YP,T 6= ∅ if and only if T  P . We define the Richardson diagram D(P, T ) :=
{(j, c) : tj ≤ c ≤ pj} for any Schubert symbols T ≤ P . This definition holds when
T 6 P , but in this case there cannot exist a matrix of shape D(P, T ) whose row
vectors are independent and orthogonal (a fact we shall prove in Proposition 4.12).
Example 3.7. There are no matrices (ai,j) of shape D({2, 5, 7, 8}, {1, 3, 4, 6})
whose rows span an element of OG(4, 10), because the isotropic relations on the
8
entries are inconsistent:
a1,1 a1,2 0 0 0 0 0 0 0 0
0 0 a2,3 a2,4 a2,5 0 0 0 0 0
0 0 0 a3,4 a3,5 a3,6 a3,7 0 0 0
0 0 0 0 0 a4,6 a4,7 a4,8 0 0
 .
We leave it to the reader to verify this fact, as well as the fact that {1, 3, 4, 6} 6
{2, 5, 7, 8} in type D.
4. Result 1: Defining ZP,T in Type D
Let X := OG(m, 2n + 2) be a type D Grassmannian, let N := 2n + 2, and let
T  P be Schubert symbols in Ω(X). Visible cuts, apparent cuts, lone stars, and
zero columns in D(P, T ) are defined exactly as in types B and C. Similarly, CP,T
continues to denote the set of all cuts in D(P, T ), and LP,T continues to denote the
set of integers c ∈ [1, 2n+2] such that either c is a zero column or column 2n+3−c
contains a lone star. However, in order to define the subvariety ZP,T ⊂ P2n+1, we
must define a new type of cut in D(P, T ).
4.1. Exceptional Cuts. If for some i we have pi = n + 2 ≤ ti+1 or ti = n + 1 ≥
pi−1, we let n + 1 be a cut in D(P, T ), which we will refer to as an exceptional
center cut. This cut will induce a lone star in column n+ 2 or n+ 1 respectively.
Example 4.1. P = {2, 4} and T = {1, 2} in OG(2, 6). D(P, T ) is shown below,
and has an exceptional center cut. As a result, (2, 4) is a lone star, and 3 ∈ LP,T( ∗ ∗ 0 0 0 0
0 ∗ ∗ ∗ 0 0
)
.
There are additional exceptional cuts in D(P, T ). Let c ∈ [1, n] be a cut candidate
if [c + 1, n + 1] ⊂ [P ] ∩ [T ] and #(T ∩ [1, c]) = #(P ∩ [1, c]) + 1. If t(T ) 6= t(P ),
then c and N + 1 − c will also be cuts in D(P, T ), for each cut candidate c. We’ll
refer to these as exceptional cuts as well. We give several examples of diagrams
with exceptional cuts, as the definition is somewhat complicated.
Example 4.2. P = {3, 6} and T = {2, 3} in OG(2, 6). D(P, T ) is shown below,
and C = {0, 1, 2, 3, 4, 5, 6}. Of these, 2, 3 (the center cut), and 4 are exceptional
cuts. (1, 2), (1, 3), and (2, 3) are all lone stars, and LP,T = {1, 4, 5}.(
0 ∗ ∗ 0 0 0
0 0 ∗ ∗ ∗ ∗
)
.
Example 4.3. P = {3, 4, 7} and T = {1, 3, 4} in OG(3, 8). D(P, T ) is shown
below, and C = {0, 1, 2, 3, 4, 5, 6, 7, 8}. Of these, 2, 3, 4 (the center cut), 5,and 6 are
exceptional cuts. By finding all the lone stars, one can check that LP,T = {2, 5, 6, 8}. ∗ ∗ ∗ 0 0 0 0 00 0 ∗ ∗ 0 0 0 0
0 0 0 ∗ ∗ ∗ ∗ 0
 .
Example 4.4. P = {4, 6, 8} and T = {1, 3, 5} in OG(3, 8). D(P, T ) is shown
below, and C = {0, 2, 6, 8}. Of these, 2 and 6 are exceptional cuts, and LP,T = ∅. ∗ ∗ ∗ ∗ 0 0 0 00 0 ∗ ∗ ∗ ∗ 0 0
0 0 0 0 ∗ ∗ ∗ ∗
 .
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Example 4.5. P = {4, 5, 8, 9} and T = {1, 3, 4, 6} in OG(4, 10). D(P, T ) is shown
below, and C = {0, 1, 2, 8, 9, 10}. Of these, 2 and 8 are exceptional cuts, and
LP,T = {2, 10}. 
∗ ∗ ∗ ∗ 0 0 0 0 0 0
0 0 ∗ ∗ ∗ 0 0 0 0 0
0 0 0 ∗ ∗ ∗ ∗ ∗ 0 0
0 0 0 0 0 ∗ ∗ ∗ ∗ 0
 .
We relate certain features of the Richardson diagram D(P, T ) to the type D
Bruhat order and to the existence of exceptional cuts.
Lemma 4.6. For any Schubert symbol P , the following conditions are equivalent:
(1) [c+ 1, n+ 1] ⊂ [P ]
(2) #([c+ 1, N − c] ∩ P ) = n+ 1− c.
Proof. Note that n+ 1− c = #([c+ 1, n+ 1]). Because P is an isotropic Schubert
symbol, there can be at most n + 1 − c elements in [c + 1, N − c] ∩ P . Since
[c+ 1, n+ 1] ⊂ [P ], there are at least that many. 
Lemma 4.7. Given Schubert symbols T ≤ P such that [c + 1, n + 1] ⊂ [T ] ∩ [P ],
we have
#([1, c] ∩ T )−#([1, c] ∩ P ) = #([N + 1− c,N ] ∩ P )−#([N + 1− c,N ] ∩ T ).
Proof. By Lemma 4.6, #([c + 1, N − c] ∩ P ) = #([c + 1, N − c] ∩ T ) = n + 1 − c.
It follows that
#([1, c] ∩ P ) + #([N + 1− c,N ] ∩ P )
= m− (n+ 1− c)
= #([1, c] ∩ T ) + #([N + 1− c,N ] ∩ T ).

Lemma 4.7 says that whenever [c + 1, n + 1] ⊂ [T ] ∩ [P ], the number of rows
crossing from column c to column c+ 1 of D(P, T ) is equal to the number of rows
crossing from column N − c to column N + 1− c of D(P, T ). We therefore have the
following corollary.
Corollary 4.8. Given c ∈ [1, n], suppose [c+ 1, n+ 1] ⊂ [T ]∩ [P ] and t(P ) 6= t(T )
for Schubert symbols T ≤ P . We then have the following two sets of implications.
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1. #([1, c] ∩ T ) = #([1, c] ∩ P )
⇐⇒ #([N − c+ 1, N ] ∩ T ) = #([N − c+ 1, N ] ∩ P )
⇐⇒ c is a visible cut in D(P, T )
⇐⇒ N − c is a visible cut in D(P, T )
=⇒ T 6 P.
2. c and N − c are exceptional cuts in D(P, T )
⇐⇒ #([1, c] ∩ T ) = #([1, c] ∩ P ) + 1
⇐⇒ #([N − c+ 1, N ] ∩ P ) = #([N − c+ 1, N ] ∩ T ) + 1
⇐⇒ D(P, T ) has exactly one row crossing from column c to column c+ 1
⇐⇒ D(P, T ) has exactly one row crossing from column N − c
to column N − c+ 1
We finish this section by proving that several important properties of Richardson
diagrams carry over to the type D case. In particular we extend Corollary 2.7 to
type D, and then prove in Corollary 4.13 that (P ∪ T ) ∩ LP,T = ∅ (a fact that is
obvious in types B and C). Once these facts are established we will be ready to
define ZP,T .
First we observe that for any T ≤ P , D(P, T ) and D(T¯ , P¯ ) have the same cut
candidates, by Lemma 4.7. It follows that:
Observation 4.9. 180◦ rotation of the diagram D(P, T ) preserves all cuts, includ-
ing exceptional cuts. In other words, CP,T = CT¯ ,P¯ .
We can now prove the type D version of Corollary 2.7.
Proposition 4.10. In type D, if c ∈ LP,T , then c and c− 1 are both in CP,T .
Proof. If c is a zero column then the result is clear. Otherwise, it must be the case
that (i,N + 1 − c) is a lone star for some i. By Observation 4.9, we can assume
without loss of generality that N + 1− c ≤ n+ 1.
Case 1: N + 1− c = ti and ti is a cut in D(P, T ).
We claim that ti − 1 must be a cut as well. If ti = pi, then pi−1 < ti, and we
are done. Thus, we only need to consider the case that ti is an exceptional cut in
D(P, T ).
If ti − 1 is not a visible cut, then pi−1 ≥ ti. In fact, if ti = n+ 1, then pi−1 = ti,
since that is the only way the exceptional center cut can arise. On the other hand,
if ti 6= n + 1, then since #([1, ti] ∩ T ) = #([1, ti] ∩ P ) + 1, row i of D(P, T ) is the
only row crossing the exceptional cut ti. In this case too we must have pi−1 = ti.
We therefore have ti ∈ [T ] ∩ [P ]. Furthermore, since row i − 1 is the only row
crossing from column ti− 1 to column ti, we have #([1, ti− 1]∩T ) = #([1, ti− 1]∩
P ) + 1. Thus ti − 1 is also an exceptional cut in D(P, T ).
Case 2: N + 1− c = pi and pi − 1 is a cut in D(P, T ).
We claim that pi must be a cut as well. As before, we can assume that pi − 1 is
an exceptional cut in D(P, T ).
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∗ ∗ · · ·
d N + 1− d
· · · ∗ ∗
· · · ∗ ∗
d N + 1− d
∗ ∗ · · ·
Figure 1. Conflicting lone stars in D(P, T ) in Proposition 4.12.
If pi is not a visible cut, then ti+1 ≤ pi. In fact, we must have ti+1 = pi, since
row i is the only row crossing the exceptional cut pi − 1.
If pi = n + 1, then since ti+1 = pi, the diagram D(P, T ) has the exceptional
center cut n+ 1, and we are done.
If pi 6= n+ 1, then since ti+1 = pi, row i+ 1 must be the only row crossing from
column pi to column pi + 1. Hence, #([1, pi] ∩ T ) = #([1, pi] ∩ P ) + 1. Thus pi is
also an exceptional cut in D(P, T ). 
Given Schubert symbols T ≤ P in Ω(OG(m, 2n+ 2)) such that t(T ) 6= t(P ), we
define a critical window in D(P, T ) to be an interval [c+ 1, N − c] such that c and
N − c are visible cuts in D(P, T ), and [c+ 1, n+ 1] ⊂ [T ] ∩ [P ].
Lemma 4.11. Given Schubert symbols T < P in Ω(OG(m, 2n+2)), we have T 6≺ P
if and only if a critical window exists in D(P, T ).
Proof. If T 6≺ P , then t(P ) 6= t(T ) and there exists c ∈ [1, n] such that [c+1, n+1] ⊂
[T ] ∩ [P ] and #[1, c] ∩ P = #[1, c] ∩ T . By Corollary 4.8, both c and N − c are
visible cuts in D(P, T ), and hence [c+ 1, N − c] is a critical window. Conversely, if
D(P, T ) has a critical window, then it is clear that T 6≺ P . 
The fact that (P ∪ T ) ∩ LP,T = ∅ follows easily from the following proposition.
Proposition 4.12. Given T and P in OG(m, 2n + 2) such that T < P . Then
T 6≺ P if and only there exists an integer d ∈ [1, N ] such that D(P, T ) has lone
stars in columns d and N + 1− d.
Proof. Suppose columns d and N + 1 − d of D(P, T ) both contain lone stars, and
assume d ≤ n+ 1. If d = ti for some i, then N + 1− d = pj for some j, as shown in
the left hand side of Figure 1. It follows that ti 6= pi, so ti must be an exceptional
cut in D(P, T ). Thus [ti + 1, n + 1] ⊂ [T ] ∩ [P ] and t(T ) 6= t(P ). Furthermore,
row i must be the only row crossing from column ti to column ti + 1, and hence
pi−1 < ti, implying that ti−1 is a visible cut. Therefore, [ti, pj ] is a critical window
in D(P, T ). On the other hand, if d = pi for some i, then N +1−d = tj for some j,
as shown in the right hand side of 1. In this case pi−1 must be an exceptional cut,
pi must be a visible cut, and [pi + 1, ti − 1] must be a critical window in D(P, T ).
By Lemma 4.11, it follows that T 6 P .
On the other hand, if T 6 P , then by Lemma 4.11 there exists a critical window
[c + 1, N − c] in D(P, T ). We claim that there exists a (possibly smaller) critical
window of the form [ti, pj ] for some i and j. To see why, note that if [c+ 1, N − c]
does not have the form [ti, pj ], then either c + 1 = ti = pi, or N − c = tj = pj .
Either way, [c+ 2, N − c− 1] is a smaller critical window. However, this process of
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shrinking can’t continue indefinitely. In particular, if [c+ 1, N − c] = [n+ 1, n+ 2],
then the fact that [n + 1, n + 2] is a critical window implies that ti = n + 1 and
pi = n+ 2 for some i.
Finally, note that whenever [ti, pj ] is a critical window in D(P, T ), it must be
the case that ti and pj − 1 are exceptional cuts. Thus (i, ti) and (j, pj) are lone
stars and ti + pj = N + 1, completing the proof.

Corollary 4.13. Given T  P , we have (P ∪ T ) ∩ LP,T = ∅.
Proof. Suppose c ∈ (P ∪T )∩LP,T . Since c is not a zero column, there exists a lone
star in column N + 1 − c of D(P, T ). By Proposition 4.10, c and c − 1 are both
cuts in D(P, T ). But then column c contains a lone star as well, since c ∈ (P ∪ T ),
contradicting Proposition 4.12. 
4.2. A Complete Intersection. The quadratic equation characterizing isotropic
vectors in C2n+2 is fDn+1 := x1xN + . . . + xn+1xn+2 = 0. We once again let
QP,T = ([0, n] ∩ C) ∪ {n + 1}. We let ZP,T ⊂ P2n+1 denote the subvariety cut
out by the familiar polynomials {fc | c ∈ QP,T } ∪ {xc | c ∈ LP,T }, where we let
fn+1 = f
D
n+1.
It is not immediately obvious that ZP,T is a complete intersection in PN−1, or
even that it is an irreducible subvariety. To prove these facts, we need the following
lemma, which we prove in all three Lie types.
Lemma 4.14. Given Schubert symbols T  P for a Grassmannian X of Lie type
B, C, or D, if c− 1 and c are both in QP,T , then c ∈ LP,T or N + 1− c ∈ LP,T .
Proof. If we are working in type B, and c = n + 1, then n + 1 must be a zero
column, and hence be in LP,T . Otherwise, we can assume that c ≤ bN/2c. If either
c or N + 1 − c is a zero column in D(P, T ) then we are done, so assume neither
column is empty.
Note that if c − 1 is an exceptional cut, then c ∈ [T ] ∩ [P ]. Otherwise, either
c − 1 or N + 1 − c is a visible cut in D(P, T ), and hence c ∈ T or N + 1 − c ∈ P
respectively, since neither c nor N + 1− c is a zero column in D(P, T ).
In all of these cases c ∈ [T ] ∪ [P ]. Therefore (j, c) or (j,N + 1− c) is a lone star
for some j. It follows that N + 1− c or c is in LP,T . 
We can now prove that ZP,T is a complete intersection in types B, C, and D.
Proposition 4.15. Given Schubert symbols T  P for a Grassmannian X of Lie
type B, C, or D, the variety ZP,T is a complete intersection in PN−1 cut out by
the following polynomials:
a) fd − fc = xc+1xN−c + . . .+ xdxN+1−d if c and d are consecutive elements
of QP,T such that d− c ≥ 2, and
b) xc if c ∈ LP,T .
Proof. Let IP,T ⊂ C[x1, . . . , xN ] be the ideal generated by the polynomials of types
(1) and (2) mentioned in the statment of this proposition. Note that each of
these polynomials is irreducible, and that by Corollary 2.7 and Proposition 4.10,
no variable xi appears in multiple generators.
It follows that C[x1, . . . , xN ]/IP,T is a tensor product over C of finitely many
integral domains. Since C is algebraically closed, C[x1, . . . , xN ]/IP,T must itself be
an integral domain, by [Spr09, Lemma 1.5.2]. Hence IP,T is a prime ideal.
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Let I ′P,T be the ideal generated by the polynomials used to define ZP,T : namely,
{fc | c ∈ QP,T } ∪ {xc | c ∈ LP,T }. Note that each of the generators of IP,T is
a linear combination of these defining polynomials, and is therefore contained in
I ′P,T .
On the other hand, note that whenever d − 1 and d are elements of QP,T , the
polynomial fd − fd−1 = xdxN+1−d is contained in IP,T , by Lemma 4.14. Thus if
c < d are any consecutive elements of QP,T , then fd−fc ∈ IP,T . Now, supposing fc
is one of the quadratic polynomials defining ZP,T , let {0 = c0 < c1 < . . . < cs = c}
be the complete list of cuts between 0 and c. It follows that fc = fc − f0 =
(fcs−fcs−1)+(fcs−1−fcs−2)+. . .+(fc1−fc0) ∈ IP,T , and therefore that I ′P,T ⊂ IP,T .
We have shown that I ′P,T = IP,T , and hence that ZP,T is the zero set of a prime
ideal. It follows that the polynomials used to define IP,T also cut out ZP,T as a
complete intersection in PN−1. 
5. Result 2: ψ(pi−1(YP,T )) ⊂ ZP,T
Let X := OG(m, 2n+ 2) and let N := 2n+ 2. We would like to show that any
vector lying in any subspace Σ ∈ YP,T satisfies the equations defining ZP,T . The
equations involving exceptional cuts are the most difficult to verify, so we’ll address
them first.
Let Y ◦P,T = X
◦
P (E•)∩X◦T∨(Eop• ). It is a dense open subset of YP,T (see [Ric92]),
so we can restrict our attention to ψ(pi−1(Y ◦P,T )).
Proposition 5.1. Consider Schubert symbols T  P for OG(m, 2n + 2), and
suppose c ∈ [1, n] is an exceptional cut in D(P, T ). Then fc(w) = 0 for all w ∈
ψ(pi−1(Y ◦P,T )).
Proof. Since c is exceptional, we know [c+ 1, n+ 1] ⊂ [T ] ∩ [P ], #P ∩ [1, c] + 1 =
#T ∩ [1, c], and t(P ) 6= t(T ).
Let ` = n + 1 − c, and let E(c) = EN−c/Ec, which we identify with the span
〈ec+1, . . . , eN−c〉. Finally, let α = #P ∩ [1, c].
Suppose Σ is an element of Y ◦P,T . Since Σ ∈ X◦P , we have dim(Σ ∩ Ec) = α.
Similarly, since Σ ∈ X◦T∨(Eop• ), we have dim(Σ∩Eopc ) = m−(α+`+1). Furthermore,
dim(Σ ∩EN−c) = α+ ` and dim(Σ ∩EopN−c) = m− (α+ 1). Finally, we know that
dim(Σ ∩ E(c)) = dim(Σ ∩ EN−c ∩ EopN−c)
≥ dim(Σ ∩ EN−c) + dim(Σ ∩ EopN−c)−m
= (α+ `) + (m− (α+ 1))−m
= `− 1.
Therefore we can choose vectors u1 through um spanning Σ such that
ui ∈ Ec = 〈e1, . . . , ec〉 for 1 ≤ i ≤ α,
ui ∈ E(c) = 〈ec+1, . . . , eN−c〉 for α+ 2 ≤ i ≤ α+ `,
ui ∈ Eopc = 〈eN−c+1, . . . , eN 〉 for α+ `+ 2 ≤ i ≤ m.
In other words, Σ can be represented as the rowspace of a matrix with the
following shape (in the sense that all entries outside the horizontal arrows are
zero):
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
←−−− u1 −−−→
...
←−−− uα −−−→
←−−−−−−−−−−−−−−−− uα+1 −−−−−−−−−−−−−−−−−−→
←−− uα+2 −−→
...
←−− uα+` −−−→
←−−−−−−−−−−−−−−−− uα+`+1 −−−−−−−−−−−−−−−−→
←−− uα+`+2 −−→
...
︸ ︷︷ ︸
c
︸ ︷︷ ︸
2`
︸ ︷︷ ︸
c
←−−− um −−−→

.
Furthermore, since dim(Σ ∩ EN−c) = α + `, we can assume without loss of
generality that uα+1 ∈ EN−c. The matrix with rowspace Σ then has the following
shape.

←−−− u1 −−−→
...
←−−− uα −−−→
←−−−−−−−−− uα+1 −−−−−−−−−→
←−− uα+2 −−→
...
←−− uα+` −−−→
←−−−−−−−−−−−−−−−− uα+`+1 −−−−−−−−−−−−−−−−→
←−− uα+`+2 −−→
...
︸ ︷︷ ︸
c
︸ ︷︷ ︸
2`
︸ ︷︷ ︸
c
←−−− um −−−→

.
We shall now consider two cases, corresponding to whether or not uα+1 is con-
tained in EopN−c.
Case 1: uα+1 ∈ EopN−c.
The matrix with rowspace Σ then has the following shape.
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
←−−− u1 −−−→
...
←−−− uα −−−→
←−− uα+1 −−→
←−− uα+2 −−→
...
←−− uα+` −−−→
←−−−−−−−−−−−−−−−− uα+`+1 −−−−−−−−−−−−−−−−→
←−− uα+`+2 −−→
...
︸ ︷︷ ︸
c
︸ ︷︷ ︸
2`
︸ ︷︷ ︸
c
←−−− um −−−→

.
Note that for 1 ≤ β ≤ α+ `, we have uβ,j = 0 for any N + 1− c ≤ j ≤ N . Thus
for 1 ≤ β ≤ α + ` we have uα+`+1,1 · uβ,N + . . . + uα+`+1,c · uβ,N+1−c = 0, where
ui,j is the jth coordinate of ui.
Because Σ is isotropic, we have ω(uα+`+1,uβ) = 0 for all 1 ≤ β ≤ m. In
particular, for α + ` + 2 ≤ β ≤ m, we then have uα+`+1,1 · uβ,N + . . . + uα+`+1,c ·
uβ,N+1−c = 0.
Finally, let v be the orthogonal projection of uα+`+1 onto E
(c). The span of
uα+1, . . . ,uα+`+1 is a maximal isotropic subspace of E
(c), so v must be contained
in that span. In particular, v is itself an isotropic vector. Thus uα+`+1,1 ·uα+`+1,N+
. . .+ uα+`+1,c · uα+`+1,N+1−c = 0. It follows that fc(w) = 0 for any vector w in Σ.
Case 2: uα+1 6∈ EopN−c.
Since dim(Σ ∩ EopN−c) = m − (α + 1), we may assume uα+`+1 ∈ EopN−c, after
possibly adding a linear combination of u1, . . . ,uα+1. Hence there exists a matrix
with rowspace Σ of the following shape.

←−−− u1 −−−→
...
←−−− uα −−−→
←−−−−−−−−− uα+1 −−−−−−−−−→
←−− uα+2 −−→
...
←−− uα+` −−→
←−−−−−−−−− uα+`+1 −−−−−−−−−→
←−− uα+`+2 −−→
...
︸ ︷︷ ︸
c
︸ ︷︷ ︸
2`
︸ ︷︷ ︸
c
←−−− um −−−→

.
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Let ρ : CN → CN be the orthogonal projection on to E(c). Notice that ρ(ui) = 0
for i ≤ α and i ≥ α+`+2. Define vi = ρ(uα+i) for i ∈ [1, `+1]. Note that vi = uα+i
for i ∈ [2, `], but that
v1 =(0, . . . , 0, uα+1,c+1, . . . , uα+1,N−c, 0, . . . , 0)
and v`+1 =(0, . . . , 0, uα+`+1,c+1, . . . , uα+`+1,N−c, 0, . . . , 0),
where ui,j is the jth coordinate of ui.
Let
Σ′ = 〈v2, . . . ,v`〉,
Σ1 = 〈v1, . . . ,v`〉, and
Σ2 = 〈v2, . . . ,v`+1〉.
Both Σ1 and Σ2 are elements of OG(`, E
(c)), and both contain Σ′. It is a well known
fact that there are exactly two isotropic `-planes containing a given isotropic (`−1)-
plane [FH91, §23.3]. In particular there are exactly two elements of OG(`, E(c)) that
contain Σ′, so it remains to verify that Σ1 and Σ2 are indeed the same element. It
is here that the types of P and T become relevant.
Namely, let
P (c) := {p− c : p ∈ P ∩ [c+ 1, N − c]} and
T (c) := {t− c : t ∈ T ∩ [c+ 1, N − c]}
be Schubert symbols for OG(`, E(c)) ∼= OG(`, 2`). Note that whenever a subspace
Λ is contained in an intersection of Schubert cells X◦R and X
◦
S∨ in OG(`, 2`), it
must be the case that S  R and hence that t(Λ) = t(R) = t(S). In particular,
Σ1 ∈ X◦P (c) ⊂ OG(`, 2`) by the definition of X◦P (c) , so it follows that t(Σ1) = t(P (c)).
Similarly, Σ2 ∈ X◦T (c),∨ ⊂ OG(`, 2`) by Observation 3.4, and so t(Σ2) = t(T (c)).
We claim that t(P ) = t(T ) if and only if t(P (c)) 6= t(T (c)). To see why, note that
#([1, n+ 1] \ P ) = #([1, `] \ P (c)) + (c− α), and
#([1, n+ 1] \ T ) = #([1, `] \ T (c)) + (c− (α+ 1)).
Thus t(P ) + t(T ) ≡ t(P (c)) + t(T (c)) + 1 (mod 2).
Since we know that t(P ) 6= t(T ), we can conclude that Σ1 = Σ2. It follows that
v`+1 ∈ Σ1. But Σ1 is isotropic, and therefore ω(v1,v`+1) = 0. Thus, for all w ∈ Σ,
the polynomial xc+1xN−c + . . .+ xn+1xn+2 vanishes, and hence fc(w) = 0. 
Having addressed exceptional cuts, we can now prove a generalization of Lemma
2.8 for a Grassmannian X of type B, C, or D.
Proposition 5.2. Given Schubert symbols T  P in Ω(X), where X is a Grass-
mannian of type B, C, or D, the projected Richardson variety ψ(pi−1(YP,T )) is
contained in ZP,T .
Proof. Fix Σ ∈ YP,T and w = (w1, . . . , wN ) ∈ Σ. Suppose c ∈ QP,T . We will first
show that fc(w) = 0.
If c (or N−c) is a visible cut, then there exists j ∈ [1,m] such that pj ≤ c < tj+1
(or pj ≤ N − c < tj+1).
Let W1 = 〈e1, . . . , epj 〉 and W2 = 〈epj+1, . . . , eN 〉. Since CN = W1 ⊕W2, there
exists a unique decomposition w = w1 + w2 with wi ∈ Wi. Namely, we have
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w1 = (w1, . . . , wpj , 0, . . . , 0) and w2 = (0, . . . , 0, wpj+1, . . . , wN ). Note that since
wi = 0 for pj < i < tj+1, we have w2 = (0, . . . , 0, wtj+1 , . . . , wN ), and hence
fc(w) = (w1,w2).
Since Σ ∈ YP,T , dim(Σ ∩W1) ≥ j and dim(Σ ∩W2) ≥ m− j. We can therefore
write Σ = Σ ∩ W1 ⊕ Σ ∩ W2, and decompose w as the sum of vectors in these
subspaces. Since there is only one such decomposition, we must have w1 ∈ Σ∩W1
and w2 ∈ Σ ∩W2. Since Σ isotropic, fc(w) = (w1,w2) = 0.
If c = n + 1 (implying we are working in type B or D), then fc = fn+1, the
inherent quadratic equation, which vanishes on all isotropic vectors.
Lastly, if c is exceptional, then fc(w) = 0 by Proposition 5.1.
We have shown that the projected Richardson variety ψ(pi−1(YP,T )) lies in the
zero set of the polynomial fc, for any element c ∈ QP,T . In particular, it satisfies
all the quadratic equations defining ZP,T .
We must now show that ψ(pi−1(YP,T )) satisfies the linear equation xc = 0 for
any c ∈ LP,T . Suppose c ∈ [1, N ] is a zero column of D(P, T ), and let Σ continue
to denote an arbitrary element of YP,T . Let j = max{i ∈ [1,m] : pi < c}, and
note that tj+1 > c. This time let W1 = 〈e1, . . . , ec−1〉 and W2 = 〈ec+1, . . . , eN 〉.
Thus, dim(Σ ∩W1) ≥ j and dim(Σ ∩W2) ≥ m− j, so Σ ⊂ W1 ⊕W2, which is the
hyperplane defined by xc = 0.
Finally, suppose column d ∈ [1, N ] contains a lone star. In other words d = pj
or d = tj for some j, and d− 1 and d are both cuts in D(P, T ). Let c = min(d,N +
1− d), which is in [1, dN/2e]. Both c− 1 and c are also cuts in D(P, T ), so the set
ψ(pi−1(YP,T )) must lie in the zero set of the polynomial fc − fc−1 = xcxN+1−c =
xdxN+1−d. However, since ψ(pi−1(YP,T )) is irreducible (by [Ric92]), it must lie in
xd = 0 or xN+1−d = 0 (or both).
Consider any subspace Λ in the dense subset X◦P (E•)∩X◦T∨(Eop• ) ⊂ YP,T . Since
d ∈ P ∪ T , it is impossible that xd = 0 on all vectors in Λ. Therefore, the equation
xN+1−d = 0 must be satisfied by ψ(pi−1(YP,T )). 
6. Result 3: ZP,T ⊂ ψ(pi−1(YP,T ))
Let X := IGω(m,CN ) be a Grassmannian of type B, C, or D. Given Schubert
symbols P and T in Ω(X), we write P → T whenever
i) T  P ;
ii) pi ≤ ti+1 for all i, unless pi = n+ 2 and ti+1 = n+ 1 in type D; and
iii) if pi = ti+1, then pi is not a cut in D(P, T ).
When pi > ti+1, we say D(P, T ) has a 2× 2 square. Thus, the second condition
says that D(P, T ) has no 2×2 squares, except that a single 2×2 square in the central
columns is permitted in type D. When pi = ti+1 for some i and pi ∈ CP,T , then
(i+1, ti+1) is a lone star inD(P, T ) (in fact, so is (i, pi)), and henceN+1−pi ∈ LP,T .
If we are working in type B or C, then N + 1 − pi must be a zero column, which
yields the equivalent definition of P → T given in [BKT09].
If we are working in type D, then there are other possibilities involving excep-
tional cuts. For example, if pi = ti+1 ∈ {n + 1, n + 2}, then n + 1 will be an
exceptional cut, causing both (i, pi) and (i + 1, ti+1) to be lone stars. It follows
that when P → T , the diagram D(P, T ) cannot have exactly 3 stars in the central
columns n+ 1 and n+ 2, which yields the alternative type D definition of P → T
given in [BKT09, §5.2].
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The relation P → T is important because it characterizes precisely when the
map ψ : pi−1(YP,T ) → ZP,T is a birational isomorphism. In particular [BKT09,
Proposition 5.1] says the following:
Proposition 6.1. Given a Grassmannian X of Lie type B, C, or D, the map
ψ : pi−1(YP,T ) → ZP,T is a birational isomorphism if and only if the Schubert
symbols P and T satisfy the relation P → T .
A more detailed proof of Proposition 6.1 can be found in [Rav13, §8]. In this
section we prove the following proposition.
Proposition 6.2. Given Schubert symbols T  P for a Grassmannian X of type
B, C, or D, there exists a Schubert symbol P˜ such that:
(1) T  P˜  P ,
(2) ZP˜ ,T = ZP,T , and
(3) P˜ → T .
We prove Proposition 6.2 by explicitly constructing the Schubert symbol P˜ . An
immediate consequence is that for any T  P in Ω(X), the Richardson variety
YP,T must contain a smaller Richardson variety YP˜ ,T such that ψ : pi
−1(YP˜ ,T ) →
ZP˜ ,T = ZP,T is a birational isomorphism (by Proposition 6.1). It follows that
ZP,T ⊂ ψ(pi−1(YP,T )). By combining this observation with Proposition 5.2, which
states ZP,T ⊃ ψ(pi−1(YP,T )), we have a proof of Theorem 1.1. We mention that
Proposition 6.2 is not the only way to prove ZP,T ⊂ ψ(pi−1(YP,T )). For example,
instead of “lowering” P we could “raise” T . In fact, the construction we give for P˜
does precisely that when carried out on the rotated diagram D(T¯ , P¯ ).
6.1. Constructing a “Smaller” Schubert Symbol P’. Given Schubert symbols
T  P , define the set P ′ = {p′1, . . . , p′m} as follows:
If pi < ti+1, then
(♦) p′i = pi.
On the other hand, if pi ≥ ti+1 and ti+1 − 1 6∈ CP,T , then
(♣) p′i = ti+1.
Finally, if pi ≥ ti+1 and ti+1 − 1 ∈ CP,T , then
(♥) p′i = max{c ∈ [ti, ti+1 − 1] | c 6∈ LP,T }.
Note that since ti cannot be in LP,T , the set {c ∈ [ti, ti+1 − 1] | c 6∈ LP,T } is
nonempty. Thus p′i is well-defined.
The following property of P ′ follows from its construction and Corollary 4.13.
Observation 6.3. For any 1 ≤ i ≤ m, p′i 6∈ LP,T .
Proof. If p′i is defined by Case (♦) or Case (♣), then p′i ∈ P ∪ T , so by Corollary
4.13 it is not in LP,T . If it is defined by Case (♥), then by its construction it cannot
be in LP,T . 
We also have the following observation, which follows directly from the construc-
tion of P ′.
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Observation 6.4. If p′i is produced by Case (♦) or Case (♥) of the previous
construction, then [p′i, ti+1 − 1] ⊂ CP,T . Furthermore, if p′i < ti+1 − 1, then [p′i +
1, ti+1 − 1] ⊂ LP,T .
We claim that P ′ is a Schubert symbol.
Lemma 6.5. P ′ is a Schubert symbol.
Proof. We will first show that p′i < p
′
i+1 for 1 ≤ i ≤ m − 1. By our construction
of P ′, we have p′i ≤ ti+1 ≤ p′i+1 for each i. Thus we only need to consider the case
that p′i+1 = ti+1. If p
′
i+1 = ti+1 then p
′
i+1 follows Case (♦) or Case (♥), so by
Observation 6.4, ti+1 ∈ CP,T . But then (i + 1, ti+1) is a lone star in D(P, T ), so
ti+1 − 1 ∈ CP,T as well (by Corollary 2.7). Thus p′i follows Case (♦) or Case (♥),
and we have p′i < ti+1. It follows that p
′
i < p
′
i+1 for all 1 ≤ i ≤ m − 1, and in
particular that P ′ consists of m distinct integers.
We still have to check that P ′ satisfies the isotropic condition. Suppose on the
contrary that p′i + p
′
j = N + 1 for some i and j in [1,m]. By Observation 6.4, if p
′
i
is not a cut in D(P, T ), then p′i = ti+1. Similarly, if p
′
j is not a cut in D(P, T ), then
p′j = tj+1.
We therefore have three possible cases to consider, each of which results in a
contradiction.
Case 1: Both p′i and p
′
j are cuts in D(P, T ).
In this case N − p′j = p′i − 1 is also a cut, and by Lemma 4.14 either p′i or p′j is
in LP,T . But neither p′i nor p′j can be in LP,T , by Observation 6.3.
Case 2: Exactly one of {p′i, p′j} is a cut in D(P, T ).
We will assume without loss of generality that p′j is a cut in D(P, T ). We then
have p′i − 1 ∈ CP,T , as in the previous case, implying that p′i cannot follow Case
(♣). However, since p′i 6∈ CP,T , Observation 6.4 implies that p′i does follow Case
(♣), a contradiction.
Case 3: Neither p′i nor p
′
j is a cut in D(P, T ).
In this case, p′i = ti+1 and p
′
j = tj+1. But ti+1 + tj+1 6= N + 1, since T is a
Schubert symbol, so once again we arrive at a contradiction. 
6.2. Types B and C. If X is a Grassmannian of type B or C, we set P˜ := P ′ in
order to prove Proposition 6.2. The type D case of Proposition 6.2 will be addressed
in Section 6.3.
Since T  P if and only if T ≤ P , it is clear by our construction that ti ≤ p˜i ≤ pi
for 1 ≤ i ≤ m, and hence T  P˜  P . Thus P˜ satisfies condition (1) of Proposition
6.2. We will need the following lemma to verify the remaining conditions.
Lemma 6.6. The diagrams D(P, T ) and D(P˜ , T ) have the same cuts.
Proof. Given an integer c ∈ [1, N ], if pi ≤ c < ti+1, then p˜i = pi ≤ c < ti+1.
Therefore CP,T ⊂ CP˜ ,T . On the other hand, if p˜i < ti+1, then p˜i is defined by
(♦) or (♥). We then have [p˜i, ti+1 − 1] ⊂ CP,T , by Observation 6.4. Therefore
CP,T ⊃ CP˜ ,T . 
Proof of Proposition 6.2. We show that P˜ satisfies conditions (2) and (3).
P˜ satisfies (2): ZP,T = ZP˜ ,T .
By Lemma 6.6, the diagrams D(P, T ) and D(P˜ , T ) have the same cuts. We
still have to prove that LP,T = LP˜ ,T . Suppose c ∈ LP,T . Then by Proposition
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2.6, either pi = ti = N + 1 − c for some i, or c is a zero column of D(P, T ). If
pi = ti = N + 1 − c for some i, then pi < ti+1, so p˜i must follow Case (♦) of the
construction. Thus p˜i = ti = N + 1 − c, so c ∈ LP˜ ,T . On the other hand if c is a
zero column in D(P, T ), then pi < c < ti+1 for some i. Once again we have p˜i = pi,
so c is a zero column in D(P˜ , T ), and therefore an element of LP˜ ,T .
Now suppose c ∈ LP˜ ,T . If p˜i < c < ti+1 for some i, then p˜i satisfies (♦) or (♥).
Either way, we must have c ∈ LP,T . On the other hand if (i,N + 1 − c) is a lone
star in D(P˜ , T ) for some i, then p˜i = ti = N + 1 − c. Thus, p˜i ∈ CP˜ ,T = CP,T . In
this case (i, ti) is a lone star in D(P, T ), and c ∈ LP,T .
P˜ satisfies (3): P˜ → T .
Since p˜i ≤ ti+1 for 1 ≤ i ≤ m− 1, the diagram D(P˜ , T ) has no 2× 2 squares. If
p˜i = ti+1 for some i, then ti+1 − 1 is not a cut in D(P, T ). By Lemma 6.6 it is also
not a cut in D(P˜ , T ), so column N+1− p˜i cannot be a zero column in D(P˜ , T ). 
6.3. Type D. Let X := OG(m, 2n+2) be a type D Grassmannian, let N := 2n+2,
and let T  P be Schubert symbols in Ω(X). Unfortunately the Schubert symbol
P ′ constructed in Section 6.1 fails to satisfy the conditions of Proposition 6.2, as
the following example illustrates.
Example 6.7. Consider OG(2, 6), and let T = {1, 3} and P = {5, 6}. The pro-
jected Richardson variety ZP,T is the quadric hypersurface of P5 consisting of all
isotropic lines in C6. Since P ′ = {3, 6}, and the variety ZP ′,T satisfies the ad-
ditional linear equation x4 = 0, so ZP,T 6= ZP ′,T . Furthermore, P ′ 6→ T , since
p1 = t2 = 3 is a cut in D(P
′, T )–the exceptional center cut:( ∗ ∗ ∗ 0 0 0
0 0 ∗ ∗ ∗ ∗
)
.
We therefore define the set P˜ = {p˜1, . . . , p˜m} as follows:
If pi < ti+1, then
(♦) p˜i = pi.
On the other hand, if pi ≥ ti+1 and ti+1 − 1 6∈ C, then
(♣) p˜i =
{
ti+1 if ti+1 6∈ {n+ 1, n+ 2},
N + 1− ti+1 if ti+1 ∈ {n+ 1, n+ 2}.
Finally, if pi ≥ ti+1 and ti+1 − 1 ∈ C, then
(♥) p˜i = max{c ∈ [ti, ti+1 − 1] | c 6∈ L}.
Note that since ti cannot be in L, the set {c ∈ [ti, ti+1− 1] | c 6∈ L} is nonempty.
Thus p˜i is well-defined.
Recall that ι is the permutation of {1, . . . , 2n + 2} that interchanges n + 1 and
n+ 2 and leaves all other numbers fixed. We make the following observation:
Observation 6.8. P˜ is equal to ιP ′ or P ′. Moreover, P˜ = ιP ′ if and only if there
exists an element p˜i defined by Case (♣) and ti+1 ∈ {n+ 1, n+ 2}.
Given a type D Schubert symbol R, the set ιR is also a Schubert symbol, since
the isotropic condition is preserved. We therefore have the following corollary.
Corollary 6.9. P˜ is a Schubert symbol.
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Figure 2. Center columns of D(P˜ , T ) in Lemma 6.12.
The following observations are exact restatements of Observations 6.3 and 6.4
for type D. We give a brief proof of the first, whereas the second follows directly
from the construction of P˜ .
Observation 6.10. For any 1 ≤ i ≤ m, p˜i 6∈ LP,T .
Proof. If p˜i is defined by Case (♦), or if it is defined by Case (♣) and ti+1 6∈
{n+ 1, n+ 2}, then p˜i ∈ P ∪ T . By Corollary 4.13 it is not in LP,T . If it is defined
by Case (♥), then by its construction it cannot be in LP,T .
Finally, suppose p˜i is defined by Case (♣) and ti+1 ∈ {n + 1, n + 2}. If p˜i =
N + 1− ti+1 ∈ LP,T , then ti+1 − 1 ∈ CP,T , contradicting the assumption that p˜i is
defined by Case (♣). 
Observation 6.11. If p˜i is produced by Case (♦) or Case (♥) of the previous
construction, then [p˜i, ti+1 − 1] ⊂ CP,T . Furthermore, if p˜i < ti+1 − 1, then [p˜i +
1, ti+1 − 1] ⊂ LP,T .
We will now proceed to prove that T  P , P˜ → T , ZP,T = ZP˜ ,T , and P˜  P , in
that order. We begin with an important lemma.
Lemma 6.12. If n+ 1 ∈ [T ] ∩ [P˜ ] then t(T ) = t(P˜ ).
Proof. Suppose p˜i ∈ {n+ 1, n+ 2} for some i and tj ∈ {n+ 1, n+ 2} for some j.
Since p˜k ≥ tk > n+2 for all k > j, we have i ≤ j. Furthermore, p˜k−1 ≤ tk < n+1
for all k < j, so i ≥ j − 1. Thus we either have i = j or i+ 1 = j.
Case 1: i = j.
We claim that ti = p˜i ∈ {n+ 1, n+ 2}. Suppose on the contrary that ti = n+ 1
and p˜i = n + 2. Since ti+1 6= n + 1, p˜i is not defined by (♣). Therefore by
Observation 6.11, p˜i ∈ CP,T . It follows that both n and n + 2 are in QP,T , so
by Lemma 4.14, either n + 1 or n + 2 is in LP,T . But neither ti nor p˜i can be
in LP,T , by Corollary 4.13 and Observation 6.10. To avoid this contradiction, we
must have ti = p˜i ∈ {n + 1, n + 2}. Thus, n + 1 is a visible cut in D(P˜ , T ), and
#([1, n+ 1] ∩ T ) = #([1, n+ 1] ∩ P˜ ). In other words, t(T ) = t(P˜ ).
Case 2: i+ 1 = j.
If p˜i = ti+1 then p˜i is defined by (♣) and ti+1 6∈ {n + 1, n + 2}. Hence p˜i 6∈
{n + 1, n + 2}, a contradiction. It follows that p˜i 6= ti+1. If p˜i = n + 1 and
ti+1 = n+2, then n+1 is a visible cut in D(P˜ , T ), as seen on the left side of Figure
2. On the other hand, if p˜i = n+ 2 and ti+1 = n+ 1 as seen on the right side, then
#([1, n+ 1] ∩ T ) = #([1, n+ 1] ∩ P˜ ) + 2, so once again t(T ) = t(P˜ ). 
Lemma 6.12 says that {t(P˜ ), t(T )} 6= {0, 1}. Since we also know that T ≤ P˜ , by
construction, we have the following immediate corollaries.
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Corollary 6.13. T  P˜ .
Proof. The condition that {t(P˜ ), t(T )} = {0, 1} is necessary for T 6≺ P˜ . 
Corollary 6.13 says that P˜ satisfies the first half of condition (1) of Proposition
6.2. We prove the second half in Proposition 6.21.
Corollary 6.14. The diagram D(P˜ , T ) has no exceptional cuts, except possibly the
center cut n+ 1.
Proof. The condition that {t(P˜ ), t(T )} = {0, 1} is necessary for the existence of an
exceptional cut other than the center cut. 
In fact, any non-central exceptional cut in D(P, T ) becomes a visible cut in
D(P˜ , T ). However, we will only need this fact in the special case that the excep-
tional cut is less than n+ 1:
Lemma 6.15. If 1 ≤ c ≤ n is an exceptional cut in D(P, T ), then c is a visible cut
in D(P˜ , T ).
Proof. Since c is an exceptional cut inD(P, T ), we have that #([1, c]∩T ) = #([1, c]∩
P ) + 1. In other words there exists exactly one integer i ∈ [1,m] such that ti ≤ c <
pi.
Since row i is the only row crossing from column c to column c + 1, we must
have c+ 1 ≤ ti+1. Furthermore, since n+ 1 ∈ [T ], we must have ti+1 ≤ n+ 2. We
will show that p˜i ≤ c, and hence that c is a visible cut in D(P˜ , T ). We divide the
rest of our argument into two cases.
Case 1: c+ 1 = ti+1.
Since c ∈ CP,T , p˜i is defined by (♥). It follows that p˜i ≤ c.
Case 2: c+ 1 < ti+1 ≤ n+ 2.
We claim that pi ≥ ti+1. To see why, suppose for the sake of contradiction that
pi < ti+1. Then pi is a visible cut in D(P, T ), and #([1, pi] ∩ T ) = #([1, pi] ∩ P ).
If pi < n + 1, then since [pi + 1, n + 1] ⊂ [P ] ∩ [T ] and t(T ) 6= t(P ) (which follow
from the fact that c is an exceptional cut), we have T 6≺ P , a contradiction. If
pi = n+ 1, then #([1, n+ 1]∩ T ) = #([1, n+ 1]∩P ), so t(P ) = t(T ), contradicting
the assumption that c is an exceptional cut. Finally, if pi > n+1, then ti+1 > n+2,
contradicting the assumption that n+1 ∈ [T ]. It follows that pi ≥ ti+1, as claimed.
Now note that any d ∈ [c + 1, ti+1 − 1] must be an exceptional cut in D(P, T ),
since #([1, d] ∩ T ) = #([1, d] ∩ P ) + 1 (in particular row i is the only row crossing
from column d to column d + 1). Furthermore, for each d ∈ [c + 1, ti+1 − 1],
we have N + 1 − d ∈ T , since d 6∈ T and [c + 1, n + 1] ∈ [T ]. It follows that
column N + 1− d contains a lone star in D(P, T ), and hence that d ∈ LP,T . Since
[c+ 1, ti+1 − 1] ⊂ LP,T , it follows that p˜i is defined by (♥) and that p˜i ≤ c. 
The following proposition will also be needed.
Proposition 6.16. CP,T ∪ {n+ 1} = CP˜ ,T ∪ {n+ 1}.
Proof. By Corollary 6.14, there are no exceptional cuts in D(P˜ , T ). If c is a visible
cut in D(P˜ , T ), then p˜i ≤ c < ti+1 for some 1 ≤ i ≤ m − 1. If p˜i is defined by
(♦) or (♥) then by Observation 6.11, c ∈ CP,T . Otherwise p˜i is defined by (♣) and
p˜i = c = n + 1. Since all visible cuts in CP˜ ,T are contained in CP,T ∪ {n + 1}, the
same is true for apparent cuts. It follows that CP˜ ,T ⊂ CP,T ∪ {n+ 1}.
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On the other hand, if pi < ti+1 then p˜i = pi < ti+1. Thus any visible cut
c ∈ CP,T is also contained in CP˜ ,T . If c < n + 1 is an exceptional cut in D(P, T ),
then by Lemma 6.15, c ∈ CP˜ ,T . It follows that CP,T ⊂ CP˜ ,T ∪ {n+ 1}.

We can now prove that P˜ satisfies condition (3) of Proposition 6.2.
Proposition 6.17. P˜ → T .
Proof. By Corollary 6.13, T  P˜ . The construction of P˜ ensures that p˜i is never
greater than ti+1, except possibly when ti+1 = n+ 1 and p˜i = n+ 2. Furthermore,
if p˜i = ti+1, then ti+1 − 1 is not a cut in D(P, T ). Therefore, ti+1 cannot be a cut
in D(P, T ) either, since that would make (i + 1, ti+1) a lone star in D(P, T ) and
hence make ti+1 − 1 a cut in D(P, T ), by Proposition 4.10. It follows that ti+1 is
not a cut in D(P˜ , T ), by Proposition 6.16. 
We will now show that ZP,T = ZP˜ ,T by examining the diagrams D(P, T ) and
D(P˜ , T ). Recall that the quadratic equations defining ZP,T are entirely determined
by CP,T , the set of cuts in the D(P, T ).
Notice that CP,T is not equal to CP˜ ,T in general, because our construction of P˜
adds the center cut n + 1 whenever pi > ti+1 = n + 2. By Proposition 6.16, that
is the only change in the cut set, and the addition of the center cut does not alter
the equations in these cases.
In fact, by Proposition 6.16, ZP,T and ZP˜ ,T satisfy the same quadratic equations:
namely {fc | c ∈ (CP,T ∩ [1, n]) ∪ {n + 1}}. The following proposition shows that
they satisfy the same linear equations as well.
Proposition 6.18. LP,T = LP˜ ,T .
Proof. Suppose c ∈ LP˜ ,T . If c is a zero column in D(P˜ , T ), then p˜i < c < ti+1 for
some i. Whether p˜i satisfies (♦), or (♥), we then have c ∈ LP,T .
If c is not a zero column in the diagram, then column N + 1− c contains a lone
star in D(P˜ , T ). If neither N + 1 − c nor N − c are exceptional cuts in D(P˜ , T )
then we must have ti = p˜i = N + 1 − c for some i, by Proposition 2.6. Thus
ti ∈ CP˜ ,T , and hence by Proposition 6.16, ti ∈ CP,T . It follows that (i, ti) is a lone
star in D(P, T ) and c ∈ LP,T . On the other hand if either N + 1− c or N − c is an
exceptional cut in D(P, T ) then by Corollary 6.14, n+ 1 must be that exceptional
cut. It follows that c ∈ {n + 1, n + 2}. Since c ∈ LP˜ ,T , we have n and n + 2 in
CP˜ ,T , and hence in CP,T by Proposition 6.16. By Lemma 4.14, either n+ 1 or n+ 2
(that is, either c or N + 1 − c) must be in LP,T . But column N + 1 − c contains
a lone star in D(P˜ , T ), and hence N + 1− c ∈ T ∪ P˜ . Thus by Corollary 4.13 and
Observation 6.10, it is impossible for N + 1− c to be in LP,T . Therefore c ∈ LP,T .
It follows that LP˜ ,T ⊂ LP,T .
On the other hand, if c ∈ LP,T , then c − 1 and c are both cuts in D(P, T ). By
Proposition 6.16 they are both cuts in D(P˜ , T ) as well, and therefore either c or
N + 1− c is in LP˜ ,T by Lemma 4.14. If N + 1− c ∈ LP˜ ,T , then we have shown that
N + 1 − c ∈ LP,T as well. In that case by Corollary 4.13, D(P, T ) does not have
a lone star in column N + 1− c, so c must be a zero column in D(P, T ). In other
words pi < c < ti+1 for some i. But then p˜i = pi, so c is a zero column in D(P˜ , T )
as well. 
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We have condition (2) Proposition 6.2 as an immediate corollary:
Corollary 6.19. ZP,T = ZP˜ ,T .
Finally, we prove that P˜  P , and hence that the Richardson variety YP˜ ,T is
indeed contained in YP,T . Our proof will require the following somewhat technical
lemma.
Lemma 6.20. Suppose t(T ) 6= t(P ), and that there exists an integer 1 ≤ c ≤ n
such that c 6∈ [T ] and [c+ 1, n+ 1] ⊂ [P ] ∩ [T ] ∩ [P˜ ]. Then c 6∈ [P ] ∩ [P˜ ]
Proof. Suppose for the sake of contradiction that c ∈ [P ] ∩ [P˜ ]. We divide our
argument into four cases.
Case 1: c ∈ P˜ and N + 1− c ∈ P .
In this case p˜i = c for some i ∈ [1,m], and pj = N + 1− c for some j ∈ [1,m].
Since c 6∈ T , p˜i is defined by (♦) or (♥). Hence p˜i ∈ CP,T by Observation 6.11.
Since pj − 1 = N − p˜i is also a cut in D(P, T ), it follows that (j, pj) is a lone star
in D(P, T ), and therefore that p˜i ∈ LP,T , contradicting Observation 6.10.
Case 2: c ∈ P and N + 1− c ∈ P˜ .
In this case pi = c for some i ∈ [1,m], and p˜j = N + 1− c for some j ∈ [1,m].
Since N+1−c 6∈ T , p˜j is defined by (♦) or (♥). Hence p˜j ∈ CP,T by Observation
6.11. Since pi − 1 = N − p˜j is also a cut in D(P, T ), it follows that (i, pi) is a lone
star in D(P, T ), and therefore that p˜j ∈ LP,T , contradicting Observation 6.10.
Case 3: c ∈ P˜ ∩ P .
In this case pi = c for some i.
Let ` := n+1−c. Since [c+1, n+1] ⊂ [P ], Lemma 4.6 tells us that [pi+1, pi+`] ⊂
[c+1, N−c]. We will show that p˜i+1 < c+1 and that p˜i+`+1 > N−c, contradicting
the assumption that [c+1, n+1] ⊂ P˜ and hence the assumption that #([c+1, N −
c] ∩ P˜ ) = ` (by Lemma 4.6), since in this case there can be at most `− 1 elements
of P˜ contained in the interval [c+ 1, N − c].
We will first show that p˜i+1 < c+1. Since c ∈ P˜ , it must be the case that p˜j = c
for some j ≥ i. We will show that j = i+ 1.
Note that if pi = p˜i < ti+1 then #([1, c] ∩ T ) = #([1, c] ∩ P ), and hence T 6≺ P
(since t(T ) 6= t(P )), contradicting the assumption that T ≺ P .
Also note that if pi = p˜i = ti+1, then ti+1 = c, contradicting the assumption the
c 6∈ [T ].
Therefore, p˜j = c for some j > i. Furthermore, p˜j is defined by (♥) since
c < tj+1, and hence p˜j ∈ CP,T .
However, neither c nor N − c is a visible cut in D(P, T ), since that would imply
T 6≺ P by Corollary 4.8. It follows that c is an exceptional cut in D(P, T ).
Since c is an exceptional cut, and since pi = c, row i + 1 must be the only
row crossing from column c to column c + 1, by Corollary 4.8. In other words
ti+1 < c < pi+1, and ti+2 > c. Thus j = i+ 1, and p˜i+1 = p˜j = c < c+ 1.
It remains to show that p˜i+`+1 > N − c.
Since [c + 1, n + 1] ⊂ [T ], and since ti+1 < c < ti+2, Lemma 4.6 tells us that
[ti+2, ti+`+1] ⊂ [c + 1, N − c]. Furthermore, row i + ` + 1 must cross from column
N − c to column N − c+ 1, since N − c+ 1 ≤ pi+`+1.
In fact, ti+`+1 < N − c+ 1 < pi+`+1, since pi+`+1 6= N − c+ 1 (due to the fact
that c ∈ P ). Therefore N − c+ 1 is not a visible cut in D(P, T ). It is not even an
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apparent cut, since ti < c = pi. Finally, N + 1− c is not an exceptional cut, since
c 6∈ [T ]. Thus N + 1− c 6∈ CP,T .
Note that ti+`+2 > N − c + 1. Thus if p˜i+`+1 is defined by (♣), then p˜i+`+1 >
N−c+1. Furthermore, if p˜i+`+1 is defined by (♦) or (♥), then since N+1−c 6∈ CP,T
and ti+`+2 > N − c+ 1, we must again have p˜i+`+1 > N − c+ 1.
Case 4: N + 1− c ∈ P˜ ∩ P .
As in the previous case, let ` := n + 1 − c. We have pj = N + 1 − c for some
j. Since [c+ 1, n+ 1] ⊂ [P ], we have [pj−`, pj−1] ⊂ [c+ 1, N − c] by Corollary 4.8.
We will show that p˜j > N − c and p˜j−` < c+ 1, contradicting the assumption that
[c+ 1, n+ 1] ⊂ [P˜ ].
We will first show that p˜j > N − c. Suppose for the sake of contradiction that
p˜k = N + 1− c for some k > j. Then since N + 1− c 6∈ T , p˜k is defined by (♦) or
(♥), and is therefore a cut in D(P, T ) by Observation 6.11. Since c 6∈ [T ], it follows
that p˜k is not an exceptional cut. Since tk ≤ p˜k = pj < pk, it follows that p˜k is not
a visible cut either.
But p˜k is a cut, and hence c− 1 must be a visible cut in D(P, T ). Since c 6∈ T , c
must be a zero column in D(P, T ). But then c is a visible cut, so by Corollary 4.8
T 6≺ P , a contradiction. It follows that k = j, and hence that p˜j = N+1−c > N−c.
It remains to show that p˜j−` < c + 1. Since pj = p˜j = N + 1 − c, and since
N + 1 − c 6∈ T , it must be the case that p˜j is defined by (♦), and therefore that
pj is a visible cut in D(P, T ). It follows that row j is the only row crossing from
column N − c to column N − c + 1, and hence that c and N − c are exceptional
cuts in D(P, T ) by Corollary 4.8.
By Lemma 6.15, c is a visible cut in D(P˜ , T ). It follows that p˜j−` ≤ c, since
tj−` ≤ c. 
We can now prove that P˜ satisfies the second half of condition (1) of Proposition
6.2.
Proposition 6.21. P˜  P .
Proof. Note that P˜ ≤ P by construction. Assuming P˜ < P , suppose P˜ 6≺ P , for
the sake of contradiction. It follows that t(P˜ ) 6= t(P ), and that there exists an
integer c ∈ [1, n] such that [c+1, n+1] ⊂ [P˜ ]∩ [P ] and #([1, c]∩ P˜ ) = #([1, c]∩P ).
Case 1: n+ 1 6∈ [T ].
Since n + 1 ∈ [P˜ ], we have p˜i ∈ {n + 1, n + 2} for some i. Since n + 1 6∈ [T ], p˜i
must be defined by (♦) or (♥). By Observation 6.11, p˜i ∈ CP,T . If p˜i = n+ 1, this
means n + 1 ∈ CP,T . If p˜i = n + 2, then also we have n + 1 ∈ CP,T . To see why,
note that both n and n + 1 are in QP,T , so by Lemma 4.14, either n + 1 or n + 2
is in LP,T .
If n+ 1 is an exceptional center cut in D(P, T ), then pj = n+ 2 < tj+1 for some
j, since n+ 1 6∈ [T ]. In this case, p˜j = pj = n+ 2, and hence n+ 1 is a visible cut in
D(P, P˜ ). On the other hand if n+ 1 is a visible cut in D(P, T ), then it must be a
visible cut in D(P, P˜ ) as well. It follows that #([1, n+ 1]∩ P ) = #([1, n+ 1]∩ P˜ ).
In other words t(P ) = t(P˜ ), a contradiction.
Case 2: n+ 1 ∈ [T ].
Since n+ 1 ∈ [T ]∩ [P˜ ], Lemma 6.12 implies t(T ) = t(P˜ ). Since we are assuming
t(P˜ ) 6= t(P ), this means t(T ) 6= t(P ). We can therefore invoke Lemma 6.20 n − c
times to deduce that [c+ 1, n+ 1] ⊂ [T ].
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We divide the remainder of the proof into three subcases, depending on the
number of rows crossing from column c to column c+ 1 of D(P, T ).
Case 2a: #([1, c] ∩ T ) = #([1, c] ∩ P ).
Since t(T ) 6= t(P ) and [c+ 1, n+ 1] ⊂ [T ]∩ [P ], we have T 6 P , a contradiction.
Case 2b: #([1, c] ∩ T ) = #([1, c] ∩ P ) + 1.
In other words there is exactly one integer i such that ti ≤ c < pi. Furthermore,
c is an exceptional cut in D(P, T ), since [c + 1, n + 1] ⊂ [T ] and t(T ) 6= t(P ).
Therefore by Lemma 6.15, c is a visible cut in D(P˜ , T ). This means p˜i ≤ c <
ti+1. But c < pi, so we have p˜i ≤ c < pi, contradicting the assumption that
#([1, c] ∩ P˜ ) = #([1, c] ∩ P ).
Case 2c: #([1, c] ∩ T ) ≥ #([1, c] ∩ P ) + 2.
Let i be the smallest integer such that ti ≤ c < pi. Note that ti+1 ≤ c < pi+1.
Since p˜i ≤ ti+1 ≤ c, it follows that #([1, c]∩ P˜ ) > #([1, c]∩P ), again contradicting
the assumption that #([1, c] ∩ P˜ ) = #([1, c] ∩ P ). 
Combining Propositions 6.17 and 6.21, and Corollaries 6.13 and 6.19, we see
that the Schubert symbol P˜ satisfies all three conditions of Proposition 6.2. By the
discussion at the beginning of Section 6, this completes the proof of Theorem 1.1.
7. The Grothendieck Ring
In this section we summarize some facts about K-theory which will be used in
Sections 8 and 9. Further details can be found in [Ful98] or [Bri05].
Given an algebraic variety X, let K0(X) denote the Grothendieck ring of alge-
braic vector bundles on X. Let K0(X) denote the Grothendieck group of coherent
OX -modules, which is a module over K0(X). Both the ring structure of K0(X) and
the module structure of K0(X) are defined by tensor products. A closed subvariety
Z ⊂ X has a Grothendieck class [OZ ] ∈ K0(X) defined by its structure sheaf. If
X is nonsingular, the map K0(X) → K0(X) sending a vector bundle to its sheaf
of sections is an isomorphism, and we write K(X) := K0(X) ∼= K0(X), which we
refer to as the Grothendieck ring of X.
A morphism of varieties f : X → Y , defines a pullback ring homomorphism
f∗ : K0(Y ) → K0(X) by pullback of vector bundles. If f is proper, then there
exists a pushforward group homomorphism f∗ : K0(X) → K0(Y ). Both these
maps are functorial with respect to composition of morphisms. The projection
formula says that f∗ is a K0-module homomorphism, in the sense that
(2) f∗(f∗A · B) = A · f∗B
where A ∈ K0(Y ) and B ∈ K0(X). If X is a complete variety, then the sheaf Euler
characteristic map χX : K(X) → K(point) = Z is defined to be the pushforward
along the morphism X → point.
We need the following well known fact (see e.g. [BR12, Lemma 2.2]).
Lemma 7.1. Let X be a non-singular variety and let Y and Z be closed varieties
of X with Cohen-Macaulay singularities. Assume that each component of Y ∩ Z
has dimension dim(Y ) + dim(Z) − dim(X). Then Y ∩ Z is Cohen-Macaulay and
[OY ] · [OZ ] = [OY ∩Z ] in K(X).
Finally we recall some facts about the K-theory of the projective space PN−1.
Let h ∈ K(PN−1) be the class of a hyperplane. Then hj is the class of a codimension
j linear subvariety, 2h− h2 is the class of a quadric hypersurface, and K(PN−1) =
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Z[h]/(hN ). The sheaf euler characteristic χPN−1 : K(PN−1) → Z is determined by
hj 7→ 1 for 1 ≤ j < N .
8. Computing Triple Intersection Numbers
Let X := IGω(m,CN ) be a Grassmannian of type B, C, or D. In this section
we calculate the K-theoretic Pieri-type triple intersection numbers
(3) χX([OXP ] · [OXT ] · [OX(r) ]),
where T  P are Schubert symbols in Ω(X) and X(r) ⊂ X is a special Schubert
variety, which we will define shortly for each type of Grassmannian. Our tech-
nique relies on the projection formula to move our calculation to the K-theory of
projective space. A similar technique was used for the type A Grassmannian in
[BR12].
Recall the projections pi and ψ from IF := IFω(1,m,CN ) to X and Z :=
IGω(1,CN ) respectively. Since the K-theoretic pushforward is functorial with re-
spect to composition, the following diagram commutes:
K(IF )
K(X)
K(Z)
Z
pi∗
ψ∗
χIF
χX
χZ
Lemma 8.1. Let X := IGω(m,CN ) be a Grassmannian of type B, C, or D. Sup-
pose there exists a Schubert variety W ⊂ Z := IGω(1,CN ) such that pi(ψ−1(W )) =
X(r). We then have
(4) χX([OXP ] · [OXT ] · [OX(r) ]) = χZ([OZP,T ] · [OW ]),
for any Schubert symbols T  P .
Proof. Since pi−1(XP ) and pi−1(XT ) are Schubert varieties in IF , pi−1(YP,T ) is
a Richardson variety in IF (see e.g. [Bri05]). By [KLS10, 4.5] or [BC12, 3.3],
the projection ψ : pi−1(YP,T ) → ZP,T is cohomologically trivial, in the sense that
ψ∗[Opi−1(YP,T )] = [OZP,T ]. Since pi is flat, it follows that
ψ∗pi∗[OYP,T ] = [OZP,T ] ∈ K(Z).
Similarly, pi : ψ−1(W )→ X(r) is cohomologically trivial and pi is flat, so we have
pi∗ψ∗[OW ] = [OX(r) ] ∈ K(X).
It is known that all Schubert varieties have rational singularities [MS87]. Therefore
by Lemma 7.1 and two applications of the projection formula, we have:
χX([OXP ] · [OXT ] · [OX(r) ]) = χX([OYP,T ] · pi∗ψ∗[OW ])
= χIF (pi
∗[OYP,T ] · ψ∗[OW ])
= χZ(ψ∗pi∗[OYP,T ] · [OW ])
= χZ([OZP,T ] · [OW ]).

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By Lemma 8.1, the projected Richardson variety ZP,T assumes a crucial role in
the calculation of (3). Let q be the number of quadratic equations and let l be the
number of linear equations defining ZP,T as a complete intersection in PN−1 (from
Sections 2 and 4 we know that q = #{c ∈ QP,T : c > 0 and c − 1 6∈ QP,T } and
l = #LP,T ). We now calculate (3) when X has Lie type C, B, or D, in that order,
finally presenting a unified treatment in Corollary 8.7.
8.1. Type C. Let X = SG(m, 2n). Note that SG(1, 2n), the image of ψ, is equal
to P2n−1. The codimension r special Schubert variety X(r) is defined by
X(r) := {Σ ∈ X : dim(Σ ∩ E2n−m−r+1) ≥ 1},
for 1 ≤ r ≤ 2n−m. In other words X(r) = pi(ψ−1(W )), where W := P(E2n−m−r+1).
Note that W is a linear subvariety of P2n−1 and therefore a Schubert variety.
We have the following formula.
Proposition 8.2. Let X := SG(m, 2n). Given T  P in Ω(X) and 1 ≤ r ≤
2n−m, we have
χX([OXP ] · [OXT ] · [OX(r) ]) =
2n−m−r−l−q∑
j=0
(
q
j
)
(−1)j(2)q−j ,
where we define
(
q
j
)
to be zero for j > q.
Proof. By Lemma 8.1, the triple intersection number is equal to χP2n−1([OZP,T ] ·
[OW ]). Since ZP,T is a complete intersection defined by l linear and q quadratic
polynomials, we have [OZP,T ] = hlhq(2−h)q. Since [OW ] = hm−1+r, it follows that
[OZP,T ] · [OW ] = hm+r+l+q−1(2− h)q
=
2n−m−r−l−q∑
j=0
hm+r+l+q−1
(
q
j
)
(−h)j(2)q−j ,
where we define
(
q
j
)
to be zero for j > q. Taking sheaf Euler characteristic yields
the desired triple intersection formula. 
8.2. Type B. Let X := OG(m, 2n+1). Let Q := OG(1, 2n+1) denote the quadric
hypersurface of isotropic lines in P2n with inclusion ι : Q ↪→ P2n.
We describe the Schubert varieties relative to E• for the odd dimensional quadric
Q. For 0 ≤ j ≤ 2n−1 there is exactly one codimension j Schubert variety Q(j) ⊂ Q,
defined by
Q(j) =
{
P(E2n+1−j) ∩Q if 0 ≤ j ≤ n− 1
P(E2n−j) if n ≤ j ≤ 2n− 1.
The Schubert varieties Q(j) have a straightforward Bruhat ordering:
Q(2n−1) Q(2n−2) Q(n) Q(n−1) Q(1) Q(0) = Q
P(E1) P(E2) P(En)
P(En+2)∩Q P(E2n)∩Q
⊂ ⊂ ··· ⊂ ⊂ ⊂ ··· ⊂ ⊂
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We mention some facts about the Schubert classes in K(Q) (see [BS13] for de-
tails). For 0 ≤ j ≤ n − 1 we have [OQ(j) ] = ι∗(hj). Pushforwards of Schubert
classes are given by
ι∗[OQ(j) ] =
{
hj(2h− h2) for 0 ≤ j ≤ n− 1
hj+1 for n ≤ j ≤ 2n− 1.
Returning to the type B Grassmannian X, the codimension r special Schubert
variety X(r) is defined by
X(r) = {Σ ∈ X : P(Σ) ∩Q(m+1−r) 6= ∅},
for 1 ≤ r ≤ 2n−m. In other words X(r) = pi(ψ−1(Q(m+1−r))).
We now rewrite the type B triple intersection number as the sheaf Euler char-
acteristic of a K(P2n) class. The final step of computing Euler characteristic is
exactly the same as in Proposition 8.2, and is postponed to the unified formula in
8.7.
Proposition 8.3. Let X := OG(m, 2n + 1). For T  P in Ω(X) and 1 ≤ r ≤
2n−m, we have
χX([OXP ]·[OXT ]·[OX(r) ]) =

χP2n(h
m+r+l+q−1(2− h)q) if r ≤ n−m,
χP2n(h
m+r+l+q−1(2− h)q−1) if r > n−m and q > 0,
χP2n(h
m+r+l−1) = 0 if r > n−m and q = 0.
Proof. By Lemma 8.1, we must simplify χQ([OZP,T ] · [OQ(m−1+r) ]). In certain situ-
ations we can use the projection formula along ι to do this.
Situation 1: Suppose r ≤ n−m. In this case, m−1+r ≤ n−1. It follows that
the inclusion ι(Q(m−1+r)) is a complete intersection in P2n cut out by m − 1 + r
linear equations and the single quadratic equation defining Q. Thus, [OQ(m−1+r) ] =
ι∗(hm−1+r). Using the projection formula we have
χQ([OZP,T ] · [OQ(m−1+r) ]) = χQ([OZP,T ] · ι∗(hm−1+r))
= χP2n([OZP,T ] · hm−1+r)
= χP2n(h
l+q+m+r−1(2− h)q).
Situation 2: Suppose q, the number of quadratic equations defining ZP,T , is
greater than zero. By ignoring one of the quadratic equations defining ZP,T ,
we define a larger subvariety Z ′ ⊂ P2n such that ZP,T = Z ′ ∩ Q. It follows that
[OZP,T ] = ι∗[OZ′ ], so by the projection formula we have
χQ([OZP,T ] · [OQ(m−1+r) ]) = χQ(ι∗[OZ′ ] · [OQ(m−1+r) ])
= χP2n([OZ′ ] · ι∗[OQ(m−1+r) ])
=
{
χP2n(h
lhq−1(2− h)q−1 · hm−1+r(2h− h2)) if r ≤ n−m
χP2n(h
lhq−1(2− h)q−1 · hm+r) if r > n−m
=
{
χP2n(h
l+q+m+r−1(2− h)q) if r ≤ n−m
χP2n(h
l+q+m+r−1(2− h)q−1) if r > n−m.
Note that these situations are not mutually exclusive, and that when r ≤ n −m
and q > 0, then both methods agree.
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Situation 3: Suppose r > n − m and q = 0. In this case both ZP,T and
Q(m−1+r) can be thought of as linear subvarieties of P2n that are contained in
Q. Note that ι∗[OZP,T ] = hl and ι∗[OQ(m−1+r) ] = hm+r, but that ι∗([OZP,T ] ·
[OQ(m−1+r) ]) = hm+r+l−1, since one of these linear equations is redundant in the
intersection of generic translates of ZP,T and Q(m−1+r). However, the integer m+
r + l − 1 ≥ 2n + 1, and therefore the Grothendieck class hm+r+l−1 ∈ K(P2n)
vanishes. 
8.3. Type D. Let X := OG(m, 2n + 2). Let Q := OG(1, 2n + 1) denote the
quadric hypersurface of isotropic lines in P2n+1 with inclusion ι : Q ↪→ P2n+1. We
describe the Schubert varieties relative to E• for the even dimensional quadric Q.
Let E˜n+1 = 〈e1, . . . , en, en+2〉.
The quadric Q has two Schubert varieties of codimension n, defined by
Q(n) := P(En+1) and Q˜(n) := P(E˜n+1).
For j 6= n there is a single codimension j Schubert variety defined by
Q(j) =
{
P(E2n+2−j) ∩Q if 0 ≤ j ≤ n− 1
P(E2n+1−j) if n+ 1 ≤ j ≤ 2n.
The Schubert varieties in Q have the following Bruhat order:
Q(2n) Q(2n−1) Q(n+1)
Q(n)
Q˜(n)
Q(n−1) Q(1) Q(0) = Q
P(E1) P(E2) P(En)
P(En+1)
P(E˜n+1)
P(En+3)∩Q P(E2n+1)∩Q
⊂ ⊂ ··· ⊂
⊂
⊂
⊂
⊂
⊂ ··· ⊂ ⊂
We mention some facts about the Grothendieck ring K(Q), which can be found
in [BS13, p. 17-18]. As in type B, we have [OQ(j) ] = ι∗(hj) for 0 ≤ j ≤ n − 1.
Pushforwards of Schubert classes are the same as in type B, the only addition being
that ι∗[OQ(n) ] = ι∗[OQ˜(n) ] = hn+1. The products of codimension n classes with one
another depend on the parity of n, in the sense that
[OQ(n) ]2 = [OQ˜(n) ]
2 =
{
[OQ(2n) ] = [Opoint] if n is even,
0 if n is odd,
whereas,
[OQ(n) ] · [OQ˜(n) ] =
{
0 if n is even,
[OQ(2n) ] = [Opoint] if n is odd.
The maximal even orthogonal Grassmannian, OG(n + 1, 2n + 2), has two con-
nected components. For any Σ ∈ OG(n + 1, 2n + 2), let t(Σ) ∈ {0, 1} to be the
codimension, mod 2, of Σ ∩ En+1 in En+1. If L ⊂ Q and L′ ⊂ Q are linear sub-
varieties of codimension n in Q, then the affine cones Λ(L) and Λ(L′) are elements
of OG(n + 1, 2n + 2). The K(Q) classes [OL] and [OL′ ] are equal if and only if
Λ(L) and Λ(L′) are in the same SO(2n + 2) orbit, which is the case if and only
if t(Λ(L)) = t(Λ(L′)). For any codimension n linear subvariety L ⊂ Q, we let
t([OL]) := t(Λ(L)). It is easy to check that t([OQ(n) ]) = 0 and t([OQ˜(n) ]) = 1.
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Hence for A and B in {[OQ(n) ], [OQ˜(n) ]}, we have
A · B = ((t(A) + t(B) + n+ 1) (mod 2))[OQ(2n) ],
where by (mod 2) we mean “remainder mod 2”: the coefficient is one if t(A) +
t(B) + n+ 1 is odd, and zero otherwise.
The following lemma describes t([OZP,T ]) whenever ZP,T has codimension n in
Q. The lemma is adapted from the definition of the function h(P, T ) in [BKT09,
§5.2].
Lemma 8.4. If ZP,T is a linear subvariety of codimension n in the quadric Q,
then t(ZP,T ) ≡ |S|+ |S′|+ n+ 1 (mod 2), where
S = {i ∈ [1, n+ 1] : tj ≤ i ≤ pj for some j}, and
S′ = {p ∈ P : p ≥ n+ 2 and 2n+ 3− p ∈ S}.
Proof. Let Λ(ZP,T ) ⊂ C2n+2 be the affine cone over ZP,T ⊂ P2n+1. Note that |S|
is the number of c ∈ [1, n+ 1] such that c is not a zero column in D(P, T ), and that
|S′| is the number of non-zero columns c ∈ [1, n+ 1] such that column N + 1− c of
D(P, T ) contains a lone star. It follows that |S|− |S′| is the number of c ∈ [1, n+1]
such that ec ∈ Λ(ZP,T ), and hence that n + 1 − (|S| − |S′|) is the codimension of
Λ(ZP,T ) ∩ En+1 in En+1. 
We give an example in which t([OZP,T ]) affects a product in K(Q) (which is in
fact a triple intersection number).
Example 8.5. Consider OG(2, 8), and let P = {1, 4} and T = {1, 2}. In this case
t([OZP,T ]) = 0. It follows that [OZP,T ] · [OQ(n) ] = (0+0+3+1 mod 2)[OQ(2n) ] = 0,
and that [OZP,T ] · [OQ˜(n) ] = (0 + 1 + 3 + 1 mod 2)[OQ(2n) ] = [OQ(2n) ].
Returning our attention to the even orthogonal Grassmannian X, the codi-
mension r special Schubert variety X(r) is defined by X(r) := {Σ ∈ X : P(Σ) ∩
Q(m−1+r) 6= ∅}, for 1 ≤ r ≤ 2n + 1 − m. As in the quadric case, there is an
additional special Schubert variety 3 of codimension k := n − m + 1, defined
by X˜(k) := {Σ ∈ X : P(Σ) ∩ Q˜(n) 6= ∅}. Thus X(r) = pi(ψ−1(Q(m−1+r))) for
1 ≤ r ≤ 2n+ 1−m and X˜(k) = pi(ψ−1(Q˜(n))).
Consider the triple intersection number corresponding to XP , X
T , and a codi-
mension r special Schubert variety. By Lemma 8.1, this equals χQ([OZP,T ] · A)
where A is the corresponding codimension (m − 1 + r) special Schubert class in
K(Q). We now translate this expression to the sheaf Euler characteristic of a
K(P2n+1) class. The final step of computing Euler characteristic is postponed to
the unified formula in 8.7.
Proposition 8.6. Let X := OG(m, 2n+2) and let A be a codimension (m−1+r)
Schubert class in K(Q). Define δ ∈ {0, 1} by
δ ≡
{
t(A) + |S|+ |S′| (mod 2) if r = k, q = 0, and l = n+ 1,
1 (mod 2) otherwise.
3 We note that our definition of the codimension k special Schubert varieties differs slightly
from the definiton in [BKT09, §3.2], wherein X(k) and X˜(k) are switched when n is odd.
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We then have
χQ([OZP,T ] · A) =

χP2n+1(h
m+r+l+q−1(2− h)q) if r < k
χP2n+1(h
m+r+l+q−1(2− h)q−1) if r ≥ k and q > 0
χP2n+1(δ · hm+r+l−1) if r ≥ k and q = 0.
Proof. The proof is exactly as in type B, except in the case r ≥ k and q = 0.
In this case, ZP,T is a linear subvariety of Q of codimension at least n. If r > k
or if ZP,T has codimension greater than n, then [OZP,T ] · A = 0 (in this case
hm+r+l−1 ∈ K(P2n+1) is also zero, since r > n − m + 1 or l > n + 1). We can
therefore assume [OZP,T ] and A are both in {[OQ(n) ], [OQ˜(n) ]}. By Lemma 8.4 it
follows that
χQ([OZP,T ] · A) = t([OZP,T ]) + t(A) + n+ 1 (mod 2)
= |S|+ |S′|+ t(A) (mod 2).
This number agrees with χP2n+1(δ · hm+r+l−1), since m+ r + l − 1 = 2n+ 1. 
8.4. A General Formula. Propositions 8.2, 8.3, and 8.6 are summarized con-
cisely in the following formulation of the triple intersection number, which holds
for isotropic Grassmannians of all types.
Corollary 8.7. Let X := IGω(m,N) be an isotropic Grassmannian, where N = 2n
in type C, N = 2n + 1 in type B, and N = 2n + 2 in type D. Let k = n − m
in types B and C and let k = n − m + 1 in type D. Given 1 ≤ r ≤ n + k,
suppose A ∈ K(IGω(1, N)) is a Schubert class of codimension (m− 1 + r), so that
pi∗ψ∗A ∈ K(X) is a special Schubert class of codimension r. Given T  P in
Ω(X), let l and q be the numbers of linear and quadratic equations defining ZP,T as
a complete intersection, and let S and S′ be the sets defined in Lemma 8.4. Define
the integers l′, q′, η, and δ as follows:
q′ =
{
q − 1 if X is orthogonal and q > 0,
q otherwise,
l′ =
{
l +m+ r if X is orthogonal, q > 0 and r ≥ k,
l +m+ r − 1 otherwise,
η =
{
t(A) + |S|+ |S′| if X is type D, q = 0, and r = k,
1 otherwise,
δ =
{
0 if η is even,
1 if η is odd.
We then have
χX([OXP ] · [OXT ] · pi∗ψ∗A) = χPN−1(δhl
′
(2h− h2)q′)
= δ ·
N−1−l′−q′∑
j=0
(
q′
j
)
(−1)j(2)q′−j ,
where we define
(
q′
j
)
to be zero for j > q′.
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9. Computing Pieri Coefficients
Let X be an isotropic Grassmannian of type B, C, or D. Given Schubert symbols
P and Q and a special Schubert class [OX(r) ], the K-theoretic structure constant
NQP,r(X) is the coefficient of [OXQ ] in the Pieri product [OXP ] · [OX(r) ]. In this
section we compute NQP,r(X) as an alternating sum of triple intersection numbers
χX([OXP ]·[OXT ]·[OX(r) ]), where T ranges over a certain subset of Schubert symbols
(if X is type D, the special Schubert class [OX˜(k) ] can be substituted in order to
calculate the additional Pieri coefficients N˜QP,r(X)).
Given Schubert symbols Q and P , the Mo¨bius function µ(Q,P ) is defined by
µ(Q,P ) =

1 if Q = P,
−
∑
QT≺P
µ(Q,T ) if Q ≺ P,
0 otherwise.
For each Q ∈ Ω(X), we define a class O∗Q ∈ K(X) by
O∗Q :=
∑
T∈Ω(X)
µ(Q,T )[OXT ].
Lemma 9.1. The class O∗Q is the K-theoretic dual to OQ in the sense that
χX([OXP ] · O∗Q) = δP,Q.
Proof. Given Schubert symbols T  P , the Richardson variety YP,T is rational
[Deo85] with rational singularities [Bri02]. By [GH94, p. 494] it follows that
χX([OXP ] · [OXT ]) =
{
1 if T  P,
0 otherwise.
If Q ≺ P , then we have
χX([OXP ] · O∗Q) =
∑
T∈Ω(X)
µ(Q,T )χX([OXP ] · [OXT ])
=
∑
TP
µ(Q,T )
=
∑
QT≺P
µ(Q,T ) + µ(Q,P ) = 0.
If Q 6 P , then for any T  Q we have T 6 P . Thus, [OXP ] · [OXT ] = 0 for every
Schubert class [OXT ] that has nonzero coefficient in O∗Q. Finally, if P = Q then
χX([OXQ ] · O∗Q) = χX([OXQ ] · [OXQ ]) = 1. 
Since µ(Q,T ) = 0 for Q 6 T and [OXP ] · [OXT ] = 0 for T 6 P , we have the
following corollary.
Corollary 9.2.
NQP,r(X) =
∑
QTP
µ(Q,T )χX([OXP ] · [OXT ] · [OX(r) ]).
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It is known that µ(Q,T ) ∈ {0, (−1)|Q|−|T |} for any Schubert symbols Q and
T [BB05, Cor 2.7.10]. In [Rav13, §A] a conjectured criterion is stated for when
µ(Q,T ) vanishes. We hope Corollary 9.2 will lead to a Pieri formula for NQP,r(X)
with manifestly alternating signs, in the sense that (−1)|Q|−|P |−rNQP,r(X) = 1 (see
[Bri02] for a proof of this fact).
9.1. A Global Rule. We briefly describe how to determine K-theoretic dual
classes, and hence Pieri coefficients, without a “local” rule, but rather using the
global data of the entire Bruhat order. This method requires us to invert an L×L
matrix, where L is the number of Schubert symbols in Ω(X), and allows for rela-
tively efficient computation of NQP,r(X).
Let {P1, . . . , PL} be the set of Schubert symbols for X. Let Oi := [OXPi ] and
Oi := [OXPi ]. The sets {O1, . . . ,OL} and {O1, . . . ,OL} are both additive bases
for K(X).
We will use the following four L× L matrices:
(1) Let M := (mij) be the intersection matrix for X, where
mij =
{
1 if Pj  Pi,
0 otherwise.
(2) Let C(r) := (cij) be the Pieri coefficient matrix for X, where
Oi · O(r) = cijOj .
(3) Let T(r) := (tij) be the triple intersection matrix for X, where
tij = χX(Oi · Oj · O(r)).
(4) Let D := M−1 be the matrix of duals on X.
Let dj denote the jth column vector of D, and let Odj :=
∑L
k=1 dkjOk.
Observation 9.3. The element Odj is dual to Oj in the sense that
χX(Oi · Odj ) = δi,j .
Proof. χX(Oi · Odj ) = mi · dj , where mi is the ith row of M. 
Observation 9.4. The matrix D transforms triple intersection numbers into Pieri
coefficients, via the relation
T(r) ·D = C(r).
Proof.
L∑
k=1
tikdkj =
L∑
k=1
χX(dkjOi · Ok · O(r)) = χX(Oi · Odj · O(r)) = cij .

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