We consider two problems that arise in machine learning applications: the problem of recovering a planted sparse vector in a random linear subspace and the problem of decomposing a random low-rank overcomplete 3-tensor. For both problems, the best known guarantees are based on the sum-of-squares method. We develop new algorithms inspired by analyses of the sum-of-squares method. Our algorithms achieve the same or similar guarantees as sum-of-squares for these problems but the running time is significantly faster.
INTRODUCTION
The sum-of-squares (SoS) method (also known as the Lasserre hierarchy) [39, 35, 33, 27 ] is a powerful, semidefiniteprogramming based meta-algorithm that applies to a widerange of optimization problems. The method has been studied extensively for moderate-size polynomial optimization problems that arise for example in control theory and in the context of approximation algorithms for combinatorial optimization problems, especially constraint satisfaction and graph partitioning (see e.g. the survey [11] ). For the latter, the SoS method captures and generalizes the best known approximation algorithms based on linear programming (LP), semidefinite programming (SDP), or spectral methods, and in many cases the SoS method is the most promising approach to obtain algorithms with better guarantees-especially in the context of Khot's Unique Games Conjecture [6] .
A sequence of recent works applies the sum-of-squares method to basic problems that arise in unsupervised machine learning: in particular, recovering sparse vectors in linear subspaces and decomposing tensors in a robust way [7, 8, 25, 9, 19] . For a wide range of parameters of these problems, SoS achieves significantly stronger guarantees than other methods, in polynomial or quasi-polynomial time.
Like other LP and SDP hierarchies, the sum-of-squares method comes with a degree parameter d ∈ N that allows for trading off running time and solution quality. This trade-off is appealing because for applications the additional utility of better solutions could vastly outweigh additional computational costs. Unfortunately, the computational cost grows rather steeply in terms of the parameter d: the running time is n O(d) where n is the number of variables (usually comparable to the instance size). Further, even when the SDP has size polynomial in the input (when d = O(1)), solving the underlying semidefinite programs is prohibitively slow for large instances.
In this work, we introduce spectral algorithms for planted sparse vector, tensor decomposition, and tensor principal components analysis (PCA) that exploit the same high-degree information as the corresponding sum-of-squares algorithms without relying on semidefinite programming, and achieve the same (or close to the same) guarantees. The resulting Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. Copyright is held by the owner/author(s). Publication rights licensed to ACM. algorithms are quite simple (a couple of lines of matlab code) and have considerably faster running times-quasi-linear or close to linear in the input size.
A surprising implication of our work is that for some problems, spectral algorithms can exploit information from larger values of the parameter d without spending time n O(d) . For example, our algorithm for the planted sparse vector problem runs in nearly-linear time in the input size, even though it uses properties that the sum-of-squares method can only use for degree parameter d 4. (In particular, the guarantees that the algorithm achieves are strictly stronger than the guarantees that SoS achieves for values of d < 4.)
The initial successes of SoS in the machine learning setting gave hope that techniques developed in the theory of approximation algorithms, specifically the techniques of hierarchies of convex relaxations and rounding convex relaxations, could broadly impact the practice of machine learning. This hope was dampened by the fact that in general, algorithms that rely on solving large semidefinite programs are too slow to be practical for the large-scale problems that arise in machine learning. Our work brings this hope back into focus by demonstrating for the first time that with some care SoS algorithms can be made practical for large-scale problems.
In the following subsections we describe each of the problems that we consider, the prior best-known guarantee via the SoS hierarchy, and our results.
Planted Sparse Vector in Random Linear Subspace
The problem of finding a sparse vector planted in a random linear subspace was introduced by Spielman, Wang, and Wright as a way of learning sparse dictionaries [40] . Subsequent works have found further applications and begun studying the problem in its own right [16, 7, 36] . In this problem, we are given a basis for a d-dimensional linear subspace of R n that is random except for one planted sparse direction, and the goal is to recover this sparse direction. The computational challenge is to solve this problem even when the planted vector is only mildly sparse (a constant fraction of non-zero coordinates) and the subspace dimension is large compared to the ambient dimension (d n Ω (1) ).
Several kinds of algorithms have been proposed for this problem based on linear programming (LP), basic semidefinite programming (SDP), sum-of-squares, and non-convex gradient descent (alternating directions method).
An inherent limitation of simpler convex methods (LP and basic SDP) [40, 14] is that they require the relative sparsity of the planted vector to be polynomial in the subspace dimension (less than n/ √ d non-zero coordinates). Sum-of-squares and non-convex methods do not share this limitation. They can recover planted vectors with constant relative sparsity even if the subspace has polynomial dimension (up to dimension O(n 1/2 ) for sum-of-squares [7] and up to O(n 1/4 ) for non-convex methods [36] ).
We state the problem formally:
Planted sparse vector problem with ambient dimension n ∈ N, subspace dimension d n, sparsity ε > 0, and accuracy η > 0. Given an arbitrary orthogonal basis of a subspace spanned by vectors v0, v1, . . . , v d−1 ∈ R n , where v0 is a vector with at most εn non-zero entries and v1, . . . , v d−1 are vectors sampled independently at random from the standard Gaussian distri-bution on R n , output a unit vector v ∈ R n that has correlation v, v0 2 1 − η with the sparse vector v0.
Our results. Our algorithm runs in nearly linear time in the input size, and matches the best-known guarantees up to a polylogarithmic factor in the subspace dimension [7] . Theorem 1.2. Planted sparse vector in nearlylinear time. There exists an algorithm that, for every sparsity ε > 0, ambient dimension n, and subspace dimension d with d √ n/(log n) O(1) , solves the planted sparse vector problem with high probability for some accuracy η O(ε 1/4 ) + on→∞ (1) . The running time of the algorithm isÕ(nd).
We give a technical overview of the proof in Section 2, and a full proof in Section 3.
Previous work also showed how to recover the planted sparse vector exactly. The task of going from an approximate solution to an exact one is a special case of standard compressed sensing (see e.g. [7] ).
Overcomplete Tensor Decomposition
Tensors naturally represent multilinear relationships in data. Algorithms for tensor decompositions have long been studied as a tool for data analysis across a wide-range of disciplines (see the early work of Harshman [22] and the survey [26] ). While the problem is NP-hard in the worst-case [23, 24] , algorithms for special cases of tensor decomposition have recently led to new provable algorithmic results for several unsupervised learning problems [3, 12, 20, 2] including independent component analysis, learning mixtures of Gaussians [18] , Latent Dirichlet topic modeling [1] and dictionary learning [8] . Some earlier algorithms can also be reinterpreted in terms of tensor decomposition [13, 32, 34] .
A key algorithmic challenge for tensor decompositions is overcompleteness, when the number of components is larger than their dimension (i.e., the components are linearly dependent). Most algorithms that work in this regime require tensors of order 4 or higher [28, 12] . For example, the FOOBI algorithm of [28] can recover up to Ω(d 2 ) components given an order-4 tensor in dimension d under mild algebraic independence assumptions for the components-satisfied with high probability by random components. For overcomplete 3-tensors, which arise in many applications of tensor decompositions, such a result remains elusive.
Researchers have therefore turned to investigate averagecase versions of the problem, when the components of the overcomplete 3-tensor are random: Given a 3-tensor T ∈ R d 3 of the form
where a1, . . . , an are random unit or Gaussian vectors, the goal is to approximately recover the components a1, . . . , an.
Algorithms based on tensor power iteration-a gradientdescent approach for tensor decomposition-solve this problem in polynomial time when n C · d for any constant C 1 (the running time is exponential in C) [5] . Tensor power iteration also admits local convergence analyses for up to n Ω (d 1.5 ) components [5, 4] . Unfortunately, these analyses do not give polynomial-time algorithms because it is not known how to efficiently obtain the kind of initializations assumed by the analyses. [7] SoS, general SDP poly Ω( √ n) Ω(1) Qu, Sun, Wright [36] alternating minimizationÕ(n 2 d 5 )
Recently, Ge and Ma [19] were able to show that a tensordecomposition algorithm [8] based on sum-of-squares solves the above problem for n Ω (d 1.5 ) in quasi-polynomial time n O(log n) . The key ingredient of their elegant analysis is a subtle spectral concentration bound for a particular degree-4 matrix-valued polynomial associated with the decomposition problem of random overcomplete 3-tensors.
Random tensor decomposition with dimension d, rank n, and accuracy η. Let a1, . . . , an ∈ R d be independently sampled vectors from the Gaussian distribution N (0, 1
Single component: Given T sampled as above, find a unit vector b that has correlation maxi ai, b 1 − η with one of the vectors ai.
All components: Given T sampled as above, find a set of unit vectors {b1, . . . , bn} such that ai, bi 1 − η for every i ∈ [n].
Our results. We give the first polynomial-time algorithm for decomposing random overcomplete 3-tensors with up to ω(d) components. Our algorithms works as long as the number of components satisfies n Ω (d We give a technical overview of the proof in Section 2, and a full proof in Section 4. We remark that the above algorithm only requires access to the input tensor with some fixed inverse polynomial accuracy because each of its four steps amplifies errors by at most a polynomial factor (see Algorithm 4.9) . In this sense, the algorithm is robust.
Tensor Principal Component Analysis
The problem of tensor principal component analysis is similar to the tensor decomposition problem. However, here the focus is not on the number of components in the tensor, but about recovery in the presence of a large amount of random noise. We are given as input a tensor τ · v ⊗3 + A, where v ∈ R n is a unit vector and the entries of A are chosen iid from N (0, 1). This spiked tensor model was introduced by Montanari and Richard [38] , who also obtained the first algorithms to solve the model with provable statistical guarantees. The spiked tensor model was subsequently addressed by a subset of the present authors [25] , who applied the SoS approach to improve the signal-to-noise ratio required for recovery from odd-order tensors.
We state the problem formally: Problem 1.5. Tensor principal components analysis with signal-to-noise ratio τ and accuracy η.
A is a tensor with independent standard gaussian entries and v ∈ R d is a unit vector. Given T, recover a unit vector
Our results. For this problem, our improvements over the previous results are more modest-we achieve signal-tonoise guarantees matching [25] , but with an algorithm that runs in linear time rather than near-linear time (time O(d 3 ) rather than O(d 3 polylog d), for an input of size d 3 ).
Theorem 1.6. Tensor principal component analysis in linear time. There is an algorithm which solves the tensor principal component analysis problem with accuracy η > 0 whenever the signal-to-noise ratio satisfies τ O(n 3/4 · η −1 · log 1/2 n). Furthermore, the algorithm runs in time O(d 3 ).
Though for tensor PCA our improvement over previous work is modest, we include the results here as this problem is a pedagogically poignant illustration of our techniques. We give a technical overview of the proof in Section 2, and a full proof in the full version.
Related Work
Foremost, this work builds upon the SoS algorithms of [7, 8, 19, 25] . In each of these previous works, a machine learning decision problem is solved using an SDP relaxation for SoS. In these works, the SDP value is large in the yes case and small in the no case, and the SDP value can be bounded using the spectrum of a specific matrix. This was implicit in [7, 8] , and in [25] it was used to obtain a fast algorithm as well. In our work, we design spectral algorithms which use smaller matrices, inspired by the SoS certificates in previous works, to solve these machine-learning problems much faster, with almost matching guarantees.
A key idea in our work is that given a large matrix with information encoded in its spectral gap, one can often efficiently "compress" the matrix to a much smaller one without [19] SoS, general SDP n O(log n)Ω (d 3/2 )
The analysis shows that for every constant C 1, the running time is polynomial for n C · d components, assuming that the components also satisfy other random-like properties besides incoherence. b Here, ω 2.3729 is the constant so that d × d matrices can be multiplied in O(d ω ) arithmetic operations. losing that information. This is particularly true for problems with planted solutions. Thus, we are able to improve running time by replacing an n O(d) -sized SDP with an eigenvector computation for an n k × n k matrix, for some k < d.
The idea of speeding up LP and SDP hierarchies for specific problems has been investigated in a series of previous works [15, 10, 21] , which shows that with respect to local analyses of the sum-of-squares algorithm it is sometimes possible to improve the running time from n O(d) to 2 O(d) · n O(1) . However, the scopes and strategies of these works are completely different from ours. First, the notion of local analysis from these works does not apply to the problems considered here. Second, these works employ the ellipsoid method with a separation oracle inspired by rounding algorithms, whereas we reduce the problem to ordinary eigenvector computation.
It would also be interesting to see if our methods can be used to speed up some of the other recent successful applications of SoS to machine-learning type problems, such as [9] , or the application of [7] to tensor decomposition with components that are well-separated (rather than random). Finally, we would be remiss not to mention that SoS lower bounds exist for several of these problems, specifically for tensor principal components analysis, tensor prediction, and sparse PCA [25, 9, 30] . The lower bounds in the SoS framework are a good indication that we cannot expect spectral algorithms achieving better guarantees.
TECHNIQUES
Sum-of-squares method (for polynomial optimization over the sphere). The problems we consider are connected to optimization problems of the following form: Given a homogeneous n-variate real polynomial f of constant degree, find a unit vector x ∈ R n so as to maximize f (x). The sum-of-squares method allows us to efficiently compute upper bounds on the maximum value of such a polynomial f over the unit sphere.
For the case that k = deg(f ) is even, the most basic upper bound of this kind is the largest eigenvalue of a matrix representation of f . A matrix representation of a polynomial f is a symmetric matrix M with rows and columns indexed by monomials of degree k/2 so that f (x) can be written as
The sum-of-squares methods improves on this basic spectral bound systematically by associating a large family of polynomials (potentially of degree higher than deg(f )) with the input polynomial f and computing the best possible spectral bound within this family of polynomials. Concretely, the sum-of-squares method with degree parameter d applied to a polynomial f with deg(f ) d considers the affine subspace of polynomials {f
and minimizes λmax(M ) among all matrix representations 1 M of polynomials in this space. 2 The problem of searching through this affine linear space of polynomials and their matrix representations and finding the one of smallest maximum eigenvalue can be solved using semidefinite programming.
Our approach for faster algorithms based on SoS algorithms is to construct specific matrices (polynomials) in this affine linear space, then compute their top eigenvectors. By designing our matrices carefully, we ensure that our algorithms have access to the same higher degree information that the sum-of-squares algorithm can access, and this information affords an advantage over the basic spectral methods for these problems. At the same time, our algorithms avoid searching for the best polynomial and matrix representation, which gives us faster running times since we avoid semidefinite programming. This approach is well suited to 1 Earlier we defined matrix representations only for homogeneous polynomials of even degree. In general, a matrix representation of a polynomial g is a symmetric matrix M with rows and columns indexed by monomials of degree at most
is the vector of all monomials of degree at most . Note that x ⊗ = 1 for all x with x = 1. 2 The name of the method stems from the fact that this last step is equivalent to finding the minimum number λ such that the space contains a polynomial of the form λ−(g 2 1 +· · ·+g 2 t ), where g1, . . . , gt are polynomials of degree at most d/2.
average-case problems where the choice of input is not adversarial; in particular it is applicable to machine learning problems where noise and inputs are assumed to be random.
Compressing matrices with partial traces. A serious limitation of the above approach is that the representation of a degree-d, n-variate polynomial requires size roughly n d . Hence, even avoiding the use of semidefinite programming, improving upon running time O(n d ) requires additional ideas.
In each of the problems that we consider, we have a large matrix (suggested by a SoS algorithm) with a "signal" planted in some amount of "noise". We show that in some situations, this large matrix can be compressed significantly without loss in the signal by applying partial trace operations. In these situations, the partial trace yields a smaller matrix with the same signal-to-noise ratio as the large matrix suggested by the SoS algorithm, even in situations when lower degree sumof-squares approaches are known to fail (as for the planted sparse vector and tensor PCA problems). 3 The partial trace Tr
To see how the partial trace can be used to compress large matrices to smaller ones with little loss, consider the following problem:
(This is a simplified version of the planted problems that we
It is straightforward to see that the matrix A ⊗ B has spectral norm A⊗B = A · B , and so when τ A B , the matrix M has a noticeable spectral gap, and the top eigenvector of M will be close to v ⊗ v. If | Tr A| ≈ A , the matrix Tr R d M = τ · vv + Tr(A) · B has a matching spectral gap, and we can still recover v, but now we only need to compute the top eigenvector of a d × d (as opposed to d 2 × d 2 ) matrix. 4 If A is a Wigner matrix (e.g. a symmetric matrix with iid ±1 entries), then both Tr(A), A ≈ √ n, and the above condition is indeed met. In our average case/machine learning settings the "noise" component is not as simple as A ⊗ B with A a Wigner matrix. Nonetheless, we are able to ensure that the noise displays a similar behavior under partial trace operations. In some cases, this requires additional algorithmic steps, such as random projection in the case of tensor decomposition, or centering the matrix eigenvalue distribution in the case of the planted sparse vector.
It is an interesting question if there are general theorems describing the behavior of spectral norms under partial trace operations. In the current work, we compute the partial traces explicitly and estimate their norms directly. Indeed, our analyses boil down to concentrations bounds for special matrix polynomials. A general theory for the concentration of matrix polynomials is a notorious open problem (see [31] ).
Partial trace operations have previously been applied for rounding SoS relaxations. Specifically, the operation of reweighing and conditioning, used in rounding algorithms for sum-of-squares such as [10, 37, 7, 8, 29] , corresponds to applying a partial trace operation to the moments matrix returned by the sum-of-squares relaxation.
We now give a technical overview of our algorithmic approach for each problem, and some broad strokes of the analysis for each case. Our most substantial improvements in runtime are for the planted sparse vector and overcomplete tensor decomposition problems (Section 2.1 and Section 2.2 respectively). Our algorithm for tensor PCA is the simplest application of our techniques, and it may be instructive to skip ahead and read about tensor PCA first (Section 2.3).
Planted Sparse Vector in Random Linear Subspace
Recall that in this problem we are given a linear subspace U (represented by some basis) that is spanned by a k-sparse unit vector v0 ∈ R d and random unit vectors v1, . .
The goal is to recover the vector v0 approximately.
Background and SoS analysis. Let A ∈ R n×d be a matrix whose columns form an orthonormal basis for U . Our starting point is the polynomial f (x) = Ax 4 4 = n i=1 (Ax) 4 i . Previous work showed that for d √ n the maximizer of this polynomial over the sphere corresponds to a vector close to v0 and that degree-4 sum-of-squares is able to capture this fact [6, 7] . Indeed, typical random vectors v in R n satisfy v 4 4 ≈ 1/n whereas our planted vector satisfies v0 4 4 1/k 1/n, and this degree-4 information is leveraged by the SoS algorithms.
The polynomial f has a convenient matrix representation M = n i=1 (aia i ) ⊗2 , where a1, . . . , an are the rows of the generator matrix A. It turns out that the eigenvalues of this matrix indeed give information about the planted sparse vector v0. In particular, the vector x0 ∈ R d with Ax0 = v0 witnesses that M has an eigenvalue of at least 1/k because M 's quadratic form with the vector x ⊗2
1/k. If we let M be the corresponding matrix for the subspace U without the planted sparse vector, M turns out to have only eigenvalues of at most O(1/n) up to a single spurious eigenvalue with eigenvector far from any vector of the form x ⊗ x [6] .
It follows that in order to distinguish between a random subspace with a planted sparse vector (yes case) and a completely random subspace (no case), it is enough to compute the second-largest eigenvalue of a d 2 -by-d 2 matrix (representing the 4-norm polynomial over the subspace as above). This decision version of the problem, while strictly speaking easier than the search version above, is at the heart of the matter: one can show that the large eigenvalue for the yes case corresponds to an eigenvector which encodes the coefficients of the sparse planted vector in the basis.
Improvements. The best running time we can hope for with this basic approach is O(d 4 ) (the size of the matrix). Since we are interested in d O( √ n), the resulting running time O(nd 2 ) would be subquadratic but still super-linear in the input size n · d (for representing a d-dimensional subspace of R n ). To speed things up, we use the partial trace approach outlined above. We will first apply the approach naively (obtaining a reasonable bound), and then show that a small modification to the matrix before the partial trace allows us to achieve even smaller signal-to-noise ratios.
In the planted case, we may approximate M ≈ 1 k (x0x 0 ) ⊗2 + Z, where x0 is the vector of coefficients of v0 in the basis representation given by A (so that Ax0 = v0), and Z is the noise matrix. Since x0 = 1, the partial trace operation preserves the projector (x0x 0 ) ⊗2 in the sense that Tr R d (x0x 0 ) ⊗2 = x0x 0 . Hence, with our heuristic approximation for M above, we could show that the top eigenvector of Tr R d M is close to x0 by showing that the spectral norm bound Tr R d Z o(1/k). The partial trace of our matrix M = n i=1 (aia i ) ⊗ (aia i ) is easy to compute directly,
In the yes case (random subspace with planted sparse vector), a direct computation shows that λyes x0, N x0 ≈ d n · 1 + n d v0 4 4 d n 1 + n dk . Hence, a natural approach to distinguish between the yes case and no case (completely random subspace) is to upper bound the spectral norm of N in the no case.
In order to simplify the bound on the spectral norm of N in the no case, suppose that the columns of A are iid samples from the Gaussian distribution N (0, 1 d Id) (rather than an orthogonal basis for the random subspace)-Lemma 3.6 establishes that this simplification is legitimate. In this simplified setup, the matrix N in the no case is the sum of n iid matrices { ai 2 · aia i }, and we can upper bound its spectral norm λno by d/n · (1 + O( d/n)) using standard matrix concentration bounds. Hence, using the spectral norm of N , we will be able to distinguish between the yes case and the no case as long as d/n n/(dk) =⇒ λno λyes .
For linear sparsity k = ε · n, this inequality is true so long as d (n/ε 2 ) 1/3 , which is somewhat worse than the bound √ n bound on the dimension that we are aiming for. Recall that Tr B = i λi(B) for a symmetric matrix B. As discussed above, the partial trace approach works best when the noise behaves as the tensor of two Wigner matrices, in that there are cancellations when summing the eigenvalues of the noise. In our case, the noise terms (aia i ) ⊗ (aia i ) do not have this property, as in fact Tr aia i = ai 2 ≈ d/n. Thus, in order to improve the dimension bound, we will center the eigenvalue distribution of the noise part of the matrix. This will cause it to behave more like a Wigner matrix, in that the spectral norm of the noise will not increase after a partial trace. Consider the partial trace of a matrix of the form
for some constant α > 0. The partial trace of this matrix is
We choose the constant α ≈ d/n such that our matrix N has expectation 0 in the no case, when the subspace is completely random. In the yes case, the Rayleigh quotient of N at x0 simply shifts as compared to N , and we have λyes x0, N x0 ≈ v0 4 4 1/k (see Lemma 3.5 and sublemmas). On the other hand, in the no case, this centering operation causes significant cancellations in the eigenvalues of the partial trace matrix (instead of just shifting the eigenvalues). In the no case, N has spectral norm λno O(d/n 3/2 ) for d √ n (using standard matrix concentration bounds; again see Lemma 3.5 and sublemmas). Therefore, the spectral norm of the matrix N allows us to distinguish between the yes and no case as long as d/n 3/2 1/k, which is satisfied as long as k n and d √ n. We give the full formal argument in Section 3.
Overcomplete Tensor Decomposition
Recall that in this problem we are given a 3-tensor T of
where a1, . . . , an ∈ R d are independent random vectors from N (0, 1 d Id). The goal is to find a unit vector a ∈ R d that is highly correlated with one 5 of the vectors a1, . . . , an.
Background. The starting point of our algorithm is the polynomial f (x) = n i=1 ai, x 3 . It turns out that for n d 1.5 the (approximate) maximizers of this polynomial are close to the components a1, . . . , an, in the sense that f (x) ≈ 1 if and only if max i∈[n] ai, x 2 ≈ 1. Indeed, Ge and Ma [19] show that the sum-of-squares method already captures this fact at degree 12, which implies a quasipolynomial time algorithm for this tensor decomposition problem via a general rounding result of Barak, Kelner, and Steurer [8] .
The simplest approach to this problem is to consider the tensor representation of the polynomial T = i∈[n] a ⊗3 i , and flatten it, hoping the singular vectors of the flattening are correlated with the ai. However, this approach is doomed to failure for two reasons: firstly, the simple flattenings of T are d 2 × d matrices, and since n d the a ⊗2 i collide in the column space, so that it is impossible to determine Span{a ⊗2 i }. Secondly, even for n d, because the ai are random vectors, their norms concentrate very closely about 1. This makes it difficult to distinguish any one particular ai even when the span is computable.
Improvements. We will try to circumvent both of these issues by going to higher dimensions. Suppose, for example, that we had access to i∈[n] a ⊗4 i . 6 The eigenvectors of the flattenings of this matrix are all within Span i∈[n] {a ⊗2 i }, addressing our first issue, leaving us only with the trouble of extracting individual a ⊗2 i from their span. If furthermore we had access to i∈[n] a ⊗6 i , we could perform a partial random projection (Φ ⊗ Id ⊗ Id) i∈[n] a ⊗6 i where Φ ∈ R d×d is a matrix with independent Gaussian entires, and then taking a partial trace, we end up with
With reasonable probability (for exposition's sake, say with probability 1/n 10 ), Φ is closer to some a ⊗2 i than to all of the 5 We can then approximately recover all the components a1, . . . , an by running independent trials of our randomized algorithm repeatedly on the same input. 6 As the problem is defined, we assume that we do not have access to this input, and in many machine learning applications this is a valid assumption, as gathering the data necessary to generate the 4th order input tensor requires a prohibitively large number of samples. others so that Φ, a ⊗2 i 100 Φ, a ⊗2 j for all j ∈ [n], and then a ⊗2 i is distinguishable from the other vectors in the span of our matrix, taking care of the second issue . As we show, a much smaller gap is sufficient to distinguish the top ai from the other aj, and so the higher-probability event that Φ is only slightly closer to ai suffices (allowing us to recover all vectors at an additional runtime cost of a factor ofÕ(n)). This discussion ignores the presence of a single spurious large eigenvector, which we address in the technical sections.
Of course, we do not have access to the higher-order tensor i∈[n] a ⊗6 i . Instead, we can obtain a noisy version of this tensor. Our approach considers the following matrix representation of the polynomial f 2 ,
Alternatively, we can view this matrix as a particular flattening of the Kronecker-squared tensor T ⊗2 . It is instructive to decompose M = M diag + Mcross into its diagonal terms M diag = i (aia i ) ⊗3 and its cross terms Mcross = i =j aia j ⊗ (aia i ) ⊗ (aja j ). The algorithm described above is already successful for M diag ; we need only control the eigenvalues of the partial trace of the "noise" component, Mcross. The main technical work will be to show that Tr R d M diag is small. In fact, we will have to choose Φ from a somewhat different distribution-observing that Tr R d (Φ ⊗ Id ⊗ Id) = i,j ai, Φaj · (ai ⊗ aj)(ai ⊗ aj) , we will sample Φ so that ai, Φai ai, Φaj . We give a more detailed overview of this algorithm in the full version, explaining in more detail our choice of Φ and justifying heuristically the boundedness of the spectral norm of the noise.
Connection to SoS analysis. To explain how the above algorithm is a speedup of SoS, we give an overview of the SoS algorithm of [19, 8] . There, the degree-t SoS SDP program is used to obtain an order-t tensor χt (or a pseudodistribution). Informally speaking, we can understand χt as a proxy for i∈[n] a ⊗t i , so that χt = i∈[n] a ⊗t i + N , where N is a noise tensor. While the precise form of N is unclear, we know that N must obey a set of constraints imposed by the SoS hierarchy at degree t. For a formal discussion of pseudodistributions, see [8] .
To extract a single component ai from the tensor i∈[n] a ⊗t i , there are many algorithms which would work (for example, the algorithm we described for M diag above). However, any algorithm extracting an ai from χt must be robust to the noise tensor N . For this it turns out the following algorithm will do: suppose we have the tensor i∈[n] a ⊗t i , taking t = O(log n). Sample g1, . . . , g log(n)−2 random unit vectors, and compute the matrix M = i ( 1 j log(n)−2 gj, ai ) · aia i . If we are lucky enough, there is some ai so that every gj is a bit closer to ai than any other a i , and M = aia i + E for some E 1. The proof that E is small can be made so simple that it applies also to the SDP-produced proxy tensor χ log n , and so this algorithm is robust to the noise N . This last step is very general and can handle tensors whose components ai are less restricted than the random vectors we consider, and also more overcomplete, handling tensors of rank up to n =Ω(d 1.5 ). 7 7 It is an interesting open question whether taking t = O(log n) is really necessary, or whether this heavy computational requirement is simply an artifact of the SoS proof.
Our subquadratic-time algorithm can be viewed as a lowdegree, spectral analogue of the [8] SoS algorithm. However, rather than relying on an SDP to produce an object close to i∈[n] a ⊗t i , we manufacture one ourselves by taking the Kronecker square of our input tensor. We explicitly know the form of the deviation of T ⊗2 from i∈[n] a ⊗6 i , unlike in [8] , where the deviation of the SDP certificate χt from i∈[n] a ⊗t i is poorly understood. We are thus able to control this deviation (or "noise") in a less computationally intensive way, by cleverly designing a partial trace operation which decreases the spectral norm of the deviation. Since the tensor handled by the algorithm is much smaller-order 6 rather than order log n-this provides the desired speedup.
Tensor Principal Component Analysis
Recall that in this problem we are given a tensor T = τ · v ⊗3 + A, where v ∈ R d is a unit vector, A has iid entries from N (0, 1), and τ > 0 is the signal-to-noise ratio. The aim is to recover v approximately.
Background and SoS analysis. A previous application of SoS techniques to this problem discussed several SoS or spectral algorithms, including one that runs in quasi-linear time [25] . Here we apply the partial trace method to a subquadratic spectral SoS algorithm discussed in [25] to achieve nearly the same signal-to-noise guarantee in only linear time.
Our starting point is the polynomial
The maximizer of T(x) over the sphere is close to the vector v so long as τ √ n [38] . In [25] , it was shown that degree-4 SoS maximizing this polynomial can recover v with a signal-to-noise ratio of at leastΩ(n 3/4 ), since there exists a suitable SoS bound on the noise term x ⊗3 , A .
Specifically, let Ai be the ith slice of A, so that x, Aix is the quadratic form j,k A ijk xjx k . Then there is a SoS proof that T(x) is bounded by
The polynomial f has a convenient matrix representation: f (x) = x ⊗2 , ( i Ai ⊗ Ai)x ⊗2 : since this matrix is a sum of iid random matrices Ai ⊗ Ai, a matrix Chernoff bound shows that this matrix spectrally concentrates to its expectation. So with high probability one can show that the eigenvalues of i Ai ⊗ Ai are at most ≈ d 3/2 log(d) 1/2 (except for a single spurious eigenvector), and it follows that degree-4 SoS solves tensor PCA so long as τ d 3/4 log(d) 1/4 . This leads the authors to consider a slight modification of f (x), given by g(x) = i x, Tix 2 , where Ti is the ith slice of T. Like T, the function g also contains information about v, and the SoS bound on the noise term in T carries over as an analogous bound on the noise in g. In particular, expanding Ti ⊗ Ti and ignoring some negligible cross-terms yields
Using v ⊗ v as a test vector, the quadratic form of the latter matrix can be made at least τ 2 − O(d 3/2 log(d) 1/2 ). Together with the boundedness of the eigenvalues of i Ai ⊗ Ai this shows that when τ d 3/4 log(d) 1/4 there is a spectral algorithm to recover v. Since the matrix i Ti ⊗ Ti is d 2 × d 2 , computing the top eigenvector requiresÕ(d 4 log n) time, and by comparison to the input size d 3 the algorithm runs in subquadratic time.
Improvements. In this work we speed this up to a linear time algorithm via the partial trace approach. As we have seen, the heart of the matter is to show that taking the partial trace of τ 2 · (v ⊗ v)(v ⊗ v) + i Ai ⊗ Ai does not increase the spectral noise. That is, we require that
The Ai have iid Guassian entries, and so as in the case of Wigner matrices, it is roughly true that | Tr(Ai)| ≈ Ai . Thus the situation is very similar to our toy example of the application of partial traces in Section 2.
Heuristically, because i∈[n] Ai ⊗Ai and i∈[n] Tr(Ai)·Ai are random matrices, we expect that their eigenvalues are all of roughly the same magnitude. This means that their spectral norm should be close to their Frobenius norm divided by the square root of the dimension, since for a matrix M with eigenvalues λ1, . . . , λn, M F = i∈[n] λ 2 i . By estimating the sum of the squared entries, we expect that the Frobenious norm of i Tr(Ai) · Ai is less than that of i Ai ⊗ Ai by a factor of √ d after the partial trace, while the dimension decreases by a factor of d, and so assuming that the eigenvalues are all of the same order, a typical eigenvalue should remain unchanged. We formalize these heuristic calculations using standard matrix concentration arguments in the full version.
PLANTED SPARSE VECTOR IN RAN-DOM LINEAR SUBSPACE
In this section we give a nearly-linear-time algorithm to recover a sparse vector planted in a random subspace. • Compute leverage scores a1 2 , . . . , an 2 , where ai is the ith row of the n × d matrix S := w0 · · · w d−1 .
• Compute the top eigenvector u of the matrix
• Output Su. The following establishes our algorithm's correctness.
Theorem 3.4. Let v0 ∈ R n be a unit vector with v0 4 4 1/εn. Let v1, . . . , v d−1 ∈ R n be iid from N (0, 1 n Idn). Let w0, . . . , w d−1 be an orthogonal basis for Span{v0, . . . , v d−1 }. Let ai be the i-th row of the n × d matrix S := w0 · · · w d−1 .
When d n 1/2 / polylog(n), for any sparsity ε > 0, w.ov.p. the top eigenvector u of n i=1 ( ai 2 − d n )·aia i has Su, v0
We have little control over the basis vectors the algorithm is given. However, there is a particularly nice (albeit nonorthogonal) basis for the subspace which exposes the underlying randomness. Suppose that we are given the basis vectors v0, . . . , v d , where v0 is the sparse vector normalized so that v0 = 1, and v1, . . . , v d−1 are iid samples from N (0, 1 n Idn). The following lemma shows that if the algorithm had been handed this good representation of the basis rather than an arbitrary orthogonal one, its output would be the correlated to the vector of coefficients giving of the planted sparse vector (in this case the standard basis vector e1).
Lemma 3.5. Let v0 ∈ R n be a unit vector.
Let v1, . . . , v d−1 ∈ R n be iid from N (0, 1 n Id). Let ai be the ith row of the n × d matrix S := v0 · · · v d−1 . Then there is a universal constant ε * > 0 so that for any ε ε * , so long as d n 1/2 / polylog(n), w.ov.p.
where e1 is the first standard basis vector and M O( v0 3 4 · n −1/4 + v0 2 4 · n −1/2 + v0 4 · n −3/4 + n −1 ).
The second ingredient we need is that the algorithm is robust to exchanging this good basis for an arbitrary orthogonal basis.
Lemma 3.6. Let v0 ∈ R n have v0 4 4 1 εn . Let v1, . . . , v d−1 ∈ R n be iid from N (0, 1 n Idn). Let w0, . . . , w d−1 be an orthogonal basis for Span{v0, . . . , v d−1 }. Let ai be the ith row of the n × d matrix S := v0 · · · v d−1 . Let a i be the ith row of the n × d matrix S := w0 · · · w d−1 .
Let A := i aia i . Let Q ∈ R d×d be the orthogonal matrix so that SA −1/2 = S Q, which exists since SA −1/2 is orthogonal, and which has the effect that a i = QA −1/2 ai. Then when d n 1/2 / polylog(n), w.ov.p.
Last, we will need the following fact, which follows from standard concentration.
Lemma 3.7. Let v ∈ R n be a unit vector. Let b1, . . . , bn ∈ R d−1 be iid from N (0, 1 n Id d−1 ). Let ai ∈ R d be given by ai := (v(i) bi). Then w.ov.p. n i=1 aia i − Id d Õ (d/n) 1/2 . In particular, when d = o(n), this implies that w.ov.p.
We reserve the proofs of Lemma 3.6 and Lemma 3.7 for the full version. We are ready to prove Theorem 3.4.
Proof of Theorem 3.4. Let b1, . . . , bn be the rows of the matrix S := v0 · · · v d−1 . Let B = i bib i . Note that S B −1/2 has columns which are an orthogonal basis for Span{w0, . . . , w d−1 }. Let Q ∈ R d×d be the rotation so that S B −1/2 = SQ.
By Lemma 3.5 and Lemma 3.6, we can write the matrix
.
We have assumed that v0 4 4 (εn) −1 , and so since A is an almost-rank-one matrix (Lemma A.1), the top eigenvector u of A has u, Qe1 2 1 − O(ε 1/4 ), so that Su, SQe1 2 1 − O(ε 1/4 ) by column-orthogonality of S.
At the same time, SQe1 = S B −1/2 e1, and by Lemma 3.7,
Algorithm Succeeds on Good Basis
We now prove Lemma 3.5. We decompose the matrix in question into a contribution from v0 4 4 and the rest: explicitly, the decomposition is ( ai 2 2 − d n ) · aia i = v(i) 2 · aia i + ( bi 2 2 − d n · aia i ). This first lemma handles the contribution from v0 4 4 .
Lemma 3.8. Let v ∈ R n be a unit vector. Let b1, . . . , bn ∈ R d−1 be random vectors iid from N (0, 1 n · Id d−1 ). Let ai = (v(i) bi) ∈ R d . Suppose d n 1/2 / polylog(n). Then
Proof of Lemma 3.8. We first show an operator-norm bound on the principal submatrix n i=1 v(i) 2 · bib i using a truncated matrix Bernstein inequality Proposition A.3. First, the expected operator norm of each summand is bounded:
The operator norms are bounded by constant-degree polynomials in Gaussian variables, so Lemma A.4 applies to truncate their tails in preparation for application of a Bernstein bound. We just have to calculate the variance of the sum, which is at most
The expectation E n i=1 v(i) 2 · bib i is v 2 n · Id. Applying a matrix Bernstein bound (Proposition A.3) to the deviation from expectation, we get that w.ov.p.,
for appropriate choice of d n −1/2 / polylog(n). Hence, by triangle inequality,
. Using a Cauchy-Schwarz-style inequality (Lemma A.2) we now show that the bound on this principal submatrix is essentially enough to obtain the lemma. Let pi, qi ∈ R d be given by
w.ov.p.. Finally, applying the triangle inquality gives the desired result.
Our second lemma controls the contribution from the random part of the leverage scores. Lemma 3.9. Let v ∈ R n be a unit vector. Let b1, . . . , bn ∈ R d−1 be random vectors iid from N (0, 1 n · Id d−1 ). Let ai = (v(i) bi) ∈ R d . Suppose d n 1/2 / polylog(n). Then w.ov.p.
Proof (sketch). Like in the proof of Lemma 3.8, n i=1 ( bi 2 2 − d n ) · aia i decomposes into a convenient block structure; we will bound each block separately.
In each block we can apply a (truncated) Bernstein inequality. The details are deferred to the full version.
We are now ready to prove Lemma 3.5
Proof of Lemma 3.5. We decompose ai 2 2 = v0(i) 2 + bi 2 2 and use Lemma 3.8 and Lemma 3.9. 
OVERCOMPLETE TENSOR DECOM-POSITION
In this section, we give a polynomial-time algorithm for the following problem when n d 4/3 /(polylog d):
Problem 4.1. Given an order-3 tensor T = n i=1 ai ⊗ ai ⊗ ai, where a1, . . . , an ∈ R d are iid vectors sampled from N (0, 1 d Id), find vectors b1, . . . , bn ∈ R n such that for all i ∈ [n],
We give an algorithm that solves this problem, so long as the overcompleteness of the input tensor is bounded such that n d 4/3 / polylog d. We remark that this accuracy can be improved from 1 − O(n 3/2 /d 2 ) to an arbitrarily good precision using existing local search methods with local convergence guarantees-we discuss the details in the full version. As discussed in Section 2, to decompose the tensor i a ⊗6 i (note we do not actually have access to this input!) there is a very simple tensor decomposition algorithm: sample a random g ∈ R d 2 and compute the matrix i g, a ⊗2
i (aia i ) ⊗2 . With probability roughly n −O(ε) this matrix has (up to scaling) the form (aia i ) ⊗2 + E for some E 1 − ε, and this is enough to recover ai.
However, instead of i a ⊗6 i , we have only i,j (ai ⊗ aj) ⊗3 . Unfortunately, running the same algorithm on the latter input will not succeed. To see why, consider the extra terms E := i =j g, ai ⊗ aj (ai ⊗ aj) ⊗2 . Since | g, ai ⊗ aj | ≈ 1, it is straightforward to see that E F ≈ n. Since the rank of E is clearly d 2 , even if we are lucky and all the eigenvalues have similar magnitudes, still a typical eigenvalue will be ≈ n/d 1, swallowing the i a ⊗6 i term. A convenient feature separating the signal terms i (ai ⊗ ai) ⊗3 from the crossterms i =j (ai ⊗ aj) ⊗3 is that the crossterms are not within the span of the ai ⊗ ai. Although we cannot algorithmically access Span{ai ⊗ ai}, we have access to something almost as good: the unfolded input tensor, T = i∈[n] ai(ai ⊗ ai) . The rows of this matrix lie in Span{ai ⊗ ai}, and so for i = j, T (ai ⊗ ai) T (ai ⊗ aj) . In fact, careful computation reveals that T (ai ⊗ ai) Ω ( √ n/d) T (ai ⊗ aj) . The idea now is to replace i,j g, ai ⊗ aj (ai ⊗ aj) ⊗2 with i,j g, T (ai ⊗ aj) (ai ⊗ aj) ⊗2 , now with g ∼ N (0, Id d ). As before, we are hoping that there is i0 so that g, T (ai 0 ⊗ ai 0 ) max j =i 0 g, T (aj ⊗ aj) . But now we also require i =j g, T (ai⊗aj) (ai⊗aj)(ai⊗aj) g, T (ai 0 ⊗ai 0 ) ≈ T (ai ⊗ ai) . If we are lucky and all the eigenvalues of this cross-term matrix have roughly the same magnitude (indeed, we will be lucky in this way), then we can estimate heuristically that i =j g, T (ai ⊗ aj) (ai ⊗ aj)(ai ⊗ aj)
suggesting our algorithm will succed when n 3/2 d 2 , which is to say n d 4/3 . The following theorem, which formalizes the intuition above, is at the heart of our tensor decomposition algorithm. g, T (ai ⊗ aj) · (ai ⊗ aj)(ai ⊗ aj) . .
We will eventually set ε = 1/ log n, which gives us a spectral algorithm for recovering a vector (1 −Õ(n/d 3/2 ))-correlated to some a ⊗2 i . Once we have a vector correlated with each a ⊗2 i , obtaining vectors close to the ai is straightforward. We will begin by proving this theorem, and give algorithmic details in section Section 4.2.
In Section 4.1 we prove Theorem 4.3 using two core facts: the Gaussian vector g is closer to some ai than to any other with good probability, and the noise term i =j g, T (ai ⊗ aj) (ai ⊗ aj)(ai ⊗ aj) is bounded in spectral norm.
Proof of Theorem 4.3
The strategy to prove Theorem 4.3 is to decompose the matrix M into two parts M = M diag + Mcross, one formed by diagonal terms M diag = i∈[n] g, T (ai ⊗ ai) · (ai ⊗ ai)(ai ⊗ ai) and one formed by cross terms Mcross = i =j g, T (ai ⊗ aj) · (ai ⊗ aj)(ai ⊗ aj) . We use the fact that the top eigenvector M diag is likely to be correlated with one of the vectors a ⊗2 j , and the fact that M diag has a noticeable spectral gap. The following propositions characterize the spectra of M diag and Mcross, and are proven in the full version. 
Let a1, . . . , an be independent random vectors from N (0, 1 d Id d ) with d n d 2−Ω(1) and let g ∼ N (0, Id d ) be independent of all the others. Let T := i∈[n] ai(ai ⊗ ai) . Suppose M diag = i∈[n] g, T a ⊗2 i · (aia i ) ⊗2 . Let also vj be such that vjv j = g, T a ⊗2 j · (aja j ) ⊗2 . Then, with probability 1 − o(1) over a1, . . . , an, for each ε > polylog d/ √ d and each j ∈ [n], the event
has probability at leastΩ(1/n 1+O(ε) ) over the choice of g.
Second, we show that when n d 4/3 the spectral norm of Mcross is negligible compared to this spectral gap. .
Using these two propositions we will conclude that the top eigenvector of RM R is likely to be correlated with one of the vectors a ⊗2 j . We also need two simple concentration bounds; we defer the proof to the full version. As a last technical tool we will need a simple claim about the fourth moment matrix of the multivariate Gaussian: 
We are prepared prove Theorem 4.3.
Proof of Theorem 4.3 (Sketch). Let d n d 4/3 /(polylog d) for some polylog d to be chosen later. Let a1, . . . , an be independent random vectors from N (0, 1 d Id d ) and let g ∼ N (0, Id d ) be independent of the others. Let
g, T (ai ⊗ aj) · aia i ⊗ aja j .
Proposition 4.5 implies that
Recall that Σ = E x∼N (0,Id d ) (xx ) ⊗2 and R = √ 2 · (Σ + ) 1/2 . By Proposition 4.4, with probability 1 − o(1) over the choice of a1, . . . , an, each of the following events Ej,ε for j ∈ [n] and ε > polylog(d)/ √ d has probability at leastΩ(1/n 1+O(ε) ) over the choice of g:
And therefore together with (4.1), the events 
Applying Fact 4.8, Fact 4.7, Lemma 4.6, and standard concentration arguments to simplify the expression, we have that with probability 1 − n −ω(1) ,
(The calculation is performed in more detail in the full version). A union bound now gives the desired conclusion. Finally, we use concentration arguments and our knowledge of the correlation between u and Ra ⊗2 i to upper bound the second eigenvector λ2(RM R) 1 −Õ(ε) +Õ(n 3/2 /εd 2 ) , with details given in the full version of the paper. Therefore, λ2(RM R)/λ1(RM R) 1 − O(ε), completing the proof.
Spectral Tensor Decomposition (One Attempt)
This is the main subroutine of our algorithm-we will run itÕ(n) times to recover all of the components a1, . . . , an. T (ai ⊗ aj) ⊗ (ai ⊗ aj) ⊗ (ai ⊗ aj) .
• Sample a vector g ∈ R d with iid standard gaussian entries. Evaluate M in its first mode in the direction of g to obtain M ∈ R d 2 ×d 2 : M := M(g, Id d 2 , Id d 2 ) = i,j∈ [n] g, T (ai ⊗ aj) · (ai ⊗ aj)(ai ⊗ aj) . 
Discussion of Full Algorithm
In this subsection we discuss the full details of our tensor decomposition algorithm. As above, the algorithm constructs a random matrix from the input tensor, then computes and post-processes its top eigenvector. Theorem 4.3 is almost enough for the correctness of Algorithm 4.9, proving that RM R's top eigenvector is correlated with some a ⊗2 i with reasonable probability. We need a few more ingredients to prove Theorem 4.2-we must show that finding a vector u correlated with some a ⊗2 i is sufficient for finding a vector close to ai. This can be done by standard eigenvector computations on a reshaping of u to an n × n matrix. The details are left for the full version.
Finally, we must prove a bound on the runtime of the algorithm, which we do by implementing each of the steps as a sequence of carefully-chosen matrix multiplications. Proof. To run the algorithm, we only require access to power iteration using the matrix RM R. We first give a fast implementation for power iteration with the matrix M , and handle the multiplications with R separately.
Consider a vector v ∈ R d 2 , and a random vector g ∼ N (0, Id d ), and let V, G ∈ R d×d be the reshapings of v and gT respectively into matrices. Call Tv = T(Id d , V, G) (V and G applied in the second and third modes of T), and call Tv the reshaping of Tv into a d × d 2 matrix. We have that Tv = i∈ [n] ai(V ai ⊗ Gai) .
We show that the matrix-vector multiply M v can be computed as a flattening of the following product: aj, V ai · aj, Gai · aia j = i,j∈ [n] ai ⊗ aj, v · gT, ai ⊗ aj · aia j .
Flattening TvT from a d × d matrix to a vector vT T ∈ R d 2 , we have that vT T = i,j∈ [n] gT, ai ⊗ aj · ai ⊗ aj, v · ai ⊗ aj = M v .
So we have that M v is a flattening of the product TvT , which we will compute as a proxy for computing M v via direct multiplication.
Computing Tv = T(Id, V, G) can be done with two matrix multiplication operations, both times multiplying a d 2 ×d matrix with a d×d matrix. Computing TvT is a multiplication of a d × d 2 matrix by a d 2 × d matrix. Both these steps may be done in time O(d 1+ω ), by regarding the d × d 2 matrices as block matrices with blocks of size d × d. The asymptotically fastest known algorithm for matrix multiplication gives a time of O(d 3.3729 ) [17] . Now, to compute the matrix-vector multiply RM Ru for any vector u ∈ R d 2 , we may first compute v = Ru, perform the operation M v in time O(d 1+ω ) as described above, and then again multiply by R. The matrix R is sparse: it has O(d) entries per row (see the full version for a complete description of R), so computing Ru requires time O(d 3 ).
Performing the update RM Rv a total of O(log 2 n) times is sufficient for convergence, as we have that with reasonable probability, the spectral gap λ2(RM R)/λ1(RM R) 1 − O( 1 log n ), as a result of applying Theorem 4.3 with the choice of ε = O( 1 log n ). Finally, checking the value of i ai, x 3 requires O(d 3 ) operations, and we do so a constant number of times, once for each of the signings of the top 2 left (or right) singular vectors of U .
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