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Our group has recently shown the feasibility of decoding kinematics of controlled 
walking from the lower frequency range of electroencephalographic (EEG) signals during 
a precision walking task. Here, we turn our attention to stroke survivors who have had 
lesions resulting in hemiparetic gait. We recorded the EEG of stroke recovery patients 
during a precision treadmill walking task while tracking bilaterally the kinematics of the 
hips, knees, and ankles. In offline analyses, we applied a Wiener Filter and two unscented 




 orders to predict estimates of the kinematic parameters from 
scalp EEG. Decoding accuracies from four patients who have had cortical and subcortical 
strokes were comparable with previous studies in healthy subjects. With improved 
decoding of EEG signals from damaged brains, we hope we can soon correlate activity to 
more intentional and normal-form walking that can guide users of a powered lower-body 
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1.1. Stroke and Motor Control 
Stroke is the single leading cause of neurological disability in the United States, 
accounting for nearly 800,000 new or recurrent cases each year [1-2]. The disruption of 
blood flow to the brain, whether by restriction (ischemia) or internal bleeding 
(hemorrhage), is not fatal in most cases, with approximately 550,000 survivors, but most 
still experience some loss of brain function and motor impairment [3-4]. Hemiparesis is 
the primary cause of post-stroke disability and asymmetrically affects walking, limiting 
mobility and increasing dependency on assistance for daily life. Motor disability due to 
stroke is a different type of problem than disability due to spinal cord injury or loss of a 
limb from amputation; in the stroke case, the musculoskeletal system is still mostly intact 
and residual movement may still be present, but the proper control signal from an 
undamaged central nervous system necessary for natural volitional movement is lacking.  
 
Recovery of motor function often occurs naturally to some degree in the months 
following stroke, and the extent and speed of recovery can usually be accelerated through 
rehabilitative therapies [5-8]. Patients can engage in repetitive and controlled tasks with 
their affected limbs to increase strength and dexterity from whatever residual movement 
may be left. But even with such therapies, improvement usually plateaus within three-six 
months [7-8]. Thus, a more viable solution is needed for extended recovery or for patients 
to be able to control and use a prosthetic device to improve quality of daily life. One such 
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solution that is currently a major topic of neuroscience and biomedical research involves 
extracting signals from brain activity for control of a movement-assist device that would 
engage the affected limbs into the desired movement. Such prostheses may even be 
temporary solutions that serve to speed rehabilitative recovery until the patient has 
regained full strength and control. 
 
1.2. Physiological Changes in the Brain after Stroke 
Decoding motor intent from neural activity in stroke survivors presents a new problem 
compared to understanding motor intent in healthy subjects; there are significant 
physiological damages to the brain as well as brain reorganization as a result of stroke, 
and the extent to which relevant information can be extracted is unclear. Extensive work 
has indicated that motor cortex contralateral to limb movement encodes information of 
motor intent [8-11], with a separate and distinct physiology in the ipsilateral cortex 
possibly thought to be associated with motor planning [12]. Stroke-induced lesions often 
cause hemiparesis characterized by impaired contralateral motor execution. It is thought 
that the damage due to these lesions distorts the motor information available from the 
affected hemisphere and may no longer provide a usable control signal for a movement-
assist device. 
 
Imaging studies using functional magnetic resonance imaging (fMRI) have given insight 
into different activation patterns in the brain following stroke. Patients have been known 
to exhibit more bilateral activation in the motor cortex after early and chronic stroke, 
suggesting recruitment of neurons from cortex ipsilateral to movement. The intensity of 
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the activation from the unlesioned hemisphere (in primary sensorimotor and 
supplementary motor areas) was correlated with the severity of disability, and 
bilateralness was also shown to decrease with recovery as motor function improved [13-
15]. Imaging in recovered patients show enlarged activation in primary and sensorimotor 
motor cortices in the lesioned hemisphere, and recruitment of sensorimotor areas on the 
contralesional side [16-19], characterizing the type of reorganization of neural circuitry 
from rehabilitative therapies. Locomotive training in particular has been shown to 
improve walking function and elicit plasticity in the central nervous system [7, 20]. 
Variability in the types of stroke and lesion locations also results in different activation 
patterns (subcortical stroke saw recruitment of standard motor circuitry, whereas cortical 
stroke involved alternative networks), suggesting lesion-specific mechanisms of 
reorganization [16]. 
 
Electrophysiological techniques such as electroencephalography (EEG) and 
electrocorticography (ECoG) have also been used to explore the lesional affects due to 
stroke. EEG studies have shown decreased event-related desynchronizations (ERDs), the 
decrease in power of a certain frequency range, in the 8-12 Hz alpha rhythms (also 
known as mu-band) in patients who have suffered cortical strokes during upper limb 
movements; there was an even smaller alpha ERD in the affected hemisphere versus the 
healthy hemisphere during respective contralateral hand movements. When attempting to 
control the paretic hand, contralesional alpha ERD was stronger than ipsilesional ERD; 
ipsilesional ERD amplitude was better preserved for non-paretic movement than with 
paretic movement [21-22]. A case study measuring ECoG in a stroke victim reported 
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changes in beta band (12-30 Hz) amplitude in different hand movements (both hands or 
paretic hand only) otherwise not seen in healthy subjects [23]; the beta band is associated 
with thalamic projections to the cortex [24] and the newly observed change suggests that 
the reorganization involves a thalamo-cortical mechanism common between the different 
movement types.  
 
1.3. Previous Efforts in Decoding Movement from Neural Signals 
The large majority of prior stroke-related work in neural decoding of movement has 
primarily been done with upper limb movements in arm reaching or hand grasping. Some 
of these studies analyzed only signals from the contralesional hemisphere, bypassing the 
areas affected by the stroke lesions. Attempts to decode intent to raise either the affected 
or unaffected arm saw similar successful decoding accuracy regardless of arm, suggesting 
that the contralesional hemisphere is sufficient for control of motor rehabilitation 
prosthetics [22]. Another study identified the distinctions in the signals from the 
contralesional hemisphere when moving either the ipsilateral (paretic) or contralateral 
hand, and to use the features associated with moving the affected hand for cursor control 
in a brain-machine interface (BMI) system (simulated hand movement) [8]. 
 
Two studies reported the use of whole-scalp EEG (including the areas affected by stroke) 
to detect intent to open and close the hand [5-6]. By continuing to use signals from the 
damaged areas, these studies speculate a more effective approach to rebuild the lost 
neural circuits through use-dependent plasticity. Synapses are strengthened through spike 
timing-dependent plasticity when pre-synaptic neurons fire action potentials immediately 
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before the post-synaptic neuron fires [25]. In the context of stroke rehabilitation, 
enforcing the movement of the paretic arm either by a movement-assist device or 
neuromuscular stimulation immediately after motor signals are detected in the 
ipsilesional hemisphere will maximize plasticity and lead to faster and fuller motor 
recovery. 
 
Decoding of walking or other leg movements has yet to be attempted in stroke patients, 
and has only seen limited success in healthy subjects and animal studies. Surgically-
implanted intracortical electrodes were used to record action potential spikes from the 
motor cortex in rhesus macaques during a bipedal walking task; the recorded firing rates 
were used to decode the kinematic parameters of the monkeys’ hip, knee, and ankle joints 
offline and in real-time [26]. This was emulated in a similar study using EEG recorded 
from healthy human subjects, in which EEG amplitudes were used to decode the same 
kinematic parameters offline with comparable accuracy [27-28]. Additional work in 
decoding walking from EEG is limited due to the notion that despite the similarly 
successful results, EEG has insufficient spatial resolution and signal-to-noise ratio 
compared to invasive recording methods for BMI and neuroprosthetic applications [29]. 
 
1.4. Objectives 
This study explores the hypothesis that walking can be decoded noninvasively from 
stroke survivors in the same manner as the previously discussed walking studies [26-28]. 
This hypothesis is based on the rationale that as previous attempts to decode upper limb 
movements in healthy subjects have been successfully translated to decoding the same 
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movements in stroke patients, it is likely that similar methods and techniques can be 
employed to translate the successes from walking studies likewise. This study aims to 
meet the following objectives: 
1. Examine and compare the power spectral density of the EEG of stroke subjects 
and healthy controls during walking and at rest. 
2. Evaluate and compare the performance of a Wiener Filter and an nth-order 
Unscented Kalman Filter in decoding joint kinematics of stroke subjects during 
treadmill walking from their EEG. 
3. Provided the previous objective is fulfilled, determine the neural cortical 








Subjects for this study were recruited with the requirement that they must: 
 be between 21 and 85 years of age 
 have had an ischemic or hemorrhagic stroke more than 3 months prior 
 be physically able to participate in the testing protocol 
 have residual hemiparetic gait with observable asymmetry in the gait pattern 
 have completed all conventional physical therapy 
 have adequate language and neurocognitive function to participate in training, 
testing, and to give informed consent 
Four adults, aged 50-64 (3 males, 1 female) and all left paretic, were enrolled in the study 
having met the above requirements and providing informed consent. Table 1 contains 
detailed information about each subject. Lesion locations were obtained from individual 
medical records and confirmed by radiologic reports of CT or MRI images. Some 
information is missing since they were not provided by the subjects’ nurse practitioners 
or medical examiners. One additional healthy subject (male, 28) with no history of 
neurological disease or lower limb pathology and free of injury participated in the study 
as healthy control subjects after giving consent. The study was conducted with approved 
protocols from the Institutional Review Boards at University of Maryland College Park, 




Table 1. Detailed Information for Study Participants 
Subject S1 S2 S3 S4 
Gender M M F M 
Age 56 50 64 60 
Time Since 
Stroke 









1.8 2.2 0.3 1.5 











R thalamus, L 
occipital 
R middle cerebral 
artery (ischemic), 
R basal ganglia 
(hemorrhagic) 
R middle cerebral artery 
with lesions in R temporal 




2.2. Experimental Setup and Procedure 
Participants were first asked to establish their most comfortable walking speed (self-
determined) while walking on a treadmill during a two-minute familiarization period that 
preceded the recording trials. A two-minute baseline EEG was recorded while the 
participant remained standing, at rest.  
 
For the main experimental task, the participants were asked to perform five minutes of 
“precision walking”. Participants would walk on the treadmill at their pre-selected 
comfort pace and watch a video monitor directly in front of them providing real-time 
visual feedback of the position of their feet via a digital video recorder recording at 30 
frames/s. A white stripe (2 inches wide) was drawn diagonally along the treadmill belt at 
approximately a 45
o
 angle from the edge. Participants were asked to avoid stepping on 
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this line using the visual feedback from the monitor. This paradigm increases the 
attentional demands of the walking task and simulates walking in a novel environment 
and/or under novel conditions [30].  
 
An additional session of recording was done while the participant was at rest, sitting, and 
watching the video playback of their feet walking during the precision task, evoking 
responses to motor imagery.  
 
Figure 1 shows a photograph of one of the control subjects in the experimental setups, 
fitted with motion sensors and EEG cap.  
 




2.3. Motion Capture and EEG Recording 
Three-dimensional joint kinematics of the left and right hip, knee, and ankle joints were 
recorded using an infrared motion capture system (Optotrak, Northern Digital, Ontario, 
Canada) at 100 Hz. Precision manufactured 5 cm discs (Innovative Sports Training, 
Chicago, IL), each embedded with three infrared diodes, were fixed with adhesive and 
secured with foam wrap at the participants’ second sacral vertebra (S2) and in the middle 
of the thighs, shanks, and foot segments of both legs. Motion analysis software (Motion 
Monitor, Innovative Sports Training, Chicago, IL) created a segmental model of the legs 
by digitizing the joint centers for the hip, knee, and ankle joints, and derived the gait 
kinematics, exporting the time histories of the x, y, and z positions, joint angular position, 
and joint angular velocity for the six joints. 
 
Whole scalp 64-channel EEG data were collected (actiCap system, Brain Products 
GmbH, Munich, Germany) and labeled in accordance with an extended 10-20 
international system [31] (Figure 2). The EEG data were online referenced to the right 
earlobe with a common ground at the FPz site. Electrode impedances were maintained 
below 10 kΩ with bandpass filters set at 0.01-100 Hz with a sampling rate of 1 kHz. The 
EEG signal was digitized using a BrainAmp DC amplifier linked to BrainVision 
Recorder software version 1.10. The EEG data were time-locked with the movement 
kinematics data using footswitch signals added into the datasets (Koningsberg 




Figure 2. EEG Channel Locations (Red denotes periphery electrodes removed from analysis, Blue denotes left 
hemisphere channels, and Green denotes right hemisphere channels) 
 
2.4. Power Spectral Density Analysis 
The power spectral density (PSD) describes how the power of a signal is distributed as a 
function of frequency, and is computed as the discrete-time Fourier transform of its auto-
correlation. The PSD for the EEG data for the stroke subjects and healthy controls during 
walking and rest were computed using Thomson’s adaptive multitaper method [32-33], 
with a time-bandwidth product of 4 and a frequency resolution of 0.1 Hz.  
 
The PSD was calculated from minute-long segments of the EEG data for each channel. 
The average PSD was computed by averaging across all segments for each subject at rest 
and during the precision walking task, and for bilateral, left hemisphere, and right 
hemisphere conditions of electrode selection (see Signal Preprocessing). All PSD 
averages were smoothed with a moving average filter with a span of 11. 
 
All data processing was done offline in Matlab (Mathworks Inc., Natick, MA). 
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2.5. Signal Preprocessing 
The EEG data were first re-referenced offline to both mastoids. The EEG values from the 
channel at the centroid position of the scalp (CZ) were subtracted from all other channels; 
the mean of the mastoid channels was computed by averaging the data from channels A1 
and A2 (initially at zero, but now corresponding to the negative of the original CZ), and 
this mean was subtracted from all other channels. All periphery channels were removed 
for offline analysis: the most frontal channels (Fp1, Fp2, AF7, AF8, F7, F8), all of the 
temporal channels (all channels labeled FT, T, TP, and P7, PO7, P8, PO8), and the left 
earlobe (A1); these channels are most susceptible to artifacts from eye-blinks and 
facial/cranial muscle activity [34]. The remaining channels were assigned to the left 
hemisphere if given an odd numbered label, and to the right hemisphere if given an even 
numbered label (Figure 2). Hemispheric analyses were done by repeating the processing 
and decoding steps excluding the right and left channels in turn. 
 
Both kinematic and EEG data were segmented into five minute-long segments for cross-
validation purposes (see Model Performance Metrics). The EEG signals were 
downsampled by a factor of 10 (from 1000Hz to 100Hz, to match the sampling rate of the 
kinematics); processed with a zero-phase, fourth order, band-pass Butterworth filter (0.1–
3 Hz), isolating the delta band of EEG; and normalized by subtracting their mean and 
dividing by their standard deviation. The kinematic data were processed with the same 
filter, given that this frequency range has been shown to contain 90% of the original 
power in walking [27]. Slower gait speeds in stroke hemiplegics would likely concentrate 
the frequency content in lower regions, making 3 Hz a more conservative cutoff. 
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The EEG data were compiled into a large feature matrix, with each row representing data 
from a single sample of time, and containing the EEG voltages at all remaining channels 
and the voltages at different time lags for each channel. Principal component analysis 
(PCA) was applied to this data matrix to reduce the high dimensionality (number of 
channels times number of time lags). PCA projects the data matrix onto a smaller subset 
of eigenvectors that account for 99% of the variance in the data; in this analysis, 
dimensionality was reduced by an approximate factor of 10, greatly reducing 
computational complexity and reducing overfitting. Kinematic data were separated by 
joint and compiled in similar data matrices, with each row containing the values of the 
different kinematic parameters at each time sample. 
 
The processing steps are summarized in the flowchart in Figure 3. 
 
 
Figure 3. Flowchart of processing steps for EEG and kinematic data 
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2.6. Decoding Algorithms 
Two different decoding algorithms were used to predict the kinematic variables of the 
joints from the EEG signals: the Wiener Filter and the n
th
 order Unscented Kalman Filter.  
 
The model for the Wiener filter was given by the linear equation: 
 ( )    ∑∑     (    )  
 
   
 
   
 ( ) 
in which  ( ) is the time series of the gait parameter measured (x, y, z, φ, dφ/dt) 
representing the Cartesian positions and angular position and velocity for the left and 
right hip, knee, and ankle joints; L and N are the number of lags and electrodes 
respectively;   (    ) is the standardized EEG voltage measured at electrode i at time 
lag   , where   is the nonlinear vector of time lags {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 
25, 30, 40, 50, 60, 80, 100} in units of samples 10 ms apart; b and     are weights 
obtained through solving the least squares equation; and  ( ) is the residual error. The 
equation expresses the kinematics as a weighted sum of the EEG voltage amplitudes at 
present time and at previous time steps. The nonlinear time lag vector allows 
contributions going as far back as 1 second into the past, spanning periods of motor 
planning. The Wiener Filter equation can be expressed in matrix form as  
      , 
where X is the matrix of all kinematic parameters for each joint, N is the matrix of EEG 
amplitudes, and W is the matrix of weights, and   is the error vector. Then the least 
squares solution to solve for the weight matrix is given by [26-28, 35]: 






 order Unscented Kalman Filter is an extension of the Kalman Filter state space 
algorithm, which recursively makes estimates of kinematics and error covariance from 
the previous time step, and combines these estimates with EEG data to make predictions. 
The Kalman filter does not have the same stationary assumptions that the Wiener filter 
has, and its recursive property makes it more ideal for real-time applications. An n
th
 order 
filter makes kinematic predictions from the previous n-1 time steps. The unscented 
transform represents the distribution of the kinematics by a Gaussian random variable by 
a careful selection of sample points that capture the true mean and covariance of the 
kinematics, which can also be propagated through nonlinear neural tuning models. The 
neural tuning model actually makes an estimate of the EEG voltages from the past 
predicted kinematics, and uses the error in the estimate to adjust the gain that propagates 
the current kinematic prediction to the next prediction [36-37]. The nonlinear tuning 
model expressed the EEG voltages y(t) as a function of the kinematic parameters:  
 ( )     ( )    
  ( )
  
       ( )        ( )        ( )    √    ( )
      ( )
      ( )
  
since it has been shown that this function was optimized for neural spike tuning in a 
reaching decoding study [37]. Table 2 contains the equations for the Kalman Filter and 
the Unscented Kalman Filter. 
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Table 2. Comparison of equations for the standard Kalman filter and the unscented Kalman filter [37] 
 
 
2.7. Model Performance and Metrics 
A five-fold cross-validation procedure was used to assess the generalized performance of 
the decoders on independent data sets. The five-minute precision walking session was 
divided into five one-minute fold segments. Four folds would be used to train the 
decoders (decoders were trained independently for each subject and for each joint), and 
the decoding parameters would be applied to the last fold as a test set. The procedure was 
repeated five times to ensure that each fold was used as the test set, and the performances 
were averaged across folds.  
 
Prediction accuracy of the decoders was measured by Pearson’s correlation coefficient, r, 
between the measured kinematic signal and the predicted output, given by the equation: 
 (   ̂)  
   (   ̂)




where   is the measured kinematic signal,  ̂ is the predicted signal, and    and   ̂ are the 
respective standard deviations of   and  ̂. The values of r range from -1 to 1, with 1 
indicating the strongest correlation, i.e. perfect prediction, 0 implying no correlation, and 
-1 implying that the prediction and actual signals are anti-correlated [26-28]. 
 
2.8. Scalp Map and Lag Selection Analysis 
The Pearson’s correlation coefficient expresses performance only as a function of all 
variables used in the decoder without indicating their individual contributions. The data 
used in the decoder itself does not reflect actual EEG data, but only the principal 
components derived from eigenvector projections in PCA. The weight matrix W in the 
Wiener filter contains coefficients for the reduced number of features in the principal 
components. The weights were mapped back to the full dimension space by reverse 
projecting the PCA coefficient matrix onto W, giving us the coefficients of the linear 
decoder in terms of EEG electrode channels and time lags. 
 
To analyze the contributions of electrodes only, the rows of the new coefficient matrix 
corresponding to different time lags for the same sensor were averaged, yielding a vector 
for each joint’s kinematic parameter, with entries corresponding to the electrode 
channels. The vectors for the kinematic parameters of joints on the same leg were 
averaged together. The topoplot function of EEGLAB [38] mapped these coefficients 
onto a scalp map. Similarly, the contributions of the individual lags were analyzed by 
averaging the rows corresponding to the same lag but different electrodes. This analysis 





3.1. Spectral Signature of EEG during Walking 
The power spectral density computed for the EEG of all subjects during the walking task 
is shown in Figure 4. The PSD function describes the amount of energy distributed at 
each frequency in the signal. Our healthy control (H1) shares the same spectral signature 
as was found in a prior study involving precision walking [27], and the PSD functions for 
the stroke subjects follow the same general shape. Variability in the stroke lesions is 
expected to have different effects on the overall physiological characteristics of the brain 
to some degree, and as such there is some variability in the spectral signature for different 
stroke patients: subjects S2 and S3 have significantly more power between 2 and 9 Hz 
(overlapping the delta and theta bands). Power beyond the alpha band (i.e. > 13 Hz) tends 
to converge for all subjects, although the power in S1 drops drastically after 10 Hz. One 
common characteristic among the PSD plots for the stroke subjects is the shift in the 
hump found in the alpha/mu band (8–13 Hz) of the healthy control. This hump appears at 





Figure 4. Power spectral density for all subjects during precision walking task 
 
 
Figure 5. Power spectral density: walking vs. rest 
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The PSD during walking is compared with the PSD during rest in Figure 5. Previous 
literature suggests suppression in the mu band (8–13 Hz) during movement [27, 39], and 
decreased event-related de-synchronization (ERD) for movement in the same range after 
a stroke [21]. As mentioned before, the “mu band hump” in the healthy PSD had shifted 
downwards in the stroke PSD; it can be seen that the resting PSD is indeed greater in this 
frequency range for S1, S2, and S4. The amount of suppression does not seem to be 
reduced for stroke as was expected in [21]. Beyond this frequency range, power in the 
resting PSD is lower than during walking for all subjects. Another consistent finding with 
previous literature is that the PSD does not seem to be affected by walking in the low 
delta range (< 2 Hz) [27, 40]. 
 
The PSD was also analyzed by hemisphere, as shown in Figure 6. Left hemisphere (LH) 
and right hemisphere (RH) conditions were formed by removing all of the even-
numbered electrodes in the right hemisphere or the odd-numbered electrodes in the left 
respectively (Figure 2). All stroke subjects were left paretic and had some amount of 
lesion in the right hemisphere; S2 had some amount of bilateral lesion. The differences 
between the PSD for different hemispheric conditions (each hemisphere individually and 
both together) were not significant. Previous literature [21] suggests that contralesional 
hemispheres would see more alpha/mu-ERD than ipsilesional hemispheres for paretic 
movements, but the two would be on par for non-paretic movement. Subjects show that 
the PSD of the ipsilesional (right) hemisphere during the shifted “mu band hump” is 
minimally, albeit insignificantly, greater than that of the contralesional (left), possibly 
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indicating less suppression from rest. But because bilateral walking involves paretic and 
non-paretic movements, that effect should not necessarily be strongly apparent. 
 
Figure 6. Power spectral density by hemisphere 
 
3.2. Decoding Accuracies 
Our decoders performed reasonably well in being able to predict and reconstruct the 
Cartesian position, angular position, and angular velocity of the hips, knees, and ankles 
from EEG during the precision walking task. Reported r values corresponding to the 
Pearson’s correlation coefficient were not as high as has been reported in decoding from 
healthy subjects or from implanted electrodes in monkeys [26-27], but with an overall r 
value of 0.52 ± 0.2, indicating moderate correlation between the decoded prediction and 




Figure 7. Box plots showing the distribution of r-values for the different decoding methods (Subject/Decoder) 
 
The box plots in Figure 7 show the statistics for the r values for the different decoders 
used averaged across all stroke subjects (Savg), for the best decoded subject (S4), and for 
the healthy control (H). Boxes whose notches do not overlap indicate that their true 
medians differ from each other with 95% confidence. General trends show decreasing 
medians between the three methods although not necessarily within the 95% confidence 
interval. The Wiener filter (W) generally yielded higher r-values than the unscented 
Kalman filter (UK), whose decoding accuracies had an overall better distribution than the 
10
th
 order unscented Kalman filter (UK10). While the average stroke decoding was 
significantly worse than the healthy control (but with median r > 0.5, moderate 
correlation), the best decoded stroke subject was about on par with the control for the 






The ability of the Wiener filter to decode the kinematics of the individual leg joints 
averaged across all subjects is shown in the box plots of Figure 8. All subjects had an 
asymmetric gait, impaired by left hemiplegia. This did not affect the decoders’ ability to 
reconstruct the kinematics for the affected joints: the left hip (LH), the left knee (LK), 
and the left ankle (LA). The decoding accuracies were about on par with the accuracies 
from the right joints: right hip (RH), right knee (RK), and right ankle (RA). A downward 
trend in the distribution of the r-values could be seen going from the hip to the knee to 
the ankle, although significance is only present between the hip decoding and the ankle 
decoding. 
 
Figure 8. Box plots showing the distribution of r-values for the individual leg joints 
 
Figure 9 and Figure 10 show the box plots for the r-values from decoding all joints and 
kinematic parameters on each individual leg from the different hemisphere conditions: 
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electrodes from left hemisphere only (L), electrodes from both hemispheres (B), and right 
hemisphere only (R). Figure 9 shows the distributions averaged across all subjects, and 
Figure 10 shows the distributions for each of the four stroke subjects. From Figure 9, 
there seems to be no significant difference in decoding either the paretic (left) or non-
paretic leg, or from using any single hemisphere; utilizing bilateral electrodes does 
improve decoding despite the presence of the stroke lesion. 
 
 
Figure 9. Box plots showing the distribution of r-values for different hemispheric conditions for all subjects 
 
More variability when each subject is considered separately as in Figure 10. Subject S1 is 
the only subject that shows no change across all conditions, and also has the lowest 
median r-values (~0.33). All other subjects show higher decoding for the left paretic leg 
for all conditions (except for S2 when analyzing only the right hemisphere). But even 
here, decoding from the right hemisphere only versus the left hemisphere only did not 
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result in significantly different results; decoding from both together still yielded higher r–
values than any of the two alone (significance in S2 and S3).  
 
Figure 10. Box plots showing the distribution of r-values for hemispheric conditions for individual subjects 
(hemisphere condition / leg) 
 
A better sense of decoding performance can be gleamed in Figures 11-13, which show 
the time course of the reconstructed and measured kinematics for the knees from S4 and 
for the left knee of the healthy control. The best-decoded fold is shown for the kinematic 
parameters from all decoding methods. Qualitative inspection indicates very reasonable 
reconstruction for nearly all parameters, with errors occurring most often in the x-
coordinate and the angular velocity (for S4 only). In these examples, all of the decoding 
algorithms performed equally well. Qualitative differences can be seen in the kinematics 




Figure 11. Measured and reconstructed time-courses for the kinematics for the left knee of H1 
 
 




Figure 13. Measured and reconstructed time-courses for the kinematics for the right knee of S4 
 
The means and standard deviations of all r-values are included in Table 3 for all subjects 
(S1, S2, S3, S4, H1, and the average of the stroke subjects), for all filters (Wiener, 
unscented Kalman, and 10
th
 order unscented Kalman), for the different hemispheric 
conditions (left only, both, and right only), and for the joints and kinematic parameters of 





Table 3. Mean and standard deviation of r-values for all subjects for all conditions and for all decoders 
Electrodes 
Used 


































































































































































































































































3.3. Channel and Lag Weights 
In order to identify the unique contributions the EEG channels and the time lags each had 
on the linear decoder model (Wiener filter), the coefficients matrix was projected back 
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onto spaces representing the individual channels and their time lags. The decoder did not 
process these directly, but instead processed the data transformed by PCA, so the 
coefficients were weights of the features of the principal components. The same PCA 
transform matrix was left-multiplied to the coefficient matrix to obtain a representation of 
the weights in terms of the channels and time lags. The weight contributions for a specific 
channel were found by summing all of the weights for that channel at the different time 
lags. These weights were projected onto scalp maps in Figure 14 for each subject and for 
the left and right joints separately. 
 
Figure 14. Scalp maps of the projected decoder weights for each electrode channel; color bar represents abstract 
units of coefficients mapping normalized EEG voltages to kinematic parameters 
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The distributions of the channel weights seem to vary considerably across subjects. The 
weights for the healthy control were most positive in frontal and right-most regions when 
decoding for left leg parameters, with strong negative weights posterior and in a small 
region on the left; the weights are more strongly negative for the right leg in the central 
regions and along the right of the scalp. All stroke subjects had lesions in the right 
hemisphere (S2 had bilateral lesions), although this did not seem to affect decoding 
performance as shown in Figures 9 and 10. Regions of negative weights do seem to be 
present in the right hemisphere for all stroke subjects when decoding parameters for the 
left leg, possibly trying to suppress whatever activity is due to lesioned areas; there was 
no negative region in the right hemisphere for the control. 
 
Similarly the weight contributions for a specific lag were found by summing all of the 
weights for that lag across the different channels. These weights were plotted against 
their respective lags for all subjects in Figure 15. The values for the nonlinear time lag 
vector were: {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20, 25, 30, 40, 50, 60, 80, 100} in units of 
samples 10 ms apart. The strongest weights, positive or negative, were usually located 
further away from 0. There also seems to be a sinusoidal pattern for the weights in a few 




Figure 15. Plots of the projected decoder weights for each time lag for the left and right leg separately (y-axis 







4.1. Performance of Decoders 
This study demonstrates for the first time the feasibility of extracting information of the 
kinematic parameters of walking from non-invasive electroencephalography in stroke 
survivors. Prior reported studies have only shown similar results in healthy animal and 
human subjects [26-28] or have focused their attention on decoding upper limb or non-
walking-related leg movements in the stroke population [5-6, 8]. Decoding accuracies 
showed at worst moderate correlation between predicted and measured kinematics, and at 
best high correlation on par with the results from healthy subjects. Accuracies for one of 
four subjects were significantly lower, and the average accuracies might be higher than 
reported if this particular subject was regarded as an outlier.  
 
Three decoding algorithms were used and compared in this study: the Wiener filter, and 
the unscented Kalman filter, and the 10
th
 order unscented Kalman filter. The Wiener filter 
was found to be both the most accurate and most efficient computationally in this offline 
analysis. Surprisingly, the 10
th
 order unscented Kalman filter had worse performance than 
the 1
st
 order filter despite using more past information to make predictions. It could be 
that ten was an unreasonably high order and led to overfitting, despite it being used most 
effectively in previous neural decoding work [37]. Because of its recursive algorithm, the 
Kalman filter has been used in a variety of applications for real-time prediction 
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applications and may not result in a loss of performance as the Wiener filter might for 
having less training data.  
 
Moreover, principal component analysis was shown as an effective way to solve the 
problem of overfitting and dimensionality reduction for the EEG data with variables for 
each channel and time lag at every time sample. Other methods, such as sensor dropping 
and genetic algorithm, are more robust, yet computationally exhausting. PCA was 
quickly able to reduce dimensionality by a whole magnitude in most cases by finding the 
eigenvectors preserving the most variance, with a minimal dropoff in decoding accuracy. 
PCA did not help the overfitting in the case of the 10
th
 order unscented Kalman filter 
since it was applied to the EEG data prior to the decoding process.  
 
Decoding accuracies were also reported to be higher for hip and knee joints over ankle 
joints and occasionally the paretic leg over the non-paretic leg. This is somewhat 
consistent in upper-limb decoding studies that found an inverse correlation between 
decoding accuracy and movement variability [40]. The ankle joints tend to have the 
widest swings during the gait cycle and the limited movement of the paretic leg may 
account for the reduced variability that increases decoding accuracy.  
 
One surprising finding from the decoding analysis was the apparent equivalency in the 
decoding results from using EEG from only one hemisphere, either ipsilesional or 
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contralesional. These two conditions did not have any significant difference, but were 
significantly worse than using electrodes from both hemispheres. Because of the wide 
scalp coverage of EEG, it is possible that channels on the ipsilesional around the area of 
the lesions may still be healthy and contain sufficient information for decoding 
movement. 
 
4.2. Power Spectral Density Analysis 
In general, the results of the power spectral density analysis were too inconsistent and not 
significant enough to warrant conclusive results. This is most likely due to the small 
sample size and the wide variability of the effects of stroke in the subjects. Many of the 
results expected from previous literature were prevalent but not significant. 
 
Nevertheless, one novel and perhaps significant finding from the PSD analysis was a 
possible downward shift in the mu-rhythm after stroke. The spectral signature for healthy 
subjects during walking show a sharp decline over the delta and theta bands and then a 
slight hump around 8-13 Hz. This hump was noted in all of the stroke subjects but at a 
lower range, between 5-10 Hz for S1, S2, and S3, and between 7-11 Hz for S4. The 
reported characteristics for the mu-band, such as suppression during movement [27, 39] 





4.3. Correlates of Channel and Lag Weights 
As in the PSD analysis, the results of finding decoding correlates across the EEG 
channels or the lags were mostly inconsistent and could be better determined with more 
well-defined subjects. This scalp map analysis may not necessarily be equivalent to 
mapping individual contributions of electrodes to decoding; the weights may more likely 
govern activation versus suppression of channels as they contribute positively or 
negatively towards a function representing kinematics. Nevertheless the consistent region 
of blue “suppression” in the right hemisphere is somewhat telling, given that all subjects 
were left paretic and had some amount of right hemispheric lesions. Previous studies in 
decoding walking from healthy EEG describe a “sparse but distributed cortical network”, 
which may describe the maps generated here to some degree. 
 
Given the small subject sample size, it is hard to draw concrete conclusions about the 
correlates of lag selection. Longer lags (>100 ms) likely contribute to motor planning, 
while more immediate lags are involved in execution. Including lags of a nonlinear scale 
give the model an opportunity to account for both.  
 
4.3. Translatability to Rehabilitative Devices and Brain-Machine Interfaces 
Our results demonstrate feasibility of decoding intended walking kinematics 
noninvasively from the brain of stroke survivors. A real-time implementation of this 
model could be used to drive a rehabilitative powered exoskeleton to aid in recovery, 
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reinforcing plasticity in lost neural circuits through continued use. Such exoskeletons are 
currently in development for non-neural control, such as the Rex system (Rex Bionics 
Ltd), and need only a reliable decoding algorithm for thought-driven walking (Figure 16). 
Other brain-machine interface (BMI) systems have attempted to provide user operation 
relying upon biofeedback or operant condition; a system that decodes limb kinematics is 
favorable since users can train with the BMI more intuitively [40-41]. A system that 
utilizes feedback and training in addition to kinematic decoding algorithms loosens the 
requirements on highly accurate decoders; training and feedback will help compensate 
for lower accuracy, and failed attempts of decoding intended movement may help the 
user learn to generate stronger and more consistent cortical signals [6]. BMI systems that 
uses noninvasive EEG signals also eliminates the risks and costs of invasive surgery for 
implanting electrodes within the skull.  
 
Figure 16. Flowchart for the implementation of an EEG-controlled powered walking exoskeleton (Rex, Rex 
Bionics Ltd) for restoration of gait. Courtesy of JL Contreras-Vidal (University of Houston) 
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4.4. Future Directions 
As mentioned before, this study presents findings from the first attempts to decode 
walking kinematics from stroke survivors, and as such, there are numerous paths on 
which we can proceed to further advance our understanding of the problem and goals to 
solve them. 
 
A number of the findings and results in the study were partially inconclusive due to 
variability, inconsistency, and lack of statistical significance, particularly for the PSD 
analysis and the mapping of the correlates of EEG channel and lag weights. Recruitment 
of more stroke patients with better-characterized stroke damage would give us a better 
sample size to reduce this variability. However, given the high variability among subjects 
in clinical populations such as that described in this study, it is imperative to treat each 
subject as an individual “within-subjects” case study.  
 
This study can also be redone by decoding alternative sets of kinematic parameters. Here 
we solved for the x-, y-, and z-positions, the angular position, and the angular velocity for 
each of the six joints: left hip, left knee, left ankle, right hip, right knee, and right ankle. 
This was a rather high-dimensional problem, since thirty different variables were decoded 
for each condition, and these variables had some amount of correlation between them. A 
better understanding of biomechanics and human gait can identify the most essential 
parameters (possibly foot placement and timing, joint velocity) needed to reduce the 
degrees of freedom for this problem. Similarly, the problem could be simplified by 
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treating walking as a sequence of discrete states, rather than joints moving in continuous 
time. This also lends to the use of discrete state decoding algorithms such as classifiers 
and hidden Markov models that may be more computationally efficient as well. 
 
Finally, the decoding algorithms need to be evaluated in real-time for any intent to be 
beneficial for stroke survivors with impaired gait. Real-time implementation allows for 
feedback that can improve decoder performance through training. With a real-time 
system, patients can use EEG to control walking in a powered exoskeleton (Figure 16) or 
possibly in a virtual avatar for training, where such practice would help the brain achieve 







In conclusion, this feasibility study shows that the kinematics of walking could be 
decoded from the EEG of stroke patients with reasonable accuracy, and with best results 
on par with best decoding results from healthy subjects in prior studies. The spectral 
signature of the EEG saw potentially interesting differences between healthy and stroke, 
but in this study the differences were neither significant nor consistent. Similarly, 
determining the representation of walking in specific areas of the brain by identifying 
regional contributions also saw potentially interesting but statistically insignificant and 
inconsistent results. Recruitment of more subjects with more consistently characterized 
stroke lesions could reduce variability and provide better insight into some of the weaker 
observations noted here. Nevertheless, the prospects of using EEG to decode walking 
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