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1 Introduction
In classical mechanics, Hamilton–Jacobi theory tries to integrate a Hamiltonian system of dif-
ferential equations through an appropriate canonical transformation [3, 18]. The equation to be
satisfied by the generating function of this transformation is a partial differential equation, and
having enough solutions to it finally leads to the integration of the system. The Hamilton–Jacobi
equation is also very close, from the classical side, to the Schro¨dinger equation of quantum me-
chanics —see for instance [28]. For these reasons, Hamilton–Jacobi theory has been a matter of
continuous interest.
From the viewpoint of geometric mechanics, the intrinsic formulation of Hamilton–Jacobi
equation is also clear [1, 25, 27]. Nevertheless, in a recent paper [8] we presented a new geometric
framework for the Hamilton–Jacobi theory. The motivation for this work was that the usual
formulation of the Hamilton–Jacobi equation heavily relies on the symplectic structure of the
phase space. However, there are interesting integrable systems that have alternative Lagrangian
(and Hamiltonian) formulations; two different Lagrangians for the same dynamics may lead
to two different symplectic structures, and therefore one may wonder about the relevance of a
concrete symplectic structure and its relation with the solutions of the Hamilton–Jacobi problem.
Following this program, we formulated the Hamilton–Jacobi equation both in the Lagrangian
and in the Hamiltonian formalisms of time-independent mechanics, and studied the relations
between the solutions of the Hamilton–Jacobi equation and the symplectic form; we recovered
the usual Hamilton–Jacobi equation as a special case in our generalised framework. Additional
details on the relationship between Hamilton–Jacobi equation and the geometric structures of
mechanics have recently been presented in [9].
Within the Lagrangian formulation, dynamics is described by a second-order vector field
Γ defined on the tangent bundle TQ of the configuration manifold Q. The first step in our
formulation is to describe the integral curves of Γ as the canonical liftings of the integral curves
of a family of vector fields Xλ on Q. From a geometrical viewpoint, this is pretty simple: each
of these vector fields has to be Xλ-related to Γ. The usual formulation of Hamilton–Jacobi
equation corresponds to the case where the image of Xλ is a Lagrangian submanifold of TQ
with respect to the symplectic form ωL. With some changes, the same formulation can be given
in the Hamiltonian framework; properly speaking, it is in this case that we recover the usual
Hamilton–Jacobi theory.
Our work [8] was mainly devoted to regular autonomous Lagrangians. However, we also
considered the time-dependent case (through the so-called homogeneous formalism) as well as a
special instance of singular Lagrangians: those not yielding Lagrangian constraints. It was clear
that more general situations could be given a similar description, and it is the purpose of this
paper to consider the very important issue of mechanical systems with nonholonomic constraints
—that is, non-integrable constraints depending on the velocities.
Nonholonomic mechanical systems have been discussed since long ago. There are many pa-
pers dealing with geometric aspects of such systems, beginning with [35], and including different
viewpoints as [4, 14, 16, 20, 24, 26, 30] —see also [5, 11, 19, 31, 34]. When a nonholonomic sys-
tem is regular, at the end, there is a well-defined dynamics on the submanifold D ⊂ TQ defined
by the constraints. Therefore, it seems quite straightforward to apply our previous framework
developed in [8] for the Hamilton–Jacobi theory to the case of nonholonomic mechanical systems,
and, in fact, this has been done in some recent papers as [17, 21, 32], where the Hamiltonian case
and some applications are analyzed in deep, as well as in other instances like classical field theo-
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ries [22]. Note, however, that the relation with the symplectic structure is not so much clear, and
this is one of the points we address in the present paper, where this new geometric perspective
for the Hamilton–Jacobi problem is performed under the Lagrangian formalism. In this sense,
our approach could be considered as complementary to that developed in [17, 21, 32]. As in our
previous work [8], we state the standard classical nonholonomic Hamilton–Jacobi problem as a
particular case of a more general one. Furthermore, we consider two Lagrangian frameworks for
this: a plain formulation on the velocity space and also an intrinsic formulation on the constraint
submanifold (the so-called distributional approach to nonholonomic mechanics). Finally, in the
same lines of our previous paper, we discuss complete solutions for the Hamilton–Jacobi problem
and their relationship with constants of motion.
The paper is organised as follows. In section 2 we give a short account of nonholonomic
mechanics. The Hamilton–Jacobi problem for Lagrangian nonholonomic systems is presented in
section 3 in both the general and the restricted (standard) versions. Section 4 is devoted to the
study of the same problem in an intrinsic formulation. Local coordinate expressions are given
in section 5 by using quasivelocities. Complete solutions are studied in section 6. Finally, a
detailed example, the nonholonomic free particle, is presented in section 7.
2 Nonholonomic Lagrangian systems
We consider an n-dimensional manifold Q, its tangent bundle τQ : TQ → Q, and a constraint
submanifold, which we assume to be a vector subbundle D ⊂ TQ of rank r. We consider the an-
nihilator D◦ ⊂ T ∗Q and the set D˜◦ ⊂ T ∗(TQ) defined by D˜◦ = {α ◦ TτQ ∈ T ∗(TQ) | α ∈ D◦ };
this is a vector bundle over TQ, whose fibre at a point v ∈ TQ, such that τQ(v) = q, is more
explicitly described as
D˜◦v =
{
λv ∈ T ∗v (TQ)
∣∣ there exists αq ∈ D◦q such that λv = αq ◦ TvτQ } .
Given a Lagrangian function L ∈ C∞(TQ), we consider the nonholonomic system defined
by the Lagrangian L and the linear constraints given by D, that is, only velocities in D are
admissible. The Lagrange–d’Alembert principle states that the dynamics of the system is given
by the integral curves (with initial condition in D) of the vector fields Γ ∈ X(TQ) tangent to D
that satisfy the second-order condition and the Lagrange–d’Alembert equation (see for instance
[24])
(iΓωL − dEL)|D ∈ Sec(D˜◦) , (1)
where ωL is the Lagrange 2-form associated with L. This expression means that, on the points
of D, the 1-form iΓωL − dEL takes its values in the codistribution D˜◦.
From now on we assume that L is a regular Lagrangian, which means either that its fibre
derivative (Legendre transformation) FL : TQ → T ∗Q is a local diffeomorphism, that the La-
grange 2-form ωL is a symplectic form, or that its fibre Hessian F2L = GL : TQ→ T ∗Q⊗ T ∗Q
is everywhere a nondegenerate bilinear form. Given u, v, w ∈ TqQ, the fibre Hessian of the La-
grangian can also be expressed as GLu (v, w) = ωL(v˜, w
V
u ), where v˜ ∈ TuTQ is any vector which
projects onto v, and wVu is the vertical lift of w on the point u.
The nonholonomic system (L,D) is said to be regular if there is a unique solution to
Lagrange–d’Alembert equation. Here uniqueness must be understood as follows: two solutions
are considered equal if they coincide when restricted to D.
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There are several equivalent ways to ensure regularity of the constrained system. We define
the subundle T DD ⊂ TD → D by
T DD = {V ∈ TD | TτQ(V ) ∈ D } .
We also consider the restriction GLD of the fibre Hessian GL to the distribution D. Then (see
for instance [12]):
Theorem 1 The following properties are equivalent:
1. The constrained Lagrangian system (L,D) is regular,
2. KerGLD = {0}.
3. TTQ|D = T DD⊕ (T DD)⊥,
where (T DD)⊥ denotes the orthogonal complement of T DD with respect to the symplectic form ωL.
In the regular case, the constrained dynamics can be found by projection of the free dynamics
according to the decomposition given in item 3. It follows that the dynamical vector field is a
sode on D, that is, Γ is tangent to D and TτQ(Γ(v)) = v for every v ∈ D.
3 The Lagrangian Hamilton–Jacobi problem for honholonomic
systems
As in our previous paper [8], we decompose the study of the Hamilton–Jacobi problem for a
nonholonomic Lagrangian system in two pieces: first, we consider a general setting to describe
the solutions of the nonholonomic dynamics Γ on D in terms of the solutions of a family of
first-order differential equations; second, we study the interplay of these first-order vector fields
with the corresponding symplectic structure, and impose additional conditions on them in or-
der to simplify the problem. All this is performed in the Lagrangian formalism —the case of
Hamiltonian formalism can be developed in quite a similar way.
3.1 General Lagrangian nonholonomic Hamilton–Jacobi problem
Following the same lines as in [8], we formulate the Hamilton–Jacobi problem in this way:
Statement 1 (General Lagrangian nonholonomic Hamilton–Jacobi problem) Given
a regular nonholonomic Lagrangian system (L,D), with dynamics given by a sode vector field
Γ ∈ X(D), the general Lagrangian nonholonomic Hamilton–Jacobi problem consists in finding
the vector fields X : Q→ TQ such that, if γ : R→ Q is an integral curve of X, then γ˙ : R→ TQ
takes values in D ⊂ TQ and it is an integral curve of Γ; that is,
X ◦ γ = γ˙ =⇒ Γ ◦ γ˙ = ˙X ◦ γ and γ˙(t) ∈ D for each t ∈ R .
Any of such X is said to be a solution to the general Lagrangian nonholonomic Hamilton–Jacobi
problem.
Theorem 2 A vector field X ∈ X(Q) is a solution to the general Lagrangian nonholonomic
Hamilton–Jacobi problem if, and only if, X ∈ Sec(D) and Γ ◦X = TX ◦X.
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Proof Let X ∈ X(Q) be a solution to the general nonholonomic Hamilton–Jacobi problem.
For every q ∈ Q, let γ be the integral curve of X starting at q; that is, γ˙ = X ◦ γ and γ(0) = q.
Then η = γ˙ is a solution to the constrained problem; that is, η(0) ∈ D and η˙ = Γ ◦ η. From the
first one we have that X(q) = X(γ(0)) = γ˙(0) = η(0) ∈ D. As q is arbitrary, it follows that X
takes values in D. Moreover,
(Γ ◦X)(q) = (Γ ◦X ◦ γ)(0) = (Γ ◦ η)(0) = η˙(0) = dγ˙
dt
(0) =
d
dt
(X ◦ γ)(0)
= (TX ◦ γ˙)(0) = (TX ◦X ◦ γ)(0) = (TX ◦X)(q),
from which it follows that Γ ◦X = TX ◦X.
Conversely, let X be a vector field taking values in D such that Γ ◦X = TX ◦X. If γ is an
integral curve of X then η = X ◦ γ is an integral curve of Γ:
Γ ◦ η = Γ ◦X ◦ γ = TX ◦X ◦ γ = TX ◦ γ˙ = d
dt
(X ◦ γ) = η˙.
In addition, as η(0) = X(γ(0)) ∈ D, it follows that η starts at D, and hence it is a solution to
the constrained dynamics.
We can rewrite the above statement as follows: a vector field X is a solution to the general
nonholonomic Hamilton–Jacobi problem if Im (X) is a submanifold of D and Γ is tangent to this
submanifold. Conversely, if N is an n-dimensional submanifold of D, transverse to the fibers
and invariant under Γ, then locally there exists X ∈ X(Q) such that N = X(Q) and it is a local
solution to the general Hamilton–Jacobi problem.
Remark 1 As in the unconstrained case (when D = TQ) the above result can be stated in a
more general framework, and in fact, it can be applied to any vector field on D which satisfies
the second-order condition.
The sode Γ being the solution of the Lagrange–d’Alembert equation (1), we can take the
pullback of such equation by X, and then obtain an equation that does not involve Γ explicitly.
Theorem 3 A vector field X ∈ X(Q) is a solution to the general Lagrangian nonholonomic
Hamilton–Jacobi problem if, and only if, X ∈ Sec(D) and iX(X∗ωL)− d(X∗EL) ∈ Sec(D◦).
Proof We will use the following preliminary results:
1. If λ ∈ D˜◦, then λ = α ◦ TτQ for α ∈ D◦, and we have that X∗λ = α. In fact,
〈X∗λ, v〉 = 〈α ◦ TτQ, TX(v)〉 = 〈α, TτQ(TX(v))〉 = 〈α, v〉
for every v ∈ TQ. We will write symbolically this equation as X∗D˜◦ = D◦.
2. Given a vector field X ∈ X(Q), let Y be the vector field along X defined by Y = Γ ◦X −
TX ◦X. Consider the one-form α in Q given by
α = [X∗(iΓωL − dEL)]− [iX(X∗ωL)− d(X∗EL)] .
A straighforward calculation (see [8]) leads to
αq(v) = ωL(X(q)) (Y (q), TX(v)) , q ∈ Q , v ∈ TqQ .
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3. IfX is a section ofD, then for every q ∈ Q there exists v ∈ D such that Y (q) = ξV (X(q), v),
where ξV denotes the vertical lift in TQ. Indeed, it is clear that Y take values in the vertical
bundle, so that, for every q ∈ Q there exists v ∈ TqQ such that Y (q) = ξV (X(q), v). We
have just to prove that v is in D. On the one hand Γ|D is tangent to D, so that Γ ◦ X
takes values in TD, and on the other hand, TX ◦ X also takes values in TD, therefore
we get that Y (q) ∈ TX(q)D. Taking into account that linear constraints for D are given
by the linear functions αˆ associated with 1-forms α taking values in D◦, we have that, for
every α ∈ Sec(D◦),
0 = Y (q)αˆ = ξV (X(q), v)αˆ = 〈αq, v〉,
and hence v ∈ D.
Bearing this in mind, the proof of the theorem is as follows:
[⇐] Let X ∈ Sec(D) such that iX(X∗ωL) − d(X∗EL) ∈ Sec(D◦). As iΓωL − dEL ∈ Sec(D˜◦),
then X∗(iΓωL − dEL) ∈ Sec(D◦), and hence
α = [X∗(iΓωL − dEL)]− [iX(X∗ωL)− d(X∗EL)] ∈ Sec(D◦).
The vector field Y along X is vertical, and at every point is the vertical lift of an element in D:
for every q ∈ Q, there exists v ∈ D such that Y (q) = ξV (X(q), v). Then for every w ∈ D we
have that
0 = αq(w) = (ωL(X(q))(ξV (X(q), v), TqX(w)) = GLX(q)(v, w) = G
LD
X(q)(v, w).
Since this equation holds for every w ∈ D and GLD is regular, we have that v = 0, and hence
Y = 0, which proves the statement.
[⇒] If X ∈ Sec(D) and Γ ◦X = TX ◦X, then Y = 0, and hence α = 0. Therefore
iX(X∗ωL)− d(X∗EL) = X∗(iΓωL − dEL) ∈ Sec(D◦).
This completes the proof.
3.2 Restricted nonholonomic Lagrangian Hamilton–Jacobi problem
As in the unconstrained case, to solve the generalized Lagrangian nonholonomic Hamilton–
Jacobi problem can be a difficult task; thus it is convenient to consider a simplified, and hence
less general, problem.
We have seen that X ∈ X(Q) is a solution to the generalized problem if, and only if, the
difference iX(X∗ωL)− d(X∗EL) takes values in D◦. So we can look for solutions satisfying that
both terms iX(X∗ωL) and d(X∗EL) are in D◦. Furthermore the condition iX(X∗ωL) ∈ Sec(D◦)
can be ensured by imposing that
(X∗ωL)(D,D) = 0 ,
or equivalently (X∗ωL)(D, ·) ∈ Sec(D◦). We will plainly say that the restriction of X∗ωL to D
vanishes.
Another possibility could be to impose that (X∗ωL)(D, ·) = 0; but this is a less general
condition. An additional justification for our choice will be provided in the next section.
In this way, we can state the following restricted Lagrangian nonholonomic Hamilton–Jacobi
problem:
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Statement 2 (Restricted Lagrangian nonholonomic Hamilton–Jacobi problem) Given
a regular nonholonomic Lagrangian system (L,D), find those solutions X to the generalized La-
grangian nonholonomic Hamilton–Jacobi problem such that the restriction of X∗ωL to D van-
ishes.
As a consequence, it follows that ifX is a solution to the Lagrangian nonholonomic Hamilton–
Jacobi problem, then d(X∗EL) ∈ Sec(D◦).
Proposition 1 A vector field X ∈ X(Q) is a solution to the Lagrangian nonholonomic Hamilton–
Jacobi problem if, and only if,
1. X ∈ Sec(D),
2. (X∗ωL)|D = 0,
3. d(X∗EL)|D = 0.
Proof The direct statement is obvious. For the converse, we have that X ∈ Sec(D) and both
iX(X∗ωL) and d(X∗EL) take their values in D◦, so that iX(X∗ωL)− d(X∗EL) ∈ Sec(D◦), and
by Theorem 3 the statement holds.
Remark 2 It is important to point out that every solution to the general (restricted) La-
grangian Hamilton–Jacobi problem for the unconstrained system which takes values on D is,
automatically, a solution to the general (restricted) Lagrangian nonholonomic Hamilton–Jacobi
problem. This may be helpful when looking for solutions as we will see in an example later on.
A particular important case is that of bracket-generating distributions (also known as com-
pletely nonholonomic distributions). A distributionD ⊂ TQ is bracket-generating if the smallest
Lie subalgebra LD ⊂ X(Q) containing Sec(D) is the full X(Q). In other words, we can get a
family of vector fields in the distribution D such that every vector v ∈ TqQ can be obtained as
a linear combination of the values at q of such vector fields together with repeated brackets. In
this case we have the following simplification (see [32]):
Proposition 2 Assume that D ⊂ TQ is a bracket-generating distribution. A vector field X ∈
X(Q) is a solution to the Lagrangian nonholonomic Hamilton–Jacobi problem if, and only if,
1. X ∈ Sec(D),
2. (X∗ωL)|D = 0,
3. X∗EL = constant.
Proof We just have to prove that, for a bracket-generating distribution, the condition d(X∗EL) ∈
Sec(D◦) is equivalent to X∗EL = constant. The result is true for any function f in Q, our case
being f = X∗EL.
Let f be a smooth function on a manifold Q such that df ∈ Sec(D◦). We first prove that f
is constant on the orbits of the family FD of local vector fields taking values in D. Indeed, given
a point q0 in the orbit, any other point q1 of the orbit is of the form q1 = (φ
Xk
tk
◦ · · · ◦φX1t1 )(q0) for
some vector fields Xi ∈ FD and times ti ∈ R. Therefore we can get such point by concatenation
of a finite number of curves of the form C : t ∈ [0, T ] 7→ φXt (q), with q a point in the orbit and
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X ∈ FD. Integrating df along a curve C of such type we get on one hand
∫
C df = f(φ
X
T (q))−f(q)
and on the other
∫
C df =
∫ T
0 〈df , X〉φXt (q) dt =
∫ T
0 0 dt = 0. Therefore f(φ
X
T (q)) = f(q) and f is
constant along the orbit.
Finally, for a bracket-generating distribution, Chow–Rashevsky theorem (see for instance
[2]) ensures that there is only one orbit, the full manifold Q. Therefore, if df takes its values
in D◦, then f is a constant function on Q.
In the general case, provided that the distribution associated with the Lie algebra LD is of
constant rank, we can restrict our dynamical system to each one of the orbits (which are the
integral manifolds of the distribution associated with LD , and hence immersed submanifolds of
Q), thus obtaining a Lagrangian system with nonholonomic constraints defined by a bracket-
generating distribution. Hence X∗EL is constant on every orbit of LD .
4 The Hamilton–Jacobi problem in the intrinsic formalism
In the above sections we have been using the standard Lagrangian formalism of nonholonomic
constrained problems. Next we develope the theory using the intrinsic Lagrangian formalism
(also called the distributional approach). This will allow us to justify the choice made for
stating the Lagrangian nonholonomic Hamilton–Jacobi problem. The distributional approach
was initiated by Bocharov and Vinogradov [7] and further developed by S´niatycki and coworkers
[4, 34]. Similar equations, within the more general framework of Lie algebroids, appear also
in [12].
4.1 Intrinsic Lagrangian formalism for nonholonomic systems
In the above standard Lagrangian formalism of nonholonomic constrained problems, the theory
is developed on the whole TQ by introducing the constraint forces. But it is clear that only the
values in D are relevant: while the theory depends on the value of the Lagrangian in an open
neighbourhood of D, the final dynamics is defined only on the submanifold D. Therefore it is
interesting to develop the theory intrinsically in D.
Recall that we defined the rank 2r vector subbundle T DD→ D of TD by
T DD = {V ∈ TD | TτQ(V ) ∈ D } ,
and that item 3 in Theorem 1 expresses the fact that the nonholonomic Lagrangian system is
regular if, and only if, T DD is a symplectic subbundle of T (TQ)|D , that is, T DD ∩ (T DD)⊥ =
{0}. Therefore, the restriction ωLD of the symplectic form ωL to the subbundle T DD is regular,
and hence the pair (T DD, ωLD) is a symplectic vector bundle.
Similarly, we denote by εLD the restriction of dEL to T DD. It follows that there exists a
unique Γ ∈ Sec(T DD) such that
iΓω
LD = εLD. (2)
From the definition of ωLD and εLD one obtains that the section Γ here is just the restriction
to D of the dynamical vector field Γ of the last section, and it is a sode in the sense that
TτQ(Γ(v)) = v, for every v ∈ D. We will not make any notational distinction between the two
views of the dynamical vector field.
The advantage of this formulation of the nonholonomic problem is that we can work entirely
in the bundle T DD following similar arguments to those given for the unconstrained case. There
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is only one relevant difference: the 2-form ωLD is not exact. In fact it even does not make sense
to talk about closed forms because T DD is not a tangent bundle, neither a Lie algebroid, except
for integrable constraints.
4.2 The general Hamilton–Jacobi problem
In this framework, a solution to the general nonholonomic Lagrangian Hamilton–Jacobi problem
is a section σ ∈ Sec(D) of the vector bundle τ : D → Q such that the natural lift of its integral
curves are integral curves of Γ. This statement has sense obviously because our bundles are
subbundles of a tangent bundle, and hence its sections are vector fields. It is also clear that this
corresponds exactly to the definition in the above section, with a change of notation X ↔ σ.
Given a section σ ∈ Sec(D) we can define the map T σ : D → T DD as the restriction
of the tangent map Tσ : TQ → TD. It is well-defined since TτQ(Tσ(v)) = v ∈ D, so that
T σ(v) ∈ T DD. With this definition, and according to Theorem 2, a section σ ∈ Sec(D) is a
solution to the general nonholonomic Lagrangian Hamilton–Jacobi problem if, and only if,
Γ ◦ σ = T σ ◦ σ. (3)
For the following proposition we need a somehow extended notion of the pullback. In par-
ticular, for a section θ of the exterior bundle of (T DD)∗, we are redefining the meaning of σ∗θ
as the section of the exterior bundle of D∗ given by
(σ∗θ)q(v1, . . . , vp) = θσ(q)
(T σ(v1), . . . , T σ(vp)),
for q ∈ Q and v1, . . . , vp ∈ D.
Proposition 3 A section σ ∈ Sec(D) is a solution to the general nonholonomic Lagrangian
Hamilton–Jacobi problem if, and only if,
iσ(σ∗ωLD) = σ∗εLD.
Proof From equation (2), iΓωLD = εLD, we have that σ∗(iΓωLD) = σ∗εLD. Now, taking into
account that Γ ◦ σ = T σ ◦ σ, for every vq ∈ D we obtain
σ∗(iΓωLD)(vq) = (iΓωLD)σ(q)(Tqσ(vq)) = ωLDσ(q)(Γ(σ(q)), Tqσ(vq))
= ωLDσ(q)(Tqσ(σ(q)), Tqσ(vq)) = (σ
∗ωLD)q(σ(q), vq) = iσ(σ∗ωLD)(vq),
and the result follows.
4.3 The restricted Hamilton–Jacobi problem
A solution of the (restricted) Lagrangian nonholonomic Hamilton–Jacobi problem is a solution
σ of the general Lagrangian nonholonomic Hamilton–Jacobi problem which moreover satisfies
the condition
σ∗ωLD = 0.
According to the preceding Proposition, it follows that σ must also satisfy σ∗εLD = 0. Notice
that, for v ∈ D, we have
〈σ∗εLD, v〉 = 〈σ∗(dEL|T DD), v〉 = 〈dEL, Tσ(v)〉 = 〈d(σ∗EL), v〉 ,
so that σ∗εLD = d(σ∗EL)|D .
Summarizing, we have proved the following:
J.F. Carin˜ena et al: Hamilton–Jacobi theory for nonholonomic systems 10
Proposition 4 A section σ ∈ Sec(D) is a solution to the Lagrangian nonholonomic Hamilton–
Jacobi problem if, and only if, Tσ(D) ⊂ T DD is a Lagrangian subbundle of (T DD, ωLD) and
d(σ∗EL) ∈ Sec(D◦).
Note that, when the distribution is bracket-generating, the last condition means that the energy
is constant, as we have seen in Proposition 2 at the end of the preceding section.
5 Coordinate expressions and quasivelocities
In order to find local expressions for the objects we have defined, we can use local coordinates in
the base Q and a set of linear coordinates (quasivelocities [6, 10]) on the tangent bundle adapted
to the distribution D. This will greatly simplify many expressions.
Let (xi) be local coordinates on Q and choose a local basis {eα} of sections of D. Complete
with {eA} to a local basis {eα, eA} of X(Q), and denote the associated linear coordinates by
(yα, yA), that is, yα = êα and yA = êA, where {eα, eA} is the dual basis. So we have coordinates
(xi, yα, yA) of TQ. In these coordinates the constraints read yA = 0, so they are adapted to the
submanifold D ⊂ TQ, and (xi, yα) can be used as coordinates for D.
In the local coordinate system (xi) on Q, the elements of the basis eα ∈ X(Q) are given by
eα = ρiα
∂
∂xi
,
for some local functions ρiα ∈ C∞(Q). The bracket of the sections eα is of the form
[eα, eβ] = C
γ
αβeγ + C
A
αβeA,
with Ciαβ ∈ C∞(Q) local functions on Q. The constraints are integrable (holonomic) if, and
only if, CAαβ = 0. The vector fields eA have a similar expression, eA = ρ
i
A
∂
∂xi
.
Remark 3 In the classical literature, the functions of the type Cabc are known as Hamel’s
transpositional symbols [15], which obviously are nothing but the structure coefficients (in the
Cartan’s sense) of the moving frame {ea}, see e.g. [13]. Similar expressions arise in the theory
of Lie algebroids, where the use of quasivelocities appears naturally [12, 23, 29].
Associated with the above basis and coordinates we can find a local basis of sections of T DD,
that is, a family of 2r vector fields tangent to D which moreover project point-wise to vectors
on D. The coordinate vector fields ∂/∂xi and ∂/∂yα are a basis of vector fields tangent to D.
The vector fields ∂/∂yα are vertical so that they project (through Tτ) to the zero section of
D. However, the vectors ∂/∂xi do not (in general) project to admissible velocities. Taking an
appropriate linear combination we have that the vector fields ρiα∂/∂x
i project to eα, so that
they are sections of T DD. Moreover, since they are linearly independent, we have got a basis
of sections of T DD:
Xα = ρiα
∂
∂xi
and Vα =
∂
∂yα
.
This basis of sections of T DD can be completed to a basis of sections of TD by adding the
vector fields
XA = ρiA
∂
∂xi
,
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and the brackets of the vector fields of such a basis are given by
[Xα,Xβ] = C
γ
αβXγ + C
A
αβXA, [Xα,Vβ] = 0, [Vα,Vβ] = 0.
A sode Γ ∈ Sec(T DD) is a vector field tangent to D and such that Tτ(Γ(v)) = v for every
v ∈ D. It follows that it is of the form
Γ = yαXα + fα(xi, yβ)Vα,
for some local functions fα ∈ C∞(D). The differential equations for its integral curves are
x˙i = ρiαy
α y˙α = fα(xi, yβ).
The above expressions can be specialized to the frequent case when the constraints are given
by expressing some velocities as linear functions of some other velocities,
x˙A −BAα (x)x˙α = 0.
The local basis {eα, eA} can be taken to be
eα =
∂
∂xα
+BAα
∂
∂xA
, eA =
∂
∂xA
,
and therefore the adequate quasivelocities are
yα = x˙α , yA = x˙A −BAα (x)x˙α.
The natural velocities are then given in terms of the quasivelocities by
x˙α = yα , x˙A = yA +BAα (x)y
α.
The local basis {Xα,Vα} of sections of T DD can be given in terms of the natural coordinates by
Xα =
∂
∂xα
+BAα
∂
∂xA
+ x˙βeα(BAβ )
∂
∂x˙A
, Vα =
∂
∂x˙α
+BAα
∂
∂x˙A
,
and we can complete it to a local basis of X(D) with
XA =
∂
∂xA
.
We can further complete to a local basis of X(TQ) with
VA =
∂
∂x˙A
.
The commutators of the elements of this basis of sections of T DD are
[Xα,Xβ] = RAαβ
(
∂
∂xA
+
∂BBγ
∂xA
vγ
∂
∂vB
)
, [Xα,Vβ] = 0, [Vα,Vβ] = 0,
where RAαβ ≡ [eα, eβ]xA = eα(BAβ )− eβ(BAα ).
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Lagrange–D’Alembert equations The constrained Lagrangian system (L,D) is regular if
the restriction of the fibered Hessian GL to D is a regular bilinear tensor at every point. This
restricted Hessian GLD has a particularly simple expression in the coordinates (xi, yα, yA),
GLD(xi,yα)(eα, eβ) =
∂2L
∂yα∂yβ
(xi, yα, 0).
The local expression of Lagrange–d’Alembert equations can be easily written in these coordi-
nates without the need of Lagrange multipliers. By contracting the equations iΓωLD − εLD = 0
with the elements of the basis {Xα,Vα}, and taking into account the constraints yA = 0, these
equations read
Γ
(
∂L
∂yα
)
+
∂L
∂yγ
Cγαβy
β − ρiα
∂L
∂xi
= − ∂L
∂yA
CAαβy
β, (4)
where Γ = yαXα + fαVα is the sode vector field we are looking for.
Taking into account the second-order condition, the differential equations for the solutions
of the dynamics are
x˙i = ρiαy
α,
d
dt
(
∂L
∂yα
)
+
∂L
∂yγ
Cγαβy
β − ρiα
∂L
∂xi
= − ∂L
∂yA
CAαβy
β,
yA = 0 .
(5)
General Hamilton–Jacobi problem By evaluating the equations (4) on the image of the
section σ, i.e. at a point of the form yα = σα(x), and taking into account the general Hamilton–
Jacobi condition, Eq. (3), which can be expressed as a relation between differential operators as
σ∗ ◦ LΓ = Lσ ◦ σ∗, we obtain
Lσ
(
∂L
∂yα
◦ σ
)
+
(
∂L
∂yγ
◦ σ
)
Cγαβσ
β − ρiα
(
∂L
∂xi
◦ σ
)
= −
(
∂L
∂yA
◦ σ
)
CAαβσ
β, (6)
which is the local expression of the general Hamilton–Jacobi equation. In order to find the
solutions of the dynamics these equations must be supplemented with the differential equations
for the integral curves of σ, i.e. x˙i = ρiασ
α.
With a simplified notation, the equations to be solved are
x˙i = ρiασ
α,
Lσ
(
∂L
∂yα
)
+
∂L
∂yγ
Cγαβσ
β − ρiα
∂L
∂xi
= − ∂L
∂yA
CAαβσ
β,
(7)
where all the partial derivatives of the Lagrangian must be evaluated at points of the form
(xi, σα(x)) before taking further derivatives. We remark the formal similarity of these equa-
tions (7) and equations (5), which are obtained formally by the substitution yα = σα(x) every-
where.
Restricted Hamilton–Jacobi problem For the expression of the Hamilton–Jacobi equation
we need the explicit expression of the form ωLD. This coordinate expression can be easily found
by using the relation
ωLD(X,Y ) = dθL(Y,X) = LY (θL(X))− LX(θL(Y )) + θL([X,Y ]), X, Y ∈ Sec(T DD),
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applied to the elements of the basis {Xα,Vα}. It turns out that
ωLD(Xα,Xβ) = ρiβ
∂2L
∂yα∂xi
− ρiα
∂2L
∂yβ∂xi
+
∂L
∂yγ
Cγαβ +
∂L
∂yA
CAαβ ,
ωLD(Xα,Vβ) =
∂2L
∂yα∂yβ
,
ωLD(Vα,Vβ) = 0 ,
where all the partial derivatives of the Lagrangian are taken at points in the constraint subbundle
D, i.e. in the submanifold yA = 0. Therefore, the local expression of ωLD is
ωLD =
1
2
(
ρiβ
∂2L
∂yα∂xi
− ρiα
∂2L
∂yβ∂xi
+
∂L
∂yγ
Cγαβ +
∂L
∂yA
CAαβ
)
Xα ∧ Xβ + ∂
2L
∂yα∂yβ
Xα ∧ Vβ,
where {Xα,Vα} is the dual basis of {Xα,Vα}.
To compute pullbacks we can proceed as follows. If σ : Q → D is a section of D then the
map T σ is determined by
T σ(eα) = Xα + ρiα
∂σβ
∂xi
Vβ,
and therefore the pullback of the dual basis {Xα,Vα} is
σ∗Xα = eα and σ∗Vα = ρiβ
∂σα
∂xi
eβ.
From this it is straightforward to calculate the local expression of σ∗ωLD:
σ∗ωLD =
1
2
[
ρiβ
(
∂2L
∂yα∂xi
+
∂2L
∂yα∂yγ
∂σγ
∂xi
)
− ρiα
(
∂2L
∂yβ∂xi
+
∂2L
∂yβ∂yγ
∂σγ
∂xi
)
+
∂L
∂yγ
Cγαβ +
∂L
∂yA
CAαβ
]
eα∧ eβ.
The equation σ∗ωLD = 0 is equivalent to the vanishing of the expression between braces:
ρiβ
(
∂2L
∂yα∂xi
+
∂2L
∂yα∂yγ
∂σγ
∂xi
)
− ρiα
(
∂2L
∂yβ∂xi
+
∂2L
∂yβ∂yγ
∂σγ
∂xi
)
+
∂L
∂yγ
Cγαβ +
∂L
∂yA
CAαβ = 0. (8)
Alternatively, one can calculate σ∗ωLD(eα, eβ) = −d(σ∗θL)(eα, eβ), from where the vanishing
of σ∗ωLD = 0 is equivalent to the equations
Leα
(
∂L
∂yβ
◦ σ
)
− Leβ
(
∂L
∂yβ
◦ σ
)
−
(
∂L
∂yγ
◦ σ
)
Cγαβ =
(
∂L
∂yA
◦ σ
)
CAαβ.
Finally, the pullback by σ of the energy is easily calculated:
σ∗EL = σ∗
(
yα
∂L
∂yα
+ yA
∂L
∂yA
− L
)
= σα
(
∂L
∂yα
◦ σ
)
− L ◦ σ.
If the distribution is bracket-generating, then the equation d(σ∗εLD) ∈ Sec(D◦) can be
substituted by
σα(x)
∂L
∂yα
(xi, σβ(x))− L(xi, σβ(x)) = constant .
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6 Complete solutions
The essential idea in the standard (unconstrained) Hamilton–Jacobi theory consists in finding
a complete family of solutions to the problem (not only one particular solution). In the present
context a complete solution can be defined as follows:
Definition 1 Consider a solution σλ to the general (respectively, restricted) Lagrangian non-
holonomic Hamilton–Jacobi problem depending on r = rank (D) additional parameters λ ∈ Λ
(where Λ ⊆ Rr is some open set) and suppose that the map Φ: Q × Λ → D given by Φ(q, λ) =
σλ(q) is a local diffeomorphism. In this case the family {σλ ; λ ∈ Λ} is said to be a complete solu-
tion to the general (respectively, restricted) Lagrangian nonholonomic Hamilton–Jacobi problem.
In other words, a complete solution is a local diffeomorphism Φ: Q×Λ→ D over the identity
in Q, such that for every λ ∈ Λ the section σλ ∈ Sec(D) given by σλ(q) = Φ(q, λ), is a solution
to the general (restricted) Hamilton–Jacobi problem.
The interest of this notion is that all the integral curves of Γ can be actually described as
integral curves of appropriate vector fields in the complete solution. For every point v ∈ Im Φ
we take q = τQ(v) and we find λ ∈ Rr such that Φ(q, λ) = v. The vector field σλ is a solution
to the generalized Hamilton–Jacobi problem, with σλ(q) = v. Taking the integral curve γ(t) of
σλ passing through q, we have that γ˙(t) is the solution to the dynamics starting at v.
In what follows, for simplicity, we will assume that Φ: Q×Λ→ D is a global diffeomorphism.
We then define the map F : D → Rr by F = pr2 ◦Φ−1, where pr2 : Q×Λ→ Λ is the projection
onto the second factor.
From the very definition, it follows that a complete solution provides the manifold D with
a foliation transverse to the fibers of τ : D → Q, the leaves being the image of the vector fields
σλ, and that the solution vector field Γ is tangent to the leaves. We now study this foliation
with more detail, specially in the case of a complete solution to the restricted problem.
Proposition 5 The following properties hold.
1. For every λ ∈ Λ we have F−1(λ) = Im (σλ).
2. The map TΦ: TQ × TΛ → TD restricts to a map T Φ: D × TΛ → T DD. Moreover T Φ
is a diffeomorphism (a local diffeomorphism if Φ is a local diffeomorphism).
3. The section Γ¯ ∈ Sec(D × TΛ → Q × Λ) defined by Γ¯ = (T Φ)−1 ◦ Γ ◦ Φ has the form
Γ¯(q, λ) = (σλ(q), 0λ).
4. The components of the map F are constants of motion.
5. If Φ is a complete solution to the restricted problem, then the subbundles
{(v, 0) ∈ D × TΛ} and {(0, z) ∈ D × TΛ} are Lagrangian subbundles of the symplectic
bundle
(
D × TΛ,Φ∗(ωLD)).
Proof We will make use of the following fact:
T Φ(vq, 0λ) = Tσλ(vq). (9)
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Indeed, if γ(s) is a curve in Q such that γ˙(0) = vq, then
TΦ(vq, 0λ)f = (vq, 0λ)(f ◦ Φ) = d
ds
f(Φ(γ(s), λ))
∣∣∣
s=0
=
d
ds
f(σλ(γ(s)))
∣∣∣
s=0
=
d
ds
(σ∗λf)(γ(s)))
∣∣∣
s=0
= vq(σ∗λf) = Tσλ(vq)f
for every function f ∈ C∞(D), which proves the equality (9).
Now let us proceed with the proof of the proposition:
1. v ∈ F−1(λ) ⇐⇒ F (v) = λ ⇐⇒ Φ−1(v) = (τ(v), λ) ⇐⇒ v = Φ(τ(v), λ) ⇐⇒ v = σλ(τ(v))
⇐⇒ v ∈ Im (σλ).
2. For every (vq, zλ) ∈ TQ× TΛ
Tτ(TΦ(vq, zλ)) = T (τ ◦ Φ)(vq, zλ) = Tpr1(vq, zλ) = vq .
So, TΦ(vq, zλ) belongs to T DD if, and only if, vq ∈ D.
3. We have just to prove that T Φ(σλ(q), 0λ) = Γ(Φ(q, λ)), for every (q, λ) ∈ Q × Λ. Using
(9), for vq = σλ(q) we have that T Φ(σλ(q), 0λ) = Tσλ(σλ(q)), and taking into account
that Tσλ ◦ σλ = Γ ◦ σλ, we finally get
T Φ(σλ(q), 0λ) = Tσλ(σλ(q)) = Γ(σλ(q)) = Γ(Φ(q, λ)).
4. F is constant on Imσλ, and Γ is tangent to Imσλ, so the result follows.
5. First, using (9) we have
(Φ∗ωLD)(q,λ)
(
(vq, 0λ), (wq, 0λ)
)
= ωLDΦ(q,λ)
(
TΦ(vq, 0λ), TΦ(wq, 0λ)
)
= ωLDΦ(q,λ)
(
Tσλ(vq), Tσλ(wq)
)
= (σ∗λω
LD)q(vq, wq) = 0
Furthermore, notice that T Φ(Ver(pr1)) = Ver(τ), which can be easily proved. Thus
(Φ∗ωLD)(q,λ)
(
(0q, yλ), (0q, zλ)
)
= ωLDΦ(q,λ)
(
TΦ(0q, yλ), TΦ(0q, zλ)
)
= 0
because Ver(τ) is an isotropic (in fact Lagrangian) subbundle of the symplectic bun-
dle (T DD, ωLD).
This finishes the proof.
In the case of a complete solution to the restricted problem, only the terms of the form
Φ∗ωLD((v, 0), (0, z)) can possibly be nonzero, and they can be expresed in terms of the Hessian,
(Φ∗ωLD)(q,λ)((vq, 0λ), (0q, zλ)) = GLDσλ(q)(vq, z¯(q, λ)),
where z¯ is defined by ξV (0q, z¯(q, λ)) = TΦ(0q, zλ). Indeed, by the definition of GLD we have
(Φ∗ωLD)(q,λ)
(
(vq, 0λ), (0q, zλ)
)
= ωLDΦ(q,λ)
(
Tσλ(vq), TΦ, (0q, zλ)
)
= ωLDσλ(q)
(
Tσλ(vq), ξV (0q, z¯(q, λ))
)
= GLDσλ(q)(v, z¯(q, λ)).
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The nonholonomic bracket For a complete solution the map F is a constant of the motion,
that is, if we denote by f1, . . . , fr the components of F , then every function fi is a constant of
the motion for Γ. Conversely, a family of functionally independent first integrals f1, · · · , fr ∈
C∞(D), satisfying the transversality condition det
[〈dfα , eVβ 〉] 6= 0 (where {eα} is any local basis
for D), defines a complete integral by means of Φ−1(v) =
(
τ(v),
(
f1(v), . . . , fr(v)
))
.
We now show that this functions are in involution with respect to the nonholonomic bracket.
One of the possible constructions of such bracket is as follows. Given a function g ∈ C∞(D),
we consider the section δg ∈ Sec((T DD)∗) as the restriction of the differential of g to T DD;
that is, δg = dg|T DD . Since the constrained system is regular, we can define the nonholonomic
Hamiltonian section ηg ∈ Sec(T DD) by means iηgωLD = δg. Then we define the nonholonomic
bracket of two functions f, g ∈ C∞(D) by means of {f, g}nh = ωLD(ηf , ηg). This bracket is
skewsymmetric but it does not satisfy the Jacobi identity, except if the constraints are actually
holonomic.
Theorem 4 If F = (f1, f2, . . . , fr) then {fi, fj}nh = 0.
Proof We will show that the sections ηfi are of the form ηfi = T Φ(Xf , 0). Indeed, let
Z ∈ Sec(D × TΛ → Q × Λ) be the section such that T Φ ◦ Zi = ηfi ◦ Φ. For every v ∈ D, let
q = τ(v) and λ = F (v), so that Φ(q, λ) = v. For every w ∈ Dq we have
(Φ∗ωLD)v
(
Zi(v), (w, 0)
)
= ωLDv
(
TΦ(Zi(v)), TΦ(w, 0)
)
= ωLDv
(
ηfi(v), Tσλ(w)
)
= Tσλ(w) · fi = w · (fi ◦ σλ) = w · (λi) = 0
where we have used that F ◦ σλ = λ (constant), and hence fi ◦ σλ = λi. Therefore Zi takes
values in the orthogonal with respect to Φ∗ωLD of the subbundle {(v, 0) ∈ D × TΛ}. Since this
subbundle is Lagrangian, we have that Zi takes values on it, i.e. it is of the form Zi = TΦ(Wi, 0).
But then
{fi, fj}nh = ωLD(ηfi , ηfj ) = ωLD
(
TΦ(Wi, 0), TΦ(Wj , 0)
)
= (Φ∗ωLD)
(
(Wi, 0), (Wj , 0)
)
= 0,
which finishes the proof.
7 Example
7.1 The nonholonomic free particle
Every one-dimensional distribution is integrable, so that the easiest example of a nonholonomic
system is obtained in R3 by a 2-dimensional distribution. By an adequate change of coordinates,
the annihilator of D is generated by the 1-form dx3− x2dx1. The following example consists on
a free particle under the action of such a constraint, and it is known as the nonholonomic free
particle [4, 14, 33].
Consider a particle moving in Q = R3, with Lagrangian function
L =
1
2
(x˙21 + x˙
2
2 + x˙
2
3).
We have ωL = dx1 ∧ dx˙1 + dx2 ∧ dx˙2 + dx3 ∧ dx˙3 and dEL = x˙1dx˙1 + x˙2dx˙2 + x˙3dx˙3, so the
unconstrained dynamics is the well-known free dynamics described by the vector field
Γ0 = ω̂−1L ◦ dEL = x˙1
∂
∂x1
+ x˙2
∂
∂x2
+ x˙3
∂
∂x3
.
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We introduce the nonholonomic constraint
φ = x˙3 − x2x˙1 = 0,
so that the constraint submanifold is D = {(x1, x2, x3; x˙1, x˙2, x˙3) ∈ TQ | x˙3 = x2x˙1}. Applying
D’Alembert’s principle for nonholonomic dynamics we get
Γ =
(
x˙1
∂
∂x1
+ x˙2
∂
∂x2
+ x2x˙1
∂
∂x3
− x2x˙2x˙1
x22 + 1
∂
∂x˙1
+
x˙2x˙1
x22 + 1
∂
∂x˙3
)∣∣∣∣
D
.
As a basis {eα} of sections of D we can take,
e1 =
∂
∂x1
+ x2
∂
∂x3
, e2 =
∂
∂x2
,
which we can complete with the vector field
e3 =
∂
∂x3
.
The associated quasivelocities are related to the velocities by
y1 = x˙1
y2 = x˙2
y3 = x˙3 − x2x˙1
x˙1 = y1
x˙2 = y2
x˙3 = y3 + x2y1.
(10)
The corresponding basis {Xα,Vα} can be expressed in terms of the natural coordinates on the
tangent bundle as
X1 =
∂
∂x1
+ x2
∂
∂x3
X2 =
∂
∂x2
+ x˙1
∂
∂x˙3
V1 =
∂
∂x˙1
+ x2
∂
∂x˙3
V2 =
∂
∂x˙2
,
and it is completed to a basis of sections of TD with the vector field
X3 =
∂
∂x3
.
We have that the symplectic section is given by
ωLD = x2y1X1 ∧ X2 + (1 + x22)X1 ∧ V1 + X2 ∧ V2,
and the 1-form εLD is
εLD = x2y21 X
2 + (1 + x22)y1 V
1 + y2 V2.
From here, the dynamical section Γ, such that iΓωLD = εLD, is
Γ = y1X2 + y2X2 − x21 + x22
y1y2V1,
and the integral curves of Γ are the solutions to
x˙1 = y1 , x˙2 = y2 , y˙1 = − x21 + x22
y1y2 , y˙2 = 0 , (11)
together with the constraint x˙3 = x2x˙1.
Note that in this example D is a bracket-generating distribution. Indeed, e1, e2 and
[e1, e2] =
1
(x22 + 1)3/2
(
∂
∂x3
− x2 ∂
∂x1
)
are linearly independent at each point of R3. It follows that there is only one orbit for this
distribution, the full space R3, and hence any pair of points can be joined by concatenation of
integral curves of vector fields belonging to the distribution D.
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7.2 The Hamilton–Jacobi problem
Let us state the Hamilton–Jacobi problem for this dynamics. According to the general discussion,
we wish to find the vector fields X in Q such that:
1. X takes values in D, and
2. X and Γ are X-related: TX ◦X = Γ ◦X.
From the first condition we have that X has the form
X = f
(
∂
∂x1
+ x2
∂
∂x3
)
+ g
∂
∂x2
, (12)
and the second condition leads to
L
X
f = − x2
x22 + 1
fg , L
X
g = 0 ,
or, more explicitly,
f
∂f
∂x1
+ g
∂f
∂x2
+ x2f
∂f
∂x3
= −fg x2
x22 + 1
, f
∂g
∂x1
+ g
∂g
∂x2
+ x2f
∂g
∂x3
= 0 . (13)
It is easy to find particular solutions of these equations. For instance, f = 1, g = 0 is a
solution and also f = 0, g = 1 is a solution. From them we can find some integral curves of the
dynamics Γ. However, to obtain all the integral curves of the dynamical vector field we need to
look for a complete solution.
Remark 4 An easier way to find these equations (together with the equations for the integral
curves of X) is from D’Alembert equations (11) by the substitution y1 = f and y2 = g. We get
the equations
x˙1 = f, x˙2 = g, f˙ = − x21 + x22
fg, and g˙ = 0.
Equations (13) follow from this when expanding the total time derivatives of the functions f
and g and using the first two equations.
7.3 A complete solution
In order to get a complete solution, we look for a diffeomorphism Φ: Q × Λ → D, with
Λ = R2, such that Φ(q, λ) = Xλ(q). In our case, taking (12) into account, this means
Φ(x1, x2, x3;λ1, λ2) = (x1, x2, x3; f, g, x2f), where the functions f, g satisfy (13).
As we already know, any solution to the free problem with values in D is also a solution to the
constrained problem. There are some obvious solutions of the free problem that are constant
vector fields, one of which, X = (0, constant, 0), takes values in D. Thus, as we look for a
particular complete solution, we can choose g = λ1 (constant) and try to find a corresponding
value of f satisfying
f
∂f
∂x1
+ λ1
∂f
∂x2
+ x2f
∂f
∂x3
= −fλ1 x2
x22 + 1
If we assume that f depends only on x2, f = f(x2), then the above equation is
df
dx2
= − x2
x22 + 1
f,
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whose solution is f = λ2/
√
x22 + 1. Hence we have a complete solution that can be expressed as
Xλ1,λ2 = λ1
∂
∂x2
+ λ2
1√
x22 + 1
(
∂
∂x1
+ x2
∂
∂x3
)
= λ1X1 + λ2X2, (14)
with
X1 =
∂
∂x2
, X2 =
1√
x22 + 1
(
∂
∂x1
+ x2
∂
∂x3
)
.
In other words, we have the diffeomorphism given by
Φ(x1, x2, x3;λ1, λ2) =
(
x1, x2, x3;
λ2√
x22 + 1
, λ1,
x2λ2√
x22 + 1
)
≡ (x1, x2, x3; x˙1, x˙2, x˙3) .
From here we get
Φ−1(x1, x2, x3; x˙1, x˙2, x˙3) =
(
x1, x2, x3; x˙1
√
x22 + 1, x˙2
)
≡ (x1, x2, x3;λ1, λ2)
and, therefore, we obtain the following constants of motion
f1 = x˙1
√
x22 + 1 , f2 = x˙2 .
Let us remark the linear expression of Xλ1,λ2 , which is related to the fact that the conserved
quantities are linear (in the velocities).
A straightforward calculation shows that the solution that we have found is a solution to the
restricted Hamilton–Jacobi problem, that is X∗λ1λ2ω
LD = 0. Alternatively, we can calculate the
pullback of ωL
X∗(ωL) =
λ2
(x22 + 1)3/2
(dx3 − x2dx1) ∧ dx2,
which is in the exterior ideal generated by D◦.
The flow of Xλ1,λ2 can also be easily computed: when λ1 6= 0, its integral curves are
x1(t) = x01 +
λ2
λ1
(
arg sinh(x02 + λ1t)− arg sinh(x02)
)
,
x2(t) = x02 + λ1t,
x3(t) = x03 +
λ2
λ1
(√
1 + (x02 + λ1t)2 −
√
1 + (x02)2
)
;
when λ1 = 0, the expression of the flow is
x1(t) = x01 +
λ2√
1 + (x02)2
t,
x2(t) = x02,
x3(t) = x03 +
λ2x
0
2√
1 + (x02)2
t.
It follows that (the tangent lift of) these curves are the solutions of the nonholonomic problem.
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Another complete solution We can obtain another complete solution by choosing g = λ1
(constant), as above, but now we try f = f(x2, x3). Then the second equations of (13) holds,
and the first one reads
λ1
∂f
∂x2
+ x2f
∂f
∂x3
= −fλ1 x2
x22 + 1
,
which has a solution f =
x3λ1 − λ2
x22 + 1
. Hence we obtain another complete solution to the
Hamilton–Jacobi problem:
Xλ1,λ2 =
λ1x3 − λ2
x22 + 1
∂
∂x1
+ λ1
∂
∂x2
+ x2
λ1x3 − λ2
x22 + 1
∂
∂x3
= λ1X1 + λ2X2, (15)
with
X1 =
x3
x22 + 1
(
∂
∂x1
+ x2
∂
∂x3
)
+
∂
∂x2
, X2 =
−1
x22 + 1
(
∂
∂x1
+ x2
∂
∂x3
)
. (16)
This solution leads to the following constants of motion:
f1 = x3x˙2 − x˙1(x22 + 1) , f˙2 = x2 .
In this case the solution that we found is not a solution to the restricted problem, that is
X∗λ1,λ2ω
LD 6= 0. In fact, we have
X∗(ωL) = −2x2λ1x3 − λ2(x22 + 1)2
dx1 ∧ dx2 + λ1
x22 + 1
dx1 ∧ dx3 + (λ1x3 − λ2) x
2
2 − 1
(x22 + 1)2
dx2 ∧ dx3.
and hence
X∗ωLD = − x2
1 + x22
(λ1x3 − λ2) e1 ∧ e2.
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