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Abstract
Categories of representations of ﬁnite partially ordered sets over commutative artinian uniserial
rings arise naturally from categories of lattices over orders and abelian groups. By a series of functorial
reductions and a combinatorial analysis, the representation type of a category of representations of
a ﬁnite partially ordered set S over a commutative artinian uniserial ring R is characterized in terms
of S and the index of nilpotency of the Jacobson radical of R. These reductions induce isomorphisms
of Auslander–Reiten quivers and preserve and reﬂect Auslander–Reiten sequences. Included, as an
application, is the completion of a partial characterization of representation type of a category of
representations arising from pairs of ﬁnite rank completely decomposable abelian groups.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 16G20; secondary: 20K15
∗ Corresponding author.
E-mail addresses: David_Arnold@baylor.edu (D.M. Arnold), simson@mat.uni.torun.pl (D. Simson).
1 Research was supported, in part, by the Baylor University Research Committee and by Nicolaus Copernicus
University.
2 Research was supported by Polish KBN Grant 1 P03A 014 28.
0022-4049/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.jpaa.2005.07.017
D.M. Arnold, D. Simson / Journal of Pure and Applied Algebra 205 (2006) 640–659 641
1. Introduction
Let (S, ) denote a ﬁnite partially ordered set (poset) with unique maximal element ∞
and R a commutative ring. We deﬁne repfg(S, R) to be the category with objects U = (Us :
s ∈ S), where each Us is a ﬁnitely generated R-module and Us ⊆ Ut if s t in S. A
morphism from U to V is an R-module homomorphism f : U∞ → V∞ with f (Us) ⊆ Vs
for each s ∈ S.
The representation type of repfg(S, k) for a ﬁeld k has been completely determined in
terms of S and is independent of k, a well-known result summarized in Theorem 2.1, see
[14,22]. Characterizations of ﬁnite representation type of repfg(S, R) are known in special
cases, e.g. [16; 23, Corollary 5.19; 24; 25]. Complete characterizations of inﬁnite represen-
tation type of repfg(S, R) for a general commutative ring R are hampered by the fact that
the classical deﬁnition of wild representation type is relevant only if R contains a ﬁeld, and,
unless R contains a ﬁeld, see [13,14], and there is no known tame/wild dichotomy theorem.
A commutative artinian ring R is uniserial if the ideals of R form a chain under inclusion.
It follows that R is a local ring, the Jacobson radical J (R) of R is its unique maximal ideal,
and J (R) = pR, for some p ∈ R. Consequently, any ideal of R is principal and has the
form psR, for some s0, see [4, Proposition 8.8]. We denote by kR =R/J (R) the residue
ﬁeld of R. The index of nilpotency of J (R) is the least positive integer m with J (R)m = 0.
In this paper, we restrict attention to the category repfg(S, R) for the case that R is a
commutative artinian uniserial ring and S is a ﬁnite poset with unique maximal element.
Given a ﬁnite poset T, we write T ∗ = T ∪ {∗} for the poset obtained from T by adjoining
a unique maximal element ∗. In particular, if T has a unique maximal element ∞ and
∞ = s ∈ T , then s <∞< ∗ in T ∗.
The representation type of repfg(S, R) is determined by a series of functorial reductions
to repfg(S
∗
m, kR), where kR =R/J (R) is a ﬁeld, m is the index of nilpotency of J (R), and
S∗m is a ﬁnite poset deﬁned as follows. The ﬁnite set Sm = (S∗ × {0, 1, . . . , m − 1}, ) is
a poset, where  is the transitive closure of the relation given by:
(i) (s, i)(t, i) in Sm if s t in S∗ and 1 im − 1,
(ii) (s, i)(s, j) if 0 ijm − 1 and s ∈ S∗.
Then S∗m = Sm ∪ {∗} is the poset obtained by adjoining a unique maximal element ∗ to
the poset Sm, as illustrated in Examples 5.2, 5.3, and 5.5.
Traditional deﬁnitions of tameandwild representation type for the category repfg(S∗m, kR)
are then used to give a deﬁnition of wild representation type (called radical–wild repre-
sentation type) and a deﬁnition of tame representation type for the category repfg(S, R).
Consequently, there is a tame/(radical–wild) dichotomy theorem for inﬁnite representation
type of repfg(S, R) (Corollary 3.4).
Following is an outline of the functorial reductions. Although these reductions are not
representation equivalences, they do induce bijections of isomorphism classes of indecom-
posable objects.
(i) repfg(S, R) is “almost” representation equivalent to the category fspr(S∗, R), the full
subcategory of repfg(S∗, R) consisting of representations U = (Us : s ∈ S∗) such that U∗
is a free R-module (Theorem 2.2).
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(ii) There is a dense, left exact, additive functor
G˜ : fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm))
that induces an isomorphism
Hom(U, V )/pHom(U, V ) −→ Hom(G˜(U), G˜(V ))/tHom(G˜(U), G˜(V ))
for each pair of objects U,V of fspr(S∗, R) (Theorem 2.4). This functor preserves indecom-
posables, reﬂects isomorphisms, induces an isomorphism of Auslander–Reiten translation
quivers, and preserves and reﬂects Auslander–Reiten sequences (Corollary 2.5).
(iii) There is a dense subcategory C of fspr(S∗, kR[t]/(tm)) and a kR-linear functor
H : C −→ fspr(S∗m, kR) that reﬂects isomorphisms, preserves indecomposables, in-
duces an isomorphism of Auslander–Reiten translation quivers, and preserves and reﬂects
Auslander–Reiten sequences (Corollary 3.3).
Explicit examples illustrating each of these functors are given in Section 5.
Finally, the representation type of fspr(S∗m, kR), hence of repfg(S, R), can be charac-
terized in terms of the poset S and the index of nilpotency m of J (R) by a combinatorial
analysis given in [23, Corollary 5.19; 25] for an algebraically closed ﬁeld kR . It can be seen
that the same characterization holds for an arbitrary ﬁeld kR .
As an application, in Section 4, we complete partial characterizations of representation
type for the category rep(n 12 , e) deﬁned in [8]. This category arose in an investigation of an
analogue of the stacked basis theorem for pairs of completely decomposable abelian groups
(ﬁnite direct sums of torsion-free abelian groups of rank 1).
The reduction fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm))wasmotivated, in part, by a sugges-
tion in [23, 5.21; 24, Section 4] that such a result might be true, the fact that characterizations
of representation types and constructions ofAuslander–Reiten quivers for repfg(S, R)were
the same as those for repfg(S, kR[t]/(tm)) in case S is a 2-element chain (see [18–21]), and
the fact that characterizations of ﬁnite representation type for fspr(S∗, R) are the same as
those for fspr(S∗, k[t]/(tm)) even if the ﬁeld k is not algebraically closed (see [16,23,24]).
Motivation for this paper is provided by the extensive literature devoted to a search for
invariants and classiﬁcation of classes of Butler groups, see [1]. Via category equivalences
between Butler groups and representation of ﬁnite posets over discrete valuation rings
given in [17] (following [7]), the ideas and results of this paper are used in [2] to compute
representation types of various isomorphism-at-p categories of Butler groups and categories
of torsion-free modules of ﬁnite rank over a discrete valuation ring.
2. Reduction to representations over a kR-algebra
The assumption that a ﬁeld k be algebraically closed seems to be necessary for a tame/wild
dichotomy theorem for the category of ﬁnitely generated modules over an arbitrary ﬁnite-
dimensional k-algebra. However, it is not necessary for fspr(S∗, k), S a ﬁnite poset, as
observed in (c) of the following theorem. The proof of (b) and (c) given in [22, Theorem
15.3] has the tacit assumption that k is algebraically closed. A careful examination of the
proof of (b) shows that this assumption is not necessary.
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Deﬁnitions of k-tame and k-wild representation type for fspr(S, k) are as given in [22]
for I-spaces. Several equivalent conditions for each of these representation types are given
in [3], see also [2].
Theorem 2.1. Assume that S is a ﬁnite poset with a unique maximal element and k is a
ﬁeld.
(a) The category fspr(S, k) has ﬁnite representation type if and only if the poset S does
not contain, as a subposet, any of the ﬁve critical posets (1, 1, 1, 1), (2, 2, 2), (1, 3, 3),
(1, 2, 5), and (N, 4) of Kleiner [11].
(b) The category fspr(S, k) has k-wild representation type if and only if the poset S contains,
as a subposet, one of the six hypercritical posets (1, 1, 1, 1, 1), (1, 1, 1, 2), (2, 2, 3),
(1, 3, 4), (1, 2, 6), and (N, 5) of Nazarova [13].
(c) The category fspr(S, k) has k-tame representation type if and only it does not have
k-wild representation type.
Assume that F : C → D is an additive functor between additive categories C and D. We
recall that: (i) F is full if the group homomorphism F∗ : HomC(U, V ) −→ HomD(F(U),
F (V )), f → F(f ), is onto, for each pair U, V of objects of C; (ii) F is faithful if F∗ :
HomC(U, V ) −→ HomD(F(U), F (V )) is injective for each pairU,V of objects ofC; (iii)
F is dense if for each indecomposable object V of D, there is an object U of C such that
F(U)V ; (iv) F reﬂects isomorphisms if, whenever g : F(U) → F(V ) is an isomorphism
in D, there is an isomorphism f : U → V in C with F(f ) = g; (v) F preserves indecom-
posables if F(U) is indecomposable in D, whenever U is indecomposable in C; and (vi) F
is a representation equivalence if F is full, dense, and reﬂects isomorphisms, see [5,9,22].
It can be readily conﬁrmed that a representation equivalence also preserves indecom-
posables. The set of isomorphism classes of indecomposable objects of C is denoted by
ind(C). If the additive functor F reﬂects isomorphisms and preserves indecomposables,
then F induces an injection ind(C) −→ ind(D), which is a bijection if F is also a dense
functor.
Theorem 2.2 (Simson [23]). Let S be a ﬁnite poset with a unique maximal element and R
an artinian commutative uniserial ring.
(a) The restriction functor res : fspr(S∗, R) −→ repfg(S, R) is full, dense, and exact. It
vanishes on a projective object P∗ and on all morphisms f : X → Y that have a
factorization through a direct sum of copies of P∗.
(b) The functor res deﬁnes a bijection between the indecomposable objects of fspr(S∗, R)
that are not isomorphic to P∗ and the indecomposable objects of repfg(S, R).
LetRbe a commutative artinian uniserial ring andmodR the category of ﬁnitely generated
R-modules. Write J (R) = pR for some p. There is an additive, left exact, dense functor
G : modR −→ mod kR[t]/(tm)
induced by the ﬁltration 0 ⊆ M[p] ⊆ M[p2] ⊆ · · · ⊆ M[pm] = M in modR, where
M[pi] = {x ∈ M : pix = 0} is the pi-socle of M.
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Speciﬁcally, let
G(M) = G(M)0 ⊕ · · · ⊕ G(M)m−1
be a kR-vector space with G(M)i = M[pm−i]/M[pm−i−1], for each 0 im − 1. Then
G(R) is a graded kR-algebra isomorphic to kR[t]/(tm) and G(M) is a graded kR[t]/(tm)-
module, where t (x0, . . . , xm−1)= (0, px0, . . . , pxm−2), for each vector (x0, . . . , xm−1) ∈
G(M)0 ⊕ · · · ⊕ G(M)m−1, see [12, Chapter X.5].
Given an R-module homomorphism f : M −→ N , we deﬁne a graded kR[t]/(tm)-
module homomorphism
G(f ) = f0 ⊕ f1 ⊕ · · · ⊕ fm−1 : G(M) −→ G(N),
where
fi : G(M)i = M[pm−i]/M[pm−i−1] −→ G(N)i = N [pm−i]/N [pm−i−1]
is induced by f, for each 0 im − 1. It is not difﬁcult to verify that G is an additive, left
exact dense functor and that, for each pair M,N in modR, the group homomorphism
GM,N : Hom(M,N)/pHom(M,N)
−→ Hom(G(M),G(N))/t Hom(G(M),G(N))
induced by G is an isomorphism.
Let S be a ﬁnite poset. We deﬁne a functor
G˜ : fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm)) (2.3)
induced by the functor G.
Given a representation U = (Us : s ∈ S∗) in fspr(S∗, R) and s ∈ S, let js : Us → U∗
denote R-module inclusion. Deﬁne a kR[t]/(tm)-homomorphism G′(js) from G(Us) to
G(U∗) by
G′(js) = G(js) + tG(js) + · · · + tm−1G(js) ∈ Hom(G(Us),G(U∗))
recalling that
G(U∗) = U∗/U∗[pm−1] ⊕ U∗[pm−1]/U∗[pm−2] ⊕ · · · ⊕ U∗[p]
and multiplication by t on G(U∗) is given by t (x0, . . . , xm−1) = (0, px0, . . . , pxm−2).
Now, deﬁne U ′∗ = G(U∗) and U ′s = G′(js)(G(Us)) ⊆ G(U∗), for each s ∈ S, and set
G˜(U) = (U ′s : s ∈ S∗).
Since the functor G is left exact, it follows that G′(js) : G(Us) −→ U ′s is an isomor-
phism, for each s ∈ S∗, and U ′s ⊆ U ′t , if s t in S∗. Consequently, G˜(U) is an object of
fspr(S∗, kR[t]/(tm)).
If f : U → V is a morphism in fspr(S∗, R) deﬁned by an R-homomorphism f : U∗ →
V∗ then, because G is a functor, the kR[t]/(tm)-module homomorphism G(f ) : G(U∗) →
G(V∗) deﬁnes a morphism G˜(f ) : G˜(U) → G˜(V ) in fspr(S∗, kR[t]/(tm)). It is easy to
see that G˜ is an additive functor.
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The following theorem lists the main properties of the functor G˜.
Theorem 2.4. Assume that S is a ﬁnite partially ordered set, R is an artinian commuta-
tive uniserial ring with index of nilpotency m, J (R) = pR, and kR = R/J (R). Let G˜ :
fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm)) be the additive functor (2.3).
(a) For each pair of objects U , V of fspr(S, R), the homomorphism
GU,V : Hom(U, V )/pHom(U, V )
−→ Hom(G˜(U), G˜(V ))/t Hom(G˜(U), G˜(V ))
deﬁned by the formula GU,V (f ) = G˜(f ) + tHom(G˜(U), G˜(V )), is an isomorphism.
(b) G˜ is left exact, dense, reﬂects isomorphisms, and preserves indecomposables.
Proof. (a) Let U and V be objects in fspr(S∗, R) and write
G˜(U) = (U ′s : s ∈ S∗), G˜(V ) = (V ′s : s ∈ S∗).
A routine veriﬁcation shows that the group homomorphism GU,V is injective. To see that
GU,V is surjective, assume that h : G˜(U) → G˜(V ) is a morphism in fspr(S∗, kR[t]/(tm))
with h /∈ tHom(G˜(U), G˜(V )). Then
h + tHom(G˜(U), G˜(V )) = g + tHom(G˜(U), G˜(V ))
for some morphism g : G˜(U) → G˜(V ) in fspr(S∗, kR[t]/(tm)) deﬁned by a kR[t]/(tm)-
module homomorphism g : U ′∗ → V ′∗ with g /∈ tHom(G˜(U), G˜(V )) and
g(U∗[pi]/U∗[pi−1]) ⊆ V∗[pi]/V∗[pi−1],
for each 0 im − 1.
Since U ′∗ =G(U∗) and V ′∗ =G(V∗), then there exists a homomorphism f : U∗ → V∗ of
R-modules with G(f ) = g. Because g ∈ Hom(G˜(U), G˜(V )), we have that
f (Us[pi]/Us[pi−1]) = g(Us[pi]/Us[pi−1]) ⊆ Vs[pi]/Vs[pi−1]
for each s ∈ S∗ and 0 im − 1. It follows that f (Us) ⊆ Vs , for each s ∈ S∗. Then
f : U → V is a morphism in fspr(S∗, R) with
GU,V (f ) = G˜(f ) + tHom(G˜(U), G˜(V ) = g + tHom(G˜(U)) = h + tHom(G˜(U)).
This shows that GU,V is surjective and therefore an isomorphism.
(b) Let 0 → U → V → W → 0 be an exact sequence in fspr(S∗, R). Then the exact
sequence 0 → U∗ → V∗ → W∗ → 0 of free R-modules splits. The induced sequence 0 →
G(U∗) −→ G(V∗) −→ G(W∗) → 0 is exact and consists of free kR[t]/(tm)-modules.
Since G is a left exact functor, it easily follows that the induced sequence 0 → G˜(U)
−→ G˜(V ) −→ G˜(W) is exact in fspr(S∗, kR[t]/(tm)). This shows that the functor G˜ is
left exact.
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To see that the functor G˜ is dense, let V = (Vs : s ∈ S∗) be an object of fspr(S∗, kR[t]/
(tm)). Since the module V∗ is free, there is a free R-module U∗ in modR and, for each
s ∈ S, an R-module Us in modR and an inclusion hs : Us → U∗ such that G(U∗) = V∗,
and G′(hs) : G(Us) → Vs is an isomorphism, for each s ∈ S. This means that U = (Us :
s ∈ S∗) is an object of fspr(S∗, R) with G˜(U) = V and, consequently, the functor G˜ is
dense.
One now easily shows, as a consequence of (a), that
G˜ : fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm))
reﬂects isomorphisms, an applicationofNakayama’sLemmasincepEnd(U) ⊆ J (End(U)),
and preserves indecomposables, because pEnd(U) is a nilpotent ideal of End(U) and idem-
potents lift modulo nilpotent ideals. 
In view of [6,15] and Theorem 2.2, it is not difﬁcult to see that the basic facts of
the Auslander–Reiten theory presented in [24] for the category I-sp remains valid for
fspr(S∗, R), in case R is an arbitrary commutative artinian ring. Throughout, we freely
use the Auslander–Reiten theory terminology and notation introduced in [5,24]. We re-
call that, given an artinian ring B, the Jacobson radical of the category modB of ﬁnite
length right B-modules, is the two-sided ideal radB = rad(modB) of the category modB
generated by all non-isomorphisms between indecomposable B-modules. In other words,
for each pair of indecomposable modules M, N in modB, radB(M,N) is the subgroup of
HomB(M,N) consisting of all non-isomorphisms f : M → N . We denote by rad2B the
square of the two-sided ideal radB (see [5, p. 179; 22, p. 173]). Given two indecomposable
modules M, N in modB, we consider the division rings FN = EndB N/J (EndB N) and
FM = EndB M/J (EndB M). The abelian group Irr(M,N) = radB(M,N)/rad2B(M,N),
viewed as an FN–FM -bimodule, is called the bimodule of irreducible morphisms from M
to N (see [5, p. 227; 22, pp. 174, 199]).
We denote by (modB) and (fspr(S∗, R)), theAuslander–Reiten translation quiver of
the category modB and fspr(S∗, R), respectively (see [5, Section VII.4; 22, p. 199]). By
applying Theorem 2.4, we get the following properties of the functor G˜.
Corollary 2.5. Assume that R is an artinian commutative uniserial ring with kR =R/J (R)
and index of nilpotency m. Let S be a ﬁnite poset and let G˜ : fspr(S∗, R)) −→ fspr(S∗,
kR[t]/(tm)) be the functor (2.3).
(a) For each pair of indecomposable objects U,V in fspr(S∗, R), the induced group ho-
momorphism
GU,V : Irr(U, V ) −→ Irr(G˜(U), G˜(V )),
f → G(f ), is an FV –FU -bimodule isomorphism.
(b) The functor G˜ induces an isomorphism (fspr(S∗, R)) −→ (fspr(S∗, kR[t]/(tm)) of
Auslander–Reiten translation quivers.
(c) The functor G˜ preserves and reﬂects Auslander–Reiten sequences.
Proof. (a) is a consequence of Theorem 2.4(a), and (b) follows easily from (a). The proof
of (c) is left to the reader. 
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3. Reduction to poset representations over a ﬁeld
Given a ﬁeld k, a ﬁnite poset S, and a positive integer m, we deﬁne a pair of correspon-
dences
fspr(S∗m, k)
F

L
fspr(S∗, k[t]/(tm)). (3.1)
The correspondence F : fspr(S∗m, k) −→ fspr(S∗, k[t]/(tm)) is deﬁned by attaching to
any W = (W :  ∈ S∗m) in fspr(S∗m, k) the representation
F(W) = (P (W↓∗ ), −1(W↓s ) : s ∈ S),
where W↓∗ =W(∗,0) ⊕ · · · ⊕W(∗,m−1) is viewed as a k[t]/(tm)-module with multiplication
by t deﬁned to be a coordinate shift one position to the right,  : P(W↓∗ ) −→ W↓∗ is a
k[t]/(tm)-projective cover of W↓∗ , and W↓s = W(s,0) ⊕ · · · ⊕ W(s,m−1) is a submodule of
W
↓∗ . Then F(W) is an object of fspr(S∗, k[t]/(tm)).
Note that F is not a functor because the projective cover is not a functor. However, it
is true that F respects isomorphism classes (if F(W)F(V ), then WV ) and preserves
direct sums (F(W ⊕ V )F(W)⊕ F(V )), because projective covers preserve direct sums
and are unique up to isomorphism.
Next, we deﬁne a functor L : fspr(S∗, k[t]/(tm)) −→ fspr(S∗m, k) by setting, for an
object U = (Us : s ∈ S∗) of fspr(S∗, k[t]/(tm)),
L(U) = (W∗,W(s,i) : (s, i) ∈ Sm) = (U∗, tm−1−iUs : (s, i) ∈ Sm),
where U∗ and tm−1−iUs are regarded as k-vector spaces for each s ∈ S∗ and 0 im− 1.
Given a morphism f : U → U ′ in fspr(S∗, k[t]/(tm)), let L(f ) : L(U) → L(U ′) be
the morphism in fspr(S∗m, k) induced by f : U∗ → U ′∗, observing that f (tm−1−iUs) ⊆
tm−1−iU ′s , for each s ∈ S∗ and 0 im − 1. Then L is a right exact k-linear functor.
The followingnotation is used for the rest of this section.LetWbe anobject of fspr(S∗m, k).
Deﬁne
W ′ = (W ′∗,W ′(s,i) : s ∈ S∗, 0 im − 1),
where
W ′(s,0) = −1(0 ⊕ · · · ⊕ 0),
W ′(s,i) = −1(0 ⊕ · · · ⊕ 0 ⊕ W(s,0) ⊕ · · · ⊕ W(s,i−1)),
for each s ∈ S∗ and 1 im − 1, and
 : W ′∗ = P(W↓∗ /W↓∗ [t]) −→ W↓∗ /W↓∗ [t] = W(∗,0) ⊕ · · · ⊕ W(∗,m−2)
is a projective cover of k[t]/(tm)-modules.
Given an object U of fspr(S∗, k[t]/(tm)), we deﬁne
U ′ = −1tmU ⊕ · · · ⊕ −1tU ,
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where −1t iU = (U∗, −1t iUs : s ∈ S) and −1t iUs is the preimage of t iUs in U∗, for
each s ∈ S∗ and 1 im − 1.
The next theorem gives an adjoint relationship between the correspondence F and the
functor L. The fact that F is not a functor means that standard properties of adjoint functors
must be veriﬁed in this case.
Theorem 3.2. Assume that S is a ﬁnite poset, k is a ﬁeld, and that
fspr(S∗m, k)
F

L
fspr(S∗, k[t]/(tm))
are the correspondences deﬁned in (3.1).
(a) If U is an object of fspr(S∗, k[t]/(tm)) and W is an object of fspr(S∗m, k), then there
is an isomorphism  : Hom(U, F (W)) −→ Hom(L(U),W) that is functorial with
respect to maps U → U1.
(b) For each indecomposable object W of fspr(S∗m, k), LF(W)W ⊕ W ′, where W ′ is
deﬁned as above.
(c) For each indecomposable object U of fspr(S∗, k[t]/(tm)), FL(U)U ′ ⊕U , whereU ′
is deﬁned as above.
Proof. (a) Deﬁne a group homomorphism  : Hom(U, F (W)) −→ Hom(L(U),W) as
follows. Let g ∈ Hom(U, F (W)) be given by a k[t]/(tm)-homomorphism g : U∗ →
P(W
↓∗ ) with g(Us) ⊆ −1(W↓s ), for each s ∈ S, where  : P(W↓∗ ) −→ W↓∗ is a k[t]/(tm)-
projective cover. Let
m−1 : W↓∗ = W(∗,0) ⊕ · · · ⊕ W(∗,m−1) −→ W(∗,m−1)
be the k-vector space projection onto the last coordinate. Now, deﬁne a k-vector space
homomorphism by (g)=m−1g : U∗ −→ W(∗,m−1). To see that (g) ∈ Hom(L(U),W),
observe that
g : L(U)(s,i) = tm−1−iUs −→ tm−1−iW↓s = 0 ⊕ · · · ⊕ 0 ⊕ W(s,0) ⊕ · · · ⊕ W(s,i),
for each s ∈ S∗ and 0 im−1 because g is a k[t]/(tm)-homomorphismandmultiplication
by t on W↓s = W(s,0) ⊕ · · · ⊕ W(s,m−1) is a shift of one coordinate to the right. Therefore,
(g) = m−1g : L(U)(s,i) −→ W(s,i),
for each s ∈ S∗ and 0 im − 1, and so (g) ∈ Hom(L(U),W). Clearly,  is a group
homomorphism that is functorial with respect to maps U → U1.
Next, we deﬁne a group homomorphism
 : Hom(L(U),W) −→ Hom(U, F (W)).
Let f ∈ Hom(L(U),W) be given by a k-vector space homomorphism
f : L(U)(∗,m−1) = U∗ −→ W∗ = W(∗,m−1)
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with f (L(U)(s,i)) = f (tm−1−iUs) ⊆ W(s,i), for each s ∈ S∗ and 0 im − 1. Then
f ′ = tm−1f ⊕ · · · ⊕ f : U∗ −→ W↓∗ = W(∗,0) ⊕ · · · ⊕ W(∗,m−1)
is a k[t]/(tm)-homomorphism with f ′(Us) ⊆ W↓s = W(s,0) ⊕ · · · ⊕ W(s,m−1), for each
s ∈ S. Since U∗ is a free k[t]/(tm)-module, f ′ lifts to a unique k[t]/(tm)-homomorphism
(f ) : U∗ → P(W↓∗ )with (f )=f ′.Then (f ) ∈ Hom(U, F (W)) because (f )(Us) ⊆
−1(W↓s ), for each s ∈ S. Clearly,  is a group homomorphism.
It remains to prove that  and  are identity homomorphisms. Let f ∈ Hom(L(U), V ).
With notation as above, (f ) = m−1(f ) = m−1f ′ = f and so  is the identity. On
the other hand, if g ∈ Hom(U, F (W)), then (g) = (m−1g) and
(m−1g)′ = tm−1m−1g ⊕ · · · ⊕ m−1g = g : Us −→ W↓s
=W(s,0) ⊕ · · · ⊕ W(s,m−1).
It now follows that (g) = g and so  is the identity.
(b) With the above notation, the group homomorphism
 : Hom(F (W), F (W)) −→ Hom(LF(W),W)
is an isomorphism with inverse . A short calculation shows that (1F(W))=m−11F(W) :
LF(W) −→ W in fspr(S∗m, k) is a split epimorphism with kernel isomorphic to W ′.
(c)As above,  : Hom(L(U), L(U)) −→ Hom(U, FL(U)) is a group isomorphism with
inverse . A short calculation shows that the morphism
(1L(U)) = −1
(
tm−11L(U) ⊕ · · · ⊕ 1L(U)
)
: U −→ FL(U)
in fspr(S∗, k[t]/(tm)) is split by the morphism
m−1 : FL(U) −→ U
in fspr(S∗, k[t]/(tm)), where : P
(
L(U)
↓∗
)
−→ L(U)↓∗ is a projective cover of k[t]/(tm)-
modules. The kernel of m−1 is
(Um−1∗ , (tm−1Us + ker ) ⊕ · · · ⊕ (tUs + ker ) : s ∈ S)
−1tmU ⊕ · · · ⊕ −1tU = U ′,
so that FL(U)U ′ ⊕ U . 
Given an object V = (V :  ∈ S∗m) of fspr(S∗m, k), we deﬁne
V = {V :  ∈ S∗m)
an object of fspr(S∗m, k), where  : (s, i) → (s, i + 1) is the shift inside Sm.
Let F : fspr(S∗m, k) −→ fspr(S∗, k[t]/(tm)) be the correspondence (3.1). We deﬁne
fsprF (S∗, k[t]/(tm)) to be the full subcategory of fspr(S∗, k[t]/(tm)) with objects F(W),
W an object of fspr(S∗m, k). The following corollary answers the questions stated in [23,
Problem 5.21(c); 24, Section 4].
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Corollary 3.3. Assume that S is a ﬁnite poset and k is a ﬁeld.
(a) There is a dense, right exact, k-linear functor
H : fsprF (S∗, k[t]/(tm)) −→ fspr(S∗m, k)
that induces an isomorphism
HW,V : Hom(F (W), F (V ))/tHom(F (W), F (V ))
−→ Hom(W, V )/Hom(W, V )
for each F(W), F (V ) in fsprF (S∗, k[t]/(tm)) and a bijection
H ′ : ind(fspr(S∗, k[t]/(tm))) −→ ind(spr(S∗m, k)).
(b) The category fsprF (S∗, k[t]/(tm)) is a dense subcategory of fspr(S∗, k[t]/(tm)).
(c) The functor H preserves and reﬂects Auslander–Reiten sequences and induces an iso-
morphism of Auslander–Reiten translation quivers
(fspr(S∗, k[t]/(tm))) −→ (fspr(S∗m, k)).
Proof. (a)GivenF(W)=
(
P
(
W
↓∗
)
, −1
(
W
↓
s
)
: s ∈ S∗
)
in fsprF (S∗, k[t]/(tm)), deﬁne
H(F(W))=W . Let f : F(W) → F(V ) be a morphism of objects of fsprF (S∗, k[t]/(tm))
given by a k[t]/(tm)-homomorphism f : P
(
W
↓∗
)
−→ P
(
V
↓∗
)
. DeﬁneH(f )=(f )|W ∈
Hom(W, V ), where
 : Hom(F (W), F (V )) −→ Hom(LF(W), V )
is the group isomorphism given in Theorem 3.2(a).
In view of Theorem 3.2(b), we can write Hom(LF(W), V ) = Hom(W ⊕ W ′, V ). It is
easily seen that H is a well deﬁned, right exact, dense k-linear functor. As a consequence of
the deﬁnition of ,
(tHom(F (W), F (V ))) = Hom(LF(W), V )
so that  induces an isomorphism
Hom(F (W), F (V ))/tHom(F (W), F (V ))
−→ Hom(LF(W), V )/Hom(LF(W), V ).
Because of the deﬁnition of W ′,Hom(W ′, V ) ⊆ Hom(LF(W), V ). Therefore,
Hom(LF(W), V )/Hom(LF(W), V ) = Hom(W ⊕ W ′, V )/Hom(LF(W), V )
= Hom(W, V )/Hom(W, V )
and so the homomorphism
HW,V : Hom(F (W), F (V ))/tHom(F (W), F (V )) −→ Hom(W, V )/Hom(W, V )
is an isomorphism.
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Consequently, H preserves indecomposables and respects isomorphism classes. By (b),
H ′ : ind(fspr(S∗, k[t]/(tm))) −→ ind(fspr(S∗m, k)), deﬁned by H ′([F(W)] = [W ], is a
bijection deﬁned on all of ind(fspr(S∗, k[t]/(tm))).
(b) Let U be an indecomposable object of fspr(S∗, k[t]/(tm)).WriteL(U)=W1 ⊕· · ·⊕
Wn, with each Wi indecomposable in fspr(S∗m, k). Then FL(U)F(W1) ⊕ · · · ⊕ F(Wn)
with each F(Wi) indecomposable, since F respects isomorphism classes and preserves
direct sums and H is a k-linear functor. By Theorem 3.2(c), U is isomorphic to a summand
ofFL(U) so that U is isomorphic toF(Wi), for some i. It follows that fsprF (S∗, k[t]/(tm))
is a dense subcategory of fspr(S∗, k[t]/(tm)).
(c) For each pair of indecomposable objects W, V in fsprF (S∗, k[t]/(tm), the induced
group homomorphism HW,V : Irr(W, V ) −→ Irr(H(W),H(V )), f → H(f ), is an
FV –FW -bimodule isomorphism. Since fsprF (S∗, k[t]/(tm)) is a dense subcategory of
fspr(S∗, k[t]/(tm)), the remainder of the argument is just as in the proof of Corollary
2.5. 
Let S be a ﬁnite partially ordered set with unique maximal element, R an artinian commu-
tative uniserial ringwith index of nilpotencym, and kR=R/J (R). The category repfg(S, R)
is deﬁned to have tame representation type if fspr(S∗m, kR) has tame representation type,
and repfg(S, R) is deﬁned to have radical–wild representation type if fspr(S∗m, kR) has
kR-wild representation type. This terminology is motivated by the isomorphism
End(U)/pEnd(U)End(G˜(U))/tEnd(G˜(U))
with p ∈ J (End(U)) and t ∈ End(G˜(U)), see Corollary 3.3.
As a consequence of Theorem 2.1, we have:
Corollary 3.4. Assume that R is an artinian commutative uniserial ring with index of
nilpotency m, and kR = R/J (R). If S is a ﬁnite poset with unique maximal element, then
repfg(S, R) has exactly one of ﬁnite, inﬁnite tame, or radical–wild representation type.
The functors of Theorem 2.2 are explicit enough so that, given an indecomposable W in
fspr(S∗m, k), the indecomposable U in repfg(S, R) corresponding to W can be constructed,
as illustrated in Example 5.5 of Section 5.
4. Application
Let e1, n1 be a pair of integers, R a discrete valuation ring and S the disjoint union
of an n-element chain Cn = {1< 2< · · ·<n} and an element n + 1 incomparable to each
element ofCn. Following [8], we deﬁne rep(n 12 , e) to be the full subcategory of fspr(S∗, R)
with objects U = (U1 ⊆ · · · ⊆ Un ⊆ U∗ ⊇ Un+1) such that
• U∗ is a ﬁnitely generated free R-module,
• U∗/Ui is a free module, for 1 in, and
• Un+1 is a free submodule of U∗ with peU∗ ⊆ Un+1.
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Theorem 4.1. Let e1, n1 be a pair of integers and R be a discrete valuation ring.
There is a representation equivalence
E : rep(n 12 , e) −→ repfg(C∗n, R/(pe)).
Proof. Deﬁne an additive functor E : rep(n 12 , e) −→ repfg(C∗n, R/(pe)) by setting
E(U1 ⊆ · · · ⊆ Un ⊆ U∗ ⊇ Un+1) = (V1, . . . , Vn, V∗),
where
V1 = (U1 + Un+1)/Un+1 ⊆ · · · ⊆ Vn = (Un + Un+1)/Un+1) ⊆ V∗ = U∗/Un+1.
(compare with [10, 3.2]). If f : U → W is a morphism in rep(n 12 , e) given by a homomor-
phism f : U∗ → W∗ of R-modules we deﬁne E(f ) : E(U) → E(W) to be a morphism
given by the residue class induced R-homomorphism f : U∗/Un+1 −→ W∗/Wn+1. It is
easy to see that E is an additive functor.
To see that the functor E is full, suppose that f ∈ Hom(E(U),E(W)). Since eachUi is a
free summand of the free R-module U∗ and there is an isomorphism (Ui +Un+1)/Un+1
Ui/Ui ∩ Un+1, there is  ∈ Hom(U, V ) with E() = f , as desired. If f is an isomorphism
then so is , whence E reﬂects isomorphisms.
As for density of E, let V = (V1 ⊆ V2 ⊆ · · · ⊆ Vn ⊆ V∗) be an object in
repfg(C
∗
n, R/(p
e)). There are ﬁnitely generated free R-modules Wn+1 and U∗, and a com-
mutative diagram
U∗
−→ Wn+1 −→ 0
↓ ∗ ↓ ∗
V∗ −→ V∗/Vn −→ 0
↓ ↓
0 0
with exact rows and columns.
We setUn+1=Ker ∗ andUn=Ker , submodules ofU∗. Since V∗ is anR/(pe)-module,
then pe(U∗/Un+1) = 0. Note that the inclusion Un ⊆ U∗ splits, because Wn+1 is a free
module. Then ∗ : Un → Vn is surjective and Vn = (Un + Un+1)/Un+1. By induction on
n, for each 1 in− 1, there is a summand Ui of Ui+1 such that U = (U1 ⊆ · · · ⊆ Un ⊆
U∗ ⊇ Un+1) is an object of rep(n 12 , e) and E(U)V . 
Corollary 4.2. Let R be a discrete valuation ring with prime p such that J (R) = pR.
(a) The category rep(n 12 , e) has ﬁnite representation type if and only if any of the following
conditions is satisﬁed: n = 1 and e5, 2n3 and e3, or n4 and e = 2.
(b) The category rep(n 12 , e) has radical–wild representation type if and only if any of thefollowing conditions is satisﬁed: n1 and e7, n2 and e5, n4 and e4, or
n5 and e3.
(c) The category rep(n 12 , e) has tame representation type if and only if any of the following
conditions is satisﬁed: n = 1 and e6, n = 2 and e4, n = 3 and e4, n = 4 and
e3, or n = 5 and e2.
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Proof. According to Corollary 3.4, it sufﬁces to conﬁrm the conditions for the category
fspr((C∗n)∗e , kR). The condition (a) follows from [16] or [23, Corollary 5.19]; (b) follows
from [25, Theorem 1.1]; and (c) follows from [25, Theorem 1.2]. 
Remark 4.3. (a) Corollary 4.2 both includes and completes the partial description of rep-
resentation type for rep(n 12 , e) given in [8], provided that radical–wild representation type
is substituted for both wild modulo p and p-endowild in that list.
(b) The fact that rep(n 12 , 6) has p-endowild representation type is used in [8] to show
that the stacked basis theorem holds in the category CD1(T , p) of p-locally free ﬁnite rank
completely decomposable groups C ⊆ D with critical typesets in T and D/C bounded
by a power of p if and only if the critical typeset of D is an antichain. The existence of a
stacked basis theorem implies that the indecomposable objects in CD1(T , p) have rank 1.
It seems likely, but unconﬁrmed, that the classiﬁcation of Corollary 5.2 can be used to give a
classiﬁcation of the representation type of more general categories of chains of completely
decomposable groups.
5. Examples
The ﬁrst example illustrates that the functor G˜ of Theorem 2.4 is more natural than it
might appear at ﬁrst. For the poset S=(1<∞) deﬁned in the example, repfg(S, kR[t]/(t7))
has wild representation type, see [21].
Example 5.1. Assume that S∗ = (1<∞< ∗), R is an artinian commutative uniserial
ring with index of nilpotency 7, J (R) = pR, kR = R/J (R), G(R) = kR[t]/(t7), and G˜:
fspr(S∗, R) −→ fspr(S∗, kR[t]/(t7)). Then
U = (U1 ⊂ U∞ ⊂ U∗) =
(
R
(
p3, p4, p5, p6
)
⊕ R
(
0, p6, p6, 0
)
⊂ R ⊕ p2R ⊕ p4R ⊕ p6R ⊂ R4
)
is an object of fspr(S∗, R) and
G˜(U) = (U ′1 ⊂ U ′∞ ⊂ U ′∗)
=
(
R̂
(
t3, t4, t5, t6
)
⊕ R̂
(
0, t6, t6, 0
)
⊂ R̂ ⊕ t2R̂ ⊕ t4R̂ ⊕ t6R̂ ⊂ R̂4
)
is an object of fspr (S∗, kR[t]/ (t7)), where R̂ = G(R).
Proof. If i : R(0, p6, p6, 0) −→ R ⊕ p2R ⊕ p4R ⊕ p6R is inclusion, then G′(i) =
G(i) and
G′(i) : G(R(0, p6, p6, 0)) −→ R̂(0, t6, t6, 0) ⊂ R̂ ⊕ t2R̂ ⊕ t4R̂ ⊕ t6R̂)
is an isomorphism. On the other hand, if
j : R(p3, p4, p5, p6) −→ R ⊕ p2R ⊕ p4R ⊕ p6R
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denotes the inclusion, then G′(j)(p3, p4, p5, p6) = (t3, t4, t5, t6) and so
G′(j) : G
(
R
(
p3, p4, p5, p6
))
−→ R̂
(
t3, t4, t5, t6
)
is an isomorphism. The remainder of the proof is a routine argument. 
The following example illustrates the functor F deﬁned in Section 3.
Example 5.2. Let S∗ = (1<∞< ∗), R = k[t]/(t3), and
S∗3 =
(∗, 0) −→ (∗, 1) −→ (∗, 2) −→ ∗
↑ ↑ ↑
(∞, 0) −→ (∞, 1) −→ (∞, 2)
↑ ↑ ↑
(1, 0) −→ (1, 1) −→ (1, 2).
We adopt the notation kk for the two-dimensional vector space k ⊕ k, kkk, for R regarded
as a vector space over k with tR = 0kk and t2R = 00k, and represent, for example, tR ⊕
t2R=0kk⊕00k by 00k0kk, where tR is represented in positions 1, 3, 5 and t2R in positions
2, 4, 6.
If W is the indecomposable object of fspr(S∗3 , k) given by
k0 −→ kk −→ kk −→ kk
↑ ↑ ↑
00 −→ 0k −→ kk
↑ ↑ ↑
00 −→ 00 −→ k(1, 1)
then
W
↓
1 = (0000k(1, 1) = R(t2, t2) ⊂ W↓∞ = 000kkk = t2R ⊕ tR
⊂ W↓∗ = k0kkkk = R ⊕ tR
as R-modules. Moreover,  = (1, t) : R ⊕ R −→ W↓∗ = R ⊕ tR is a projective cover of
R-modules and F(W) = (R(t2, t) ⊂ t2R ⊕ R ⊂ R ⊕ R) is an indecomposable object of
fspr(S∗, R)).
The next example illustrates the functor L deﬁned in Section 3.
Example 5.3. Let S∗ = (1<∞< ∗), R = k[t]/(t3), and
U = (U1 = R(t2, t) ⊂ U∞ = t2R ⊕ R ⊂ U∗ = R ⊕ R)
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be an object of fspr(S∗, R). Then L(U) = (U∗, t2−iUs; s ∈ S∗, 0 i2) is the object of
fspr(S∗3 , k) given by
t2U∗ −→ tU∗ −→ U∗ −→ U∗
↑ ↑ ↑
t2U∞ −→ tU∞ −→ U∞
↑ ↑ ↑
t2U1 −→ tU1 −→ U1
=
t2R ⊕ t2R −→ tR ⊕ tR −→ R ⊕ R −→ R ⊕ R
↑ ↑ ↑
0 ⊕ t2R −→ 0 ⊕ tR −→ t2R ⊕ R
↑ ↑ ↑
0 ⊕ 0 −→ 0 ⊕ t2R −→ R(t2, t)
=
00k00k −→ 0kk0kk −→ kkkkkk −→ kkkkkk
↑ ↑ ↑
00000k −→ 0000kk −→ 00kkkk
↑ ↑ ↑
000000 −→ 00000k −→ k(0, 0, 1, 0, 1, 0) ⊕ 00000k,
where, for instance, R ⊕ R regarded as a k-vector space is denoted by kkkkkk, with
t (R ⊕ R) = tR ⊕ tR = 0kk0kk, etc.
Now we present an illustration of Theorem 3.2.
Example 5.4. Suppose that S∗ = (1<∞< ∗) and R = k[t]/(t3).
(a) The object LF(W) of fspr(S∗, k) is isomorphic to W ⊕ W ′, where W is given by
k0 −→ kk −→ kk −→ kk
↑ ↑ ↑
00 −→ 0k −→ kk
↑ ↑ ↑
00 −→ 00 −→ k(1, 1).
By Example 5.2,
F(W) = U = (U1 = R(t2, t) ⊂ U∞ = t2R ⊕ R ⊂ U∗ = R ⊕ R)
is an object of fspr(S∗, R). By Example 5.3, LF(W) = L(U)=
00k00k −→ 0kk0kk −→ kkkkkk −→ kkkkkk
↑ ↑ ↑
00000k −→ 0000kk −→ 00kkkk
↑ ↑ ↑
000000 −→ 00000k −→ k(0, 0, 1, 0, 1, 0) ⊕ 00000k
=
=W ⊕ W ′
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obtained by identifying the 3rd and 5th coordinates of L(U) with W and the 1st, 2nd, 4th,
and 6th coordinates of L(U) with
W ′ =
000k −→ 0k0k −→ kkkk −→ kkkk
↑ ↑ ↑
000k −→ 000k −→ 00kk
↑ ↑ ↑
0000 −→ 000k −→ 000k.
(b)The objectFL(U) of fspr(S∗, R) is isomorphic toU ′⊕U , whereU=(U1=R(t2, t) ⊂
U∞ = t2R ⊕ R ⊂ U∗ = R ⊕ R) is an object of fspr(S∗, R).
Recall from Example 5.3 that L(U) = (U∗, t2−iUs; s ∈ S, 0 i2) is the object of
fspr(S∗, k) given by the diagram
00k00k −→ 0kk0kk −→ kkkkkk −→ kkkkkk
↑ ↑ ↑
00000k −→ 0000kk −→ 00kkkk
↑ ↑ ↑
000000 −→ 00000k −→ k(0, 0, 1, 0, 1, 0) ⊕ 00000k.
Now,
L(U)
↓
1 = (0 ⊕ 0) ⊕ (0 ⊕ t2R) ⊕ R(0, 0, t2, t)⋂
L(U)
↓∞ = (0 ⊕ t2R) ⊕ (0 ⊕ tR) ⊕ (t2R ⊕ R)⋂
L(U)
↓∗ = (t2R ⊕ t2R) ⊕ (tR ⊕ tR) ⊕ (R ⊕ R)
as R-modules. Moreover,  = (t2, t2, t, t, 1, 1) : R6 −→ L(U)↓∗ is a projective cover of
R-modules and
FL(U) = (R6, −1(L(U)↓1 ), −1(L(U)↓∞), −1(L(U)↓∗ ))
= ((tR ⊕ tR) ⊕ (t2R ⊕ tR) ⊕ R(t2, t)
⊂ (tR ⊕ R) ⊕ (t2R ⊕ R) ⊕ (t2R ⊕ R) ⊂ R6).
Then FL(U)U ′ ⊕ U, where (tR ⊕ tR) ⊕ (t2R ⊕ tR) ⊂ (tR ⊕ R) ⊕ (t2R ⊕ R) ⊂ R4
is isomorphic to
−1((0 ⊕ 0) ⊂ (0 ⊕ t2R) ⊂ R2)
⊕
−1((0 ⊕ t2R) ⊂ (0 ⊕ tR) ⊂ R2)
= −1t2U ⊕ −1tU = U ′.
The ﬁnal example illustrates Corollary 3.4.
Example 5.5. Let R be an artinian commutative uniserial ring with J (R) = pR, kR =
R/J (R) and indexm=4 of nilpotency of J (R). Let S={a, b,∞} be a poset of cardinality 3,
with two incomparable elements a and b and unique maximal element ∞. Then fspr(S∗, R)
has inﬁnite representation type.
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For this purpose, we note that S∗4 has the following form (for typographical convenience,
the vertices (∗, i) and arrows (∞, i) → (∗, i) and (∗, i) → (∗, i + 1) are suppressed).
(a, 0) −→ (a, 1) −→ (a, 2) −→ (a, 3)
↘ ↘ ↘ ↘
(∞, 0) −→ (∞, 1) −→ (∞, 2) −→ (∞, 3) → ∗
↗ ↗ ↗ ↗
(b, 0) −→ (b, 1) −→ (b, 2) −→ (b, 3)
Let T be the poset
1 → 2
3 → 4
5 → 6
identiﬁed with the subposet
(a, 2) → (a, 3)
(∞, 0) → (∞, 1)
(b, 2) → (b, 3)
of S∗4 . Let n1 and A be an indecomposable n× n square kR-matrix, that is, A is such that
the vector space knR equipped with the kR[x]-module structure given by xv = Av, for any
v ∈ knR , is an indecomposable kR[x]-module.We associate toA and n1 the representation
Un,A = (U1, U2, U3, U4, U5, U6, U∗)
in fspr(T ∗, kR) of rank 3n, where U∗ = k3nR = knR ⊕ knR ⊕ knR ,
U1 = 0 ⊕ 0 ⊕ knR ⊆ U2 = (idknR + A)knR ⊕ knR ⊆ U∗,
U3 = (idknR + idknR )knR ⊕ 0 ⊆ U4 = knR ⊕ knR ⊕ 0 ⊆ U∗,
U5 = 0 ⊕ (idknR + idknR )knR ⊆ U6 = knR ⊕ (idknR + idknR )knR ⊆ U∗.
By the proof of Theorem 1.3.6 in [1, pp. 23–24], the representation Un,A in fspr(T ∗, kR) is
indecomposable, for each n1 and A indecomposable. It easily follows that the following
object:
Vn,A :
0 −→ 0 −→ U1 −→ U2
↘ ↘ ↘ ↘
U3 −→ U4 −→ U∗ −→ U∗ −→ U∗
↗ ↗ ↗ ↗
0 −→ 0 −→ U5 −→ U6
in fspr(S∗4 , kR), induced by Un,A, is also indecomposable. By Corollary 3.3, the object
F(Vn,A) in fspr(S∗4 , kR[x]/(x4)) is indecomposable, observing that (Vn,A)↓∗ is a free mod-
ule.
It follows fromTheorem2.4 that there exists an indecomposable objectV ′n,A in fspr(S∗, R)
such that the functor G˜ : fspr(S∗, R) −→ fspr(S∗, kR[t]/(tm)) carries V ′n,A to F(Vn,A). It
658 D.M. Arnold, D. Simson / Journal of Pure and Applied Algebra 205 (2006) 640–659
is now easy to see that V ′n,A is isomorphic to the representation
Wn,A′ = (Wa,Wb,W∞,W∗)
in fspr(S∗, R), where A′ is an n × n square R-matrix such that A′ equals A modulo J (R)
and W∗ = Rn ⊕ Rn ⊕ Rn,
Wa = p3(idRn + A′)Rn ⊕ p2Rn ⊆ W∗,
W∞ = [(idRn + idRn)Rn + p(Rn ⊕ Rn ⊕ 0)] ⊕ p2Rn ⊆ W∗,
Wb = p3Rn ⊕ p2(idRn + idRn)Rn ⊆ W∗.
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