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Requirements engineering (RE) involves human-centric activities that require interaction among different stakeholders. Traditionally, RE has been considered as a centralized,
collocated, and phase-specifc process. However, in open source software (OSS) development environments, the core RE activities are iterative and dynamic and follow a rather decentralized software engineering paradigm. This crosscutting characteristic of open source
RE can be conceptualized using the “Twin Peaks” model that weaves RE together with
software architecture. Although many weaving mechanisms have been proposed in recent
years, the lack of theoretical underpinning limits a mechanism’s applicability and usefulness in different scenarios. In this research, we hypothesize stakeholders’ social interaction as an ecologically valid weaving mechanism of the “Twin Peaks” in open source RE.
In this work, we use the phrase “stakeholders’ social interaction” to indicate interaction
among stakeholders regarding the software system that takes place through some communication means, such as posting comments and artifacts over the issue tracking system.

We investigate the infuence of stakeholders’ social interaction in different RE activities, in
particular, requirements identifcation, creativity in RE, and requirements implementation
of OSS systems. This research enables us to gain valuable insights to generate guidelines
for enhancing software engineering practice in relevant areas.
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CHAPTER 1
INTRODUCTION

1.1

Motivation
Requirements engineering (RE) is a set of activities concerned with identifying and

communicating the purpose of a software system, and the contexts in which it will be
used [147]. The RE process includes the elicitation, modeling, analysis, negotiation, prioritization, and realization of the requirements that the intended software shall meet [147].
Traditionally, RE has been considered as a centralized, collocated, and phase-specifc process associated with individual projects or project components. Much of the traditional RE
has focused on models and techniques in order to aid identifcation and documentation of
stakeholders and their needs in a form that can be analyzed, communicated, agreed upon,
and eventually realized and validated. However, in the open source software (OSS) development environment, RE activities need to focus on generation, negotiation, adaptation,
realization, and maintenance of requirements in a decentralized, iterative, and dynamic
software-intensive ecosystem [91]. RE activities in the OSS development paradigm are
therefore no longer part of a centralized process specifc to a particular phase of software
development. Rather these activities are spread, tangled, or otherwise intertwined with the
overall software development process in a decentralized manner.

1

Recent research has highlighted the crosscutting characteristics of RE in relation to
other software engineering activities. In particular, Nuseibeh [146] identifed the highly
intertwining nature of RE and software architecture, and characterized this relationship in
the “Twin Peaks” model. This model, shown in Figure 1.1 (adapted from [146]), emphasizes the equal status and the iterative co-development of requirements and architecture.
The distinction between requirements and architecture has its root in Jackson’s seminal
works in RE [88, 89, 90]. Specifcally, Jackson distinguished the problem domain and the
machine domain. Requirements are located in the problem domain, transformed via the
shared phenomena between the two domains, and eventually realized by the source code
executing in the machine domain. Despite the distinction, the “Twin Peaks” model emphasizes the weaving mechanism that connects the problem and machine domains. Many approaches have been proposed to instantiate the weaving, including model-based test-driven
development [134], architecture and hardware constraints [113], and engineering architecturally signifcant requirements [44, 144]. However, lack of theoretical underpinning limits
a weaving mechanism’s applicability and usefulness in different scenarios. Furthermore,
existing methods mostly follow the traditional, centralized software engineering paradigm.
As a result, little is known about how to weave the “Twin Peaks” in the decentralized
environment of open source RE.
Research on the nature of RE in OSS development has emerged only recently. Alspaugh
and Scacchi studied the RE activities of OSS systems and emphasized that many successful
OSS projects do not follow the classical, one-time RE process [4]. Dissimilarities between
traditional RE and open source RE was also stressed by Xiao et al. [196]. A seminal paper
2

Figure 1.1
The “Twin Peaks” of requirements and architecture

was presented by Ernst and Murphy [65] exploring the fact that in open source RE, stakeholders often capture requirements less formally and elaborate the requirements only after
the implementation begins. They introduced the notion of “just-in-time” requirements
to characterize the tightly coupled stakeholder relationship in open source development.
Their study shows that a crucial factor in the success of OSS projects is the social interaction among the stakeholders from both problem and machine domains [88, 89].

1.2

Central Hypothesis and Research Plan
In RE, it is through stakeholders’ social interaction that technical aspects are clarifed

and organizational dependencies are resolved [150]. Inspired by the work of Ernst and
Murphy [65], we formulate the central hypothesis of our research.
3

Central hypothesis: In decentralized OSS development, stakeholders’ social
interaction serves as a unifed weaving mechanism of the Twin Peaks, which
offers insights into a wide range of RE activities.

Figure 1.2 conceptualizes our research. To test the central hypothesis, we choose to
study three activities, namely requirements identifcation, creativity in RE, and requirements implementation in RE as shown in Figure 1.2. Horizontally, these activities span
the problem and machine domains and their intersection. Vertically, they also cover different levels of details in the engineering process. Our choice follows purposive sampling
in that the fndings from these representative cases can be used for theoretical generalization [197]. Although, the chosen activities are apparently discrete, we study them from a
common perspective, i.e., stakeholders’ social interaction. Furthermore, in our study, these
three activities not only strike a proper balance over the “Twin Peaks”, but also represent
typical and critical cases so that the lessons learned can be informative to a wide variety of
important RE tasks.

1.3

Contribution
This research introduces stakeholders’ social interaction as a unifed weaving mecha-

nism of the “Twin Peaks” that promises a further understanding of RE in a decentralized
environment. Such a weaving mechanism contributes two main advantages to RE research:
(1) it is general to account for a wide spectrum of RE activities; and (2) it is ecologically
valid [158] as we analyze stakeholders’ social interaction in real world scenarios. Therefore, the fndings of our research can provide potentially transformative benefts to software

4

Intertwining, Iterative,
Interactive, Dynamic,
Complex

Abstract
Requirements
Identification

Creativity in Requirements Engineering
Requirements
Implementation

Detailed

Machine Domain
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Implementation
Independent

Implementation
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Figure 1.2
Using stakeholders’ social interaction to unify the “Twin Peaks” in OSS development
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practitioners. Furthermore, this research help us generalize the weaving mechanism in the
closed-source world where stakeholders’ social interaction is often dominant.
In what follows, we describe the background and related work in Chapter 2. Chapter 3
describes our research on the role of stakeholders’ social interaction in requirements identifcation. Chapter 4 details our work on creativity in RE, followed by Chapter 5 presenting
our study on requirements implementation. Finally, Chapter 6 providing concluding remarks and an outline of several directions for future research.

6

CHAPTER 2
LITERATURE REVIEW

In this chapter, we describe the background and bedrock of our research. To that end,
we frst present Jackson’s conceptualization and distinction of problem and machine domains [88, 89]. Then we explain the “Twin Peaks” model of requirements and architecture [146], followed by a synopsis on the OSS RE [91] and stakeholders’ social interaction
in OSS development.

2.1

The Problem-Machine Environment
Software development is an engineering process with software being the end product.

This product shall strive to meet the stakeholder’s goals, needs, and desires, which are
commonly referred to as requirements in software engineering. In one of the foundational
papers, Jackson teased out the meaning of requirements by distinguishing two domains:
the problem domain and the machine domain [89]. Figure 2.1 (adapted from [89]) shows
this conceptualization. The problem domain consists of properties and phenomena of the
application that give rise to the stakeholder’s requirements, whereas the machine domain is
private to the intended software and the computing devices in which the software operates.
Requirements are primarily located in the problem domain, as shown in Figure 2.1.
This has several important implications to RE. First, the elicitation and identifcation of
7

requirements shall focus on the real-world needs of users, customers, and other stakeholders. Second, the transformation of requirements to a software-intensive solution is very
open-ended and creative in nature because computing technologies provide many opportunities for possible realization of the requirements. Third, the validation of requirements
cannot be performed only in the machine domain (e.g., through verifcation of specifcation); rather, the implemented software-intensive system is valid only if it corresponds to
the fulfllment of stakeholder’s goals. As shown in Figure 2.1, “specifcation” serves as
the bridge between the two domains. Jackson used designation and assertion to defne
specifcation in formal logic (e.g., frst-order predicate logic, temporal logic, and deontic
logic) [89]. Meanwhile, he emphasized that RE is not a branch of pure mathematics or
logic: the meaning of requirements depends crucially on the interpretation by the stakeholders in the two domains.
Problem Domain

Machine Domain

Computing Devices

Domain Properties
Specification
Requirements

Programs

Figure 2.1
The problem-machine environment

8

2.2

The Twin Peaks Model
Building upon Jackson’s conceptualization, Nuseibeh proposed the “Twin Peaks” model

as a way of showing the intertwining relationship between RE and software architecture [146]. Figure 1.1 illustrates this model. The key observation here is that requirements
can infuence the architecture that designers select or develop, whereas candidate architectures can restrict designers from meeting particular requirements [146]. The model emphasizes the equal status of requirements and architecture and places each in a peak. The
vertical axis indicates the level of details from abstract to detailed, while the horizontal axis
presents implementation dependence. The model concurrently starts the requirements and
architectural specifcation at an abstract level considering requirements specifcation as the
problem structure and architectural specifcation as the solution structure. According to
the model, the abstract requirements and architecture go through a simultaneous iterative
process that progressively produces separate requirements and architectural specifcations
at a more detailed level.
It is interesting to note that the “Twin Peaks” model can be viewed as a generalization of Jackson’s conceptualization in that “weaving” is used as a general mechanism to
link together the problem and machine domains, and “specifcation” is an instantiation of
weaving in Figure 2.1. In fact, several methods and techniques have been proposed in recent years to implement “weaving”, or in other words, to traverse the “Twin Peaks” [130].
Mou and Ratiu [134] introduced model-based test-driven development as a mechanism
for linking formalized requirements and architectures in embedded software development.
Loft et al. suggested that the hardware platform plays a crucial part in the requirements
9

and architectural development of software systems with hardware constrains. Engineering architecturally signifcant requirements [44, 144] could be another means of traversing
the “Twin Peaks” as they oftentimes infuence a software system’s design decisions [149].
However, these existing solutions are rather isolated and mostly built upon traditional centralized software engineering paradigm. As a result, the success in one situation may not be
applicable to other scenarios or activities. In this research, we aim to create a theoretically
sound weaving mechanism that can be applied to a wide range of “Twin Peaks” activities,
especially in a modern open source RE context.

2.3

RE in OSS Development
Only recently have researchers begun to understand RE in OSS development. In his

seminal work, Scacchi [171] identifed a set of twenty-odd different types of what he
called ‘software informalisms’ in use across a wide variety of OSS projects, such that a
given project might routinely use 5-10 informalisms, with different projects utilizing different mixes of software informalisms so that no specifc set seems to dominate. In a
nutshell, informalisms like instant messaging and internet relay chat (IRC) provide socially lightweight mechanisms for communicating and coordinating project knowledge. In
a further study, Scacchi et al. [172] examined OSS systems from fve different application
domains and found that very often a new requirement in an OSS system is a new feature
which is informally captured through a story telling or a user experience at the initial stage.
Ernst and Murphy [65] advanced our understanding about OSS RE by studying the
just-in-time requirements management of three successful projects. The RE practice is
10

referred to as ‘just-in-time’ because requirements identifcation and realization are tightly
coupled in OSS systems. However, not all newly proposed requirements are realized immediately. Instead certain requirements are clarifed and re-prioritized during implementation
and some are postponed for later versions [65]. Another important fnding from Ernst and
Murphy’s study is the dominant use of issue tracking systems in managing OSS requirements. The issue trackers like Bugzilla and Jira have become an integral and indispensable
part of most OSS projects for developers and other stakeholders to keep the requirements
on track [65].
Building on the OSS RE literature [4, 65, 79, 171, 172], we present in Figure 2.2 a
model that attempts to depict relevant concepts by using the UML notations. This model
is by no means a complete reference but is intended to serve as a unifed conceptual basis for streamlining our discussion. While OSS requirements may originate from informalisms [171] and may be represented by user stories or in a feature list [65], as shown in
Figure 2.2, the to-be-implemented ones “eventually end up as feature requests in an issue
tracking system” [79]. Feature requests and bug reports are two special kinds of issues. For
our discussion, they are different because “a defect (bug) stops living once resolved, but the
description of a requirement (feature) is still valid documentation once implemented” [79].
The implementation of a feature typically involves a series of clarifying discussions. The
actual implementation is then carried out by dividing the feature request into concrete and
actionable tasks and by assigning the tasks to developers.
In brief, the requirements of OSS projects often originate from lightweight informalisms.
The dominant and mainstream way to manage the OSS requirements from inception to full
11
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Figure 2.2
Using issue tracking system to manage requirements in OSS projects

realization is the adoption of an issue tracking system. The OSS project team enters the tobe-implemented requirements as features in the issue tracker, and the developers constantly
and iteratively elaborate and clarify the features through discussion comments which are
recorded in the issue tracking system. Because of the tight relationship of identifcation
and implementation of OSS’s just-in-time requirements, our study operationalizes ‘new
requirements’ to be the features that are freshly appeared (proposed) and promptly realized
(closed). These requirements are interesting because they are both new and practical [120].

2.4

Stakeholders’ Social Interaction
Stakeholders and social networks based on their interactions have been widely studied

in RE and other software engineering areas, e.g., software maintenance. Social interaction
among stakeholders has been studied from various technical and organizational aspects. In
12

this subsection, we summarize the means of stakeholders’ social interaction mainly from
two different perspectives: social communication defned by stakeholders working on the
same or related artifacts, and interaction through comments posted on the issue tracking
systems, email communication, and IRC.
Sharp et al. [173] summarized the works on stakeholder identifcation and proposed
an approach to identifying relevant stakeholders for a specifc system. Damian [55] presented the categories of main stakeholders in global RE and indicated the need of effective
knowledge sharing practices among stakeholders to overcome various challenges.
Damian et al. [57] suggested that working on the same or interdependent requirements
could be considered a means of stakeholders’ social interaction. They presented the concept of requirements-centric social network (RCSN) by defning social networks among
stakeholders working on the same or interdependent requirements [57]. In order to identify and prioritize stakeholders and their requirements, Lim and colleagues [107] asked the
already identifed stakeholders to recommend other stakeholders and built social network
based on their recommendations. Begel et al. suggested that people could “be friends”
with the work artifacts they share among them [13]. Meneely and Williams [127] found
that two developers working on the same source code fles in the same month could be
perceived as collaborators.
While the above approaches recognize stakeholder’ interactions only indirectly, more
direct and explicit interaction logs exist. For example, comments or activities in issue
tracking systems, email, and IRC are widely considered a means of social interaction
among different stakeholders [20, 36, 169, 194]. In order to create a visual represen13

tation for stakeholders’ socio-technical relationship, Sarma et al. [169] considered both
emails among developers and comments in Bugzilla. Posting and reading comments by
contributors were also considered by Wolf and colleagues as a means to represent communication fow [194]. Bird et al. [20] considered email as a communication medium
among stakeholders and studied latent social structure in open source projects based on
email communication. Cataldo and Herbsleb [36] analyzed IRC data to assess developers’
interaction in geographically distributed software development.
It should be noted that the stakeholders of a particular software system may use multiple communication means. However, there lies inherent complexities in data collection
and analysis if every possible communication means among stakeholders is considered.
Details of some communication means may never be documented, e.g., informal telephone
conversation and voice chat. Furthermore, some data may not be available to people not
belonging to the development community. Hence, depending on the contexts, the research
involving stakeholders’ social network considers a subset of the possible communication
means. Building on the prior research, we consider in our work posting comments and
artifacts on issue tracking systems as social interaction among stakeholders. Our choice is
guided by the model in Figure 2.2 and can be justifed by the new requirements identifed,
entered, elaborated, progressed, and implemented in the issue tracker. The limitation of
this choice of stakeholders’ interactions will be discussed in the threats to validity section.
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CHAPTER 3
REQUIREMENTS IDENTIFICATION

Requirements identifcation is a human-centric activity that involves interaction among
multiple stakeholders. Traditional requirements engineering (RE) techniques addressing
stakeholders’ social interaction are mainly part of a centralized process intertwined with a
specifc phase of software development. However, in open source software (OSS) development, stakeholders’ social interactions are often decentralized, iterative, and dynamic.
Little is known about new requirements identifcation in OSS and the stakeholders’ organizational arrangements supporting such an activity. In this chapter, we investigate the theory of structural hole from the context of contributing new requirements in OSS projects.
Structural hole theory suggests that stakeholders positioned in the structural holes in their
social network are able to produce new ideas. In this study, we fnd that structural hole positions emerge in stakeholders’ social network and these positions are positively related to
contributing a higher number of new requirements. We fnd that along with structural hole
positions, the stakeholder’s role is also an important part in identifying new requirements.
We further observe that structural hole positions evolve over time, thereby identifying requirements to realize enriched features. Our work advances the fundamental understanding
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of RE process in a decentralized environment and opens avenues for improved techniques
supporting this process. This chapter is based on the paper by Bhowmik et al. [19].

3.1

Introduction
Much of the traditional requirements engineering (RE) research has focused on single

applications or one-time RE activities [91]. In recent years, technological advancement
has led us to an era where RE is not any more a centralized and collocated process bound
by isolated project components. Rather modern RE needs to focus on generation, adaptation, and maintenance of requirements in a decentralized and dynamic software-intensive
ecosystem [91]. In particular, the open source software (OSS) movement has greatly infuenced the shift in the scope of RE toward addressing the primary requirements tasks [186]
associated with large-scale and long-lasting development. In order to ensure sustainability,
many OSS projects are subject to frequently and promptly delivering new and improved
features realizing stakeholders’ goals. Thus, continuous identifcation and prompt realization of new requirements are critical throughout the life span of an OSS system.
Requirements identifcation is a human-centric activity involving multiple stakeholders. A crucial factor to the success of requirements identifcation is the social interaction
among the stakeholders. It is through stakeholders’ social interactions that technical aspects are clarifed and organizational dependencies are resolved [150]. In fact, methods
supporting social interactions, such as focus groups and repertory grids, are among the
most widely used in requirements elicitation and negotiation [2, 139, 201]. These techniques, as currently applied in RE, are mainly part of a centralized development process.
16

In other words, the impact of stakeholders’ interactions on requirements identifcation is
examined typically as a one-time shot in the literature. In contrast, our work investigates
such an impact within the OSS context in a continuous, incremental, and evolutionary
fashion.
Recent research has shown that many successful OSS projects do not follow the classical, one-time RE process [4]. Rather they adopt just-in-time RE [65] in which stakeholders
capture requirements less formally and elaborate the requirements only after the implementation begins.1 Just-in-time RE fts OSS projects because it signifcantly reduces the
up-front analysis cost by promoting rapid development and embracing evolutionary refnement. As a result, new features can be delivered to the end users in relatively short release
cycles, thereby keeping the software relevant, innovative, and competitive. We are especially interested in the mechanisms underlying the identifcation of the new requirements.
Gaining a fundamental understanding of the mechanisms, in our opinion, not only helps
to uncover an important uniqueness of OSS RE, but also potentially infuences how closesource RE may be changed and how software systems can be more sustainable in general.
We therefore anchor the defnition of new requirements to Maiden et al.’s work on creativity in RE [120] where ‘new requirements’ refer to the requirements that are useful and
adaptive to the task constraints and are not yet been implemented in the specifc software
system. In other words, a requirement is new if it is both innovative and practical [120].
In this chapter, we report on an exploratory study that investigates a theoretical underpinning of how stakeholders’ interactions relate to new requirements identifcation in OSS
1

In just-in-time RE, features represent those requirements that are amenable to be implemented.
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development. In particular, we explore the theory of structural hole [31] which suggests
that people positioned in structural holes in a social network provide brokerage of knowledge across social clusters that often allow them to contribute new ideas [158]. This theory
allows us to examine whether structural hole positions emerge in stakeholders’ social network and if these positions yield a higher number of new requirements. Note that Marczak
and colleagues [125] have also studied similar phenomena in RE. They referred the liaison between two teams working on interdependent requirements as information brokerage
and pointed out the importance of the brokerage role in managing information fow for a
software project. Compared to their work, our research differs in two main aspects. First,
we focus on generation of new requirements whereas they focus on dependency among
existing requirements. Second, we study OSS development whereas they perform a feld
study on a manufacturing company’s close-source project. After analyzing three successful OSS projects from different application domains, namely Mozilla Firefox, Mylyn, and
CONNECT Gateway, we fnd that:
• Structural hole positions emerge in stakeholders’ social network in OSS RE.
• Generally, structural holes are positively related to the contribution of a higher number of new requirements. However, the structural hole position, together with stakeholder role, plays an important part in new requirements identifcation.
• Structural hole positions evolve as the OSS project evolves, indicating a highly dynamic nature in OSS development.
The contributions of our work lie in the novel application of structural hole theory in
RE and the detailed examination of three OSS projects’ requirements-level data. In light
of the modern RE in a decentralized setting [91], this work advances the fundamental understanding about the interplay between stakeholders’ organization in their social network
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and the attributes of the software artifacts contributed by them. In what follows, we cover
background information and related work in Section 3.2. Section 3.3 describes the research
methodology. Section 3.4 details the result analysis. Section 3.5 discusses the threats to
validity. Further discussion and implications of our work are presented in Section 3.6,
followed by Section 3.7 concluding the chapter.

3.2

Background and Related Work
The theory of structural hole, based on the concept of social capital, diversity, and

brokerage, is widely used in sociology and anthropology. Requirements identifcation is
one of the basic tasks in RE process. Stakeholders in OSS systems, their roles, and social
networks have also been studied in software engineering research. The rest of this section
provides brief discussions on these topics.

3.2.1

Social Capital, Diversity, Brokerage, and Structural Holes

Through membership in a social group or a network of social groups, a person can be
exposed to the knowledge and resources possessed by her acquaintances, i.e., people she
is socially connected with. The aggregate of such actual or potential resources available
through the membership in a social group is known as social capital [25, 32, 162]. Social capital is a commonly used notion in sociology that indicates the expected benefts a
person possesses by virtue of her membership in social networks [160]. The advantage of
possessing social capital is that the capital can be utilized or mobilized to help an individual achieve her goals. Several attributes may contribute to a person’s social capital in the
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network [25]. In this chapter, we concentrate on two network related attributes: 1) volume,
and 2) diversity of a person’s adjacent subnetworks or social clusters.
The volume of a person’s adjacent subnetworks determines the volume of the network
she can effectively mobilize [25]. It also determines the volume of resources, owned by the
acquaintances, possessed by a person in her own right [25]. That is, being connected to a
greater number of people in the social network, a person can be benefted from the higher
volume of resources possessed by her ‘friends’. Therefore, the volume of the subnetworks
a person is connected to is a contributor to her social capital.
Along with the volume, diversity of the adjacent subnetworks or social clusters is also
an important factor to a person’s social capital. Group of people positioned into a densely
connected cluster in a social network may show similarity in their opinions, viewpoints,
and information resources. Due to such homogeneity, a person in that group is likely
to produce redundant knowledge [158]. However, someone connected to different social
clusters is more likely to be exposed to a greater diversity of knowledge [31]. Exposure
to diverse knowledge contributes diversity to a person’s social capital. This diversity helps
her broker knowledge and ideas from different areas and contribute new ideas to her core
feld [168]. The positions in a network linked to densely connected diverse social clusters
can be regarded as brokerage positions. People occupying these brokerage positions are
more likely to provide new ideas to their core community. As an illustration, node H in
Figure 3.1 shows a brokerage position in a hypothetical social network.
Cummings [49] found empirical evidence of brokerage positions contributing new
knowledge to the brokers’ core felds. This fnding is consistent with the structural hole
20
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Figure 3.1
Brokerage position linking densely connected network clusters

theory proposed by Burt [31]. The structural hole theory is based on the idea that a social
network containing densely connected social clusters has sparse linkages between those
clusters comprising structural holes. As a result, people who are positioned at such structural holes have the beneft of being exposed to diverse information fowing from different
clusters. Those people can provide knowledge brokerage across structural holes, which becomes a form of social capital. This form of social capital, contributed by the volume and
diversity of adjacent social clusters, can therefore be translated into knowledge discovery
and new idea generation [158].
In short, the structural hole theory suggests that structural hole positions have the social
capital of knowledge brokerage and are likely to produce new ideas. In other words, people
positioned at structural holes are likely to contribute new knowledge and ideas to their core
areas. Hereafter, we will use brokerage position and structural hole position interchange-
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ably in this chapter. In Figure 3.1, for example, node H is at the brokerage position placed
in a structural hole.
In this chapter, we map the people in a social network to stakeholders and new ideas
to new requirements in order to explore the applicability and effectiveness of the structural
hole theory in OSS RE. To that end, we formulate the central hypothesis as: Stakeholders
in structural hole positions propose new requirements for software systems spanning time
and space. We conduct an exploratory study involving three large-scale and long-lasting
projects in order to investigate the relevance of this hypothesis in the RE process of OSS
development.

3.2.2

Requirements Identifcation in RE

Much of RE research has focused on developing notations, techniques, and evaluation methodologies for requirements elicitation, modeling, analysis, validation, verifcation, and management [39]. Requirements identifcation, one of the major objectives of
the RE process, involves determining the organizational or customer needs that must be
addressed by the delivered artifact [72, 114, 175]. Traditional research on requirements
identifcation has investigated different techniques and approaches for requirements elicitation and evaluation. The rest of this subsection presents a brief overview of the RE
research on some methods and techniques to identify requirements.
Zowghi and Coulin [201] conducted a comprehensive survey on the wide range of
requirements elicitation techniques, approaches, and tools. They reported that one-toone interview between a designer and a customer, focus group discussions, and direct
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observations of business tasks are among the most widely used requirements elicitation
techniques [201]. Prototyping is also widely used as a means of requirements elicitation [3, 16]. When using this technique, a prototype is deployed and new requirements
are identifed as well as existing requirements are refned based on user experience and
feedback. Alavi [3] studied the effectiveness of prototyping as a requirements elicitation
technique by observing user and designer attitudes through feld study and laboratory experiments, and provided practical suggestions for effective prototyping. In a later study,
Beynon-Davies et al. [16] conducted a comprehensive review on prototyping by literature
survey and interviewing stakeholders from the industry.
In the 1990s, Goal-Oriented Requirements Engineering (GORE) [95, 191] emerged.
The underlying idea of GORE is to apply goal identifcation heuristics to identify and
defne requirements. Since 1990s, many GORE methods have been proposed, such as
i∗ [198], KAOS [58], TROPOS [135], to name a few. Regev and Wegmann [163] presented
a set of principles to explain the nature of goal-oriented behavior and proposed extensions
for goal identifcation heuristics.
Since the last decade, a couple of techniques and algorithms have been developed to
support requirements elicitation [129, 199]. Mich et al. proposed EPMcreate, a creativity fostering technique that uses the pragmatics of communication to support requirements
identifcation. In order to assist requirements elicitation, Zachos and Maiden [199] developed an algorithm that retrieves web services in domains analogical to a current requirements problem to support new requirements identifcation for the targeted problem. Decentralized requirements elicitation and negotiation techniques, asynchronous text-based
23

communications, and synchronous computer-based communications have also been investigated in recent research [33, 56].
Some RE research assessed the effectiveness of different requirements elicitation techniques in practice. Davis and colleagues [59] reported a systematic review of empirical
studies on the effectiveness of various elicitation techniques and found structured interviews to be one of the most effective elicitation techniques. Lloyd et al. [112] studied the
effectiveness of requirements elicitation techniques in distributed RE and found that techniques involving synchronous communication, such as voice and video conferencing, tend
to be more effective.
In summary, RE research regarding requirements identifcation provides various models, methods, and techniques in order to elicit and negotiate new requirements. Some
research is also dedicated to the applicability and effectiveness of different approaches in
different scenarios. In this chapter, we explore to what extent structural hole positions are
related to the identifcation of new requirements in OSS systems.

3.2.3

Brokerage Position in Stakeholders’ Social Network

In Chapter 2, we detailed the background and related work on stakeholders’ social
interaction. Following specifc operationalazations, social network, based on stakeholders’
interaction, could be built. In what follows, we briefy discuss ‘brokerage’, an interesting
position in a social network.
Brokerage is a well-known and widely used term in sociology and in social information foraging [31, 32, 158]. In RE, Marczak et al. [125] used the term broker to refer to
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a stakeholder who works as a liaison between two teams working on two interdependent
requirements. Marczak and colleagues [125] analyzed the requirements-centric social networks (RCSNs) [57] of development teams in a large IT manufacturing organization and
explored the information fow patterns in teams coordinating works on interdependent requirements. According to their fndings, brokers hold pockets of knowledge and appear
as gatekeepers of information fow among teams working on interdependent requirements.
Building on their work, we extend the examination of the relationship between brokerage
(structural hole) and new requirements identifcation in OSS systems.

3.2.4

Stakeholder Role

The last piece of related work we present here is the stakeholder’s role in OSS development. Nakakoji et al. [136] presented an onion-like classifcation of the stakeholders in an
OSS development environment. This classifcation considered both users and developers
and represented an exhaustive pool of stakeholders. The onion-like structure is based on
the philosophy that people in the inner circles of the onion ring have higher control and
infuence over the development of the software than people positioned in the outer circles.
Nakakoji and colleagues classifed the stakeholders’ roles in OSS development into eight
categories: project leader, core members, active developers, peripheral developers, bug
fxers, bug reporters, readers, and passive users [136], where project leader occupied the
inner-most ring with passive users being in the outer-most one. Bella et al. [14] formulated a multivariate classifcation of OSS developers and classifed the developers into four
categories: core developers, active developers, occasional developers, and rare developers.
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This classifcation solely considers the total amount of code change the developers make
and does not take into account the diverse pool of developers. In this chapter, we also investigate how stakeholder role combined with structural hole may play in identifying new
requirements. As we are interested in stakeholders in general, not just the developers, we
consider the classifcation by Nakakoji et al. [136] during our investigation.

3.3

Research Methodology
The overall objective of our research is to investigate requirements identifcation in

OSS development from the perspective of stakeholder’s organization. The ultimate goal of
this research is to draw insights and lay a novel theoretical foundation of the requirements
process for systems that span time and space. Structural hole theory suggests that social
interactions and collaborations among different stakeholders create brokerage or structural
hole positions in the stakeholders’ social network. In the case of the RE process, we posit
that stakeholders occupying the structural hole positions can brokerage diverse knowledge
or information from their adjacent subnetworks which enables them to propose new requirements. Our analysis concentrates on the interactions among stakeholders recorded in
the issue tracking system, such as Bugzilla or Jira. In what follows, we present the research
questions addressed in this chapter, discuss the procedure for building stakeholder’s social
network, and detail the experimental design.

3.3.1

Research Questions

The research questions addressed in this work are hinged around the concept of structural hole and its ability to enable requirements identifcation. Guided by the structural hole
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theory, our frst objective is to explore the emergence of structural holes in stakeholder’s
social network:
• RQ1: How do structural holes emerge in stakeholders’ social network in OSS systems?
The theory of structural hole relies upon accepting a structural hole to be in a position
that can facilitate new idea generation. Accordingly, we are interested in investigating
structural hole’s ability to help new idea generation from an RE perspective. To that end,
we map new ideas to ‘new requirements’ in RE. We use the notion of ‘new requirements’
to refer to the requirements useful and adaptive to the task constraints [120, 179] and
not yet implemented in the specifc software system. The new requirements we analyze
are freshly proposed and promptly realized, i.e., implemented within the version-release
period, thereby signifying their value in the systems. We formulate our second research
question as:
• RQ2: Are stakeholders in structural hole positions positively related to proposing a
higher number of new requirements compared to other stakeholders in OSS systems?
A software system evolves over time as it needs frequent realization of new requirements
in order to address diverse user demands. Along with the system’s evolution, stakeholders’
interactions change. Some new stakeholders may join the social network, whereas some
existing stakeholders may discontinue their contributions. Consequently, new structural
holes may emerge at certain areas in the social network, contributing new requirements to
address new user demands. Similarly, existing holes may disappear after the area becomes
saturated. However, not all structural holes should show this transient behavior as there
should be some enduring holes allowing some stakeholders (e.g., project managers and
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group leaders) to play the role of coordinators, and manage the whole system. These
evolutionary attributes of the structural holes should help the software system survive in
the highly competitive software-intensive ecosystems. Therefore, having investigated RQ1
and RQ2, we are also interested in investigating the evolutionary aspects of the structural
holes:
• RQ3 : How do structural holes evolve?

3.3.2

Building Stakeholders’ Social Network and Identifying Structural Holes

In practice, a requirement is proposed by a stakeholder called the proposer. Then it is
typically assigned to a developer who is known as the task owner. Issue tracking systems,
such as Bugzilla and Jira, allow the stakeholders to post comments and artifacts on the issue
page. The posted artifacts are generally documents or code involving information about the
task. These stakeholders could be users or requirements engineers clarifying requirements
related issues, and/or other developers helping with coding or testing. Our subject systems
are OSS projects with decentralized development environments. In this chapter, we assume
the activities involving comment and artifact posting over issue tracking systems to be a
means of social interaction and knowledge sharing among stakeholders.
Let us consider a hypothetical software system S whose issues are maintained in Bugzilla. We assume that the stakeholders of S communicate among themselves by posting
comments and artifacts associated with the issues over Bugzilla. In order to understand associated diversity, brokerage, and structural holes, we need to construct the social network
of the stakeholders. Let us suppose there exist 13 distinct stakeholders proposing tasks
and/or posting comments and artifacts. Therefore, a graph G representing the social net28

work of these 13 stakeholders contains 13 nodes, one node for each stakeholder. An edge
in G represents the social communication among two stakeholders and the weight of this
edge represents the total number of communications between them. We need to consider
the edge weights to calculate the metrics that will help us identify the structural holes. In
order to defne the edges, we adopt the approach presented by Wolf et al. [194]. Let X and
Y be two stakeholders and T be a task that both X and Y contribute to. We consider an
edge XY representing communication between X and Y if:
• X is the proposer of T or has posted a comment or artifact about T that is read by Y;
or
• Y is the proposer of T or has posted a comment or artifact about T that is read by X.
As Bugzilla does not keep direct track of a stakeholder’s reading activity, following
Wolf et al. [194], we assume Y read the information posted by X about T if and only if
Y also made a posting. We consider every such communication instance between X and
Y over the considered history of S in order to calculate the weight of the edge XY. For
example, suppose X proposed the task T1 and posted 2 comments and 1 artifact about T1
whereas Y posted 1 comment. Therefore, the weight of XY considering T1 is 5 (4 for
the postings and 1 for the task proposal posted by X). Let there be another task T2 where
X posted 1 comment and Y posted 2 comments and 1 artifact. Thus, the weight of XY
considering T2 is 4. Therefore, the weight associated with XY in G is (5 + 4) = 9. We
follow the assumptions made by Wolf et al. [194] to operationalize the edge weights of
stakeholders’ social network.
A relevant issue here is whether the edges of the social network should be weighted or
not. Meneely and Williams [127] examined to what degree some commonly used social
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network analysis metrics actually measure what these metrics purport to measure. While
the general conclusion supports the validity of social network analysis metrics in software
engineering by corroborating with the developers’ own perceptions, the evidence regarding edge weighting is inconclusive. Meneely and Williams [127] found no evidence that
weighted edges are any better than unweighted edges in measuring what developers perceive as distance in OSS development. For this reason, we adopt in our work the ‘equally
weighting’ scheme described by Wolf et al. [194].
In our study, we are interested in analyzing the structural holes in the overall social
network of the stakeholders. For every issue, irrespective of the issue type (i.e., bug-fx or
feature-request), stakeholders communicate among themselves and all these communications shape their overall social network. Therefore, in this study, we initially consider all
the closed issues in order to create stakeholders’ social network. The number of implemented new requirements or features proposed by the stakeholders are counted thereafter
in order to explore the association among structural holes and new requirements identifcation.
Figure 3.2 shows the stakeholders’ overall social network for the hypothetical software system S. We assume that there are thirteen stakeholders A-M communicating among
themselves over the issue tracking system via posting comments and artifacts. Node H is
working as a bridge among three densely connected subnetworks. As the stakeholders in
a subnetwork communicate mostly among themselves, there is homogeneity in the information, knowledge, or ideas that they possess. In Figure 3.2, it is clear that stakeholder H
is at a brokerage or a structural hole position that allows her to be exposed to three diverse
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Figure 3.2
Stakeholders’ social network of a hypothetical software system S

subnetworks, i.e., three diverse knowledge bases. However, in case of a social network
with large number of nodes and edges, visually identifying structural holes can be diffcult.
In such a large social network, in order to identify individuals in structural hole positions,
sociometric analysis of social networks can be used [158]. We adopt the idea proposed
by Burt [31] that uses network constraint as an indicator of a structural hole. Network
constraint is a network measure that indicates the extent to which a node is limited in its
options to reach other nodes [77]. Following Burt [30], the network constraint of the i-th
node in a network can be calculated using the equations:

Ci =

X

cij , i 6= j

(3.1)

j

where Ci is the network constraint of node i, and cij , a measure of i’s dependency on node
j, is calculated as:
cij = (pij +

X

piq pqj )2 , i =
6 q=
6 j

q
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(3.2)

Here, pij can be defned as:
zij
pij = P
q ziq

(3.3)

where zij is the weight of the edge ij in the network. According to Burt [31], if a node
in a social network has low network constraint associated with it, then the node is in a
brokerage or structural hole position.
We use Ucinet [24], a commercial tool providing features to compute different network
measures, to calculate network constraint. The network constraint of H, CH = 0.34 (avg. =
0.77, sd = 0.25) which is the lowest network constraint in S. It shows in a quantitative way
that H indeed is in the structural hole position in the social network represented by G. In
answering RQ1, we also use effective size (EffSize) [30] in order to complement network
constraint in fnding structural holes. In our case, the effective size of a node can be defned
as the degree of the node, minus the average degree of its neighbors considering only the
edges among the neighbors. For example, in G, the degree of H is 3 and its neighbors
are C, F, and K. As there is no edge among the neighbors of H, the average degree of its
neighbors considering only the edges among the themselves is 0. Therefore, the effective
size of H, EffSizeH = 3 − 0 = 3. Here, the idea is that a node at a structural hole position
has higher effective size than the others. We use Ucinet [24]. to calculate EffSize. In G,
the EffSize of H is the highest (EffSizeH = 3, avg. = 1.91, sd = 0.62) which reinforces the
fndings using the network constraint measure.
Along with the quantitative measure(s), we also use an open source tool CCVisu [15]
to visualize the networks and the structural holes. In addition to providing a visual representation of the network, CCVisu uses LinLog energy model [145], a visual clustering
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technique, and produces optimal layouts that provide separation of cohesive sub-graphs
with interpretable distances. CCVisu also provides search and customized zoom-in facilities that help us fnd and analyze structural hole positions in a large network. We calculate
the quantitative measures (network constraint and effective size) of structural holes using Ucinet [24] and highlight the structural hole positions in the network using the search
facility in CCVisu [15].

3.3.3

Experimental Design

To answer the research questions, we analyze the closed issues from three OSS systems.
It should be noted that we consider all the closed issues to create stakeholders’ social
network (Section 3.2) and only the implemented requirements to investigate requirements
identifcation. We choose three OSS systems: Mozilla Firefox2 , Mylyn3 , and CONNECT4 .
We select these three projects as the subject systems for our exploratory study [197] on
structural holes and requirements identifcation for a number of reasons. First, they are
large OSS systems and were previously studied in software engineering research [65, 96,
200]. Second, they are from different application domains and they are successful in their
own domains, so they can be considered representatives of their own application domain.
This indicates that the lessons learned from our exploratory study are informative about
the experiences of the typical situation. Third, studying these systems represents both a
revelatory and a longitudinal case in that none of these systems have been studied from the
angle of stakeholders’ social organization relating requirements identifcation. Finally, the
2

http://www.mozilla.org/en-US/frefox/new/
http://www.eclipse.org/mylyn/
4
http://www.connectopensource.org/
3
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relevant data about these systems that are required to conduct this exploratory study are
freely available online in their corresponding issue tracking systems. This enables other
researchers to replicate our study. Next is a brief description of our chosen systems.
Firefox is a successful open source project and a dominating web browser since its
frst release in 2004. From November 2004 to June 2011, Mozilla released Firefox stable
versions 1.0 through 5.0 and after that made some rapid releases.5 We collect data about
the issues from the beginning of Firefox history until the release of version 5.0.
Mylyn is an Eclipse plug-in that monitors programmer activity in the Eclipse IDE [96].
It was frst started as a part of the Ph.D. thesis supervised by Gail Murphy at the Software
Practices Lab at UBC.6 We consider the issues of Mylyn from its starting in 2005 till
February 2012.
CONNECT is a software system that interconnects health-care information with governmental agencies and other private organizations [65]. It is supported by the open source
community and other vendors can adopt the code to build commercial software. We analyze data collected from CONNECT issues since it was made publicly available under the
BSD license in 2009 till November 2012.
For every closed issue, we collect information as follows: the issue ID, the proposer
of the task, the issue owner (i.e., the stakeholder to whom the issue is assigned), reporting
time, closing time, and the number of distinct stakeholders posting comments and artifacts
over the issue tracking system. All the information is directly available from the issue
pages. It should be noted that an account with the issue tracking system is required to
5
6

http://www.mozilla.org/en-US/frefox/releases/
http://www.eclipse.org/mylyn/about/
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propose a task. Sometimes a task (both bug-fx and feature request) might be entered by a
stakeholder with an account, however, might originally come from some other user without
an account who informally reported it to the proposer. Generally this kind of scenario is
not captured by the issue tracking systems. Nonetheless, this scenario can be an example
of the advantage of social interaction between a proposer and a user where the interaction
helps the proposer improve her contribution to the project. We run a web scraping tool
written in Java to automatically collect required information from the issue tracking systems. Table 3.1 presents an overview of the collected data that we analyzed for different
systems. The number indicating the size of Firefox does not include JavaScript fles. We
notice that CONNECT has fewer number of new requirements implemented in comparison
to Firefox and Mylyn. CONNECT was made open source in 2009 with the intention that
other vendors can adopt the code to make commercial software of their own [65]. The
open source release of CONNECT started with a considerably mature and stable version.
As many vendors have built their commercial software on top of CONNECT since its release, the core code of this system has not gone through much change. Therefore, we do
not notice many new requirements for this system. Nevertheless, inclusion of this system
supports the diversity aspect of our inclusion criteria.
In our study, we consider new requirements to be the requirements (i.e., feature requests) that have not been proposed for the system before and have successfully been implemented in the system. To that end, we initially assume that a feature request (tagged as
‘Enhancement’ in Bugzilla and ‘Feature Request’ in Jira) with a distinct issue ID should indicate a feature that has not yet been implemented in the corresponding system. However,
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the possibility of a requirement having multiple IDs is not negligible. In fact, duplicates
do exist among the requested features [45]. In order to address this issue, we manually go
through every feature request description that we study and investigate if there exists the
same feature request with multiple issue IDs. Table 3.2 summarizes the fndings of this investigation for different versions of our subject systems. In case of Mylyn and CONNECT,
we do not fnd any feature request description with multiple issue IDs. For Firefox versions
1, 2, and 3, there are a few such cases and we exclude these duplicates from further analysis. In what follows, we present some samples of new requirements (one for each system)
we have investigated. Our purpose is to illustrate the kind of identifed requirements in the
subject systems.
A new requirement captured for Firefox (Bugzilla Issue ID: 255874): “If I have multiple Firefox windows open, it would be great if there was a menu selection (under View?)
which would automatically merge all the open windows into a single tabbed window. The
other windows would then be closed.”
The following is a sample requirement from Mylyn (Bugzilla Issue ID: 206490): “Now
that global contexts exist, the landmark and interesting values should be customizable on
a per context basis like the decay and edit scaling factors can be changed. Furthermore,
the value used by InteractionContextManager.manipulateInterestForElement(...) to make
an element a landmark (current landmark value * 2) should be parameterized as well.”
A sample requirement from CONNECT is (Jira Issue ID: GATEWAY-472): “CONNECT adopters shall have the ability to get more comprehensive performance logging and
metric data (counts and duration) using improved logging in CONNECT will be able to
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track and report on the following data points: Error, Performance, Transaction Type, and
Payload.”

3.4

Results and Analysis
To answer our research questions, we perform both qualitative and quantitative analyses

on different data sets collected for the software systems presented in Table 3.1.7 The rest
of this section details the results and analysis allowing us to answer the research questions.

3.4.1 How Do Structural Holes Emerge in Stakeholders’ Social Network in OSS
Systems?
To answer this question, we analyze the social networks of the subject systems created
following the procedures discussed in Section 3.2. As the defnition of a structural hole
suggests, a social network needs to be large and diverse enough to contain structural holes
and to facilitate the holes with brokerage (cf. Section 3.2.1). For each system, we start
with the social network created based on the project data collected from the closed issues
over the frst three months of the system’s history. Considering a window size of three
months, we incrementally keep aggregating the social interaction data in an attempt to
iteratively increase in network size and diversity so that we may explore gradual emergence
of structural holes in the social network. Another choice for the increment window could
be the version-release period for every system. However, the version-release period varies
from system to system, and for some projects it may be too coarse to obtain any meaningful
increase in network size and diversity. We trade this issue of a relatively objective time span
for a more uniformed analysis.
7

The data of our analysis can be accessed via https://sites.google.com/site/tmisdata/
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Application
domain
Web Browser
IDE Plug-in
Health-Care
Information

System

Firefox
Mylyn
CONNECT

2005-2012
2009-2012

2004-2011

Analyzed
history

451
29

# of
requirements
studied
1,985

Systems Studied

Table 3.1

Bugzilla
Jira

Bugzilla

Issue tracking
system
1,968
C/C++
2,321
4,035

# of fles

C/C++
JavaScript
Java
XML

Written in

Table 3.2
Summary of Issue IDs with Repeated Requirements
System

Version

Firefox

V-1
V-2
V-3
V-4
V-5
V-2
V-2.3
V-3
V-3.3
V-3.5
V-2.4.8
V-3.3
V-4

Mylyn

CONNECT

# of issue IDs with
repeated requirements
10
5
3
0
0
0
0
0
0
0
0
0
0

% of total # of
unique issue IDs
1.33
1.21
0.77
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Figure 3.3 shows the social networks for the subject systems considering the frst threemonth history recorded in the issue tracking systems. Here, every node is a stakeholder and
an edge indicates communication or social interaction between the stakeholders connected
by the edge. The size of a node is directly proportional to the number of edges incident to
it [15], that is, the total number of people the stakeholder interacts with. We obtain a very
small social network for Mylyn (only 5 stakeholders) with limited feasibility of containing
a meaningful structural hole. As Mylyn started as part of a Ph.D. thesis, probably it did
not attract contribution from the open source community at the initial stage. Firefox shows
two completely isolated clusters and a connected subgraph. We notice roughly four visual
clusters in the connected subgraphs. Although there could possibly be a couple of structural
holes in these connected subgraphs, a structural hole considering the whole graph is yet to
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(a) Firefox

(b) Mylyn

(c) CONNECT

Figure 3.3
Stakeholders’ social networks considering the frst three-month history

(a) Firefox

(b) Mylyn

(c) CONNECT

Figure 3.4
Stakeholders’ social networks with potentially emerged structural holes

emerge. For CONNECT, we fnd a globally connected network with 20 nodes. Although
limited in size, we notice a couple of apparently distinguishable clusters. Therefore, the
social network for CONNECT in Figure 3.3 contains potential structural holes.
In order to investigate if explicit structural hole(s) emerge in stakeholder’s social network, we continue our analysis by incrementally adding social interaction data for the
following three months. Figure 3.4 shows the social networks after some iterations with
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the subject systems. Using the Ucinet tool [24], we compute network constraint and effective size (EffSize) [30] for each node in the social networks. In Figure 3.4, top fve
lowest-network-constraint nodes are colored in red. Table 3.3 details the networks in Figure 3.4 with the network constraint and EffSize values. The “Effective Size” column along
with the corresponding “Avg. ± Sd” values implies that the nodes indeed have very large
effective size considering other nodes in the network. Firefox and CONNECT both show
structural hole positions within the frst 6 months of their histories, however, it takes about
12 months for Mylyn to refect the structural holes. The fve stakeholders for each system
in “Stakeholders” column in Table 3.3 are the corresponding 5 highlighted structural hole
positions in Figure 3.4. The column “No. of stakeholders in the social network” indicates
the network size (i.e., number of nodes). Figure 3.4 also shows densely connected clusters around the red nodes indicating diversity. The visual representations coupled with the
low network constraints and high EffSize values for potential hole positions, confrm the
existence of structural holes in social networks for all three systems studied. Based on
this analysis, we conclude that structural holes emerge in the stakeholders’ social network
which is large enough and contains diverse social clusters, even though there might be
variation in time-to-emerge from system to system.

3.4.2

Are Stakeholders Occupying Structural Hole Positions Positively Related to
Proposing a Higher Number of New Requirements Compared to Other Stakeholders in OSS Systems?

Different versions of a software system may deliver different kinds of new features and
may target for different milestones. We hinge our analysis around different version releases
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42
6 months

CONNECT

Firefox

12 months

6 months

System

Mylyn

Structural
hole
engaged
within
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155

807

No. of
stakeholders
in the social
network
Jason
Oleg
Jesse
Ali
Junior
Helen
Mik
Markus
Constantine
Eugene
Jason Ray
Bridgett
Aleena
Tony
Ryan

Stakeholders

Structural hole positions
Effective
Network
Avg. ± Sd
size
constraint
(Effsize)
0.082
90.71
0.092
84.22
0.095
0.78 ± 0.35
100.76
0.109
85.01
0.124
35.5
0.297
14.79
0.329
71.67
0.337
0.89 ± 0.40
25.58
0.365
28.74
0.370
36.04
0.203
0.97
35.39
0.362
33.26
0.501
± 0.47
23.18
0.503
25.49
0.516
38.25

Software developers’ social networks

Table 3.3

5.03 ± 11.94

4.66 ± 17.08

3.63 ± 13.83

Avg. ± Sd

of the subject systems so that the stakeholders’ interaction during the specifc versionrelease period is refected in our study. First, we consider all the closed issues from the
corresponding issue tracking systems. For every version of a subject system, we then build
the stakeholders’ social network and calculate network constraint for each stakeholder (cf.
Section 3.2). We consider an issue to be in the current version-release period if the issue is
proposed or reported after the last version release date and implemented before the current
version release date. In case of version 1, we consider all the issues implemented before
the version release date.
We further identify the proposers of the features (new requirements), i.e., the stakeholders who proposed the features, for each version. We then calculate the total number of
features proposed by each distinct proposer during a particular version-release period. As
we have already discussed that low network constraint indicates a structural hole, we are
therefore interested in testing if the stakeholders with lower network constraint are likely to
propose higher number of new features. In other words, if there exists a statistically signifcant negative correlation between network constraint of a stakeholder and the total number
of new requirements the stakeholder proposed, it is possible that structural hole positions
contribute positively to new requirements identifcation. Note that our operationalization
based on network constraint is in line with Burt’s study [31].
Before presenting the correlation between network constraint and the number of proposed requirements, we clarify the nature of the constructed network by performing power
law analyses [77]. Our main rationale of such analyses is that the structural holes manifest
themselves more in a network whose nodes are power-law distributed than in a network
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as all the remaining versions of the three projects follow similar patterns. The three plots
in Figure 3.5 all follow the power law distributions. While no outliers are detected in Mylyn and CONNECT, three are present in Figure 3.5a. It is of particular interest to analyze
these outliers as they may represent a proxy that inputs the requirements on the behalf of
the end users rather than generating new requirements themselves. If such a proxy role is
prevalent, then the structural holes identifed by our approach may contain a high number
of false positives. For Firefox V-3, we then manually check the three outliers shown in Figure 3.5a. Among the three outliers — Bill, José, and Jesse — only Bill could potentially
be regarded as an end-user proxy. Bill contributed 16 requirements in V-3, among which
15 were end-user-driven by our analysis and 1 was not. For José and Jesse, the end-userdriven requirements were only 2 out of 15 and 1 out of 13 respectively according to our
analysis. While the analysis is clearly limited in that no internal issue entering mechanisms
are taken into account, the results show that the structural holes identifed by our approach
do not likely contain a signifcant portion of false positives.
Table 3.4 details the correlation analysis results. For the version names, we use the
naming conventions the software systems use. We do not fnd enough data corresponding to Mylyn V-1 in the issue tracking system (only 3 new feature implementations were
recorded) and therefore exclude this version from our analysis. In Table 3.4, “No. of
Proposers” presents the number of distinct stakeholders who proposed new requirements
during the release period. To answer RQ2, we analyze very large data sets for Firefox.
We use the Anderson-Darling normality test for large data sets and graphical normality
test using scatter plots and histogram for smaller data sets in order to fnd the normality
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Table 3.4
Correlation Analysis Results (statistically signifcant results are bolded)
System

Firefox

Mylyn

CONNECT

Version

V-1
V-2
V-3
V-4
V-5
V-2
V-2.3
V-3
V-3.3
V-3.5
V-2.4.8
V-3.3
V-4

No. of
stakeholders
in the social
network
1345
1192
1107
991
983
25
140
41
149
108
44
69
39

No. of
proposers

No. of new
features
implemented

597
409
329
192
81
6
29
13
42
31
3
7
5

752
525
389
225
94
9
74
21
193
154
8
13
8

Correlation
Spearman’s p-value
ρ
0.121
-0.343
-0.293
-0.312
-0.330
-0.512
-0.344
-0.502
-0.364
-0.240
-0.410
-0.304
-0.174

0.048
0.032
0.061
0.041
0.086
0.062
0.0003
0.0077
0.0002
0.05
0.006
0.016
0.34

of our data [133]. These tests suggest that the data is not normally distributed. Therefore,
to fnd the correlation between the stakeholder’s network constraint and the number of
new requirements proposed, we calculate Spearman’s rank correlation coeffcient ρ [133].
Spearman’s ρ is a non-parametric statistic that shows the correlation between two variables without requiring the data to be normally distributed. The “Correlation” column in
Table 3.4 shows the ρ values and corresponding p-values. All the versions of the subject
systems, except for Firefox V-1, show negative correlation between network constraint and
number of new requirements proposed ranging from -0.174 (CONNECT V-4) to -0.512
(Mylyn V-2). Along with 4 exceptions (2 in Firefox, 1 in Mylyn, and 1 in CONNECT),
all the correlations are statistically signifcant at 0.05 level of signifcance. That is, in a
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majority of cases we fnd statistical evidence that a stakeholder occupying a structural hole
is likely to be in a position to propose a higher number of new requirements. These statistically signifcant correlations allow us to make an overall deduction that structural holes
are positively related to the identifcation of more new requirements compared to other
stakeholders.
At this point, it should be noted that some stakeholders in OSS development hold roles
(cf. Section 3.2.3) that demand continuous interaction with diverse stakeholders. For example, the project leader needs to be in touch with the other stakeholders, including but
not limited to developers and customers, in order to coordinate the development process.
Therefore, a stakeholder playing some sort of coordinator role should consistently be at
a structural hole position in the stakeholders’ social network. Whether such role-defned
structural hole positions are likely to identify new requirements requires further investigation. To that end, we explore the role of the project leader in the subject systems from
the angle of proposing new requirements (features). We fnd information about the project
leaders in the issue tracking systems and the projects’ web pages. Table 3.5 presents the
result of this investigation. The low network constraints confrm that the project leaders
are indeed at the structural hole positions. However, the number of new features (requirements) proposed by the project leaders provides us an interesting trend. We notice that the
project leaders have proposed a very few new features for most of the versions of Firefox and CONNECT. In fact, only a single new feature has been proposed by the project
leaders for both Firefox and CONNECT. However, Mylyn shows a different trend where
the project leader has consistently proposed a higher percentage of new requirements. We
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know that Mylyn started as a part of the Ph.D. thesis by Mik Kersten who has remained the
project leader all through the life cycle of Mylyn.8 Kersten is not only the project leader
but also plays other roles (cf. Section 3.2.3) including core member, bug fxer, and bug
reporter. We deduce that being at the structural hole position along with the other roles
Mylyn’s project leader plays helps him identify new requirements. Although our investigation may not be exhaustive enough to deduce conclusion about every specifc role in the
OSS development environment [136], the fndings from our analysis enables us draw an
overall conclusion: Structural hole together with stakeholder’s role plays an important part
in new requirements identifcation.
Table 3.5
Summary of New Feature Proposals by the Project Leaders (% for Mylyn bolded)
System

Firefox

Mylyn

CONNECT

8

Version

Project leader’s
network constraint

No. of new
features proposed

V-1
V-2
V-3
V-4
V-5
V-2
V-2.3
V-3
V-3.3
V-3.5
V-2.4.8
V-3.3
V-4

0.071
0.062
0.087
0.098
0.082
0.293
0.173
0.243
0.390
0.302
0.201
0.215
0.228

0
0
0
0
1
3
9
3
23
5
0
0
1

http://www.eclipse.org/mylyn/about/
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Percentage (%) of
total number of
new features
0.00
0.00
0.00
0.00
1.06
33.33
12.16
14.29
11.92
3.25
0.00
0.00
12.5

3.4.3

How Do Structural Holes Evolve?

As discussed in Section 3.2, modern software systems need frequent realization of new
requirements in order to survive in their ecosystems. We hypothesize that the structural
holes evolve over time, thereby facilitating new requirements identifcation to address the
evolving user demands. We perform both quantitative and qualitative analyses on the structural holes, i.e., stakeholders with lower network constraints, for different versions of the
subject systems (cf. Table 3.4) to investigate this hypothesis.
For every version, we identify the frst 10% of stakeholders with lowest network constraints along with the number of new requirements they propose. We then perform a
head-to-head comparison among these stakeholders in different versions. Table 3.6 details
our fndings about the top 10% stakeholders with low network constraints. We split these
stakeholders into two groups: 1) People who do not appear in all the versions, and 2) People who do appear in all the versions. Considering all the versions of a system, column
“Unique SH (Total)” gives the total number of the top 10% of stakeholders corresponding
to a group. As an illustration, let us assume a system S with three versions: V-1, V-2, and
V-3. The top 10% of stakeholders with low network constraint for V-1, V-2, and V-3 are
ABD, BCE, and ABEF respectively where A, B, C, D, E, and F are unique stakeholders.
Therefore, the “Unique SH (Total)” for structural holes that do not appear in all the versions
is 5 (A, C, D, E, and F) and for structural holes that appear in all the versions is 1 (B only).
The “New requirements proposed” column presents the total number of new requirements
proposed by the stakeholders in the corresponding group (considering all the versions).
The values in the “Unique SH (Total)” column for structural holes that do not appear in all
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CONNECT

Mylyn

Firefox

System

V-1
V-2
V-3
V-4
V-5
V-2
V-2.3
V-3
V-3.3
V-3.5
V-2.4.8
V-3.3
V-4

Version

Stakeholders
with low
network
constraint
(frst 10%)
135
119
111
100
99
3
14
5
15
11
5
7
4
11

25

92

2

1

13
(44.83%)

14

138
(30.60%)

729
(37.23%)

0
(0.00%)

146
(32.37%)

(5.4%)
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Structural holes (SH)
Do not appear in
Appear in
all the versions
all the versions
Unique SH New requirements Unique SH New requirements
(Total)
proposed (%)
(Total)
proposed (%)

Findings about the Structural Hole Positions

Table 3.6

the versions suggest that in every system, there are many stakeholders who appear in the
brokerage positions for some version(s) but disappear from such positions in case of some
other version(s). The “New requirements proposed” column for structural holes that do
not appear in all the versions shows that these version-specifc or temporal structural holes
have proposed substantial number of new requirements (37.23%, 30.60%, and 44.83% for
Firefox, Mylyn, and CONNECT respectively). These fndings indicate that some structural hole positions are likely to appear in certain versions, contribute new requirements,
and then disappear from the hole position over time. Thus, temporary structural holes help
a system to be enriched with new features and functionalities.
Table 3.6 shows that there are some stakeholders who remain in the structural hole
positions in every version. The “Unique SH (Total)” column for structural holes appearing
in all the versions presents the number of such stakeholders existing throughout the system
history. Although small in number, 14 in Firefox, 2 in Mylyn, and 1 in CONNECT, these
fndings suggest the existence of some structural hole positions throughout the history
of a software system. It should be noted that some structural hole positions might be
occupied by different stakeholders in case of different versions, e.g., the team leader or
the project manager. As we have used the name of the stakeholder as the name of the
structural hole position, the number we present for structural holes appearing in all versions
is conservative and might be higher in reality. We fnd that limited number of requirements
are proposed by the structural holes existing in all versions except for Mylyn (32.37%). In
fact, for CONNECT, we fnd the number to be zero.9 Details about the stakeholders who
9

This should not be confused with the information in Table 3.5. The project leader during the release of
CONNECT V-4 was changed and the stakeholder here in Table 3.6 was not the project leader.
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do not appear in structural hole positions in every version is also a subject to further study.
Section 3.6 contains more discussion on these issues.

3.5

Threats to Validity
Our study has its limitations and several factors can affect the validity of our ex-

ploratory study: construct validity, internal validity, external validity, and reliability [197].

3.5.1

Construct Validity

Construct validity concerns establishing correct operational measures for the concepts
being studied [197]. The main constructs in our study are the concept of “structural hole”
and “new requirements”. We identify structural holes in stakeholders’ social network using
visual clustering and structural hole measures, namely network constraint and effective
size [31]. An important limitation here is that false positives can be caused by end-user
proxies in the social network, i.e., those nodes who help end users to input requirements
into the issue tracking system but do not truly serve as structural holes. Such proxy roles
also likely impact critical issues like the exact time a requirement is entered. In our power
law analyses (cf. Figure 3.5), though the statistical outliers exist, they are shown only in a
small portion of the constructed networks. Furthermore, it is inconclusive from our manual
inspection that the outliers serve as end-user proxies. While our empirical investigation
shows the impact caused by the proxy role is unlikely, it is imperative to understand the
internal mechanisms about how the requirements are entered and evolved in the project
repository to better contextualize our fndings. For example, the end-user and proxy ratio
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might be assessed by detecting and classifying how OSS requirements are clarifed [99]
and by examining additional data captured in other project-specifc tools like FishEye.10
As for new requirements, we consider the requirements recently proposed, immediately realized, i.e., the requirements proposed and implemented within the current versionrelease period, and the requirements that was not implemented in the system before. These
requirements, according to our operationalization, are both new and practical [120]. They
are new because they are only recently brought into the OSS project. They are practical
because they manage to be going through identifcation, communication, and full realization [148] in a project’s release cycle. However, the newly proposed but not promptly
delivered features are not considered in our analysis. Therefore, it is not known whether
different operationalizations of “new requirements” will change our analysis results.

3.5.2

Internal Validity

Internal validity concerns establishing a causal relationship, whereby certain conditions are shown to lead to other conditions [197]. For stakeholders’ social network, we
consider comment and artifact posting over the issue tracking system as the means of social communication among stakeholders. Other means of communication, such as email,
message over IRC, etc. are not considered in our study. Following Wolf et al. [194], we
devise a fat weighting system to construct weighted social network by dedicating equal
weights to comment and artifact posting (cf. Section 3.2). These constraints clearly cause
some limitations to our study. While some other software engineering studies [169, 194]
adopt similar treatment, interactions recorded in the issue tracking system are only part
10

http://www.atlassian.com/software/fsheye/
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of stakeholder’s collaborations. For OOS projects, although the use of issue tracker represents a dominant and mainstream way of managing requirements [65], mining other
informalisms [171] such as emails [8] may update the stakeholders’ social network and
some of our analysis results. When constructing stakeholder social network using emails,
Bird et al. [20] reported that stakeholder subcommunities manifest most strongly in technical discussions than in other forms of informal conversations. Although further tests
are needed, we posit that stakeholders’ discussions about requirements recorded in the issue tracking system are technically directed and are reasonable candidates for building the
social network.
In order to answer RQ1, we use an increment window of three months in an attempt to
iteratively increase the network size and diversity. A change in the window size may lead
to different time spans for structural hole emergence in the subject systems (cf. Table 3.3).
Even if uneven time windows such as release cycles were used, structural holes would
still emerge but may appear more in a “big bang” fashion. Under those circumstances,
a fner-grained time window such as one month or two may be adopted. Therefore we
believe our three-month operationalization does not affect the overall emergence of structural holes. Considering the characteristics of the OSS projects, we have a widely diverse
subject systems and normalization has not been used consistently in comparing different
projects. Requirements realized in some future release has not been considered as well.
In our future studies, we plan to investigate such requirements and consider consistent
normalization for inter-project comparisons.
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Another confounding variable is our reliance on the classifcation of the issues made
by the OSS developers. An issue, when entered into the issue tracker, needs to be classifed
either as a bug or a feature. As this classifcation is often done manually, inaccurate information likely exists. In fact, a recent study identifed the amount of misclassifcations and
investigated the impact of those misclassifcations on bug prediction [82]. While our focus
here is on new features, the errors caused by misclassifcation should not be neglected. Future effort needs to be devoted to studying the misclassifcation effect; however, it should
be pointed out that the misclassifcations would not impact the way the stakeholders’ social
network was constructed in our work as we did not distinguish between bugs and features
at that specifc step (cf. Section 3.2).

3.5.3

External Validity

External validity concerns establishing the domain to which a study’s fnding can be
generalized [197]. We have chosen our subject systems from a diverse pool considering
application domain, size, and project life span. Each subject system is a very successful
OSS project in its own application domain and can be considered as a representative of
its own kind. We expect our fndings could be generalized for other open source projects.
Closed source software projects being business critical with hard deadlines to market may
follow different coordination mechanisms among stakeholders. However, it is suggested
that the characterizations of OSS may be attributed to the projects application domain [65].
Thus, the characteristics of a closed source software in a particular application domain
should not be much aberrant form its open source counter part. Although we expect our
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fndings to be consistent in closed source projects, further in-depth studies are required to
verify this point.

3.5.4

Reliability

Reliability of a study suggests that the operations can be repeated with the same results [197]. We expect that replications of our study should offer results similar to ours.
Although the characteristics of software systems should differ for different application
domains, the underlying trends and implications presented in this chapter should remain
unchanged. Moreover, we have made our dataset publicly accessible and our implementations are available upon request. We therefore believe it is possible to independently
replicate our results.

3.6

Discussion
The results and analysis presented in our study indicate that structural holes emerge in

large social networks that contain diverse network clusters. These holes are more positively
related to the identifcation of new requirements. However, in our analysis, we fnd some
exceptions, e.g., there is a positive correlation between network constraint and number
of requirements proposed in the case of Firefox V-1. We also fnd some results that are
not statistically signifcant. Furthermore, low numbers of requirements proposals from
stakeholders consistently in structural hole positions ignites further open questions. In
what follows, we shed some light on these issues, and discuss the implications of our
work.
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3.6.1

Structural Holes and Requirements Proposers

In all the versions of our subject systems, we fnd negative correlation between stakeholder’s network constraint and the number of requirements proposed except for Firefox
V-1. Although most of the negative correlations (ρ) are statistically signifcant at α = 0.05,
we fnd some exceptions in this regard. Table 3.4 shows a statistically signifcant positive
correlation for Firefox V-1 (ρ = 0.121, p = 0.048) and a statistically insignifcant negative
correlation for Mylyn V-2 (ρ = -0.512, p = 0.062), the earliest version of Mylyn that we
have studied. That is, two out of the three subject systems’ earlier versions show deviation from our overall fnding that structural holes are positively related to proposing new
requirements. It may indicate that these releases involve large number of core development activities implementing basic and standardized features. These features are generally
elicited by stakeholders who are masters in their areas. Therefore, they might need less
brokerage of knowledge from other areas to propose core requirements in the initial versions. In Table 3.4, Mylyn V-2 and CONNECT V-4 have only 9 and 8 new requirements
respectively and provide statistically insignifcant results (p = 0.062 and p = 0.34 respectively). Such small sample size may be one of the reasons behind the deviant results.
For many versions of the subject systems, we fnd relatively low value for Spearman’s
ρ. In Table 3.4, the average ρ is -0.344 disregarding Firefox V-1. Although smaller sample
size may sometimes be a reason behind these limited results, a possible limitation of our
assumption on “new requirements” may not be negligible. The structural hole theory suggests that people in the structural hole positions are likely to contribute new idea or new
knowledge in their felds. This new idea may not be “just another idea” and may also in57

clude the “novelty” of the idea [31, 158]. Therefore, from an RE perspective, a requirement
may be new not just because it is another requirement but because it presents a feature that
is novel to the application domain. In this study, we analyze new requirements that are recently proposed and promptly realized without considering the novelty aspect. We expect
that taking novelty of a requirement into account may show further stronger correlations.
In Section 3.4.2 we also fnd that even being at the structural hole position, the stakeholder, playing mostly the coordinator role (e.g., project leader), does not contribute a
higher number of new requirements. In other words, not just the structural hole position
but the role the structural hole plays is also important in a hole’s ability to identify new
requirements. The role is not refected in Table 3.4 which might be another major reason
behind the exceptions in the table. Our fndings in Section 3.4.2 also suggests that the theory of structural hole, as it is perceived in sociology and anthropology [31], is not directly
applicable in RE. Rather, we need to make necessary adjustments from an RE perspective,
e.g., taking the role of the stakeholder into account, to make the theory a better ft in RE.

3.6.2

Top Structural Hole Positions and Their Requirements Proposal Trends

For every system we have studied, we fnd that many stakeholders appear in top structural hole positions (positions with lowest network constraints) in some but not in every
version. We intend to derive more insights regarding this issue and choose Mylyn as the
subject for our discussion. We consider Mylyn in this analysis mainly for four reasons:
1) The history of Mylyn is relatively longer compared to CONNECT but not as crowded
as Firefox, 2) Out of the fve versions of Mylyn that we have studied, four stakeholders
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Table 3.7
Overview of the Top Structural Holes in Mylyn

Stakeholders

David

Eugene

Frank

Rob

Mik

Steffen

Appear in top SH positions
No. of
Version
requirements
proposed
2
1
3.3
38
3.5
9
2
3
2.3
11
3.3
1
2.3
2
3
0
3.3
1
3.5
11
2.3
4
3.3
8
3.5
6
2
3
2.3
9
3
3
3.3
23
3.5
5
2
0
2.3
7
3
3
3.3
44
3.5
49
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Does no appear in top SH positions
No. of
Version
requirements
proposed
2.3
2
3
0
3
3.5 (does not exist in
the network)
2

1
0
0

2
3

1
4

N/A

N/A

N/A

N/A

appear in structural hole positions for three to four releases and two stakeholders appear
in all the versions, 3) Mylyn shows a different trend in that the structural holes appeared
in all the versions of Mylyn identify a higher number of new requirements (32.37%, cf.
Table 3.6), and 4) We obtain a relatively more clear social network for Mylyn releases
compared to the other two systems. Table 3.7 presents an overview about these six stakeholders in Mylyn with the two stakeholders appearing in all the versions being highlighted.
It should be noted that these stakeholders are obtained based on version-specifc analysis
and should not be confused with the information presented in Table 3.3. Table 3.7 shows
that stakeholders not appearing in the top structural hole positions have proposed fewer
requirements (ranging from 0 to 4). We also notice that after proposing only 1 requirement
in V-3 and V-3.3 each, Eugene does not appear even in the stakeholder’s network in V-3.5.
Pirolli [158] suggests that individual members in a network may try to arrange themselves to be in brokerage positions so that they can broker knowledge from peripheral
felds and make contributions to their core areas. Figure 3.6 shows the social networks of
the Mylyn releases created using CCVisu [15]. We fnd some stakeholders move themselves to relatively better brokerage positions and propose a relatively higher number of
requirements (e.g. Rob in V-2.3, V-3.3, and V-3.5). Steffen, one of the stakeholders in
top structural hole positions in every version, gradually moves himself to more dominating structural holes in the later versions and proposes a considerably large number of new
requirements (cf. Table 3.7). By a more dominating structural hole position, we mean a position connected to more number of network clusters compared to others. In Section 3.4.2
we have noticed that Mik plays multiple roles in Mylyn besides being the project leader.
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Figure 3.6
Stakeholders’ social networks for fve Mylyn releases

Further invesitgation on Steffen reveals that he is one of the active developers and a regular
contributor to the system.
These observations reinforce our fndings in Section 3.4.3 that some structural holes
are likely to appear in certain versions, contribute new requirements and may disappear
from the hole position over time (e.g. Eugene). Furthermore, we have also observed that
some stakeholders move themselves to better brokerage positions and contribute more in
requirements identifcation (e.g., Steffen). Table 3.6 shows that one stakeholder (Ryan),
appearing in top structural holes in every version, did not propose any requirement. These
fndings are in line with our conclusion in Section 3.4.2 that roles also play an important
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part and some structural holes may hold coordinator or project manager positions and may
not contribute directly to requirements identifcation. We plan to conduct further studies
taking into account all the stakeholders’ roles in order to obtain deeper insights.

3.6.3

Implications of the Study

The implications of our study are both theoretical and technical. Our study builds upon
the fndings of Marczak et al. [125] that brokers holding pockets of knowledge impact
information fow and carries the fndings a step further to new requirements identifcation.
From an RE perspective, we explore the theory of structural hole, a theory that is based on
the advantage of brokerage and widely used in sociology and anthropology, to explain a
person’s productivity. In what follows, we discuss the specifc implications of our study.

3.6.3.1

Implications for RE

Traditional RE research focus has primarily been on notations, tools, and methods,
whereas modern RE is perceived as “shaping sociotechnical systems” [91]. In this “brave
new world” of RE, an interdisciplinary research scope may be promising to help re-align
the fundamentals of RE research with the new practices where traditional RE may provide
limited insights [91]. One of the major implications of our study is along this line of the
brave new world of RE. We adapt the theory of structural hole from the discipline of sociology and anthropology and explore the theory from an aspect of RE. We scrutinize the theory for RE domain and provide necessary adjustments indicating the importance of stakeholders’ roles intertwined with structural holes in requirements identifcation. Thereby,
our research provides an adaptation of a fundamental theory from a different discipline
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and makes it a better ft for the brave new RE world. Another implication is attention that
we have paid to requirements realization as opposed to the much effort in requirements
elicitation (cf. Section 3.2.2). We believe such a shift of research focus is worth noticing
because in OSS development, as well as some other agile software projects, requirements
are managed more in a just-in-time fashion [65] and the identifcation and realization of
requirements are becoming more tightly intertwined.

3.6.3.2

Implications for Researchers

Our study opens the avenues for further investigating some other potential models and
fundamentals from an RE perspective. Structural hole theory is also adopted as one of
the fundamental concepts in social information foraging theory proposed by Pirolli [158].
The impressive fndings of our study suggest that some other models in social information
foraging, such as the stakeholder’s network constraint and the novelty of new ideas, stakeholder’s optimal group size, etc. [158] could be among the potential concepts worth some
RE investigation. Other researchers may perform this kind of basic theoretical studies in
RE that will help illuminate the research platform. However, any model or theory alien to
RE discipline must go through rigorous scrutiny since the model or theory, as it is in its
home discipline, may not be a perfect ft in RE domain. Our fnding of structural hole coupled with stakeholder’s role playing an important part in new requirements identifcation
in OSS projects also has methodological implications like understanding and managing a
sizable network by splitting it into potentially well-distinguished sub-networks.
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3.6.3.3

Implications for OSS Practitioners

Not every OOS project succeeds. About 59% fail according to one study [192], roughly
double the 31% rate at which traditional projects are reported to fail according to a 1994
survey [187]. In our study of three large-scale, long-lived, and successful OSS systems,
we have noticed that structural holes play a pivotal role in freshly proposed and promptly
realized requirements identifcation. Therefore, for an OSS practitioner, paying attention
to structural holes can help her better manage and prioritize requirements (or feature) communication and negotiation. We provide a solid framework for data driven decision making
aids for the practitioners. We also observe that structural holes evolve over time, thereby
addressing user demands by identifying new features. Therefore, realizing the evolution of
structural hole positions can help a practitioner better predict the evolution of the project
and its sustainability in the ecosystems. Thereby, our work can further help a practitioner
better allocate critical resources, such as placing capable people at structure hole positions,
and better time management, in order to ensure a project’s sustainability.

3.7

Conclusion
The main contribution of this chapter is an understanding of an underlying mecha-

nism of new requirements identifcation in OSS development practice. In particular, we
investigate the structural hole theory in OSS RE. The theory suggests that structural hole
positions possess the advantage of knowledge brokerage and are likely to produce new
ideas [31]. From an RE perspective, we fnd that stakeholders positioned in structural
holes are positively related to proposing new requirements, and stakeholders’ roles also
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play an important part in requirements identifcation. Although we are unable to defnitely
determine the directionality of the structural-hole-and-new-requirements correlation, it is
interesting to realize that such a correlation exists across three different OSS projects.
Our work reveals that structural hole positions emerge in stakeholders’ social network
and contribute higher number of new requirements in OSS systems. However, a structural
hole playing mostly a coordinator role shows a deviant behavior. We notice that some
structural holes exist throughout the system history, whereas some appear in certain areas
and disappear after contributing new requirements. We also fnd some stakeholders moving
towards better structural hole positions and contributing a higher number of new requirements. Thus, structural holes show evolutionary attributes that help a software system to
be equipped with new features and to sustain in the ecosystems.
This work provides a theoretical foundation of a fundamental understanding of RE
process in distributed environment. It is hoped that this foundation will be a bedrock for
improved cooperation and collaboration strategies among stakeholders that can lead to
enriched features for software systems spanning time and space. We also fnd some exceptions that limit some of our conclusions. However, this is an exploratory study and we look
forward to our future work and research by others to obtain a more in-depth understanding
of the brave new RE world [91].
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CHAPTER 4
CREATIVITY IN REQUIREMENTS ENGINEERING

Requirements engineering (RE), framed as a creative problem solving process, plays a
key role in innovating more useful and novel requirements and improving a software system’s sustainability. Existing approaches, such as creativity workshops and feature mining
from web services, facilitate creativity by exploring a search space of partial and complete
possibilities of requirements. To further advance the literature, we support creativity from
a combinational perspective, i.e., making unfamiliar connections between familiar possibilities of requirements. In particular, we propose a novel framework that extracts familiar
ideas from the requirements and stakeholders’ comments using topic modeling and applies
part-of-speech tagging to obtain unfamiliar idea combinations. We apply our framework
on two large open source software systems and further report a human subject evaluation.
The results show that our framework complements existing approaches by generating original and relevant requirements in an automated manner. This chapter is based on the paper
by Bhowmik et al. [18].

4.1

Introduction
Much of traditional requirements engineering (RE) has considered that requirements

exist in the stakeholders’ minds in an implicit manner [105], and has focused on models
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and techniques to aid identifcation and documentation of such requirements. Modern software industry, however, has become extremely competitive as we fnd multiple software
products striving to serve the users in the same application domain. In order to sustain,
a software system needs to distinguish itself from other similar products and consistently
enchant customers with novel and useful features. As a result, requirements engineers
need to create innovative requirements in order to equip the software with competitive advantage. To that end, RE, framed as a creative problem solving process, plays a key role
in innovating more useful and novel requirements, thereby improving a software system’s
sustainability [120, 122].
Creativity, a multidisciplinary research feld, can be considered as “the ability to produce work that is both ‘novel’ (i.e., original and unexpected) and ‘appropriate’ (i.e., useful
and adaptive to task constraints)” [179]. According to Maiden et al. [120], creativity in
RE is the capture of requirements that are new to the project stakeholders but may not be
historically new to humankind. It has been suggested that stakeholders may obtain creative
requirements by exploring, combining, and transforming existing ideas in the conceptual
domain [23, 120]. Note that creativity may be more related to novelty, while innovation
also requires some demonstrated value or utility. In this sense, our current work focused
more on creativity.
In order to aid creativity in RE, recent research has investigated several approaches.
Maiden and colleagues [119, 121, 122, 123] conducted creativity workshops on exploring
technical and psychological aspects of creativity and suggested integrating these aspects
in the RE process. Techniques, such as generating requirements with scenario, have been
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proposed to support creativity while exploring information analogical to the current context [94, 199]. In a recent study, Hariri et al. [78] presented a framework to obtain requirements by mining feature descriptions of similar products from online product listings.
These contemporary approaches facilitate creativity by exploring a search space of partial
and complete possibilities of requirements. To further advance the literature, we support
creativity from a combinational perspective, i.e., making unfamiliar connections between
familiar possibilities of requirements [23, 118].
In this chapter, we propose a novel framework that mines ideas familiar to the stakeholders and creates new requirements by obtaining unfamiliar connections. It has been
suggested that people belonging to the same social group are generally interested in similar ideas and share common knowledge [31, 158]. Accordingly, in order to extract familiar
ideas, we mine the requirements commonly discussed by distinct stakeholder groups. To
that end, we frst group the stakeholders by clustering the network created based on stakeholders’ social interaction. Then, we obtain ideas in terms of dominant topics [109] by
applying Latent Dirichlet Allocation (LDA), the most commonly used technique for topic
modeling in natural language processing [22]. We further achieve unfamiliar combinations of the dominant ideas by exploiting part-of-speech (POS) tagging [26]. We apply our
framework on Firefox1 and Mylyn [97], two large open source software (OSS) systems.
We further conduct a human subject evaluation and the results indicate promising practical
implications of our framework.
1

http://www.mozilla.org/en-US/frefox/new/
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The contributions of our work lie in an advancement of the current solutions that facilitate creativity practice in RE. Our framework provides automated support for combinational creativity and complements existing approaches by generating original and relevant
requirements. The rest of the chapter is organized as follows. Section 4.2 covers background information and related work. Section 4.3 introduces our framework. Section 4.4
describes the creation of new requirements for our subject systems. Section 4.5 details the
human subject evaluation followed by Section 4.6 presenting further discussion and the
limitations of the work. Finally, Section 4.7 concludes the chapter with an outline of our
future work.

4.2

Background and Related Work

4.2.1
4.2.1.1

Creativity in RE
Creative Ideas

Being novel and being appropriate are the two intrinsic attributes of an idea to be creative [179]. An idea can be novel from three different aspects: H-Creativity — new to a
person-kind (i.e., historically creative) [23], P-Creativity — new to a person but not to the
person-kind or others (i.e., psychologically creative) [23], and S-Creativity — idea for a
specifc task which is novel in the particular situation or domain (also known as situated
creativity) [183]. Meanwhile, an idea is appropriate if it is useful to accomplish a task and
can be adapted following the task constraints [179]. According to Maher et al. [117], from
a design perspective, an idea can be creative if it instigates surprise in terms of deviation in
patterns of outcomes. Maiden and colleagues [120], however, suggest creativity in RE to
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be mostly situated creativity, i.e., creating requirements and other outcomes new to project
stakeholders but need not be historically new.
Over the last decade, several techniques have been proposed in order to measure the
novelty of a new requirement. Ritchie [164] posited a set of formal criteria that could be
applied to assess the creative behavior of software programs. Measuring dissimilarity to
existing domain examples could be a way of determining novelty of a requirement [118].
In order to invent requirements from software, Zachos and Maiden [199] exploited requirements similarity matching engines and judged novelty by computing dissimilarities among
analogical matches. In the creativity framework proposed in this chapter, we exploit the
idea of measuring dissimilarity in fnding unfamiliar idea combinations.

4.2.1.2

Categories of Creativity

Following Boden [23], creativity in RE is categorized into three groups depending on
the techniques and heuristics used [118]. 1) In exploratory creativity, creative requirements
are obtained by exploring a partial and complete possibilities in the search space. This exploration is guided by rules and task constraints specifc to the intended software system.
2) Combinational creativity is achieved by making unfamiliar connections between known
requirements in a familiar setting. 3) The third way of accomplishing creativity in RE is
to challenge the constraints on the search space and to enlarge the space of possible requirements to be explored. Creativity attained by this means is known as transformational
creativity.
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Figure 4.1 (adapted from [118]) presents a conceptual picture of the three categories
of creativity. Let us assume a creativity scenario for a hypothetical software product S:
“provide access control” is a current requirement and limitation on available hardware is
an initial constraint. Let XY Z be a search space with possible requirements “log-in ID and
password”, “fnger print”, and “facial recognition”. Provided that they satisfy the system
constraints, using any of these options for access control is an instance of exploratory
creativity. Combination of two apparently different access control means, such as log-in
ID and password along with fnger print, or log-in ID and password combined with facial
recognition, can be considered as combinational creativety. Now, let us further consider
that the initial constraint on hardware limitation is relaxed and we enlarge the search space
towards the biometric direction, thereby obtaining the new search space XY 0 Z 0 . Options,
such as DNA and Retina scan, could also be available due to this expansion, an instance of
transformational creativity.

4.2.1.3

On the Way to Creative Requirements

Research has conducted creativity workshops and presented several frameworks in order to incorporate creativity techniques and heuristics in a direct or indirect manner. Zachos
and Maiden [199] conducted creativity workshops in order to identify requirements for
the Fiat real-time parking space booking system. They performed an analogical mapping
between hotel reservation and parking space booking, and explored online hotel reservation systems to create requirements. In order to discover features for a future air space
management software system, exploratory creativity was followed during the analysis of
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Figure 4.1
Categories of creativity based on techniques and heuristics
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requirements and emergent system properties [122]. Lutz and colleagues [115] presented
an approach that performed KAOS Obstacle Analysis to explore requirements in a space
defned by obstacles for a safety-critical, autonomous system. Salinesi et al. [167] proposed a prototype tool that performed requirements-based product confgurations within
constraints. This tool discovered various permitted features for a new product in a product
line. The i∗ /TROPOS proposed by Fuxman et al. [69] exploited model checking techniques
on the explored space of specifcation properties in an attempt to avoid unreasonable requirements. All these frameworks and tools mostly incorporate exploratory creativity, directly or indirectly, and are concerned with creating requirements for a new system or a
product line.
Lately, the collaborative nature of creativity in RE has been highlighted by Mahaux
and colleagues [116]. Their research shows that people often need to work collaboratively
to be creative and provides a framework characterizing the collaborative creative process
in RE. Following their fndings, in this chapter, we consider the collaborative attribute of
creativity and take into account not only the requirements descriptions but also the comments posted by stakeholders during their collaboration. To that end we utilize the concept
of stakeholders’ social network in fnding their collaboration groups.

4.2.2

Stakeholders’ Social Network in Software Engineering

Stakeholders and social networks based on their interactions have been widely studied in RE and other software engineering areas, e.g., software maintenance. Damian et
al. [57] presented the concept of requirements-centric social network by defning social
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network among stakeholders working on same or interdependent requirements. Begel et
al. suggested that people could “be friends” by working on the artifacts they share among
them [13]. In order to create a visual representation for stakeholders’ socio-technical relationship, Sarma et al. [169] considered both emails among developers and comments in
Bugzilla issue tracking system. Posting and reading comments by stakeholders were also
considered by Wolf and colleagues as a means to represent communication fow [194].
Building on the prior research, we consider in our work posting comments and artifacts on
issue tracking systems as social interaction among stakeholders.

4.2.3

Topic Modeling with Latent Dirichlet Allocation (LDA)

LDA was frst introduced by Blei et al. [22] as a statistical model for automatically
discovering topics in large corpora of text documents. The main assumption is that documents in a collection are generated using a mixture of latent topics, where a topic is a
dominant theme that describes the concept of the corpus’s subject matter. LDA’s scalability, language-independency, as well as its ability to work with incomplete text have made it
an appealing analysis model for several software engineering activities [7, 110, 188]. Because the requirements of a software system as well as stakeholders’ comments typically
contain texual descriptions, LDA becomes particularly useful for our framework. Such textual content can be analyzed to produce latent topic structures for the requirements where
every requirements description, associated with stakeholder comments, is analogous to an
individual document.
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Mathematically, a topic model can be described as a hierarchical Bayesian model that
associates a document d in a document collection D with a probability distribution over a
number of topics T . In particular, each document d in the collection (di ∈ D) is modeled
as a fnite mixture over T drawn from a Dirichlet distribution with parameter α, such that
each d is associated with each (ti ∈ T ) by a probability distribution of θi . On the other
hand, each topic t in the identifed latent topics (ti ∈ T ) is modeled as a multidimensional
probability distribution, drawn from a Dirichlet distribution β, over the set of unique words
in the corpus (W ), where the likelihood of a word from the corpus (wi ∈ W ) to be assigned
to a certain topic t is given by the parameter φi .
LDA takes the documents collection D, the number of topics K, and α and β as inputs.
Each document in the corpus is represented as a bag of words d =< w1 , w2 , . . . , wn >.
Since these words are observed data, Bayesian probability can be used to invert the generative model and automatically learn φ values for each topic ti , and θ values for each
document di . In particular, using algorithms such as Gibbs sampling [159], an LDA model
can be extracted. This model contains, for each t, the matrix φ = {φ1 , φ2 , . . . , φn }, representing the distribution of t over the set of words < w1 , w2 , . . . , wn >, and for each
document d, the matrix θ = {θ1 , θ2 , . . . , θn }, representing the distribution of d over the set
of topics < t1 , t2 , . . . , tn >. The topic with the highest probability of occurrence in d is
the most dominant topic for d. Therefore, for the document collection D, the topic that
becomes dominant the greatest number of times is the most dominant topic for D.
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4.2.3.1

Topic Modeling in Software Engineering

Topic modeling has recently been used in several research areas of software engineering, such as mining software repositories (MSR) [108, 109, 188], requirements traceability [7], and software evolution [111]. Linstead et al. [109] applied LDA topic modeling
technique on the source code of different versions in order to analyze software evolution. Linstead and colleagues [108] further used topic modeling on Internet-scale software repositories, and summarized program function and developer activities by extracting topic-word and author-topic distributions. The use of topic modeling over source code
has been validated and it has been found that the evolution of source code topics is indeed
caused by actual change activities in the code [188]. Asuncion et al. [7] proposed an automated technique that combined traceability with topic modeling and performed semantic
categorization of artifacts during the software development process.
The above efforts follow a common approach in that they apply topic modeling on
source code written in computer programming languages. In the creativity framework presented in this chapter, one of the objectives is to extract existing ideas from documents
mostly written in a natural language (e.g., English). To that end, we adopt LDA, perhaps
the most proven topic modeling technique for NLP, thereby generating the underlying dominant themes from requirements and comments posted by stakeholder groups. In the next
section, we present a detailed discussion of our creativity framework.
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4.3

Our Creativity Framework
Figure 4.2 presents an overview of our framework that applies a combinational creativ-

ity technique to obtain new requirements for an existing system. The framework starts with
a social network based on stakeholders’ social interaction, goes through several phases involving techniques, such as clustering, topic modeling, POS tagging, and similarity analysis, and ultimately creates new requirements in an automated manner. These requirements
could be considered as an initial baseline for creative requirements that can further be discussed among stakeholders for analysis and modifcation. In the rest of this section, we
discuss the phases of this framework in details.

4.3.1

Building the Social Network

The frst phase of our framework is to build a weighted connected graph representing
the stakeholders’ social network. This network should be built based on stakeholders’
communication, i.e., two people communicating among themselves should be connected
by an edge and how strongly (or frequently) they communicate should be refected by the
edge weight. As several communication means could be followed by stakeholders (cf.
Section 4.2.2), our framework does not set any restriction on what activities should be
considered as stakeholders’ social communication. Depending on the practice followed in
a specifc software development environment, any set of well defned and properly recorded
communication means should be suitable.

77

+
Requirements and
Stakeholders’ Comments

Stakeholders’ Social Network

Network Clustering

New Requirements
Stakeholder Groups with Associated
Requirements & Comments

Topic Modeling
using LDA
Elaborate Requirements
Filter out
Familiar Topic‐Combinations

T1

T1

T2

T2

T3
T4

T3
T4

Search Space with Most
Unfamiliar Pairs

Search Space

Figure 4.2
A framework for combinational creativity
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4.3.2

Clustering the Social Network

This phase involves clustering the social network in order to obtain stakeholders’ social
groups. The idea is that the members in the same group have more frequent interaction,
whereas there is sparse communication among people belonging to different groups [158].
Our framework is fexible from the perspective of clustering in that any suitable network
clustering algorithm [195] can be used as long as necessary information required for the
clustering algorithm is available for the social network in concern. Tool supports, both
commercial and open source, are available that can be used to perform this clustering
activity [9, 24].

4.3.3

Extracting Familiar Ideas

As people belonging to the same social group are generally interested in similar ideas
[31, 158], this phase of our framework involves identifying such ideas. In doing so, requirements and comments posted by each member in a social group are collected as text
documents, one for each stakeholder. Let us assume that i number of groups have been
obtained after the clustering phase. If there are Ni number of members in the i-th group,
there will be a collection of Ni documents. LDA is applied on each document collection Ni
in order to obtain the topic-word distribution matrix φ and document-topic distribution matrix θ. Irrespective of the size of the document collection, LDA always generates t topics
where t is a positive natural number (often 100 [109]) chosen by the user. As both φ and θ
provide the probability distribution of a large number of words and topics respectively, the
number of words and topics should be considerably reduced to avoid an explosion of idea
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combinations in the later phases of this framework. To that end, the following procedure
is pursued for each document collection Ni .
• We use the fve most probable words from each topic as representatives of the topic’s
subject; 5 to 3 words were found to be suffcient to convey the topic’s subject [38].
• We use the most probable (dominant) topic of each document to represent the document. Formally, a dominant topic can be described as θi,j = max{θh,j , h = 1...k}.
• The topics are sorted in descending order based on the number of documents they
are dominating.
• These numbers are plotted against the topics and the cutoff is taken based on the
trend, thereby obtaining a smaller number of topics for the social group.

4.3.4 Obtaining Unfamiliar Combinations of Familiar Ideas
Extracted dominant topics provide us a search space of familiar ideas (cf. Figure 4.2).
Our objective is to make unfamiliar connections between familiar possibilities in the search
space. To that end, we aim to combine words from two topics, one word from each topic,
coming from two different stakeholders’ groups. If there are 10 groups with 5 dominant
topics per group and 5 words per topic, there will be 10 C2 × 25 C1 × 25 C1 = 28, 125 unique
word pairs. This will lead to a combinatorial explosion problem for systems with a large
number of diverse stakeholders. In order to tackle this issue, we follow the work on semantic analysis in RE [106, 138] to tease out the action-oriented theme of a requirement.
Such theme, according to Fillmore’s case theory [66], can be characterized by the verb
in a requirements description and the direct object that the verb acts on. Building upon
this knowledge, we structure this phase of the framework with the following two steps, as
illustrated in Figure 4.3 (the leftmost box in the fgure contains three topics, represented
by three circles, with 5 words each).
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Figure 4.3
Finding the least common verb-noun pairs

• Flipping the part-of-speech: For each topic word, we identify its common POS in
the existing requirements and comments over the original corpus using a POS tagger.
POS tagging is recently being used in text based software engineering tools, such
as SWUM [83] and POSSE [76]. We take the most common verb from a topic
and the most common noun (object) from another, where two topics belong to two
separate groups of stakeholders, and consider the words as noun (object) and verb
respectively. We identify all such verb-noun pairs.
• Finding system specifc unfamiliar pairs: To further ensure unfamiliarity, we rank
the verb-noun pairs based on their average textual similarities [124] with the current
requirements. Then, we flter out the combinations with higher similarity values
following a relative fltering approach [124], thereby reducing the search space to
most unfamiliar verb-noun pairs (cf. Figure 4.2).

4.3.5

Elaborating Requirements from Verb-Noun Pairs

All the word pairs obtained from the previous phase are presented to a human analyst,
preferably a stakeholder profcient in the software’s functional attributes. The analyst is
also supplied with the semantic and contextual information about the words, as well as
more frequently used phrases around the words in the existing requirements. Equipped
with these resources, the analyst shall phrase statements following some syntax, e.g., subject + verb + noun/object, and further elaborate the statement using contextual information
to obtain new requirements. The subject could be the software system itself (e.g., Firefox)
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or a suitable phrase from the context. Our framework is fexible in this regard as the analyst
is free to elaborate the requirements in her own words as long as the ideas provided by the
verb-noun pairs are reserved. Further technical details of the framework is presented in
Section 4.4.

4.4

Creating Requirements Using Our Framework
This section explains our procedure of examining how the proposed framework sup-

ports combinational creativity in RE. In particular, we detail the activities we perform to
tease out original, unexpected, useful, and adaptive requirements following the specifc
phases discussed in Section 4.3.
Table 4.1
Data Collection from Subject Systems

4.4.1

System

Application
domain

Analyzed
history

# of
req.s

Avg. # of
comments
per req.

Firefox
Mylyn

Web browser
Eclipse plug-in

2004–2011
2005–2012

983
445

18
11

# of
code
fles
1,968
(C/C++)
2,321

Written
in
C/C++,
JavaScript
Java

Methodology

In order to test our framework, we select two OSS systems: Firefox and Mylyn [97].
We select these projects as our subject systems for a number of reasons. First, they are
large OSS systems and were previously studied in software engineering research [97, 200].
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Table 4.2
Clustering Results

System
Firefox
Mylyn

# of stakeholders
in social network
783
136

# of clusters
(groups)
36
9

Avg. group size?
22 (±8.29)
16 (±6.82)

Fit value
0.783
0.817

? The average value rounded to the next round number.

Second, they are very successful applications and can be considered representatives of their
own domains. Third, the relevant data about these systems, required to conduct this study,
are freely available online over Bugzilla. This enables other researchers to replicate our
study. Next is a brief description of our chosen systems.
• Firefox: A very successful open source project and a dominating Web browser since
its frst release in 2004. From November 2004 to June 2011, Mozilla released Firefox
stable versions 1.0 through 5.0 and after that made some rapid releases.2 We collect
data about the closed requirements (feature requests) of the stable versions.
• Mylyn: A stable plug-in that monitors programmer activity in the Eclipse IDE [97].
It was frst started as a part of the PhD thesis supervised by Gail Murphy at the
Software Practices Lab at UBC.3 We consider the closed requirements of Mylyn
from its starting in 2005 till February 2012.

For every requirement, we collect information as follows: requirement ID, description,
comments, proposer (i.e., stakeholder who proposed the requirement), and stakeholders
posting comments and artifacts. All the information, directly available from the requirements page, is collected by running a Web scraping tool written in Java. Table 4.1 presents
the collected data that we analyze for the subject systems. Note that we observe many
2
3

http://www.mozilla.org/en-US/frefox/releases/
http://www.eclipse.org/mylyn/about/
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Table 4.3
Topics Obtained

System
Firefox
Mylyn

# of
clusters
36
9

Total # of
topics
318
48

Avg. # of topics
per cluster∗
9 (±4.15)
6 (±3.72)

Possible
unique word pairs
1,239,150
29,864

∗ The average value rounded to the next round number.

requirements marked as duplicates (specially in case of Firefox), and exclude them from
our study.

4.4.2
4.4.2.1

Creative Requirements via Idea Combinations
Building the Social Network

For each subject system, the social network is a weighted graph where each node represents a stakeholder. An edge in the graph represents the communication among two
stakeholders and the weight of this edge indicates the total instance of communications
between them. To defne the weighted edges, we adopt the approach presented by Wolf
et al. [194]. Let X and Y be two stakeholders and R be a requirement that both X and Y
contribute to. We identify an edge XY representing communication between X and Y if:
1) X is the proposer of R or has posted a comment or artifact about R that is read by Y; or
2) Y is the proposer of R or has posted a comment or artifact about R that is read by X. As
issue trackers do not keep direct trace of a stakeholder’s reading activity, following Wolf
et al. [194], we assume Y read the information posted by X about R if and only if Y also
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made a posting. We aggregate such communication instances between X and Y over the
analyzed history and obtain the weight of an edge XY.

4.4.2.2

Obtaining Stakeholders’ Groups

In order to identify stakeholders’ groups, i.e., people who interact more frequently
among themselves, we cluster the social networks built in the previous phase. To that
end, we use Ucinet [24], which provides social network clustering and related features.
Ucinet [24] takes the total number of expected clusters k as input and applies hierarchical clustering algorithm based on node similarities. In our context, a higher edge weight
means higher similarity between nodes. The output is a text fle that elicits the clusters and
also provides a ft value where a lower ft value indicates better cluster quality [24]. For
both Firefox and Mylyn, we start the clustering process with k=2, observe the ft values
by gradually increasing k, and stop further clustering when there is no more reasonable
decrease in the ft value. Table 4.2 presents the clustering results.

4.4.2.3

Familiar Ideas from Stakeholders’ Groups

Phase 3 of our framework applies LDA [22] on the requirements and comments from
all the stakeholders in a social group. For this activity, we use JGibbLDA. 4 This particular
implementation uses Gibbs sampling for parameter estimation and inference [74]. From
the topic-word matrix and document-topic matrix produced by JGibbLDA, we extract the
dominant topics following the heuristics presented in Section 4.3. Along with these matrices, JGibbLDA also produces a topic-words fle from which we pick the top 5 words for
4

http://jgibblda.sourceforge.net/
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each topic as topic words. It should be noted that we flter out common key words, such as
Firefox and Mylyn, based on the system’s context along with frequently used English stop
words to avoid noise. However, we fnd some words appearing in multiple topics, such as
Web in case of Firefox and task in case of Mylyn. In such cases, the word is assigned to
the topic where it shows the highest probability of occurrence. The results after this phase
is summarized in Table 4.3.
The column ‘Possible unique word pairs’ in Table 4.3 presents the number of unique
word pairs considering one word per topic from two different stakeholder groups. The high
number of possible combinations makes it apparent that without further fltering, elaborating requirements from the word pairs will be very daunting for an analyst. Furthermore,
not all word pairs will make much sense so that a meaningful requirement could be generated. The fltering phase that we go through next is specifcally designed to tackle this
issue.

4.4.2.4

Unfamiliar Idea Combinations for Firefox and Mylyn

This phase frst uses Brill’s tagger [26] to identify the most common POS for every
topic word in the existing requirement descriptions over the original corpus. This allows
us to fnd the most common noun (object) and the most common verb based on the word
probabilities in the topic-words fle produced in the previous phase. We consider them
as least common verb and least common noun respectively, thereby producing the least
familiar verb-noun pairs (from the system’s perspective) for both Firefox and Mylyn.
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Next, following the experience presented in our previous work [143], we calculate
TF-IDF cosine similarities between a verb-noun pair and the existing requirements. We
average the similarity values obtained for every pair and operationalize a relative fltering
scheme to flter out the pairs with higher average similarities. To that end, we extract the
verb-noun pairs with average similarity ≤ 0.20∗highest similarity and consider them as the
fnal set of verb-noun pairs. Noted that the level of this cutoff is subject to calibrate for the
requirements engineer to work with a manageable set of idea pairs for further expansion.
Figure 4.4 demonstrates the fltering scheme for Mylyn. Table 4.4 summarizes the results
after this phase.

Avg_TF‐IDF
0.025

Cutoff line

0.02
0.015
0.01
0.005
Pair‐1
Pair‐5
Pair‐9
Pair‐13
Pair‐17
Pair‐21
Pair‐25
Pair‐29
Pair‐33
Pair‐37
Pair‐41
Pair‐45
Pair‐49
Pair‐53
Pair‐57
Pair‐61
Pair‐65
Pair‐69
Pair‐73
Pair‐77
Pair‐81
Pair‐85
Pair‐89
Pair‐93
Pair‐97
Pair‐101
Pair‐105
Pair‐109
Pair‐113
Pair‐117
Pair‐121
Pair‐125

0

Figure 4.4
Finding the least common verb-noun pairs for Mylyn

4.4.2.5

Elaborating Requirements from Pairs

In order to carry out this phase, we recruited a professional software engineer named
Bob (pseudonym), working at a local software development company. As part of his cur87

rent job, Bob performs requirements analysis related activities at a regular basis. At work,
he executes most of his development activities in Java using Eclipse IDE, and has been using both Firefox and Mylyn for several years. We provided Bob with the fnal set of word
pairs (i.e., unfamiliar idea combinations), automatically generated contextual information
for each word, and a set of sample templates to guide the elaboration. We asked Bob to
come up with as many new requirements as possible using the word pairs within a time
frame of two hours. Bob was requested to preserve the syntax ‘verb and noun (object) the
verb acts upon’ as much as possible, and was allowed to use the Internet, if necessary. A researcher was present to explain the task and the provided artifacts, observe Bob’s activities
during this elaboration process, and conduct an exit interview.
Table 4.4
Unfamiliar Idea Combinations
System
Firefox
Mylyn

Possible idea combinations
Initial
After POS tagging Final
1,239,150
2,436
34
29,864
128
9

Figure 4.5 demonstrates the elaboration of a new requirement for Firefox. The words
‘text’ and ‘number’ were obtained from the topics <support, text, lock, login, enter>
and <build, compile, number, tool, item> respectively. The dotted boxes contain recommended context information. Note that Bob did not use any recommended word from the
topic list for ‘text’ while writing the requirement “Firefox user can text phone number from
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the web page.” After two hours, Bob elaborated 8 requirements for Firefox and 5 for Mylyn, as shown in Table 4.5. The last column contains the fnal requirements descriptions
after refnement and some nouns and verbs do not preserve their initially assigned POS
anymore. Section 4.6 provides further discussion on this issue. Next we present a human
subject evaluation of our framework.

HTML text
Text box
Copy text
Text file
…….
…….

number

text

Verb‐Noun pair
Sample Templates:
1. Firefox should……. + Verb + ……...Noun/Object………..
2. Firefox users can……. + Verb + ……...Noun/Object………..
3. Firefox needs to……. + Verb + ……...Noun/Object………..

Phone number
House number
Road number
ID number
…….
…….

Requirement: Firefox user can text phone number from the web page

Figure 4.5
Example for requirements elaboration.

4.5

Human Subject Evaluation

4.5.1

Study Setup

We recruited 29 developers with experience in Java and C#, including both undergraduate and graduate students and staff programmers from our institute. The developers
participated voluntarily by responding to an email invitation. We made a confdentiality
agreement with the participants to respect their anonymity. Each participant worked individually in a lab and began by signing the consent form. The demographic information was
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90
Mylyn

Firefox

System

Verb
foat
button
inform
select
arrow
zoom
text
parallel
person
window
credential
plug
shortcut

Noun
view
save
count
save
browse
drag
number
view
set
manage
issue
comment
track

Elaborated requirement
F1: Firefox should provide foating tab-view
F2: Firefox should provide button for saving all tabs
F3: Firefox should inform user the count of open tabs
F4: Firefox user can select text saving directly into fles
F5: Firefox should provide arrow to browse tabs
F6: Firefox users can zoom in/out by a dragging slider
F7: Firefox user can text phone number from the web page
F8: Firefox can parallel tab-view
M1: Mylyn should provide options to personalize settings
M2: Mylyn should provide window for query manager
M3: Mylyn should be credentialing issue tracking system
M4: Mylyn should plug comment to issue tracking system
M5: Mylyn should provide shortcut to issue tracker

Elaborated Requirements for Firefox and Mylyn

Table 4.5

also collected at this stage through a pre-study survey. The information included software
development experience, familiarity with the subject systems, and the primary and secondary programming languages. The recruits reported a median of 3.5 years of software
development experience. All the participants have had experience with Firefox (27 users
only and 2 contributors) and 9 had knowledge about Mylyn. Irrespective of experience, a
tutorial on the latest versions of Firefox and Mylyn was presented. Then the participant
was given hard copies of the requirements along with the word pairs (cf. Table 4.5) and
was free to use the Internet for further information, if needed.
The participant’s task was to rate how creative each requirement was by using a 5point Likert scale: 1=least innovative, 2=not innovative, 3=neutral, 4=innovative, 5=most
innovative. It was explained that being innovative in this context meant: 1) Novel and new,
as well as, 2) Relevant and useful for the intended software product. The participant was
given an option to modify the requirement preserving the given term pair in case she felt
some requirement to be less innovative. We asked every participant to work individually
on all the requirements. A researcher was present to explain the study, to encourage the
participant to think aloud during her session, to take notes, and to conduct an informal exit
interview to elicit feedback about her experience. Each participant spent approximately
1.5 hours analyzing all the requirements and was presented with a $10 gift card at the end
as a token of our appreciation.
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4.5.2

Results and Analysis

Figure 4.6 plots the average ratings refecting how creative the participants perceive
the requirements to be. The average ratings vary from being not innovative (e.g., F 3 and
M 5) to innovative (e.g., F 8 and M 3) based on the 5-point Likert scale (cf. Section 4.5.2).
Overall, however, 6 Firefox and 4 Mylyn requirements can be considered innovative based
on the average ratings. In order to assess the agreement among the participants on their
ratings, we adopt kappa statistic (κ), a widely used measure of inter-rater reliability [124].
Kappa statistic returns a value in [0, 1], where κ=0 shows no agreement and κ=1 suggests
complete agreement. We fnd the average κ for Firefox and Mylyn requirements to be
0.79 and 0.67 respectively. According to the magnitude guideline provided by Manning
et al. [124], these values indicate substantial agreement among the participants. These
results suggest that our framework helps generate innovative requirements in an automated
manner. Some individual κ values, however, indicate slight agreement about the innovative
values. Section 4.6 provides further insight about this observation.

4.6

Discussion
So far, we have discussed how our combinational creativity framework can be applied

to create new requirements for Firefox and Mylyn and our assessment on the innovative
values of these requirements. In this section, we shed light on some observations and some
lessons learned.
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Firefox: Avg. Rating
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Mylyn: Avg. Rating
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(b)

Figure 4.6
Average ratings for the created requirements
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M5

4.6.1

On Requirements Elaboration from Word Pairs

Compared to the possible idea combinations initially found (1,239,150 for Firefox and
29,864 for Mylyn), our framework has come up with a substantially smaller number of
unfamiliar idea-pairs for further elaboration (cf. Table 4.4). We consider it to be the greatest strength of this framework as requirements elaboration is largely human intensive and
a high number of recommended possibilities will make the elaboration phase tedious and
overwhelming. Such a laborious activity in a framework like ours will break its main objective of offering automated support. However, the adjustable calibrations during the fltering
phase always provide rooms to obtain higher number of unfamiliar idea combinations, if
necessary.
One issue though, about our framework, pointed out by Bob (cf. Section 4.4), is sticking to the idea of verb and noun (object) the way they are recommended. We observed
Bob spending quite some time to come up with requirements descriptions that preserve
the given POS of the words. In several cases, although he started with the verb-noun outline, he rephrased the requirements (e.g., F 2 and M 5) to make better senses out of them.
When asked about his feedback on the elaboration process during the exit interview, one
comment from Bob substantiates our observation.
I think the verb-object concept was helpful in the beginning to get some initial
idea about a requirement. But strictly following that . . . I don’t think it will
always work, nor I think it is necessary. In fact, sometimes it feels really over
killing.

We would like to emphasize at this point that preserving the given POS should be
considered as an initial guideline and may not be followed as a strict rule. Thereby our
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framework should provide enough space to phrase the requirements in a less restrictive
manner.

4.6.2

On Innovative Requirements

Low average ratings: We observe some requirements received relatively low average
ratings during the human subject evaluation. For example, F 3 and F 5 both received an
average rating below 2.5 and based on the corresponding κ statistics (0.83 and 0.65), there
was a strong sense of agreements among the participants. In case of F 3 (Firefox should
inform user the count of open tabs), we heard a common argument regarding the usefulness
of the requirement to the general users. One participant recommended “Instead, the count
of tabs could be provided only if there are many tabs opened at once”. For F 5, most of the
participants regarded it to be a redundant one. One participant recommended to make it an
optional feature as she commented,
This requirement would not be very important to a user with a mouse that can
easily click on each tab. However, it could be an optional one that is enabled
if the user is using a touch screen device.

Requirements with higher ratings for innovation: Some requirements enjoyed higher
average ratings with almost perfect agreements [124], e.g., in case of F 8 (Firefox can
parallel tab-view), the average rating was 4.1 (κ=0.81). Some participants, even after rating
it ‘most innovative’, were inspired to brainstorm around the parallel tab-view idea and
enriched the requirement with further creative thoughts. The following statements from a
participant (rated F 8 as 5) demonstrates this creativity instigating aspect of our framework.
It can be made as a button that will split the view of the window and will
allow the user to drag tabs into each of them. Also a tab change shortcut can
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be applied to whichever window is being hovered over, allowing the user to
retain the same full tab inventory.

Higher average ratings with limited agreements: In case of a couple of requirements,
we observed relatively high creativity ratings but with slight agreements [124] among the
evaluators. M 4 is such an example (κ=0.19) where two participants identifed it to be
a particularly useful feature as they perceived it would reduce overhead due to context
switches. One participant commented, “As I often contribute to a couple of open source
projects, I think this feature will be useful for a user in posting comments and artifacts
directly from the IDE”. However, many participants identifed it as an over killing feature
mentioning that, “All the issue tracking systems already provide facilities to post comments
. . . Don’t see any point of implementing it here”.
The overall fndings attest the creative ability of our framework. In addition, the qualitative results obtained from the evaluation study indicate that the new requirements can
also act as starting points and ignite improved creative thinking among analysts. This advances the innovative attributes in the requirements even further, thereby reinforcing the
practicality of our framework.

4.6.3

Limitations

The work presented in this chapter contains the development and demonstration of a
conceptual framework, as well as a human subject evaluation. We discuss the limitations
from both the framework and the evaluation related aspects.

96

From the framework perspective: Our framework is limited to its dependency on a large
number of existing requirements preferably contributed by a diverse groups of stakeholders. The framework, as it is currently outlined, may not be applicable for a completely new
software system in an emerging application domain. Furthermore, applying this framework
to a system still at an infant stage may result in fairly limited outcomes. Our framework
also largely depends on creating stakeholders’ social network that presents a reliable projection of their social interaction. As there exist several social network building techniques
(cf. Section 4.2.2), choosing the right means may be tricky. Our framework does not apply any restriction on how the social network should be built and we expect no further
limitation along this line. Similar reasoning is also applicable for the network clustering
techniques. Clustering the requirements and comments directly (e.g., [140]), instead of
the social network, could be an alternative. We believe, however, considering the social
network better refects the collaborative nature of RE [116].
The limitations of topic modeling and POS tagging, such as working with a properly refned and grammatically well written text corpus [22, 26], are also relevant to our
framework. However, the requirements and comments the framework tends to analyze are
expected to be described in reasonably parsable statements. We also flter out unnecessary and most frequently used words before applying topic modeling. Therefore, we do
not expect additional limitations due to these techniques. The practical implementation of
our framework revealed a small number of requirements for the subject systems. This is
mainly due to time constraints for the analyst and a more conservative fltering criterion
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(cf. Section 4.4.2). Further relaxed approach during these activities should help identify a
higher number of new requirements.
From the evaluation perspective: An important threat to internal validity is related to
the skills of the analyst who formulated the fnal requirements. It is therefore unknown
how different RE skills can impact the evaluation results. We measure how innovative
a new requirement is by taking an average of ratings at a 5-point Likert scale and also
use the kappa statistics that show substantial agreement among the ratings. However, the
participant’s level of familiarity with the subject system (especially in case of Mylyn [97])
might have a potential bias in the overall ratings. We mitigate this issue by presenting a
tutorial about the subject systems and allowing access to the internet and discussion with
the researcher conducting the study for further clarifcation. We have noticed frequent use
of these resources by the participants, thereby improving the reliability of our fndings.

4.7

Conclusion
In this chapter, we have contributed a novel framework that provides automated sup-

port for innovating requirements from a combinational creativity perspective [23, 120].
We have also presented a human subject study evaluating how effectively our creativity
framework contributes novel and appropriate requirements for an intended software system. The results show that our framework successfully generates creative (i.e., original
and relevant) requirements in an automated manner. Furthermore, the new requirements
provoke creative thinking of an analyst, thereby improving the innovative aspects.
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In future, we plan to reduce our framework’s dependency on existing requirements in
order to expand its applicability to new software systems and live projects. We are also
interested in using methods such as requirements template to facilitate the last phase of
our framework, i.e., elaborating and refning requirements, thereby further increasing the
automation degree. Finally, we intend to push our framework towards the dimension of
transformational creativity in RE [118].
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CHAPTER 5
REQUIREMENTS IMPLEMENTATION

Group size is a key factor in collaborative software development. While methods exist
to estimate its value for proprietary projects, little is known about how group size affects
open source software (OSS) development. This chapter presents a novel approach in which
we frame developers’ collective resolution of OSS change tasks as a social information
foraging problem. This new perspective enables us to predict the optimal group size and
quantify group size’s effect on individual performance. We test the theory with data mined
from 2 projects: Firefox and Mylyn. Our study not only uncovers the mismatch of optimal
and actual group sizes, but also reveals the association of optimality with improved productivity. In addition, the social-level productivity gain is observed as project evolves. We
show our work’s impact by extending the frontiers of knowledge in 3 areas: social coding,
recommendation systems, and organizational social structures. This chapter is based on
the paper by Bhowmik et al. [17].

5.1

Introduction
In collaborative software engineering, group size matters. While larger groups are

reported to decrease software development productivity [21], smaller ones may lack the
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problem solving expertise for complex projects [152]. Clearly, the group size affects both
the performance of individual developers and the outcome of the group as a whole.
For traditional proprietary software development, managers must carefully plan and
control the project staffng. To support this, many methods are proposed in the software
effort estimation literature [93]. For instance, given estimates of development effort in
person-hours and software size in function points, an optimal group size can be obtained
by regression analysis [152] or Bayesian inference [153]. To balance multiple and often competing objectives, search-based optimization techniques are recently used to assess staffng needs in the presence of uncertainty [75], schedule fragmentation [63], and
communication overhead [64].1 These approaches assist project managers in determining
development team size, matching developer skills, arranging organizational structures, and
making other important resource allocation decisions.
By contrast, open source software (OSS) projects rely largely on community participation, and have no formally pre-assigned effort estimation or control structure. Developers
in these projects are grouped organically2 and dynamically. Research shows that large,
successful, and long-lived OSS projects are self-organizing in that developer subgroups
spontaneously arise and such groupings manifest strongly in technical collaborations related to software change tasks [20]. Each change task, whether carried out individually
or collectively, is aimed at fulflling some specifc goal, e.g., fx a bug, add a functional
1

Brooks, in his seminal work The Mythical Man-Month [28], noted there is no simple linear relationship
between the number of developers and the engineering time required for a project. This is eloquently stated
in Brooks’s law: “Adding manpower to a late software project makes it later”. The study by Di Penta et
al. [64] showed that the impact of Brooks’s law on project staffng is subtle and could be contained.
2
By organically, we mean not externally forced but internally developed.
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capability, or enhance a quality attribute. Because these tasks are crucial cogs in the development process machine, how they are performed will have a signifcant impact on the
success of the software project [189].
The information-intensive nature of software change tasks was made evident by Ko
et al. who showed developers spend much time searching, relating, and collecting relevant information necessary for eventually implementing a solution [100]. Their work was
among the frst to frame software change as an information foraging problem. Pirolli’s information foraging theory [157] uses our animal ancestors’ “built-in” food-foraging mechanisms [178] to understand human information seeking and gathering in the vastness of
the Web. By modeling software developer as predator and relevant information as prey, researchers were able to better understand developer’s behavior in debugging, requirements
tracing, and other information-intensive activities [101, 102, 103, 104, 141, 142, 180], and
further suggest tool enhancements in a principled manner [67, 80].
While the current studies confrm foraging theory’s applicability and demonstrate its
usefulness in software engineering, the focus has been predominantly on tasks performed
by a solo developer. Many OSS change tasks, however, are accomplished as the result of
collective action, in which a group of developers engage in social exchanges of information
to make joint contributions. Pirolli [158] proposed the basics of social information foraging
theory where he presented mathematical models to predict, among other phenomena, the
effect of group size on individual member’s rate of gain.
In this chapter, we extend developers’ solo information foraging toward their foraging
in groups. We adapt Pirolli’s models [158] in the context of OSS change tasks. Each task’s
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discussion and resolution, which we mine from the project’s issue tracking system, give
rise to a patch of information that yields some amount of utility for one or more foragers
(developers). We distinguish the tasks done solitarily from those achieved by collectives,
and then identify optimal group size based on the foraging-theoretic predictions [158].
The theoretical characterizations allow us to formulate specifc hypotheses regarding the
individual rewards of cooperation, as well as the self-organizing aspect of evolving OSS
projects. We test our hypotheses by using the data collected from two successful OSS
projects: Firefox and Mylyn.
The contributions of our work lie in the novel perspective that links software developers’ rational behaviors [101, 102, 103, 104, 141, 142, 180] together with their social
information foraging. Our vision is to transform foraging theory’s ecological validity and
predictive accuracy [157, 178] to establish a robust grounding for studying a wide range
of software engineering events and activities. We articulate this vision by illuminating our
work’s potential impact on three research fronts: social coding [54], recommendation systems [165], and organizational social structures [184]. In what follows, we survey related
work in Section 5.2. We then present our research method and hypotheses in Section 5.3,
and describe the empirical analysis results in Section 5.4. The implications of our work are
discussed in Section 5.5, and fnally, Section 5.6 concludes the chapter.

5.2

Background and Related Work
Our research builds on the foraging-theoretic relation between the size of a group and

the group member’s rate of gain [158]. As software change task is our primary concern,
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we correspond rate of gain to productivity which helps assess developers’ gains of useful
information to their tasks per unit time. This section begins with the preliminaries of social
information foraging, and then reviews the software engineering literature related to group
size and productivity.

5.2.1

Information Foraging Theory

Pirolli developed information foraging theory as an ecological-evolutionary approach
to understanding users’ information seeking on the Web [157]. The general idea is that
we can scientifcally study human and technological adaptations to the fux of information
in the social environment in much the same way as biological adaptations to the fux of
energy in the physical environment.
Information foraging, then, is derived from optimal foraging theory in biology, which
analyzes the adaptive value of food-foraging strategies [178]. Optimality here refers to
the strategy that maximizes the gain per unit time of foraging. Figure 5.1 illustrates the
elementary constructs by presenting a hypothetical bird’s foraging in an environment that
consists of berry patches. The forager must expend some amount of between-patch time
(tB ) arriving at a patch, and tW denotes the within-patch foraging time. Thus the rate of
gain is:

R=

G
tB + tW

,

(5.1)

where G represents the expected net gain. By mapping the constructs to Web navigation
(e.g., each webpage is considered as an information patch) and applying the core math104

ematics like Equation (5.1), Pirolli modeled an optimal Web user’s behavior [157]. This
provides remarkable insights into issues like link selection and decision to leave a webpage. As a result, information foraging theory has become very useful as a practical tool
for website design and evaluation [41, 176].
Inspired by human’s adaptive interaction with information on the Web, researchers began to apply foraging theory in software engineering. Notably, the pioneering work by
Lawrance and his colleagues [102, 103, 104] showed encouraging results matching foraging theory’s predictions with real developers’ behaviors in debugging. Other studies
(including our own) widened the theory’s scope of applicability from requirements and architecture to refactoring and reuse [67, 80, 101, 141, 142, 180]. Common to all the studies
is the key role played by cues. Cues, such as call dependencies and lexical similarities
in the code base, are signposts that exist only in the environment [104]. Meanwhile the
cues can be annotated, decorated, or otherwise brought to attention for the predator (i.e.,
software developer) to improve the foraging effciency [67].
So far, foraging theory has mainly focused on information seeking by the solitary developer [67, 80, 101, 102, 103, 104, 141, 142, 180]. However, today’s software (especially
OSS) is rarely developed by soloists but is the result of collective efforts. Drawing on
the quantitative theories of cooperative problem solving [43] and group foraging [42, 71],
Pirolli extended information foraging to the social level [158]. The key assumption is that
cues are exchanged in social information foraging regarding the likely location of useful
information. Apart from the cues perceived in the environment, foragers can beneft from
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The cost-performance tradeoff of group foraging can be formalized as follows [158].
Let us assume that the individual forager’s time to process an information patch in a group
of n foragers is: τ (n)=anc , where 0<c<1 is a rate parameter and a is the time to forage
for a patch when n=1. The expected gain for each group member is updated to be G/n.
If λ denotes the individual search rate, then the group rate is n · λ(n). The interference
time can be modeled as tI =1/[n · λ(n)] [42]. Furthermore, let λ(H) denote the rate of
fnding valuable information patches with H distinct hints. Then the expected time for
n foragers to encounter a valuable patch is tB =λ(H)/[n·λ(n)]. Finally, when n predators
forage simultaneously, the patch is exhausted in tW =τ (n)/[n · λ(n)] time units. We may
now cast group foraging as a variation of the conventional model presented in Equation
(5.1). Hence, the rate of gain for the individual member of the group is:

R(n, H) =
=

G/n
=
t I + tB + tW

G/n
1
n·λ(n)

λ(n) · G
1 + λ(H) + τ (n)

.

+

λ(H)
n·λ(n)

+

τ (n)
n·λ(n)

(5.2)

The conceptual illustration of Equation (5.2) is presented in Figure 5.2 (adopted from
[158]). Assuming n=H, the peak value of R(n, H) gives rise to the optimal group size n? .
The dashed horizontal baseline, R(1, 1), shows the solo forager’s rate of gain. Using group
size as an approximation of hint diversity (n=H), one can see a basic lognormal distribution
with the peak value n? that theoretically defnes the optimal group size. Compared to the
rate of return for solitary foraging R(1, 1), the group of size n? best manifests the power of
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cooperation as the potential for every member to fnd useful information, thereby to reach
their individual goals, is maximized.
In sum, foraging theory stems from the assumption that all organisms (including humans) are ecologically rational and adapt to the environments in which they operate [157,
178]. Applying the theory in software engineering has been particularly fruitful in understanding how solo developer performs information-intensive tasks. Extending the theory
to the social level not only coherently connects actions and interactions among developers,
but also quantitatively characterizes the foraging-theoretic limit on individual performance
imposed by group size.

5.2.2

Group Size

Group size plays an important role in software development. Some methods explicitly
prescribe its value range. For example, the agile practices best suit colocated teams of
about 50 people or fewer [193], and the team software process (TSP) is designed for use
with teams of 2 to 20 members [87].
Problems arise if the development team is too small or too large. Small teams may not
be equipped with the diverse expertise required to solve complex tasks [152]. Moreover, a
small team can lead to a heavy bias in coding and testing, which incurs a high maintenance
cost. Microsoft, for instance, used a strategy of employing small teams of star developers
and found that the strategy, when confronted with the maintenance of large mass-marketed
applications, did not work well [52]. On the other hand, developers in larger teams can be-

108

come less motivated and productive, encounter more conficts and coordination diffculties,
and experience increased risks of social loafng and free riding [21, 70, 85, 177].

More useful
discoveries

Social foraging, R(n, H)

Individual
Rate of Gain

R(n, H)

Solo foraging,
R(1,1)

n*

Group Size

H

Figure 5.2
Lognormal distribution of Equation (5.2)

Optimal group size, thus, has attracted much software engineering research attention.
As early as 1978, Putnam’s defnition considered group size to be optimal if it allows
the developers to achieve the maximum productivity with shortest schedule and lowest
cost without affecting the fnal outcome [161]. Various approaches have been presented
to forecast the number of developers a proprietary software project should have. These
approaches fall into four categories.
• Empirical. Putnam sampled 491 projects and concluded that productivity is higher
for smaller teams with an optimal group size of 3-5 staff [161]. The rule of thumb [92]
— teams of 9 or more are signifcantly less productive than smaller teams — defnes
another empirical threshold which is supported by studies like [85] and [166].
• Analytical. Methods in this category assume certain functional forms in order to
establish a relationship between group size and other project variables. Examples
include an opening hyperbola model [81], approximating the Cobb-Douglas production function [154]: development eﬀort = A · (software size)b · (group size)c , where
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A and b are parameters that take positive values, and c is a non-negative constant exponent.
• Probabilistic. Causal models are often built by using supervised machine learning
techniques like Bayesian networks [155]. Although such models are susceptible
to overftting, they allow probability bounds to be established and integrated into
posterior estimates. For instance, the forecasted effort for the experimental dataset
in [155] was 8.28 person-months with 94% chance that the actual effort would be
less than 20 person-months.
• Search-based. These approaches employ metaheuristic techniques to fnd (near) optimal solutions related to group size. Abdel-Hamid [1] developed a system dynamics model for staffng estimation, and applied the model in NASA’s DE-A project
to analyze the decision of allocating up to 8 people in one team. Antoniol and his
colleagues exploited queuing simulation [5] along with multi-objective optimization [63], and found that 46 was the optimal staffng level for a large maintenance
project.

Several points are worth noting. First, hybrid estimation method exists [153]. Second,
while the majority of studies confrmed the effect of group size on software development
effort, Smith et al. [174] showed the effect was not always statistically signifcant. Finally,
optimality does not mean sticking to the same group size over the entire project lifespan.
In fact, search-based approaches [1, 5, 63] provide dynamic restaffng capabilities so that
managers can better allocate project resources at different stages of the software life cycle.
Compared to formally managing staffng levels in closed-source software development,
community contributions are the life blood of a successful OSS project. The subgroup
structure emerges gradually and organically based on how developers communicate and
collaborate with each other [20, 86, 127]. The case study on Mozilla showed that the size
varied greatly from one group to another [86]. As Mozilla evolved in the 2000s, the size
of the median group fuctuated between 14 and 141 developers. What is not known is to
what extent and in which way the group size affects individual performance. We believe
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social information foraging provides a direct answer. This answer, in turn, can shed light
on the self-organizing aspect of successful OSS projects, as well as developers’ rational
behaviors in the autonomous social groups.
In sum, managing the group size in proprietary software projects involves an intriguing
paradox: While larger teams clearly invest more human capital, smaller ones seem to
produce better teamwork. Although traditional methods in software effort estimation are
less suitable for studying OSS projects, the relation between group size and developer
productivity spelled out in Putnam’s early defnition [161] remains essential to our inquiry.

5.2.3

Developer Productivity

Defnitions of productivity share such common elements as effciency, input, and output. As one example, the IEEE 1045 Standard3 defnes productivity in terms of the rate of
output per unit of input. For software, source code is among the most tangible outputs, and
the input unit is often based on time. While conforming to the IEEE Standard in principle,
the literature contains many productivity measures [156]: number of lines of code (LOC)
per person-month [21], number of LOC per hour [62], number of modifcation requests
and added LOC per year [131], to name a few.
Despite all the measures, little is known about developers’ own perceptions of productivity. Meyer et al. [128] recently flled the gap by surveying 379 software professionals
and observing 11 developers at work. The results indicate that developers often refect
productivity in days. They perceive their days as productive when many or big tasks are
completed. It is also emphasized that, regardless of the measure, productivity should be
3

http://standards.ieee.org/fndstds/standard/1045-1992.html
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used to enable within-project evolutionary analysis and retrospective improvement, rather
than to make direct comparisons across individuals or across organizations [128].
A similar line of research has considered developers’ perceptions in OSS development.
Dabbish et al. [53, 54] investigated productivity implications by examining how GitHub
users make social inferences based on the visible cues and signals in the environment.
Among the cues, commits — software changes submitted to the project repository — play
a critical role [53]:
• Amount of commits implies commitment, liveness, and community attention;
• Type of commits signals interest in different aspects of the project;
• Relationship between commits and comments, issues, or other commits conveys intention behind developer actions; and
• History of commits can be used to infer project structure, roles, and developer expertise.
In sum, most developers tend to assess their productivity through the tasks completed
[128]. Completing OSS software change tasks typically involves commits, which provide
important cues for making social inferences about developer’s behavior [53, 54]. Understanding how working with others affects one’s own productivity is precisely the focus of
our research.

5.3

Research Methodology
Our overall research objective is to examine to what extent the optimal group size of

social information foraging (see Equation (5.2) and Figure 5.2) holds in OSS change tasks.
Compared to such functional forms about group size as [81] and [154], Equation (5.2) is
different because it does not involve software size or other effort estimation variables that
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are less suited to OSS projects. Instead, the relationship is built on human’s collective
problem solving [43], and connects explicitly and directly the group size with individual
member’s performance. As our analysis is both analytical and evolutionary, this section
presents how we map theoretical constructs to OSS project data followed by our formulation of specifc hypotheses.

5.3.1

Project Selection and Data Extraction

Despite the lack of formal mechanisms to control staffng levels, there are OSS projects
with sizable developer pools that produce software of high quality and rich functional
capabilities that rivals their commercial counterparts. Our study includes two such systems:
Firefox and Mylyn. Both are stable and successful in their respective domains. Each has
undergone a number of major release cycles and is still under active development. Table 5.1
provides some general project information, as well as the data collected for our analysis.4
Table 5.1
Information on the data gathered for the subject projects

Domain
Source
Programming Language
# of Source Code Files
Analysis Begin Date
Analysis End Date
# of Unique Developer IDs
# of Completed Tasks
# of Commits
4

Firefox
Web browsing

Mylyn
Task management

mozilla.org/frefox

eclipse.org/mylyn

C/C++, JavaScript
1968 (C/C++)
2004-07-06
2011-06-20
2569
2878
18538

Java
2321
2006-12-05
2011-02-28
149
1898
4908

We made our data available at https://sites.google.com/site/icse15data/ .
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We have selected projects that vary in their governance structure [20] and task triage
process [6]. Firefox is a foundation project and follows a volunteer-based triage process.
Mylyn, though started in a monarchy way as part of Mik Kersten’s Ph.D. thesis, gradually
evolved to a community centering around the open source implementation of the taskfocused interface. For Mylyn, determining the relevance and priority of each submitted
issue is developer-based. With the variety in these different dimensions, our intention is to
ameliorate some of the threats to external validity.
For each project, we extract the successfully completed tasks whose opening and closing times fall into our analysis period. We then classify the tasks based on the discussion
and resolution information recorded in the project’s repository. Figure 5.3 shows an example where ¶: Task’s status, ·: Task’s opening (reported) time, ¸: Task’s closing (last
resolved) time, ¹: Comments, º: Commits. We defne a task as solo if only one developer
is involved in the task’s whole life cycle, i.e., from task reporting, through commenting
and committing, to its fnal resolution. Otherwise, the task is social due to developers’
interaction. Figure 5.3 illustrates a social task’s collective problem solving where multiple
developers exchange comments and submit commits. Figure 5.4 displays solo-social proportions of the collected tasks and commits. While a majority of the activities are social,
the dominance is more prominent in Firefox than Mylyn.
To examine the effect of group size, one must determine a unit of analysis (i.e., what
counts as a group). On one end of the spectrum, every task can single out a group. On
the other end, the entire project group can be analyzed as a whole. We decide to create a
series of developer networks and treat each network as a social group in our analysis. The
114

2

1

3
4
5

.	
  .	
  .	
  

Figure 5.3
Sample completed task of Firefox – some contents are omitted, truncated, and rearranged
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purpose of such networks is to represent the nexus of socio-technical relationships between
developers in a software project [127]. Here “socio-technical” refers to the connection between two people in the context of work-related collaboration [50]. We carefully reviewed
some recent and representative approaches to developer social network analysis. Table 5.2
lists these approaches’ characteristics and also positions our construction in the relevant
literature.
We consider all developers in our work rather than just the core members with commit
right [20, 86, 127]. If a person participates in task discussions like Robert in Figure 5.3-¹,
we think it is a contribution to the collective problem solving. In addition, Robert may
be able to submit commits in the future even if his write access is not granted now. Two
developers5 are connected in our network if they work on the same task by exchanging
cues — comments or commits — in their social information foraging. The commits can
be code or other fles (design, testing, etc.) like the icon image in Figure 5.3-º. A time
window of 3 months is used to aggregate the work-related collaborations into a single data
point for our group-size analysis. In choosing the 3-month window, we want to balance the
ephemeral nature of collaboration [127] and the level of stability observed in OSS project’s
social structure [20] and evolution [86].
We therefore obtain 28 developer networks (data points) for Firefox and 17 for Mylyn
with the last network of both projects building on collaborations less than 3 months. If
a task spans our 3-month window boundary, we classify it according to its closing time
5

While aliasing presents a challenge, especially for building e-mail social networks [20], we believe its
impact is minor in our work because one developer is unlikely to use different accounts during the resolution
of the same task. We thus leave the investigation of aliasing’s infuence to future work.
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Our work
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n1 & n2 work on the same task
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n1 & n2 work on similar
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Software developers’ social networks

Table 5.2

3 months

6 months

1 month

N/A

N/A

Firefox, Mylyn

Mozilla

Data based on a midsize Microsoft team
SourceForge (Sept
’09 data dump)
SourceForge (May ’08
– May ’10 data dumps)
Linux kernel, PHP,
Wireshark

GNOME

user-selected
time period
6 months

IBM’s Jazz

Studied Project(s)
Apache, Ant, Python,
Perl, PostgreSQL

between builds

3 months

Edge-Window

and not its opening time. This decision is made for accurately counting the number of
successfully completed tasks in each time window. We now can instantiate the parameters in Equation (5.2) in order to calculate the optimal group size n? predicted by social
information foraging theory.
• We map each task as an information patch in which solo or social information foraging occurs.
• Following Pirolli [158], we assume n = H. We further assume the amount of withinpatch information gain, G, equals to the number of effective hints, H. Therefore,
n = H = G.
• The group rate of fnding useful information is λ(n) = λ(H) = 1/tPatch , where tPatch
is the within-patch foraging time [158]. In our case, tPatch = [task’s closing time −
task’s opening time] (cf. · and ¸ in Figure 5.3).
• To compute the patch processing time τ (n) = anc , we assign the value of a (solo
foraging time) to be the average tPatch of all the solo tasks inside each time window.
The rate parameter c is then calibrated to obtain the best possible lognormal curve
for R(n, H) [158]. For our collected data, c = 0.3 in both Firefox and Mylyn.

It should be emphasized that the purpose of R(n, H) is not to estimate developer’s actual productivity, but to theoretically determine n? (optimal group size). Our primary goal
of leveraging the R(n, H) model (cf. Figure 5.2) is twofold: (i) to provide a mathematical
rationale for and quantitative insight to the key tradeoff in OSS development (i.e., developer groups do not become arbitrarily large [86]), and (ii) to allow for critical comparisons
between the theoretically predicted n? and the actual group size n observed empirically.
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5.3.2

Hypotheses

Our frst testable hypothesis concerns the degree to which n? and n match with each
other:
H1 — There is no difference between n? (the optimal group size) and n (the actual group
size).
We next test the foraging-theoretic relation between group size and individual group
member’s rate of information gain. As mentioned earlier, we assess the rate of gain by
developer productivity. Based on the related literature (cf. Section 5.2.3), we measure productivity in OSS development by the number of commits per day divided by the number of
tasks performed on that day. For example, if on a particular day, Task1 is done collectively
by Ana (3 commits) and Bob (5 commits), Task2 by Ana (5 commits) and Chris (1 commit), Task3 done individually by Ana (3 commits), Task4 by Chris (2 commits), and Task5
also by Chris (4 commits), then the productivity of Anasolo , Anasocial , Bobsocial , Chrissolo ,
and Chrissocial is

3
1

= 3,

3+5
2

= 4,

5
1

= 5,

2+4
2

= 3, and

1
1

= 1 respectively. This measure thus

approximates a developer’s gain of useful information in carrying out daily OSS change
tasks. According to the social information foraging model [158], we have:
H2 — The closer the actual group size is to optimal, the more productive the group members are.
Self-organizing has been recognized as a key for understanding how OSS development
groups coordinate themselves and make autonomous decisions. Bird et al. [20] noted that
latent subcommunities emerge as the OSS project evolves. Interestingly, Hoda et al. [84]
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focused on agile software teams by showing six self-organizing roles which are implicit
and spontaneous. We posit that foraging theory offers a new perspective on how social
groups self-organize:
H3 — As the OSS project evolves, the group size becomes more optimal.
Our last hypothesis investigates developer’s solo-social behavior changes. Such changes
are important because they directly impact productivity [37, 61]. For example, a developer
may achieve individual productivity gain by reducing social interactions [128]. However,
the change should not compromise social-level performance if the group is self-organizing.
We therefore formulate our fnal hypothesis as:
H4 — Developer’s solo-social changes during the OSS project’s evolution lead to productivity gain at the group level.

5.4

Empirical Analysis and Results
We use the data collected from Firefox and Mylyn to examine the infuence of group

foraging size both analytically (H1 and H2 ) and evolutionarily (H3 and H4 ). Our statistical
inferences are not causal but correlational, as our current interest is in exploring the novel
relationships suggested by the theory of social information foraging rather than determining the direction of causality in the relationships.
To evaluate H1 , we perform the Mann-Whitney test [46], a non-parametric test previously used to assess whether information foraging theory’s predictions and developers’
actual behaviors match with one another [102, 142]. Figure 5.5 presents descriptive statistics about optimal (n? ) and actual (n) group sizes in pyramid plots. Each bar represents the
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frequency of occurrence of n? or n in the range [2, 7]. The determination of n? is illustrated
in Figure 5.6. Although n? and n in both projects fall into the range of [2, 7], their value discrepancies are very noticeable in Figure 5.5. The Mann-Whitney tests further confrm that
the differences between n? and n are statistically signifcant (Firefox: U=116.0, p<0.01;
Mylyn: U=29.5, p<0.01). Therefore, H1 is rejected.
We test H2 by calculating the association between two variables: Δn = |n? − n| and
ΔP . We defne ΔP as the absolute value of the difference of developers’ average productivity in solving social tasks and that in solving solo tasks. Following our earlier example
in Section 5.3.2,
ΔP = |(Anasocial + Bobsocial + Chrissocial ) / 3
− (Anasolo + Chrissolo ) / 2 |
= | (4 + 5 + 1) / 3 − (3 + 3) / 2 | = 0.33
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For Firefox and Mylyn, 28 and 17 pairs of (Δn, ΔP ) are collected respectively. We then
use Spearman’s rank correlation coeffcient [46], another non-parametric measure, to assess the statistical dependence between Δn and ΔP . The tests of both projects result in
negative values of Spearman’s ρ at signifcant levels — Firefox: ρ=−0.46, p<0.05; Mylyn: ρ=−0.63, p<0.01. This indicates that the increase of ΔP is strongly associated with
the decrease of Δn. Thus, H2 is supported.
The test of H3 involves the temporal trend analysis of Δn. The analysis is performed
along the 3-month time series. For illustrative purposes, Figure 5.6 plots the lognormal
curves of two arbitrarily chosen time windows for each project.6 One can then theoretically determine n? for each time window as shown in Figure 5.6. If we assign ID numbers
(#1, #2, #3, . . . ) to the time windows, then a strong negative correlation between the time
window IDs and Δn provides support for H3 . The negative correlation would indicate
that Δn tends to decrease when ID increases (i.e., the project evolves). However, Spearman’s tests show positive correlations at statistically insignifcant levels (Firefox: ρ=0.02,
p=0.92; Mylyn: ρ=0.29, p=0.26). To further visualize the temporal trends, Figure 5.7 depicts the value of (n? − n) instead of |n? − n|. For Firefox, the actual group size matches
perfectly with the optimal value only once at time window #19. In other times, n is strictly
greater or less than n? . Surprisingly, the actual group size in Mylyn is always less than
or equal to the corresponding optimal group size. Nevertheless, it is clear from Figure 5.7
6

The displayed time windows (units of analysis) are chosen arbitrarily. We measure the within-patch
foraging time tPatch in minutes. This measurement unit affects only the absolute scale of R(n, H) as the
shape of the lognormal curve and the value of n? remain unchanged.
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that n and n? do not become closer as the project evolves. Due to this observation and the
Spearman’s test results, H3 is rejected.
Although we reject H3 , i.e., we do not fnd enough evidence that the group size becomes more optimal as the OSS project evolves, there is a possibility that the trend of
group size follows some pattern over time. In order to investigate if any such pattern exists, i.e., if we can predict the group size at any specifc time window based on the group
size observed during one or more preceding time windows, we perform Autocorrelation
analysis [27] of the group size for both the systems. Figure 5.8 presents the autocorrelation plots for Firefox and Mylyn. We observe no signifcant autocorrelation and conclude
that the data is random. In other words, we do not fnd enough evidence of group size n
following any specifc pattern as the OSS project evolves over time.
Compared to the quantitative analyses of the above hypotheses, H4 is assessed qualitatively mainly because we could not fnd systematic and reliable methods in the literature
for detecting developer’s solo-social behavior changes. We thus use a purposeful sampling
strategy [73] by directing our attention to such high-profle developers in the community
that their solo-social task-solving behaviors likely have an important infuence on the social groups. For Firefox, we focus on its former lead developer, Ben Goodger, who was
hired by Google in January 2005 for the Chrome project. For Mylyn, a natural choice to us
is its creator Mik Kersten. We then inspect the software change activities of these two developers and select the two consecutive time windows with the most noticeable solo-social
behavior changes to test H4 . Figure 5.9 summarizes the results.
• Among all the Firefox project history that we analyzed, Goodger performed the most
number of solo and social tasks in time window #7: 14 and 20 respectively. For the
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next 3 months, his engagement in software change tasks reduced and the 9 tasks that
he contributed were all collaborations with other developers. Figure 5.9b shows that
during this evolution, the group-aggregate productivity for solving tasks solitarily
decreased whereas the collective task solving productivity improved.
• The trend of Kersten’s changes from Mylyn’s time window #9 to #10 is similar to
Goodger’s: during the project evolution, no further solo task was performed and the
number of social tasks was also dropped. Such individual changes, when understood
from the standpoint of foraging in groups (cf. Figure 5.9d), correlated with socialtask productivity gain and solo-task productivity loss.
Our qualitative analyses provide initial evidence that H4 holds. In both cases, productivity gain of social groups is observed. While Goodger and Kersten might stop working
on tasks individually, they still kept social interactions with others in the community. An
interesting observation is that the difference between solo and social productivity becomes
greater as the project evolves. We consider this to be another facet that indicates how
developer groups self-organize, namely by trading soloist’s performance off social capital.
The results of our empirical study can be summarized as follows. The fact that H1 and
H3 are refuted implies that it is not the group size per se that is important. Rather, the support for H2 and H4 indicates that we shall go beyond the optimal group size by connecting
it to developer productivity, especially in the context of software evolution [137].

5.4.1

Threats to Validity

A major limitation is our choice of using a 3-month time window to defne developers’
social groups. While this operationalization refnes the 6-month window recommended
in [86] for understanding OSS project evolution, sensitivity analyses such as those conducted in [181] can help reason about the design decision more thoroughly. A related threat
is our reliance on discussion and commit information to detect social links between devel128

opers. Despite the popular use of the issue tracking data in related studies [86, 127, 194],
we miss other potential developer interactions such as private e-mails and chats over IRC
channels. This affects our identifcation of solo tasks more than social ones.
The way we measure developer productivity poses a threat to construct validity. In
fact, no single productivity measure is perceived valid unanimously by developers themselves [128]. It is unlikely such measure will ever exist. Therefore, the number of daily
commits normalized by tasks and developers that we use in our work should be treated only
as an approximate. However, we hope the approximate, which is based on the literature
review (cf. Section 5.2.3), is useful not because of the absolute values calculated but the
way it is being used in our research — to support correlational and evolutionary analyses.
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While social information foraging theory asserts the relationship between group size
and group member’s rate of gain [158], it is important to note that no causal link has been
established in our empirical study. Future work is required to determine if the optimal
group size drives productivity gain or vice versa, or if they are both results of some unobserved phenomenon.
The biggest threat is to external validity. As with most OSS studies (cf. Table 5.2),
only a small number of projects could be selected. We chose Firefox and Mylyn because
they are mature, stable, long-lived, and considered successful. As mentioned earlier, we
also tried to incorporate the variability of these two projects’ governance structure and task
triage process. However, many other project attributes exist and we have no evidence with
respect to how much our results will be generalizable to a wider range of projects. We want
to point out that Firefox and Mylyn have been studied in prior research (e.g., [6] and [86]),
allowing the research community to integrate our results with the fndings of others.

5.5

Discussion
Our foraging-theoretic inquiries into optimal group size enable new ways to support

software practitioners and organizations. To demonstrate our work’s potential impact, we
discuss in this section how our results can be applied. Specifcally, we show the improved
understanding and enhanced support derived from our research in order to extend the frontiers of knowledge in three software engineering areas.
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5.5.1

Social Coding

For many years, software development environments have been designed for developers to focus on their own work without much interference. Principles like information
hiding [151] and mechanisms like pessimistic version control [47] attempt to free the developer from complexities and inconsistencies resulting from colleagues’ actions. Although
helpful, the isolation is not ideal for collaborative software development. Several tools,
such as Jazz [40], Palantı́r [170], and Crystal [29], have arisen to answer the collaborative
needs by raising change visibility and enhancing confict management as software evolves.
A more radical approach is now sweeping the OSS world and gradually working its way
into corporate environments [48]. The approach, exemplifed by GitHub whose tagline is
“social coding”, aims to dramatically improve the level of collaboration and participation
among people who build software [12]. In a nutshell, social coding fuses social networking
functionalities with fexible version control systems such as Git, Mercurial, or Bazaar [54].
On one hand, social networking helps create a transparent work environment that allows
developers to easily review feeds, watch projects, and follow others. On the other hand,
fexible version control systems do away with the idea of a single master branch, allowing developers to discover interesting changes, experiment with them in separate forks,
pull others’ changes into their own branches, and offer changes back to the repository
owner [54].
Because of the fexibility of participation and the power of collaboration, social coding
has led to improvements in terms of quantity and quality of work that different communities and companies have done [12]. The level of participation can be understood from the
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social information foraging perspective by the rate of returns curve as shown in Figure 5.10.
Reducing the costs of cooperation extends the tail of the rate of returns curve, which also
extends the point at which the curve crosses the solo information foraging threshold. Consequently the equilibrium group size is predicted to increase. The fgure is adapted from
Pirolli’s elementary social information foraging model [158]. In the fgure, the point where
cooperation curve crosses the solo information foraging threshold gives rise to the equilibrium group size [158]. Even though members of the group may see their individual rates
of return diminish from the optimum at n? as new members join the group, remaining in
the group is still better than solitary foraging. Consequently, the effect of reduced collaborative costs (e.g., easier sharing and notifcation in GitHub [54]) can be linked to the
increased equilibrium group size. The quantitative prediction shown in Figure 5.10, in turn,
can be used to guide further support for reducing the costs of cooperation, e.g., making the
decisions about code reviews [10] and pull requests [190] more transparent and accessible.

5.5.2

Recommendation Systems

While social coding makes the work more visible [48], it also makes the information
overload problem more challenging. To address the challenge, the emerging recommendation systems are ready to become part of software practitioners’ toolboxes. These systems
are aimed at providing information items estimated to be valuable for a software engineering task in a given context, and are particularly useful in supporting decision making when
developers lack experience or cannot consider all the data at hand [165].
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Rate of returns curve (hypothetical)

Closely related to our work are approaches recommending who in the developer social
group, including who should fx an incoming bug [6], who should mentor OSS newcomers [34], who should be working together [181], and who should awareness be attended
to [60]. When making these recommendations and the like, how many developers to consider can be answered via the group size model that our work uses. This complements a
set of existing recommenders by offering a theoretical underpinning for rationalizing the
size of their output.
An assumption of the elementary social information foraging model is that there are
a fnite number of discoveries to be made in a domain, and once a particular discovery is
made it is of no additional value for others to repeat the same discovery [158]. While we
believe this holds in general for successfully solving a software change task, special cases
may require the assumption to be adjusted. In addition, the assumption, n=H, character133
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izes the case in which members of the group contribute distinctively effective hints [158].
In other group foraging situations, hints may have different weights. For example, the information shared by experts can be estimated to bear more value and such expertise can
be identifed by the quantifcation of experience [132], developer’s centrality in the social
network [127], degree-of-knowledge of source code familiarity [68], or other means. In
any case, the updated assumption on n and H can be fed back into the social information
foraging model — Equation (5.2) in particular — for generating recommendations which
are better suited to the specifc situation.

5.5.3

Organizational Social Structures

We have been using the term “group” so far in this chapter to refer to two or more developers engaging together in OSS change tasks. Tamburri and his colleagues [184] recently
reviewed organizational social structures in software engineering. The survey reveals 13
types of patterned relations with which the interplay of developers can be arranged, and
classifes these types into 4 categories: community, network, group, and team. The key
attributes are organized in a decision tree to help practitioners be aware of and quickly
determine the type of social structure used in their software development [185].
Traversing the decision tree [185] allows us to classify our two subject systems at the
project level. We consider Firefox as a knowledge community that groups people with
a shared passion to create tangible values via a highly visible product [184]. Mylyn’s
overall development seems a formal group to us since the governance practices like bug
triaging [6] are fairly well defned. Our empirical analysis presented in Figure 5.7 offers
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a novel insight. While Firefox’s actual group size fuctuates under and over the optimal
group size as the community produces, shares, and evolves knowledge, the actual group
size of Mylyn never exceeds optimality possibly as a refection of the project’s more formal
governance.

Mylyn: Formal Group
Governance = No
Mylyn
Commons
Problem Solving Community
Firefox
Interoperability
Problem
Focus = No

Firefox: Knowledge Community

Figure 5.11
Classifying organizational social structures for Firefox and Mylyn

In addition to the awareness of developers’ social structures, one of the most useful
analyses is to examine the transition between different organizational patterns. Figure 5.11
shows a classifcation of the organizational social structures for Firefox and Mylyn. The
components and connections in solid line are adapted from [184]. The constructs in dotted line show our envisioned transitions between the social structures. According to Figure 5.11, if formal governance is not followed, then a formal group can evolve into a prob135

lem solving community [184]. If the problem focus is further reduced, the transition toward
knowledge community can be formed. For Mylyn, we note that one of its sub-projects,
Commons,7 is providing a framework of common UI, web service, REST, and test utilities
to interact with the rest of Mylyn as well as with other tools in the Eclipse ecosystem. The
Commons subcommunity might beneft from organizing itself more as a problem solving
community, and thus increasing its group size during cooperative problem solving [43], in
order to foster inter-community and inter-project collaborations. Conversely, some parts
of Firefox development may take advantage of a more focused and formal process. Take
one of the interoperability tasks as an example,8 we notice that the bug proposer explicitly
asked a specifc expert to verify the problem’s scope, “Marcia, could you see if this is also
an issue on Mac? Thanks!” Later on, the lead developer (Goodger) imposed certain steps
that should be taken for the task’s resolution, “Make sure we consider Opera in the fallback list . . . ensure the ‘no source’ option is shown in the right cases as well.” Although
anecdotal, the example sheds new light on the dynamic, spontaneous, and self-organizing
nature of developers’ social groups in OSS development.

5.6

Conclusions
The main contributions of this chapter are the evolutionary-ecological understanding

of developers’ information foraging in social groups, the theoretical analysis of group size
and its relation to individual’s rate of gain, the empirical evaluation of a set of hypotheses
enabled by the novel perspective, and the concrete insights of applying our research to
7
8

http://projects.eclipse.org/projects/mylyn.commons
https://bugzilla.mozilla.org/show bug.cgi?id=257215
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study developers’ rational behaviors in performing a wide variety of information-intensive
tasks in software engineering.
open source projects represent the cleanest way to group developers and other stakeholders together that may or may not be company-specifc [12]. Understanding the important structural variable — group size — and its role in OSS development and evolution
could well hold useful lessons for how commercial software organizations might be managed. Our future work includes carrying out more empirical studies ideally with proprietary software projects, performing sensitivity analyses of key assumptions and decisions
in our research, and extending the foraging-theoretic analysis to support other activities
such as productivity retrospection [128] and impression formation [126].
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CHAPTER 6
CONCLUSION AND FUTURE WORK

In this dissertation, we analyze stakeholders’ social interaction in real world scenarios.
We investigate the infuence of stakeholders’ social interaction in different RE activities,
in particular, requirements identifcation, creativity in RE, and requirements implementation of OSS systems. In this work, we use the phrase ‘stakeholders’ social interaction’
to indicate interaction among stakeholders regarding the software system that takes place
through some communication means, such as posting comments and artifacts over the issue
tracking system. In this chapter, we summarize the contributions made in this dissertation,
provide valuable insights for improved software engineering practices in relevant areas,
and further outline several directions for future research.

6.1

Summary of Contributions
In this section, we highlight the important contributions made by this dissertation.

6.1.1

General Contributions

• We introduce stakeholders’ social interaction as a unifed and ecologically valid
[158] waving mechanism of the “Twin Peaks” of RE in a decentralized environment
• We investigate stakeholders’ social interaction in requirements identifcation, creativity in RE, and requirements implementation, thereby demonstrate the weaving
mechanism’s generalizability to account for a wide spectrum of RE activities
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• We examine stakeholders social interaction in OSS RE utilizing models and theories
originally developed in other disciplines, such as sociology and anthropology
• We identify necessary adjustments in such models and theories from an RE perspective (cf. Chapter 3)

6.1.2

Contributions To Requirements Identifcation

• We examine how stakeholders’ social interaction infuences new requirements identifcation in the context of the theory of diversity and new idea, in particular, the
theory of structural hole (cf. Chapter 3)
• We demonstrate that structural hole positions emerge in stakeholders’ social network
and these positions are positively related to contributing a higher number of new
requirements
• We explore that along with structural hole positions, stakeholder’s role plays an important part in identifying new requirements
• We observe that structural hole positions evolve over time, thereby identifying requirements to realize enriched features

6.1.3

Contributions To Creativity in RE

• We propose a novel framework to support creativity in RE from a combinational
perspective , i.e., making unfamiliar connections between familiar possibilities of
requirements [118] (cf. Chapter 4)
• We introduce a novel approach of extracting familiar ideas from the requirements
and stakeholders’ comments using topic modeling [22]
• We demonstrate a way of obtaining unfamiliar idea combinations applying part-ofspeech tagging [26]
• Our framework complements existing approaches and generates original and relevant
requirements in an automated manner

6.1.4

Contributions To Requirements Implementation

• We present a novel approach of framing developers’ collective resolution of OSS
change tasks as a social information foraging problem [157, 158] (cf. Chapter 5)
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• We demonstrate an approach to predict the optimal group size and quantify group
size’s effect on individual developer’s performance
• We uncover the mismatch of optimal and actual group sizes in requirements implementation of OSS systems
• We identify the association of optimality with improved developer productivity in
implementing requirements
• We observe social level productivity gain as OSS projects evolve

6.2

Improved Software Engineering Practices
In this section, we provide valuable insights on how the fndings in this dissertation can

generate guidelines for OSS practitioners in enhancing software engineering practices.

6.2.1

Managing OSS Projects

• Paying attention to structural holes (cf. Chapter 3) in the stakeholders’ social network, an OSS practitioner can better manage and prioritize requirements
• A practitioner can better predict the evolution of the project and its sustainability in
the ecosystem by analyzing the evolution of structural hole positions
• In order to ensure a project’s growth and sustainability, critical resources can be
better allocated, placing right people in the right position, following the evolutionary
aspect of structural holes
• Utilizing our scheme of predicting optimal group size (cf. Chapter 5), project managers can help improve developer productivity
• Optimal group size can be further used to maintain a proper balance in the team size
• By promoting solo and social activities among different stakeholders in a timely
manner, OSS practitioners can improve project-level productivity thereby enhancing
the project’s sustainability in the ecosystem

6.2.2

Generating Creative Requirements

• Utilizing our framework (cf. Chapter 4), a requirements engineer can generate original and relevant requirements in an automated manner
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• The automatically generated requirements can also be considered as starting points
that can provoke creative thinking and ignite productive brainstorming sessions among
requirements engineers, thereby facilitating further improvements

6.3

Future Work
In this section, we outline some improvement in our creativity framework (cf. Chap-

ter 4) and relevant empirical studies we plan to conduct. Furthermore, we present some
research direction we plan to pursue in the near future.

6.3.1

Improved Creativity Framework and Relevant Empirical Studies

We plan to further refne our framework by eliminating the involvement of the human
analyst, thereby providing a fully automated support for combinational creativity in RE. In
order to assess the cost and effectiveness of our framework against those of manual methods, we intend to conduct in-depth study that involves humans performing combinational
creativity [118] in RE. Such a study will help us investigate the feasibility of an end-to-end
automation for creativity in RE. Moreover, it will enable us identify the processes humans
follow while creating requirements via combinational creativity.

6.3.2

Transformational Creativity in RE

Inspired by the promising fndings in this dissertation (cf. Chapter 4), an important
agenda of our future research is to investigate transformational creativity in RE [118]. To
that end, we plan to study existing requirements along with stakeholders’ social interaction
for products providing similar facilities in a different application domain, public knowledge
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repositories such as Wikipedia, and discussion about similar software products over online
forums.

6.3.3

Requirements Prioritization and Negotiation

We envision a systematic investigation of stakeholders’ social interaction involving
requirements prioritization and negotiation will provide an ecologically valid advanced
mechanism for confict resolution. Our research plan includes conducting feld studies,
and investigating prioritization and negotiation activities with the help of models and theories from other streams, such as sociology and psychology. In particular, our study will
investigate the fundamentals of the psychology of negotiation [11, 35, 51] from an RE
perspective, thereby advancing the theoretical premise for the overall RE process.

6.4

Publications
So far, the following peer-reviewed publications have been resulted from the work of

this dissertation.
1. Tanmay Bhowmik. “Stakeholders’ Social Interaction in Requirements Engineering
of Open Source Software.” Doctoral Symposium at the 22nd IEEE International Requirements Engineering Conference (RE 2014), Karlskrona, Sweden, August 25,
2014, pp. 467-472
2. Tanmay Bhowmik, Nan Niu, Anas Mahmoud, and Juha Savolainen. “Automated
Support for Combinational Creativity in Requirements Engineering.” 22nd IEEE International Requirements Engineering Conference (RE 2014), Karlskrona, Sweden,
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