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Separation of congruence intervals and implications
Andrei A. Bulatov
Abstract
The Constraint Satisfaction Problem (CSP) has been intensively studied
in many areas of computer science and mathematics. The approach to the
CSP based on tools from universal algebra turned out to be the most success-
ful one to study the complexity and algorithms for this problem. Several tech-
niques have been developed over two decades. One of them is through asso-
ciating edge-colored graphs with algebras and studying how the properties of
algebras are related with the structure of the associated graphs. This approach
has been introduced in our previous two papers (A.Bulatov, Local structure
of idempotent algebras I,II. CoRR abs/2006.09599, CoRR abs/2006.10239,
2020). In this paper we further advance it by introducing new structural prop-
erties of finite idempotent algebras omitting type 1 such as separation con-
gruences, collapsing polynomials, and their implications for the structure of
subdirect products of finite algebras. This paper also provides the algebraic
background for our proof of Feder-Vardi Dichotomy Conjecture (A. Bulatov,
A Dichotomy Theorem for Nonuniform CSPs. FOCS 2017: 319-330).
1 Introduction
Over the last two decades methods from universal algebra found strong applica-
tions in computer science, specifically, in the study of the Constraint Satisfaction
Problem (CSP) and related combinatorial problems. The original research problem
where the algebraic approach was used is the complexity of so-called nonuniform
CSPs, and more specifically the Dichotomy Conjecture posed by Feder and Vardi
in [15, 16] and refined in [12]. The Dichotomy Conjecture states that every nonuni-
form CSP is either solvable in polynomial time or is NP-complete, and also delini-
ates the precise borderline between the two cases. Every nonuniform CSP can
be associated with a finite algebra, and the complexity of the CSP is completely
determined by this algebra [19, 12]. The Dichotomy Conjecture was confirmed in-
dependently by the author [6, 7] and by Zhuk [24, 25], and the algebraic approach
played a key role in both proofs.
The specific version of the algebraic approach used in [6, 7] was developed
in [2, 13, 3, 4, 8, 11]. In this paper we further advance this approach preparing
1
the ground for a proof of the Dichotomy Conjecture. We will introduce two struc-
tural features of finite algebras and demonstrate how they influence the structure of
subdirect products of finite idempotent algebras omitting type 1.
First we introduce the notion of separability of prime intervals in the congru-
ence lattice by a unary polynomial. More precisely we say that a prime interval
α ≺ β in the congruence lattice of an algebra A can be separated from interval
γ ≺ δ if there is a unary polynomial f of A such that f(δ) ⊆ γ but f(β) 6⊆ α.
This concept can be extended to subdirect products of algebras, say, R ⊆ A × B,
in which case intervals α ≺ β and γ ≺ δ may be in the congruence lattices of
different factors, say α, β ∈ Con(A1), γ, δ ∈ Con(A2), and f is a polynomial of
R. The relation ‘cannot be separated from’ on the set of prime intervals is clearly
reflexive and transitive. Our first result, Theorem 30 shows that it is also to some
extent symmetric.
The property proved in Theorem 30 is used to prove the existence of the second
structural feature of subdirect products, collapsing polynomials, see Theorem 40.
A unary polynomial of a subdirect product R ⊆ A1×· · ·×An for a prime interval
α ≺ β in Con(Ai) for some i is collapsing if for any j and any prime interval γ ≺ δ
in Con(Aj) it holds f(δ) ⊆ γ if and only if α ≺ β cannot be separated from γ ≺ δ.
Collapsing polynomials are one of the main tools in the proof of the Dichotomy
Conjecture [6, 7], as they are very useful in the study of the structure of subdi-
rect products. One example of such results is the Congruence Lemma 43, which
provides much information about the fine structure of a subdirect product of alge-
bras when one of its factors is restricted on its congruence block. The Congruence
Lemma is another important tool in the proof of the Dichotomy Conjecture.
Besides congruence separation and collapsing polynomials we also introduce
an alternative definition of the centralizer and use it to derive certain properties of
subdirect products. We also introduce two more technical properties of subdirect
products, chaining and polynomial closure, and study their properties that again
are instrumental in the proof of the Dichotomy Conjecture.
2 Preliminaries
Here we introduce all the notation and terminology we use in this paper. It mainly
follows the standard books [14, 22].
2.1 Notation and agreements
By [n] we denote the set {1, . . . , n}. For sets A1, . . . , An tuples from A1 ×
· · · × An are denoted in boldface, say, a; the ith component of a is referred to
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as a[i]. An n-ary relation R over sets A1, . . . , An is any subset of A1 × · · · ×An.
For I = {i1, . . . , ik} ⊆ [n] by prIa,prIR we denote the projections prIa =
(a[i1], . . . ,a[ik]), prIR = {prIa | a ∈ R} of tuple a and relation R. If priR = Ai
for each i ∈ [n], relation R is said to be a subdirect product of A1 × · · · × An.
It will be convenient to use A for A1 × · · · × An if the sets Ai are clear from the
context. For I ⊆ [n] we will use AI , for
∏
i∈I Ai, or if I is clear from the context
just A.
Algebras will be denoted by A,B etc.; we often do not distinguish between
subuniverses and subalgebras. For B ⊆ A the subalgebra generated by B is de-
noted SgA(B) or just Sg(B). For C ⊆ A
2 the congruence generated by C is
denoted CgA(B) or just Cg(C). The equality relation and the full congruence of
algebra A are denoted 0A and 1A, respectively. Often when we need to use one
of these trivial congruences of an algebra indexed in some way, say, Ai, we write
0i, 1i for 0Ai , 1Ai . The set of all polynomials (unary, binary polynomials) of A is
denoted by Pol(A) and Pol1(A), Pol2(A), respectively. A unary polynomial f is
idempotent if f ◦ f = f . We frequently use operations on subalgebras of direct
products of algebras, say, R ⊆ A1 × · · · × An. If f is such an operation (say,
k-ary) then we denote its component-wise action also by f , e.g. f(a1, . . . , ak) for
a1, . . . , ak ∈ Ai. In the same way we denote the action of f on projections of R,
e.g. f(a1, . . . ,ak) for I ⊆ [n] and a1, . . . ,ak ∈ prIR. What we mean will always
be clear from the context. We use similar agreements for collections of congru-
ences. If αi ∈ Con(Ai) then α denotes the congruence α1 × · · · × αn of R. If
I ⊆ [n] we use αI to denote
∏
i∈I αi. If it does not lead to a confusion we write
α for αI . Sometimes αi are specified for i from a certain set I ⊆ [n], then by α
we mean the congruence
∏
i∈[n] α
′
i where α
′
i = αi if i ∈ I and α
′
i is the equality
relation otherwise. For example, if α ∈ Con(A1) then R/α means the factor of R
modulo α × 02 × · · · × 0n. For α, β ∈ Con(A) we write α ≺ β if α < β and
α ≤ γ ≤ β in Con(A) implies γ = α or γ = β. In this paper all algebras are finite,
idempotent and omit type 1, see below.
2.2 Minimal sets and polynomials
We will use the following basic facts from the tame congruence theory [18], often
without further notice.
Let A be a finite algebra and α, β ∈ Con(A) with α ≺ β. An (α, β)-minimal
set is a set minimal with respect to inclusion among the sets of the form f(A),
where f ∈ Pol1(A) is such that f(β) 6⊆ α. Sets B,C are said to be polynomially
isomorphic in A if there are f, g ∈ Pol1(A) such that f(B) = C , g(C) = B, and
f ◦ g, g ◦ f are identity mappings on C and B, respectively.
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Lemma 1 (Theorem 2.8, [18]) Let α, β ∈ Con(A), α ≺ β. Then the following
hold.
(1) Any (α, β)-minimal sets U, V are polynomially isomorphic.
(2) For any (α, β)-minimal set U and any f ∈ Pol1(A), if f(βU) 6⊆ α then f(U) is
an (α, β)-minimal set, U and f(U) are polynomially isomorphic, and f witnesses
this fact.
(3) For any (α, β)-minimal set U there is f ∈ Pol1(A) such that f(A) = U ,
f(β) 6⊆ α, and f is idempotent, in particular, f is the identity mapping on U .
(4) For any (a, b) ∈ β −α and an (α, β)-minimal set U there is f ∈ Pol1(A) such
that f(A) = U and (f(a), f(b)) ∈ βU −αU. Moreover, f can be chosen to satisfy
the conditions of item (3).
(5) For any (α, β)-minimal set U , β is the transitive closure of
α ∪ {(f(a), f(b)) | (a, b) ∈ βU, f ∈ Pol1(A)}.
In fact, as α ≺ β this claim can be strengthen as follows. For any (a, b) ∈ β − α,
β is the symmetric and transitive closure of
α ∪ {(f(a), f(b)) | f ∈ Pol1(A)}.
(6) For any f ∈ Pol1(A) such that f(β) 6⊆ α there is an (α, β)-minimal set U such
that f witnesses that U and f(U) are polynomially isomorphic.
For an (α, β)-minimal set U and a β-block B such that βU∩B 6= αU∩B, the
set U ∩ B is said to be an (α, β)-trace. A 2-element set {a, b} ⊆ U ∩ B such
that (a, b) ∈ β − α, is called an (α, β)-subtrace. Depending on the structure of
its minimal sets the interval (α, β) can be of one of the five types, 1–5. Since we
assume the tractability conditions of the Dichotomy Conjecture, type 1 does not
occur in algebras we deal with.
Lemma 2 (Section 4 of [18]) Let α, β ∈ Con(A) and α ≺ β. Then the following
hold.
(1) If typ(α, β) = 2 then every (α, β)-trace is polynomially equivalent to a 1-
dimensional vector space.
(2) If typ(α, β) ∈ {3,4,5} then every (α, β)-minimal set U contains exactly one
trace T , and if typ(α, β) ∈ {3,4}, T contains only 2 elements. Also, T/α is poly-
nomially equivalent to a Boolean algebra, 2-element lattice, or 2-element semilat-
tice, respectively.
Intervals (α, β), (γ, δ), α, β, γ, δ ∈ Con(A) and α ≺ β, γ ≺ δ are said to be
perspective if β = α ∨ δ, γ = α ∧ δ, or δ = β ∨ γ, α = β ∧ γ.
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Lemma 3 (Lemma 6.2, [18]) Let α, β, γ, δ ∈ Con(A) be such that α ≺ β, γ ≺ δ
and intervals (α, β), (γ, δ) are perspective. Then typ(α, β) = typ(γ, δ) and a set
U is (α, β)-minimal if and only if it is (γ, δ)-minimal.
We will also use polynomials that behave on a minimal set in a particular way.
Lemma 4 (Lemmas 4.16, 4.17, [18]) Letα, β ∈ Con(A), α ≺ β, and typ(α, β) ∈
{3,4,5}. Let U be an (α, β)-minimal set and N its only trace. Then there is ele-
ment 1 ∈ N and a binary polynomial p of A such that
(1) (1, a) 6∈ α for any a ∈ U − {1};
(2) for all a ∈ U − {1}, the algebra ({a, 1}, p) is a semilattice with neutral ele-
ment 1, that is, p(1, 1) = 1 and p(1, a) = p(a, 1) = p(a, a) = a.
Polynomial g is said to be a pseudo-meet operation on U .
If typ(α, β) ∈ {3,4} then |N | = 2, say, N = {0, 1}, and there is a binary
polynomial q of A, a pseudo-join operation that is semilattice on N and q(1, 0) =
1.
2.3 Coloured graphs
In [2, 13, 3, 10, 11, 9] we introduced a local approach to the structure of finite
algebras. As we use this approach throughout the paper, we present it here in some
details, see also [10, 11]. For the sake of the definitions below we slightly abuse
terminology and by a module mean the full idempotent reduct of a module.
For an algebra A the graph G(A) is defined as follows. The vertex set is the
universe A of A. A pair ab of vertices is an edge if and only if there exists a maxi-
mal congruence θ of Sg(a, b), other than the full congruence and either Sg(a, b)/θ
is a set (that is an algebra all of whose term operations are projections), or there is
a term operation f of A such that either Sg(a, b)/θ is a module and f is an affine
operation x − y + z on it, or f is a semilattice operation on {a/θ, b/θ}, or f is a
majority operation on {a/θ, b/θ}. (Note that we use the same operation symbol in
these cases.)
If there are a congruence θ and a term operation f of A such that f is a semi-
lattice operation on {a/θ, b/θ} then ab is said to have the semilattice type. An edge
ab is of majority type if there are a congruence θ and a term operation f such that f
is a majority operation on {a/θ, b/θ} and there is no semilattice term operation on
{a/θ, b/θ}. Also, ab has the affine type if there are θ and f such that f is an affine
operation on Sg(a, b)/θ and Sg(a, b)/θ is a module; in particular it implies that
there is no semilattice or majority operation on {a/θ, b/θ}. Finally, if {a/θ, b/θ}
is a set ab is said to have the unary type. In all cases we say that congruence θ
witnesses the type of edge ab. For an edge ab the set {a/θ, b/θ} is said to be a thick
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edge. Observe that a pair ab can still be an edge of more than one type as witnessed
by different congruences, although this has no consequences in this paper.
Omitting type 1 can be characterized as follows.
Theorem 5 (Theorem 12, [3]) An idempotent algebra A omits type 1 (that is, the
variety generated by A omits type if and only if G(A) contains no edges of the
unary type.
Moreover, a finite class A of similar idempotent algebras closed under subal-
gebras and quotient algebras omits type 1 if and only if G(A) contains no edges of
the unary type for any A ∈ A.
For the sake of the Dichotomy Conjecture, it suffices to consider reducts of
an algebra A omitting type 1, that is, algebras with the same universe but reduced
set of term operations, as long as reducts also omit type 1. In particular, we are
interested in reducts of A, in which semilattice and majority edges are subalgebras.
An algebra A such that a/θ ∪ b/θ is a subuniverse of A for every semilattice or
majority edge ab of A is called smooth. If A is the class of all quotient algebras of
subalgebras of a smooth algebraA, it is easy to see that that every B ∈ A is smooth.
By [10, Theorem 12] if G(A) contains no unary edges, there exists a reduct A′ of
A such that A′ is smooth and G(A′) contains no edges of the unary type. In the rest
of the paper all algebras are assumed to be smooth.
The next statement uniformizes the operations witnessing the type of edges in
smooth algebras.
Theorem 6 (Theorem 21, [10]) Let A be a class of similar smooth idempotent
algebras. There are term operations f, g, h of A such that for any A ∈ A and any
a, b ∈ A operation f is a semilattice operation on {a/θ, b/θ} if ab is a semilattice
edge; g is a majority operation on {a/θ, b/θ} if ab is a majority edge; h is an affine
operation on Sg(a, b)/θ if ab is an affine edge, where θ witnesses the type of the
edge.
We will assume that for a class A functions f, g, h satisfying the conditions of
Theorem 6 are chosen and fixed. Thin edges also introduced in [10] offer a better
technical tool.
Fix a finite class A of smooth algebras closed under taking subalgebras and
homomorphic images. Let A ∈ A be a smooth algebra, a, b ∈ A, B = Sg(a, b),
and θ a congruence of B. Pair ab is said to be minimal with respect to θ if for any
b′ ∈ b/θ, b ∈ Sg(a, b
′). A ternary term g′ is said to satisfy the majority condition
(with respect to A) if g′ is a majority operation on every thick majority edge of
every algebra from A. A ternary term operation h′ is said to satisfy the minority
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condition if h′ is a Mal’tsev operation on every thick minority edge of every algebra
from A. By Theorem 6 operations satisfying the majority and minority conditions
exist.
A semilattice edge ab in A is called a thin semilattice edge if the equality
relation witnesses that it is a semilattice edge; or in other words if there is a term
operation f such that f(a, b) = f(b, a) = b.
A pair ab is called a thin majority edge if
(*) for any term operation g′ satisfying the majority condition the subalgebras
Sg(a, g′(a, b, b)),Sg(a, g′(b, a, b)),Sg(a, g′′(b, b, a)) contain b.
If ab is also a majority edge, it is said to be a special thin majority edge.
A pair ab is called a thin affine edge if h(b, a, a) = b (where h is the fixed
operation satisfying the conditions of Theorem 6), and for any term operation h′
satisfying the minority condition
(**) b ∈ Sg(a, h′(a, a, b)).
The operations g, h from Theorem 6 do not have to satisfy any specific conditions
on the set {a, b}, when ab is a thin majority or affine edge, except what follows
from their definition. Also, both thin majority and thin affine edges are directed,
since a, b in the definition occur asymmetrically. Note also, that what pairs of an
algebra A are thin majority and minority edges depend not only on the algebra
itself, but also on the underlying class A. If we are not interested in any particular
class, set A = HS(A). We define yet another directed graph, G′(A), in which the
arcs are the thin edges of all types.
Lemma 7 (Corollary 25, Lemmas 28,32, [10]) Let A be a smooth algebra. Let
ab be a semilattice (majority, affine) edge, θ a congruence of Sg(a, b) that witnesses
this, and c ∈ a/θ. Then, if ab is a semilattice or majority edge, then for any d ∈ b/θ
such that cd is a minimal pair with respect to θ the pair cd is a thin semilattice or
special majority edge. If ab is affine then for any d ∈ b/θ such that ad is a minimal
pair with respect to θ and h(d, a, a) = d the pair ad is a thin affine edge. Moreover,
d ∈ b/θ satisfying these conditions exists.
The binary operation f from Theorem 6 can be chosen to satisfy a special
property.
Lemma 8 (Proposition 24, [10]) LetA be a finite class of similar smooth idempo-
tent algebras. There is a binary term operation f of A such that f is a semilattice
operation on every semilattice edge of every A ∈ A and for any a, b ∈ A, A ∈ A,
either a = f(a, b) or the pair (a, f(a, b)) is a thin semilattice edge.
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For a class A of similar smooth idempotent algebras we assume that operation
f satisfying the conditions of Lemma 8 is fixed, and use · to denote it (think mul-
tiplication). If ab is a thin semilattice edge, that is, a · b = b · a = b, we write
a ≤ b.
The following simple properties of thin edges will be useful. Note that a subdi-
rect product of algebras (a relation) is also an algebra, and so edges and thin edges
can be defined for relations as well.
Lemma 9 (Lemma 12, [11]) (1) Let A be an algebra, ab is a thin edge in A/θ,
and a ∈ a, then there is b ∈ b such that ab is a thin edge in A of the same type.
(2) LetA be an algebra and ab a thin edge. Then ab is a thin edge in any subalgebra
of A containing a, b, and a/θb/θ is a thin edge in A/θ for any congruence θ.
We will need operations that act in a specific way on pairs of thin edges. Let
A be a finite class of similar idempotent algebras closed under taking subalgebras
and quotient algebras.
Lemma 10 (Lemmas 35,36, [10]) Let A be a finite class of similar smooth idem-
potent algebras
(1) Let ab be a thin majority edge of an algebra A ∈ A. There is a term operation
tab such that tab(a, b) = b and tab(c, d)
η
≡ c for all affine edges cd of all A′ ∈ A,
where the type of cd is witnessed by the congruence η.
(2) Let ab be a thin affine edge of an algebra A ∈ A. There is a term operation hab
such that hab(a, a, b) = b and hab(d, c, c)
η
≡ d for all affine edges cd of all A′ ∈ A,
where the type of cd is witnessed by the congruence η. Moreover, hab(x, c
′, d′) is a
permutation of Sg(c, d)/η for any c
′, d′ ∈ Sg(c, d).
(3) Let ab and cd be thin edges in A1,A2. If they have different types there is a
binary term operation p such that p(b, a) = b, p(c, d) = d. If both edges are affine
then there is a term operation h′ such that h′(a, a, b) = b and h′(d, c, c) = d.
2.4 Maximality
Let A be a smooth algebra. A path in A is a sequence a0, a1, . . . , ak such that
ai−1ai is a thin edge for all i ∈ [k] (note that thin edges are always assumed to be
directed). We will distinguish paths of several types depending on what types of
edges allowed. If ai−1 ≤ ai for all i ∈ [k] then the path is called a semilattice or
s-path. If for every i ∈ [k] either ai−1 ≤ ai or ai−1ai is a thin affine edge then
the path is called affine-semilattice or as-path. The path is called asm-path when
all types of edges are allowed. If there is a path a = a0, a1, . . . , ak = b which
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is arbitrary (semilattice, affine-semilattice) then a is said to be asm-connected (or
s-connected, or as-connected) to b. We will also say that a is connected to b if it
is asm-connected. We denote this by a ⊑asm b (for asm-connectivity), a ⊑ b, and
a ⊑as b for s-, and as-connectivity, respectively.
Let Gs(A) (Gas(A),Gasm(A)) denote the digraph whose nodes are the elements
of A, and the edges are the thin semilattice edges (thin semilattice and affine edges,
arbitrary thin edges, respectively). The strongly connected component of Gs(A)
containing a ∈ A will be denoted by s(a). The set of strongly connected com-
ponents of Gs(A) are ordered in the natural way (if a ≤ b then s(a) ≤ s(b)),
the elements belonging to maximal ones will be called maximal, and the set of all
maximal elements from A will be denoted by max(A).
The strongly connected component of Gas(A) containing a ∈ A will be de-
noted by as(a). A maximal strongly connected component of this graph is called
an as-component, an element from an as-component is called as-maximal, and the
set of all as-maximal elements is denoted by amax(A).
Finally, the strongly connected component of Gasm(A) containing a ∈ A will
be denoted by asm(a). A maximal strongly connected component of this graph
is called a universally maximal component (or u-maximal component for short),
an element from a u-maximal component is called u-maximal, and the set of all
u-maximal elements is denoted by umax(A).
Alternatively, maximal, as-maximal, and u-maximal elements can be charac-
terized as follows: an element a ∈ A is maximal (as-maximal, u-maximal) if for
every b ∈ A such that a ⊑ b (a ⊑as b, a ⊑asm b) it also holds that b ⊑ a (b ⊑as a,
b ⊑asm a). Sometimes it will be convenient to specify what the algebra is, in
which we consider maximal components, as-components, or u-maximal compo-
nents, and the corresponding connectivity. In such cases we we will specify it by
writing sA(a), asA(a), or asmA(a). For connectivity we will use a ⊑A b, a ⊑
as
A
b,
and a ⊑asm
A
b.
Proposition 11 (Corollary 11, Theorem 23, [11]) Let A be an algebra. Then
(1) any a, b ∈ A are connected in Gasm(A) with an undirected path;
(2) any a, b ∈ max(A) (or a, b ∈ amax(A), or a, b ∈ umax(A)) are connected in
Gasm(A) with a directed path.
Since for every a ∈ A there is a maximal a′ ∈ A such that a ⊑ a′, Proposi-
tion 11 implies that there is only one u-maximal component. U-maximality has an
additional useful property, it is somewhat hereditary, as it is made precise in the
following
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Lemma 12 Let B be a subalgebra of A containing a u-maximal element of A.
Then every element u-maximal in B is also u-maximal in A. In particular, if α is a
congruence of A and B is a u-maximal α-block, that is, B is a u-maximal element
in A/α, then umax(B) ⊆ umax(A).
Proof: Let a ∈ B be an element u-maximal in A, let b ∈ umax(B). For any
c ∈ A with b ⊑asm c we also have c ⊑asm a. Finally, since b ∈ umax(B) and
a ∈ B, we have a ⊑asm b. For the second part of the lemma we need to find
a u-maximal element in B. Let b ∈ umax(A). Then as B is u-maximal in A/α
applying Lemma 9(1) we get that there is a′ ∈ B such that b ⊑asm a
′. Clearly,
a′ ∈ umax(A). ✷
Lemma 13 (Lemma 17, Corollaries 18,19, [11]) Let R be a subdirect product of
A1 × · · · × An, I ⊆ [n].
(1) For any a ∈ R, a∗ = prIa, b ∈ prIR such that a
∗
b is a thin edge, there is
b
′ ∈ R, prIb
′ = b, such that ab′ is a thin edge of the same type.
(2) If ab is a thin edge in R then prIa prIb is a thin edge in prIR of the same type
(including the possibility that prIa = prIb).
(3) For any a ∈ R, and an s- (as-, asm-) path b1, . . . ,bk ∈ prIR with prIa = b1,
there is an s- (as-, asm-) path b′1, . . . ,b
′
k ∈ R such that b
′
1 = a and prIb
′
k = bk.
(4) If a1, . . . ,ak is an s- (as-, asm-) path in R, then prIa1, . . . ,prIak is an s- (as-,
asm-) path in prIR.
(5) For any maximal (as-maximal, u-maximal) (in prIR) element b ∈ prIR, there
is b′ ∈ R which is maximal (as-maximal, u-maximal) in R and such that prIb
′ =
b. In particular, pr[n]−Ib
′ is a maximal (as-maximal, u-maximal) in pr[n]−IR.
(6) If a is a maximal (as-maximal, u-maximal) in R, then prIa is maximal (as-
maximal, u-maximal) in prIR.
The following lemma considers a special case of as-components in subdirect
products, and is straightforward.
Lemma 14 (Lemma 20, [11]) Let R be a subdirect product of A1 × A2, B,C
maximal components (as-components, u-components) of A1,A2, respectively, and
B × C ⊆ R. Then B × C is a maximal component (as-component, u-component)
of R.
We complete this section with an auxiliary statement that will be needed later.
Lemma 15 Let α ≺ β, α, β ∈ Con(A), let B be a β-block and typ(α, β) = 2.
Then B/α is term equivalent to a module. In particular, every pair of elements of
B/α is a thin affine edge in A/α.
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Proof: As A is an idempotent algebra that generates a variety omitting type 1,
and (α, β) is a prime interval in Con(A) of type 2, by [18, Theorem 7.11] there is
a term operation of A that is Mal’tsev on B/α. Since β is Abelian on B/α, we get
the result. ✷
2.5 Quasi-decomposition and quasi-majority
We make use of the property of quasi-2-decomposability proved in [4].
Theorem 16 (The Quasi-2-Decomposition Theorem 30, [11]) If R is an n-ary
relation, X ⊆ [n], tuple a is such that prJa ∈ prJR for any J ⊆ [n], |J | = 2,
and prXa ∈ amax(prXR), there is a tuple b ∈ R with prJa ⊑as prJb for any
J ⊆ [n], |J | = 2, and prXb = prXa.
One useful implication of the Quasi-2-Decomposition Theorem 16 is the ex-
istence of a term operation resembling a majority function. We state this theorem
for finite classes of algebras rather than a single algebra, because it concerns as-
components that in subalgebras of products may have complicated structure.
Theorem 17 (Theorem 32, [11]) Let A be a finite class of finite similar smooth
algebras omitting type 1. There is a term operation maj of A such that for any
A ∈ A and any a, b ∈ A, it holds a ⊑as maj(a, a, b),maj(a, b, a),maj(b, a, a).
In particular, if a is as-maximal, thenmaj(a, a, b),maj(a, b, a),maj(b, a, a) be-
long as(a).
A function maj satisfying the properties from Theorem 17 is called a quasi-
majority operation.
2.6 Rectangularity
Let R be a subdirect product of A1,A2. By R[c], R
−1[c′] for c ∈ A1, c
′ ∈ A2 we
denote the sets {b | (c, b) ∈ R}, {a | (a, c′) ∈ R}, respectively, and for C ⊆
A1, C
′ ⊆ A2 we use R[C] =
⋃
c∈C R[c], R
−1[C ′] =
⋃
c′∈C′ R
−1[c′], respectively.
Binary relations tol1, tol2 onA1,A2 given by tol1(R) = {(a, b) | R[a]∩R[b] 6= ∅}
and tol2(R) = {(a, b) | R
−1[a] ∩R−1[b] 6= ∅}, respectively, are called link toler-
ances of R. They are tolerances of A1, A2, respectively, that is, invariant reflexive
and symmetric relations. The transitive closures lk1, lk2 of tol1(R), tol2(R) are
called link congruences, and they are, indeed, congruences. Relation R is said to
be linked if the link congruences are full congruences.
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Lemma 18 (Lemma 25, [11]) Let R be a subalgebra of A1 × A2 and let a ∈ A1
and B = R[a]. For any b ∈ A1 such that ab is thin edge, and any c ∈ R[b] ∩ B,
d ∈ R[b] whenever c ⊑as d in B.
Any subalgebra R of a direct product of Mal’tsev algebras satisfy the rectan-
gularity property: if (a, c), (a, d), (b, d) ∈ R then (b, d) ∈ R. This implies in
particular that for any lk1-block B1 and any lk2-block B2, it holds B1 × B2 ⊆ R
whenever R ∩ (B1 × B2) 6= ∅. The following three statements proved in [11]
make this property more general.
Proposition 19 (Corollary 28, [11]) Let R be a subdirect product of A1 and A2,
lk1, lk2 the link congruences, and let B1, B2 be as-components of a lk1-block and
a lk2-block, respectively, such that R ∩ (B1 ×B2) 6= ∅. Then B1 ×B2 ⊆ R.
Proposition 20 (Proposition 29, [11]) LetR be a subdirect product ofA1 andA2,
lk1, lk2 the link congruences, and let B1 be an as-component of a lk1-block and
B2 = R[B1]. Then B1 × umax(B2) ⊆ R.
We complete this section with a technical lemma that will be useful later.
Lemma 21 Let A be an algebra and C its as-component such that A = Sg(C),
let R = A × A = Sg(C × C), and let α be a congruence of R. Then for some
a, b ∈ C , a 6= b the pair (a, b) is as-maximal in an α-block.
Proof:
We start with a general claim.
CLAIM. If β, γ ∈ Con(R) are such that β ∨ γ = 1R, then βC2 ◦ γC2 =
γC2 ◦ βC2 = C
2 × C2.
Let R1 ⊆ R/β ×R, R2 ⊆ R/γ ×R be given by
R1 = {(a/β, a) | a ∈ R}, R2 = {(a/γ, a) | a ∈ R}.
Consider a subdirect product of R/β ×R/γ defined as follows
S(x, y, z) = R1(x, z) ∧R2(y, z),
and Q = pr12S. As is easily seen, for a β-block B and a γ-block D, (B,D) ∈ Q
if and only if B ∩ D 6= ∅. As β ∨ γ = 1R, relation Q is linked. Since C
2/β
is an as-component of R/β and C
2/γ is an as-component of R/γ, Proposition 19
implies that C2/β×C
2/γ ⊆ Q. Therefore for any β- and γ-blocks B,D such that
B ∩ C2 6= ∅, D ∩ C2 6= ∅ we have B ∩D 6= ∅.
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Now, consider the relation S defined above. For any a ∈ C2 we have (a/β, a/γ, a) ∈
S. Then, by Lemma 9(2) for any (B,D) ∈ C2/β×C
2/γ, we have (a/β, a/γ) ⊑as
(B,D) in Q. By Lemma 13(3) there is b ∈ C such that (B,D, b) ∈ S. The
element b belongs to B ∩D ∩ C2, as required.
Let β be a maximal congruence of A and γ1 = β × 1A, γ2 = 1A × β. As is
easily seen, γ1, γ2 are maximal congruences of R. There are two cases.
CASE 1. α ∨ (γ1 ∧ γ2) = 1R.
By the Claim for any β-blocks B1, B2 such that B1 ∩ C,B2 ∩ C 6= ∅ and an
α-block B withB∩C2 6= ∅, we also have B∩ (B1×B2)∩C
2 6= ∅. This means
that the graph Gasm(B/α×α) restricted to B ∩ C
2/β×β is isomorphic to the graph
Gasm(R/β×β) restricted toC
2. We show thatB∩(B1×B2)∩C
2 contains a pair as-
maximal inB. Indeed, let (a, b) ∈ B∩(B1×B2)∩C
2, and let (a′, b′) ∈ amax(B)
be such that (a, b) ⊑as (a
′, b′). Let (a′, b′) ∈ B′1×B
′
2, whereB
′
1, B
′
2 are β-blocks.
By Lemma 9(2) (B1, B2) ⊑as (B
′
1, B
′
2) in Gasm(R/β×β). As (B1, B2) is as-
maximal in Gasm(R/β×β), there is also an as-path from (B
′
1, B
′
2) to (B1, B2). By
Lemma 9(1) it gives rise to an as-path from (a′, b′) to some (a′′, b′′) ∈ (B1, B2) in
B. The pair (a′′, b′′) is as required. Now, choosing B1 6= B2 we get the result.
CASE 2. α ∨ (γ1 ∧ γ2) 6= 1R.
In this case consider A′ = A/β, R
′ = R/β×β, α
′ = α/β; note that A
′ is
a simple idempotent algebra, and as R = A × A, we have R′ = A′ × A′. By
[20] either A′ has an absorbing element a, that is, f(a1, . . . , ak) = a for any term
operation f of A′, whenever for some essential variable xi of f , ai = a, or A
′ is a
module, or the only nontrivial congruences of A′2 are γ′1 = γ1/β×β, γ
′
2 = γ2/β×β.
SinceC is a nontrivial as-component, the first option is impossible. IfA′ is a simple
module, the only congruence that is different from γ′1, γ
′
2 is the skew congruence
with ∆ = {(a, a) | a ∈ A′} as a congruence block. If α is the skew congruence,
let D be a α ∨ (γ1 ∧ γ2)-block different from ∆ and B ⊆ D a α-block. Then for
any as-maximal pair (a, b) ∈ B we have a 6= b.
So, suppose α ≤ γ1. If α ≤ γ1 ∧ γ2, choose a γ1∧ γ2-block B1×B2 such that
B1 6= B2; clearly B1, B2 are β-blocks. Then for any α-block D ⊆ B1 × B2 and
as-maximal element (a, b) ∈ D we have a 6= b as required.
Finally, suppose α 6≤ γ2, then α ∨ γ2 = 1R. Take a α-block B, B ∩ C
2 6= ∅,
we have B ⊆ B1 × A for some β-block B1. Moreover, by the Claim for any β-
block B2 with B2 ∩ C 6= ∅ there is (a, b) ∈ B ∩ C
2 such that b ∈ B2. Argueing
as in Case 1, by Lemma 9 there is an as-component E of B such that (a, b) above
can be chosen from E. Choosing B2 6= B1 we obtain a required pair. ✷
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3 Separating congruences
In this section we introduce and study the relationship between prime intervals in
the congruence lattice of an algebra, or in the congruence lattices of factors in a
subdirect products. It was first introduced in [1] and used in the CSP research
in [5, 8].
3.1 Special polynomials, mapping pairs
We start with several technical results. They demonstrate the connection between
minimal sets of an algebra A and the structure of its graph Gasm(A). Let A be an
algebra and let QAab, a, b ∈ A, denote the subdirect product of A
2 generated by
{(x, x) | x ∈ A} ∪ {(a, b)}.
Lemma 22 (1) QAab = {(f(a), f(b)) | f ∈ Pol1(A)}.
(2) For any f ∈ Pol1(A), (f(a), f(b)) ∈ tol1(Q
A
ab). In particular, lk1(Q
A
ab) =
Cg(a, b); denote this congruence by α.
(3) QAab ⊆ α.
(4) Let B1, B2 be α-blocks, and C1, C2 as-components of B1, B2, respectively,
such that f(a) ∈ C1 and f(b) ∈ C2 for a polynomial f . Then C1 × C2 ⊆ Q
A
ab.
Proof: (1) follows directly from the definitions.
(2) Take f ∈ Pol1(A) and let f(x) = g(x, a1, . . . , ak) for a term operation
g of A. Then
(
f(a)
f(b)
)
= g
((
a
b
)
,
(
a1
a1
)
, . . . ,
(
ak
ak
))
∈ R and
(
f(b)
f(b)
)
=
g
((
b
b
)
,
(
a1
a1
)
, . . . ,
(
ak
ak
))
∈ R. Thus (f(a), f(b)) ∈ tol1(Q
A
ab).
(3) follows from (1), and (4) follows from (2),(3), and Proposition 19. ✷
Lemma 22(4) immediately implies
Corollary 23 Let α ∈ Con(A) and 0 ≺ α. Then for any a, b ∈ A with a
α
≡ b and
any c, d ∈ A, c 6= d, with c
α
≡ d, belonging to the same as-component of c/α, there
is f ∈ Pol1(A) such that c = f(a), d = f(b).
Corollary 24 Let α ∈ Con(A) and 0 ≺ α, and let c, d ∈ A, c
α
≡ d, be as-maximal
in c/α.
(1) If c, d belong to the same as-component of c/α, then {c, d} is a (0, α)-subtrace.
(2) If there is a (0, α)-subtrace {c′, d′} such that c′ ∈ as(c) and d′ ∈ as(d) then
{c, d} is a (0, α)-subtrace as well.
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Proof: (1) Take any (0, α)-minimal set U , and a, b ∈ U with a
α
≡ b. By
Corollary 23 there is f ∈ Pol1(A) with c = f(a), d = f(b). By Lemma 1(3)
U ′ = f(U) is a (0, α)-minimal set.
(2) As in (1) one can argue that (c′, d′) ∈ QAab, that is, Q
A
ab ∩ (as(c)× as(d)) 6=
∅. We then complete by Lemma 22(4). ✷
Lemma 25 For any α ∈ Con(A) with 0 ≺ α such that |D| > 1 for some as-
component D of an α-block, the prime interval 0 ≺ α has type 2 or 3.
Proof: Let a, b ∈ D for an as-component D of an α-block. Then by Corol-
lary 23 there is a polynomial f such that f(a) = b and f(b) = a. Also, a, b belong
to some (0, α)-minimal set. This rules out types 4 and 5. Since A omits type 1,
this only leaves types 2 and 3. ✷
Lemma 26 Let α ∈ Con(A) with 0 ≺ α be such that some α-block contains a
semilattice or majority edge. Then the prime interval (0, α) has type 3, 4 or 5.
Proof: We need to show that (0, α) does not have type 2. Let B be the α-
block containing a semilattice or majority edge. Then B contains a non-Abelian
subalgebra, which implies (0, α) is also non-Abelian. ✷
3.2 Separation
Let A be an algebra, and let α ≺ β and γ ≺ δ be prime intervals in Con(A).
We say that (α, β) can be separated from (γ, δ) if there is a unary polynomial
f ∈ Pol1(A) such that f(β) 6⊆ α, but f(δ) ⊆ γ. The polynomial f in this case is
said to separate (α, β) from (γ, δ).
Since we often consider relations rather than single algebras, we also introduce
separability in a slightly different way. Let R be a subdirect product of A1 × · · · ×
An. Let i, j ∈ [n] and let αi ≺ βi, αj ≺ βj be prime intervals in Con(Ai) and
Con(Aj), respectively. Interval (αi, βi) can be separated from (αj , βj) if there is
a unary polynomial f of R such that f(βi) 6⊆ αi but f(βj) ⊆ αj . Similarly, the
polynomial f in this case is said to separate (αi, βi) from (αj , βj)
First, we observe a connection between separation in a single algebra and in
relations.
Lemma 27 Let R be the binary equality relation on A. Let α1 = α, β1 = β be
viewed as congruences of the first factor of R, and α2 = γ, β2 = δ as congruences
of the second factor of R. Prime interval (α, β) can be separated from (γ, δ) as
intervals in Con(A) if and only if (α1, β1) can be separated from (α2, β2) in R.
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Proof: Note that for any polynomial f its action on the first and second pro-
jections of R is the same polynomial of A. Therefore (α, β) can be separated from
(γ, δ) in Con(A) if and only if, there is f ∈ Pol1(A), f(β) 6⊆ α while f(δ) ⊆ γ.
This condition can be expressed as follows: there is f ∈ Pol1(R), f(β1) 6⊆ α1
while f(β2) ⊆ α2, which precisely means that (α1, β1) can be separated from
(α2, β2) in R. ✷
In what follows when proving results about separation we will always assume
that we deal with a relation — a subdirect product — and that the prime intervals in
question are from congruence lattices of different factors of the subdirect product.
If this is not the case, one can duplicate the factor containing the prime intervals
and apply Lemma 27.
Let R be a subdirect product of A1 × · · · × An, I ⊆ [n], and let f be a poly-
nomial of prIR, that is, there are a term operation g of R and a1, . . . ,ak ∈ prIR
such that f(x1, . . . , xℓ) = g(x1, . . . , xℓ,a1, . . . ,ak). The tuples ai can be ex-
tended to tuples a′i ∈ R. Then the polynomial of R given by f(x1, . . . , xℓ) =
g(x1, . . . , xℓ,a
′
1, . . . ,a
′
k) is said to be an extension of f to a polynomial of R.
Lemma 28 Let R be a subdirect product of A1×· · ·×An, i, j ∈ [n], and αi ≺ βi,
αj ≺ βj for αi, βi ∈ Con(Ai), αj , βj ∈ Con(Aj). Let also a unary polynomial f
of R separate (αi, βi) from (αj , βj). Then f can be chosen idempotent and such
that f(Ai) is an (αi, βi)-minimal set.
Proof: Let g be a polynomial separating (αi, βi) from (αj , βj). Since g(βi) 6⊆
αi, by Lemma 1(6) there is an (αi, βi)-minimal set U such that g(βiU) 6⊆ αi.
Let V = g(U), by Lemma 1(2) V is a (αi, βi)-minimal set. Let h be a unary
polynomial such that h maps V onto U and h ◦ gU is the identity mapping. Let
also h′ be an extension of h to a polynomial of R. Then h′ ◦ g separates i from j.
Now f can be chosen to be an appropriate power of h′ ◦ g. ✷
For a subdirect product R ⊆ A1 × · · · × An the relation ‘cannot be separated’
on prime intervals of the Ai’s is clearly reflexive and transitive. If the algebras Ai
are Mal’tsev, it is also symmetric (for partial results see [1, 5]). Moreover, it can be
shown that it remains ‘almost’ symmetric when the Ai’s contain no majority edges.
In the general case however the situation is more complicated. Next we introduce
conditions that make the ‘cannot be separated’ relation to some extent symmetric,
at least in what concerns our needs, as it will be demonstrated in Theorem 30.
For an algebra A, a set U of unary polynomials, and B ⊆ A2, we denote by
CgA,U (B) the transitive-symmetric closure of the set T (B,U) = {(f(a), f(b)) |
(a, b) ∈ B, f ∈ U}. Let also α, β ∈ Con(A), α ≤ β, D′ a subuniverse of A and
β = CgA(α ∪ {(a, b)}) for some a, b ∈ D. We say that α and β are U -chained
with respect toD if for any β-block B such that B′ = B∩umax(D) 6= ∅we have
(umax(B′))2 ⊆ CgA,U(α ∪ {(a, b)}).
16
Let βi ∈ Con(Ai), let Bi be a βi-block for i ∈ [n], and let R
′ = R ∩ B,
B′i = priR
′. A unary polynomial f is said to be B-preserving if f(B) ⊆ B. We
call an n-ary relation R chained with respect to β,B if
(Q1) for any I ⊆ [n] and α, β ∈ Con(prIR) such that α ≤ β ≤ βI , α, β are UB-
chained with respect to prIR
′, where UB is the set of all B-preserving polynomials
of R;
(Q2) for any α, β ∈ Con(prIR), γ, δ ∈ Con(Aj), j ∈ [n], such that α ≺ β ≤ βI ,
γ ≺ δ ≤ βj , and (α, β) can be separated from (γ, δ), the congruences α and β
are U(γ, δ,B)-chained with respect to prIR
′, where U(γ, δ,B) is the set of all
B-preserving polynomials g of R such that g(δ) ⊆ γ.
For a′, b′ ∈ B′i, (a
′, b′) ∈ β−α, we use Tα(a, b,U), where a = a
′/α, b = b
′/α,
to denote T ({(a′, b′)},U)/α.
Lemma 29 Let U ∈ {UB ,U(γ, δ,B)}.
(1) Any constant polynomial from R ∩B belongs to U .
(2) If f is a k-ary term operation ofR and g1, . . . , gk ∈ U , then f(g1(x), . . . , gk(x)) ∈
U .
(3) For any (a, b) ∈ B′i/α, CgAi({a, b)}) = β/α, and any β/α-block E such that
E ∩ umax(B′i/α) 6= ∅, it holds (c, d) ∈ Tα(a, b,U) for any c, d from the same
as-component of E ∩B′i/α.
(4) For any (a, b) ∈ B′i/α, CgAi({a, b)}) = β/α any β/α-block E such that
E ∩ umax(B′i/α) 6= ∅, and any c, d ∈ umax(E
′), where E′ = E ∩ B′i/α, there
is a sequence c = c1, . . . , ck = d in E
′ such that {ci, ci+1} ∈ Tα(a, b,U) for
i ∈ [k − 1].
(5) If {c, d} ∈ Tα(a, b,U) then Tα(c, d,U) ⊆ Tα(a, b,U).
(6) Let a, b be such that α ≺ β = CgAi(α ∪ {(a, b)}), and (α, β) can be sep-
arated from (γ, δ), let E be a β/α-block such that E ∩ umax(B
′
i/α) 6= ∅, and
let E′ = E ∩ B′i/α. If E
′ contains a nontrivial as-component, then there is
a set T ⊆ β/α such that T ⊆ Tα(c, d,U) for any c, d ∈ B
′
i/α, c
β/α
≡ d and
T = Tα(a, b,U) for some a, b satisfying the conditions of items (3), (4).
(7) Let a, b ∈ B′i/α, a
β/α
≡ b be such that α ≺ β = CgAi/α({(a, b)}), α ≺ β
can be separated from γ ≺ δ, and Tα(a, b,U) is minimal among sets of this form.
Then for any (c, d) ∈ Tα(a, b,U) there is h ∈ U such that h is idempotent and
h(c)
α
≡ a, h(d)
α
≡ b.
Proof: Items (1),(2) are straightforward, and (4) follows from the definitions.
Let T (a, b) denote Tα(a, b,U).
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(3) By item (2) Q = T (a, b) ∩ (B′i/α)
2 is a subalgebra of (Ai/α)
2. Since
R is chained, umax(E ∩ B′i/α) is a subset of a block of the link congruence of
Q. Therefore, by Proposition 19 for any as-component D of E ∩ B′i/α we have
D2 ⊆ Q.
(5) Let {a′, b′} ∈ T (c, d). Then there are polynomials f, g ∈ U with {c, d} =
f({a, b}) and {a′, b′} = g({c, d}). Then g ◦ f ∈ U by item (2) of the Lemma and
the definition, and g ◦ f({a, b}) = {a′, b′}.
(6) Take c, d ∈ C where C is a nontrivial as-component in E′. By item (3)
{c, d} ∈ T (a, b) for any appropriate a, b. Therefore by item (5) T = T (c, d) ⊆
T (a, b).
(7) Let {c, d} ∈ T (a, b). Then by (5) T (c, d) ⊆ T (a, b), and therefore by the
minimality of T (a, b) we get T (a, b) = T (c, d). The result follows by definition
of T (a, b). ✷
The following lemma establishes the weak symmetricity of separability rela-
tion mentioned before.
Theorem 30 Let R be a subdirect product of A1× · · · ×An, for each i ∈ [n] βi ∈
Con(Ai), Bi a βi-block such that R is chained with respect to β,B; R
′ = R ∩ B,
B′i = priR
′. Let also α ≺ β ≤ β1, γ ≺ δ = β2, where α, β ∈ Con(A1), γ, δ ∈
Con(A2). If B
′
2/γ has a nontrivial as-component C
′ and (α, β) can be separated
from (γ, δ), then there is a B-preserving polynomial g such that g(βB′
1
) ⊆ α and
g(δ) 6⊆ γ. Moreover, for any c, d ∈ C ′ polynomial g can be chosen such that
g(c) = c, g(d) = d.
Proof: As is easily seen, we can assume that α, γ are equality relations. We
need to show that there is g such that g collapses β but does not collapse β2 = δ.
First we show that there are c, d ∈ B′2 such that for any (a, b) ∈ βB′
1
there is a
polynomial hab of R such that
(1) hab is idempotent;
(2) hab(a) = hab(b);
(3) hab(c) = c, hab(d) = d.
We consider two cases.
CASE 1. There is an element c from a nontrivial as-component of B′2 such that
(a, c) ∈ pr12R
′ for some a ∈ B′, a β-block such that B′ ∩ umax(B′1) 6= ∅ and
|umax(B′ ∩B′1)| > 1.
First, we choose d to be any element other than c of the nontrivial as-component
C ′ of B′2 containing c. Let T1 be a minimal set of pairs as in Lemma 29(6) for
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U(γ, δ,B). We start with the case when (a, b) ∈ T1. Even more specifically, as
c is as-maximal in B′2, by the Maximality Lemma 13(5) a can be chosen from
umax(B′ ∩B′1). Take {a, b} ∈ T1, such a pair exists by condition (Q1).
By Q∗ ⊆ A21 ×A
2
2 ×R we denote the relation generated by {(a, b, c, d,a)} ∪
{(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where a is an arbitrary element from
R′. Let Q = pr1234Q
∗ and Q′ = pr1234(Q
∗ ∩ (B′1 × B
′
1 × B
′
2 × B
′
2 × B)).
Observe that Q is exactly the set of quadruples (f(a), f(b), f(c), f(d)) for unary
polynomials f of R andQ′ is exactly the set of quadruples (f(a), f(b), f(c), f(d))
for B-preserving unary polynomials f of R. The last property is the reason we
consider the big relation Q∗ rather than starting directly with the 4-ary Q. We
prove that Q′ contains a quadruple of the form (a′, a′, c, d); the result then follows.
Let also Q1 = pr12Q = Q
A1
ab , Q2 = pr34Q = Q
A2
cd ; set Q
′
1 = pr12Q
′,
Q′2 = pr34Q
′. Note that pr1Q
′ = pr2Q
′ = B′1 and pr3Q
′ = pr4Q
′ = B′2, because
pr12R
′ ⊆ pr13Q
′,pr24Q
′. Let lk1, lk2 denote the link congruences of Q
′ viewed
as a subdirect product of Q′1 andQ
′
2. Note that these congruences may be different
from the link congruences of Q restricted to Q1 ∩ (B
′
1 × B
′
1), Q2 ∩ (B
′
2 × B
′
2),
respectively. We show that (a′, a′) for some a′ ∈ B′1 is as-maximal in a lk1-block,
(c, d) is as-maximal in a lk2-block, and Q
′ ∩ (as(a′, a′) × as(c, d)) 6= ∅, where
as-maximality is in the corresponding lk1− and lk2−blocks. By Proposition 19
this implies the result.
CLAIM 1. (α× β)Q′
1
⊆ lk1 and (γ × δ)Q′
2
⊆ lk2.
Relation Q′ contains tuples (a, b, c, d), (a, b, c′, c′), (a, a, c′, c′), (a, a, c, c) for
some c′ ∈ B′2. Indeed, (a, b, c, d) ∈ Q
′ by definition, (a, a, c, c) ∈ Q because
(a, c,b) ∈ R, and (a, b, c′, c′), (a, a, c′, c′) can be chosen to be the images of
(a, b, c, d) and (a, a, c, c), respectively, under a B-preserving polynomial gab such
that gab(a) = a, gab(b) = b and gab(δ) ⊆ γ. Such a polynomial exists by the
choice of a, b and because R is chained and because (α, β) can be separated from
(γ, δ). This implies that (c, d)
lk2
≡ (c, c). Let η1, η2 be congruences of Q1, Q2
generated by ((a, b), (a, a)) and ((c, d), (c, c)), respectively. Then
η1Q′
1
= (α× β)Q′
1
, and η2Q′
2
= (γ × δ)Q′
2
.
Indeed, in the case of, say, α×β, relation Q′1 consists of pairs (g(a), g(b)) for aB-
preserving unary polynomial g of A1. Since (a, b)
α×β
≡ (a, a), for any (a′, b′) ∈ Q′1
it holds that
(a′, b′) = (g(a), g(b))
η1
≡ (g(a), g(a)) = (a′, a′).
Since (a, b), (a, a) are in the same lk1-block, (α× β)Q′
1
⊆ lk1.
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For Q′2 and γ × δ the argument is similar. Observing from the same tuples
as before that (c, d)
lk2
≡ (c, c), we prove (γ × δ)Q′
2
⊆ lk2 by a similar argument.
Claim 1 is proved.
CLAIM 2. Let E = B′ ∩ B′1, where B
′ is the β-block containing a, b. Then
(β × β)
umax(E)×umax(E) ⊆ lk1.
By the assumption for any pair (a′, b′) ∈ T1∩E
2 there is aB-preserving poly-
nomial ga
′b′ satisfying ga
′b′(a) = a′, ga
′b′(b) = b′, and ga
′b′(B′2) = {c
′} ⊆ B′2.
Applying ga
′b′ to tuples (a, a, c, c), and (b, b, d′, d′) for any d′ such that (b, d′) ∈
pr12R
′, we obtain (a′, a′, c′, c′), (b′, b′, c′, c′) ∈ Q′ Therefore, (a′, a′)
lk1
≡ (b′, b′),
and therefore (a′′, a′′)
lk1
≡ (b′′, b′′) for any a′′, b′′ ∈ umax(E). Along with Claim 1
this proves the result.
CLAIM 3. (c, d) is as-maximal in a lk2-block.
If for some e, e′ ∈ B′2 we have (e, e)
lk2
≡ (e′, e′), then, as (e, e′) generates δ,
for any pair {e′′, e′′′} ∈ TA2(e, e
′) = TA2(e, e
′; γ,UB) there is a B-preserving
polynomial f ′ with f ′({e, e′}) = {e′′, e′′′}. Applying this polynomial to the tu-
ples witnessing that (e, e)
lk2
≡ (e′, e′) we get (e′′, e′′)
lk2
≡ (e′′′, e′′′). Therefore by
condition (Q1) all tuples of the form (x, x), x ∈ umax(B′2), are lk2-related. Since
by Lemma 29(3) {c, d} is a pair from TA2(c, d) ⊆ TA2(e, e
′), using Claim 1 this
implies that lk2Q′′ = (δ×δ)Q′′, whereQ
′′ = Q′2∩(umax(B
′
2)×umax(B
′
2)). In par-
ticular, C ′ × C ′, where C ′ is the as-component of B′2 containing c, d, is contained
in Q′2, and is contained in a lk2-block. All elements of C
′ × C ′ are as-maximal in
Q′′.
If (e, e)
lk2
≡ (e′, e′) for no e, e′ ∈ B′2, since the inclusion (γ × δ)Q′
2
⊆ lk2
implies that if (c1, d1)
lk2
≡ (c2, d2) then (c1, c1)
lk2
≡ (c2, c2), by Claim 1 we have
lk2Q′′ = (γ × δ)Q′′. In particular, {c} × C
′ is contained in a lk2-block. Since c, d
are as-maximal, (c, d) is as-maximal in this lk2-block. Claim 3 is proved.
By the Maximality Lemma 13(5) there is an element (a′, b′) as-maximal in a
lk1-block D such that (a
′, b′, c, d) ∈ Q′. If a′ = b′ then we are done. Otherwise by
Lemma 29(3,5) {a′, b′} is a pair from T1, also (a
′, c) ∈ R because pr1,3Q ⊆ R,
and we can replace a, b with a′, b′. Observe that if we show the existence of a
polynomial g such that g(a′) = g(b′) and g(c) = c, g(d) = d, this will witness
the existence of g′ with g′(a) = g′(b) and g′(c) = c, g′(d) = d. Let E = a′/β ∩
B′1. Note that by Claim 2 (β × β)umax(E)×umax(E) ⊆ lk1 and by Proposition 19
umax(E)× as(c, d) ⊆ Q′. Therefore, again a′, b′ can be chosen as-maximal in E.
We use a, b for a′, b′ from now on.
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CLAIM 4. (a, a) is as-maximal in Q′′1 = Q
′
1 ∩ (E × E).
Let η1, η2 be the link congruences of B
′
1, B
′
1, respectively, with respect to Q
′
1;
as Q′1 ⊆ Q
A1
ab we have η1, η2 ≤ β. On the other hand, since Q
′
1 consists of pairs
of the form (x, x) and pairs from T1, and since umax(E) belongs to a block of
the transitive closure of T1, it is easy to see that umax(E) is a subset of both a η1-
and η2-blocks. Indeed, let e, e
′ ∈ umax(E) and e = e1, . . . , ek = e
′ be such that
{ei, ei+1} ∈ T1. This means that either (ei, ei+1) ∈ Q
′
1 or (ei+1, ei) ∈ Q
′
1. Since
(ei, ei), (ei+1, ei+1) ∈ Q
′
1 by construction, in either case we have (ei, ei+1) ∈
η1, η2.
Let E′ be the as-component of E containing a; such an as-component exists
by the choice of a, b. As (a, a) ∈ Q′1 ∩ (E
′ × E′) 6= ∅, by Proposition 19
E′ × E′ ⊆ Q′1. Since E
′ is an as-component in E, by Lemma 14 E′ × E′ is an
as-component in Q′′1 . In particular (a, a) is as-maximal in Q
′′
1. Claim 4 is proved.
CLAIM 5. (a, a, c, d) ∈ Q′.
To prove this claim we find a subalgebra Q′′ of Q′ such that it is linked enough
and both (a, a) and (c, d) belong to as-components of pr12Q
′′,pr34Q
′′, respec-
tively, and then apply Proposition 19.
Let F be the as-component of the lk2-block containing (c, d). By the proof of
Claim 3 it is either {c}×C ′ or C ′×C ′. Also, recall that E′ is the as-component of
E containing a. Since umax(Q′′1) belongs to a lk1-block and (a, a, c, c) ∈ Q
′, by
the Maximality Lemma 13(4) for any (a′, b′) ∈ E′×E′ there are (c′, d′) ∈ F such
that (a′, b′, c′, d′) ∈ Q′. Now consider Q′′ = Q′ ∩ (E × E × B′2 × B
′
2). Clearly,
Q′1 ⊆ pr12Q
′′. Also, since (a, b) is as-maximal in a lk1-block, by Proposition 19
{(a, b)} × F ⊆ Q′′, implying F ⊆ pr34Q
′′. If θ1, θ2 denote the link congruences
of pr12Q
′′,pr34Q
′′ with respect to Q′′, the observation above implies that the as-
components of pr12Q
′′ containing (a, a) and (a, b) belong to the same θ1-block,
and F belongs to a θ2-block. Therefore again by Proposition 19 we get (E
′×E′)×
({c} × C ′) ⊆ Q′, in particular (a, a, c, d) ∈ Q.
Claim 5 implies that there is a polynomial h such that h(a) = h(b) = a and
h(c) = c, h(d) = d.
So far we have proved that for any pair (a, b) ∈ T1, where a is a fixed element
such that (a, c) ∈ pr12R
′, there is a polynomial hab satisfying the conditions stated
in the beginning of the proof.
CLAIM 6. For every a′, b′ ∈ umax(E) (recall that E = a/β ∩ B
′
1) there is a
polynomial h such that h(a) = h(b) and h(c) = c, h(d) = d.
Let us consider T1 as a graph; we can introduce the distance r(x) of element x
from a. In particular, all elements from umax(E) belong to the connected compo-
nent containing a. Let D(i) ⊆ E denote the set of elements at distance at most i
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from a. By what is proved above there is a composition h∗ of polynomials hab for
b ∈ D(1) such that h∗(D(1)) ⊆ {a}. Every B-preserving polynomial maps every
pair from T1 either to a singleton, or to a pair from T1. Therefore by induction we
also get h∗(D(i+1)) ⊆ D(i). Therefore composing several copies of h∗ collapses
a′ and b′ and leaves c, d unchanged.
We now can prove the result in Case 1. We have proved that for any a′, b′ ∈
umax(E) for a β-block E such that pr12R
′ ∩ (E × {c}) 6= ∅, a polynomial
ha
′b′ with the required properties exists. Note that c here can be replaced with
any element c′ from as(c) (in E), and its companion element d is chosen arbitrar-
ily also from as(c). Suppose now that a′, b′ ∈ B′1 be any such that (a
′, b′) ∈ β.
Take any c′, d′ ∈ B′2 such that (a
′, c′) ∈ pr12R
′. By Lemmas 22 and 29(7) there
is an idempotent B-preserving polynomial g such that g(c′) = c, g(d′) = d. If
g(a′) = g(b′), we are done, as g may serve as ha
′b′ . Otherwise, as before con-
sider the relation Q† ⊆ A21 × A
2
2 × R generated by {(g(a
′), g(b′), c, d,a)} ∪
{(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where a is an arbitrary element
from R′, and let Q‡ = pr1234(Q
† ∩ (B′1 × B
′
1 × B
′
2 × B
′
2 × B)), Q
′′
1 = pr12Q
‡,
Q′′2 = pr34Q
‡, and the link congruences lk′′1, lk
′′
2 of Q
′′
1, Q
′′
2 with respect to Q
‡.
Recall that C ′ is the as-component of B′2 containing c, d. Consider relation S =
Q‡ ∩ (B1×B1 × Sg(C
′)× Sg(C ′)). Since C ′×C ′ ⊆ Q′′2 by (Q1), by Lemma 21
there is (c′′, d′′) ∈ C ′ × C ′ such that (c′′, d′′) is as-maximal in a lk′′2-block and
c′′ 6= d′′. By the Maximality Lemma 13(4) there is u-maximal (a′′, b′′) ∈ Q′′1
such that (a′′, b′′, c′′, d′′) ∈ Q′. This means that for some B-preserving polyno-
mial g′ it holds g′(g(a′)) = a′′, g′(g(b′)) = b′′, g′(c) = c′′, g′(d) = d′′. By
what was proved there is a polynomial ha
′′b′′ with ha
′′b′′(a′′) = ha
′′b′′(b′′) and
ha
′′b′′(c′′) = c′′, ha
′′b′′(d′′) = d′′. Also, there is a B-preserving polynomial g′′
such that g′′(c′′) = c, g′′(d′′) = d. Finally, this all implies that (a∗, a∗, c, d) ∈ Q‡
for some a∗ ∈ B′1, that is, there is a polynomial h
a′b′ = g′′ ◦ ha
′′b′′ ◦ g′ ◦ g with
ha
′b′(a′) = ha
′b′(b′) = a∗, and ha
′b′(c) = c, ha
′b′(d) = d.
CASE 2. For every element c from a nontrivial as-component of B′2 and any
a ∈ B′1 such that (a, c) ∈ pr12R
′ element a belongs to a β-block B′ such that
B′ ∩ umax(B′1) = ∅ or |umax(B
′ ∩B′1)| = 1.
We again use elements c, d ∈ C ′, an as-component ofB′2. For any (a, b) ∈ βB′
1
choose c′, d′ ∈ B′2 such that (a, c
′), (b, d′) ∈ pr12R
′. (Recall that we are assuming
α and γ to be equality relations.) If c′ = d′, that is, (b, c′) ∈ R, choose d′ to be
an arbitrary element from B′2. By Lemma 29(7) and because R is chained there
is an idempotent B-preserving polynomial g such that g(c′) = c, g(d′) = d. Let
g(a) = a′, g(b) = b′. Then (a′, c) ∈ R and b′
β
≡ a′. Since g is B-preserving,
b′ ∈ B′1. We again as in Case 1 consider the relation Q
∗ ⊆ A21×A
2
2×R generated
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by {(a′, b′, c, d,a)} ∪ {(x, x, y, y, z) | z ∈ R, z[1] = x, z[2] = y}, where a is
an arbitrary element from R′, Q∗∗ = pr1234(Q
∗ ∩ (B′1 × B
′
1 × B
′
2 × B
′
2 × B)),
Q∗1 = pr12Q
∗∗, Q∗2 = pr34Q
∗∗, and the link congruences lk∗1, lk
∗
2 of Q
∗
1, Q
∗
2 with
respect toQ∗∗. Consider relation S = Q∗∗∩ (B1×B1×Sg(C
′)×Sg(C ′)). Since
C ′×C ′ ⊆ Q′′ by (Q1), by Lemma 21 there is (c′′, d′′) ∈ C ′×C ′ such that (c′′, d′′)
is as-maximal in a lk∗2-block and c
′′ 6= d′′. By the Maximality Lemma 13(4) there
is u-maximal (a′′, b′′) ∈ Q∗1 such that (a
′′, b′′, c′′, d′′) ∈ Q∗∗. This means that for
some B-preserving polynomial g′ it holds g′(g(a)) = a′′, g′(g(b)) = b′′, g′(c) =
c′′, g′(d) = d′′. Since a′′, b′′ ∈ umax(B∩B′1) for some β-block B, by the assump-
tions of Case 2 a′′ = b′′. Polynomial hab can now be chosen to be g′ ◦ g.
Finally, we use polynomials hab to construct a single polynomial that collapses
β on E = B′ ∩B′1 for every β-block B
′. Fix c, d and hab for every pair a, b ∈ B′1,
a
β
≡ b. Let V1, . . . , Vk be the list of all such pairs, and if Vℓ = {a, b} is the pair
number ℓ, hℓ denotes hab. Take a sequence 1 = ℓ1, ℓ2, . . . such that h
(1) = hℓ1 ,
Vℓ2 is a subset of h
(1)(A), and, for s > 2, Vℓs is a subset of the range of h
(s−1) =
hℓs−1 ◦ . . . ◦ hℓ1 . Since |Im (h(s))| < |Im (h(s−1))|, there is r such that Im (h(r))
contains no pair Vℓ for any ℓ. Therefore setting h(x) = hℓr ◦ . . . ◦ hℓ1(x) we have
that h collapses all the pairs Vℓ, and h acts identically on {c, d}. The result follows.
✷
3.3 Separation and minimal sets
We say that prime intervals (α, β) and (γ, δ) cannot be separated if (α, β) can-
not be separated from (γ, δ) and (γ, δ) cannot be separated from (α, β). In this
section we show a connection between the fact that two prime intervals cannot be
separated, their types, and link congruences.
Lemma 31 Let A be an algebra.
(1) If prime intervals (α, β) and (γ, δ) in Con(A) are perspective, then they cannot
be separated.
(2) If α ≺ β and γ ≺ δ from Con(A) cannot be separated, then a set U is a (α, β)-
minimal set if and only if it is a (γ, δ)-minimal set.
(3) Let R be a subdirect product of A and B, α, β ∈ Con(A), γ, δ ∈ Con(B)
such that α ≺ β, γ ≺ δ, and let α ≺ β and γ ≺ δ cannot be separated. Then
for any (α, β)-minimal set U there is a unary idempotent polynomial f such that
f(A) = U and f(B) is a (γ, δ)-minimal set.
Proof: (1) Follows from Lemma 3.
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(2) Let f be a polynomial of A such that f(A) = U and f(β) 6⊆ α. Since
(α, β) cannot be separated from (γ, δ), we have f(δ) 6⊆ γ and therefore U contains
a (γ, δ)-minimal set U ′. If U ′ 6= U , there is a polynomial g with g ◦ f(δ) 6⊆ γ and
g ◦ f(A) = U ′. In particular, |g(U)| < |U |, and so g ◦ f(β) ⊆ α; a contradiction
with the assumption that (γ, δ) cannot be separated from (α, β).
(3) Take an idempotent polynomial g of R such that g(B) is a (γ, δ)-minimal
set. Then, as (γ, δ) cannot be separated from (α, β), g(β) 6⊆ α. By Lemma 1(6)
there is an (α, β)-minimal set U ′ ⊆ g(A). Let g′, h be polynomials of R such
that g′(U) = U ′, h(U ′) = U and h(A) = U , which exist by Lemma 1(1). Then
h′ = h ◦ g ◦ g′ is such that h′(A) = h′(U) = U , h′(β) 6⊆ α and therefore h′(δ) 6⊆
γ. Then iterating h′ sufficiently many times we get an idempotent polynomial f
satisfying the same properties. ✷
Lemma 32 Let R be a subdirect product of A and B and let α, β ∈ Con(A),
γ, δ ∈ Con(B) be such that α ≺ β, γ ≺ δ, and (α, β), (γ, δ) cannot be separated.
Then typ(α, β) = typ(γ, δ).
Proof: Let f be a unary idempotent polynomial of R such that f(A) = U is an
(α, β)-minimal set and f(B) = V is a (γ, δ)-minimal set. Suppose typ(γ, δ) 6= 2
and N ′ is the only (γ, δ)-trace in V and N ′ = {1′} ∪ O′, where {1′} and O′ are
the two γV -blocks contained in N
′, and p(x, y) is the pseudo-meet operation on
V that exists by Lemma 4. In particular p(x, x) is idempotent. Let also N be an
(α, β)-trace in U .
CLAIM. If there exists a binary polynomial h ∈ Pol2(R) such that h(R) ⊆ U×V ,
h acts as p onN ′/γ, and h is the first projection onN/α, then (α, β) and (γ, δ) can
be separated.
Suppose (a, b) ∈ R ∩ (U × V ) for a ∈ N and b ∈ N ′ − {1′}. Then the
polynomial g(x) = h
(
x,
(
a
b
))
is the first projection on N/α but is p(x, b)
γ
≡ b
on V . Therefore, g(β) 6⊆ α and g(δ) ⊆ γ. Otherwise there is (a, 1′) ∈ R, a ∈ N .
Set g(x) = h
((
a
1′
)
, x
)
. We have g(x)
α
≡ a onN/α and g(x) = x onN
′/γ. The
result follows.
If typ(α, β) = 2, then the (α, β)-trace N is polynomially equivalent to a one-
dimensional vector space over GF(q) where q is a prime power. Then p on N is
a linear operation of the form γx + (1 − γ)y, γ ∈ GF(q). We may assume that
γ = 1. Indeed, if γ = 0 then consider p(y, x) instead of p(x, y). Otherwise the
operation
p(p . . . p︸ ︷︷ ︸
q−1 times
(x, y), y . . . , y)
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satisfies the required conditions. Then p satisfies the conditions of the Claim above.
Next assume typ(α, β) ∈ {4,5} and typ(γ, δ) = 3. Again, let N be the only
(α, β)-trace in U , and {1}, O are the two αU-blocks contained in U . In this case
|O′| = 1, say, O′ = {o′}, and there is a unary polynomial h, h(R) ⊆ U × V , such
that h(1′) = o′ and h(o′) = 1′. Consider g(x) = p(x, h(x)); we have g(x) = o′
on N ′. Since (α, β), (γ, δ) cannot be separated h(x) is a permutation on N/α, that
is, h(x) = x on N/α. This implies that g(β) 6⊆ α and g(δ) ⊆ γ, a contradiction
again.
Finally, let typ(α, β) = 5 and typ(γ, δ) = 4. Then in addition to the pseudo-
meet operation there is also a pseudo-join operation q ∈ Pol2(R) having the prop-
erties listed in Lemma 4. If any of p, q act as a projection on N/α the result
follows by the Claim. Suppose that both p and q are semilattice operations on
N/α. Since typ(α, β) = 5, they are the same semilattice operation on N/α. Then
g(x) = p(x, q(x, y)) satisfies the conditions of the Claim with the roles of A and
B swapped. ✷
4 Centralizers and decomposition of CSPs
4.1 Centralizers and quasi-centralizers
If A an algebra, g ∈ Pol2(A) and a ∈ A, then g
a denotes the unary polynomial
ga(x) = g(a, x). Recall that for α, β ∈ Con(A), the centralizer (see, eg. [17])
(α : β) is the largest congruence θ ∈ Con(A) which centralizes β modulo α, i.e.,
satisfies the condition C(θ, β;α) given by
for any f ∈ Pol2(A), any (a, b) ∈ θ and any (c, d) ∈ β it holds
fa(c)
α
≡ fa(d) if and only if f b(c)
α
≡ f b(d).
In [7] we also introduced a somewhat related notion of quasi-centralizer ζ(α, β):
(a, b) ∈ ζ(α, β) if for any g ∈ Pol2(D), g
a(β) ⊆ α if and only if
gb(β) ⊆ α.
A relation basically identical to quasi-centralizer also appeared in [18], but com-
pletely inconsequentially, they did not study it at all. Kearnes observed that (α :
β) ⊆ ζ(α, β), and later Willard [23] demonstrated that the notions of the central-
izer and the quasi-centralizer are equivalent at least in the case important for the
purpose of this paper. With Willard’s permission we reproduce his proof here and
will use the usual centralizer in the sequel.
Proposition 33 Let A be a finite algebra, α, β ∈ Con(A), α ≺ β. If typ(α, β) 6=
1, then ζ(α, β) = (α : β).
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Proof: Let θ = (α : β). We first show θ ⊆ ζ(α, β). Suppose (a, b) ∈ θ,
g ∈ Pol2(A), and g
a(β) ⊆ α. Pick (c, d) ∈ β. Then g(a, c) = ga(c)
α
≡ ga(d) =
g(a, d). As C(θ, β;α), (a, b) ∈ θ and (c, d) ∈ β, we can replace the as with bs
to get g(b, c)
α
≡ g(b, d), i.e., (gb(c), gb(d)) ∈ α, proving gb(β) ⊆ α. The reverse
implication is proved similarly, so (a, b) ∈ ζ(α, β). This proves θ ⊆ ζ(α, β).
Next we prove that ζ(α, β) ⊆ θ. Fix an (α, β)-minimal set U and a unary
idempotent polynomial e ∈ Pol1(A) satisfying e(A) = U . Now consider cases.
CASE 1. typ(α, β) 6= 2.
We will show ζ(α, β) ∩ β = α, as C(ζ(α, β), β;α) will then follow ([18,
Proposition 3.4(4)]), which will then imply ζ(α, β) ≤ θ. Clearly α ⊆ ζ(α, β)∩ β,
so it remains to prove the opposite inclusion. LetN be the unique (α, β)-trace inU .
Write N = {1} ∪O, where N2 ⊆ β and {1}, O are the two αU-classes contained
in N , and for which there exists a pseudo-meet operation p, see Lemma 4, of
AU for N with neutral element 1; thus p is a binary polynomial of AU satisfying
(among other things) p(1, x) = x and p(o, x) 6= 1 for all x ∈ U and o ∈ O.
Suppose (a, b) ∈ (ζ(α, β) ∩ β)/α. By Lemma 1(4) there exists f ∈ Pol1(A)
such that (f(a), f(b)) ∈ βU − αU; thus without loss of generality we can assume
a, b ∈ U . Because N is the unique (α, β)-trace of U , one of a, b must equal 1
and the other must be in O. Assume for concreteness that b = 1 and a ∈ O.
Define g(x, y) = p(e(x), e(y)) ∈ Pol2(A). Then g
1(1) = p(1, 1) = 1 while
g1(a) = p(1, a) = a, so g1(βU) 6⊆ α which certainly implies g
1(β) 6⊆ α. Suppose
there exists (c, d) ∈ β such that (ga(c), ga(d)) 6∈ α. Let c′ = e(c) and d′ = e(d),
so (c′, d′) ∈ βU and (p(a, c
′), p(a, d′)) ∈ βU−αU. SinceN is the unique βU-class
containing more than one αU-class, one of p(a, c
′) or p(a, d′) must equal 1, which
is impossible as a ∈ O. Thus such (c, d) does not exist, which proves ga(β) ⊆ α.
This contradicts the assumption that (a, 1) = (a, b) ∈ ζ(α, β).
CASE 2. typ(α, β) = 2.
Suppose (a, b) ∈ ζ(α, β). To prove (a, b) ∈ θ, it suffices by the proof of [21,
Lemma 2.6] to show that for all f ∈ Pol2(A), e ◦ f
a
U is a permutation if and only
if e ◦ f bU is a permutation. Suppose for concreteness that ef
a
U is a permutation
but e ◦ f bU is not. Let g(x, y) = e(f(x, e(y))) ∈ Pol2(A). Because e ◦ f
a
U is
a permutation, eU is the identity map, and βU 6⊆ α, we get g
a(β) 6⊆ α. On the
other hand, because e ◦ f bU is not the identity map, we get e ◦ f
b(βU) ⊆ α by
Lemma 1(2) and hence gb(β) ⊆ α, contradicting (a, b) ∈ ζ(α, β). ✷
4.2 Alignment
In this and the next sections we prove several properties of the centralizer. The first
one concerns properties of relation with respect to centralizer blocks.
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Let R be a subdirect product of A1 × · · · × An, i, j ∈ [n], and αi ∈ Con(Ai),
αj ∈ Con(Aj). The coordinate positions i, j are said to be αiαj-aligned in R if,
for any (a, c), (b, d) ∈ prijR, (a, b) ∈ αi if and only if (c, d) ∈ αj . Or in other
words, the link congruences of Ai,Aj with respect to prijR are no greater than
αi, αj , respectively.
Lemma 34 Let R be a subdirect product of A1 × A2, αi, βi ∈ Con(Ai), αi ≺ βi,
for i = 1, 2. If (α1, β1) and (α2, β2) cannot be separated from each other, then the
coordinate positions 1,2 are (α1 : β1)(α2 : β2)-aligned in R.
Proof: Let us assume the contrary, that is, without loss of generality there
are a, b ∈ A1 and c, d ∈ A2 with (a, c), (b, d) ∈ R, (a, b) ∈ (α1 : β1), but
(c, d) 6∈ (α2 : β2). Therefore there is g(x, y) ∈ Pol2(A2) such that g
c(β2) ⊆ α2
but gd(β2) 6⊆ α2, or the other way round. Extend g to a polynomial g of R. We
have ga(β1) ⊆ α1 if and only if g
b(β1) ⊆ α1. Therefore, there is a polynomial of
R that separates (α1, β1) from (α2, β2) or the other way round, a contradiction. ✷
By [18, Lemma 4.14] if typ(α, β) 6= 2 then (α : β) ∩ β ≤ α. This and
Lemma 34 imply the following
Lemma 35 Let R be a subdirect product of A and B and let α, β ∈ Con(A),
γ, δ ∈ Con(B) be such that α ≺ β, γ ≺ δ, and (α, β), (γ, δ) cannot be separated.
Let also lk1, lk2 be the link congruences of A,B, respectively. If typ(α, β) 6= 2
then lk1 ∧ β ≤ α, lk2 ∧ δ ≤ γ.
4.3 Centralizer and congruence blocks
In this section we prove several properties indicating relationship between congru-
ence blocks inside a centralizer block.
Lemma 36 Let α, β ∈ Con(A) be such that α ≺ β and typ(α, β) = 2, and so
β ≤ ζ = (α : β), and let B,C be β-blocks from the same ζ-block such that BC is
a thin edge inA/β. For any b ∈ B, c ∈ C such that bc is a thin edge the polynomial
f(x) = x·c if b ≤ c, f(x) = tbc(x, c) if bc is majority, and f(x) = hbc(x, b, c) if bc
is affine, where tab, hab are the operations from Lemma 10, is an injective mapping
from B/α to C/α.
Moreover, if BC is a semilattice edge then for any a ∈ B/α, a ≤ f(a) and
a 6≤ b for any other b ∈ C/α.
Proof: We can assume that α is the equality relation. Suppose f(a1) = f(a2)
for some a1, a2 ∈ B. Since typ(α, β) = 2, by Corollary 24(1) every pair of
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elements of B is an (α, β)-subtrace. Let f ′ be an idempotent unary polynomial
such that f ′(a1) = a1, f
′(a2) = a2, and f
′(A) is an (α, β)-minimal set.
If b ≤ c, let g(x, y) = f ′(y) · x. Then gc(x) = g(c, x) = f(x) on {a1, a2},
that is, gc(a1) = g
c(a2) implying g
c(β) ⊆ α. On the other hand, gb(x) = f ′(x)
on {a1, a2} implying g
b(β) 6⊆ α, a contradiction with the assumption b
ζ
≡ c.
If bc is a thin majority edge, set g(x, y) = tbc(f
′(y), x). Then gc(a1) =
f(a1) = f(a2) = g
c(a2), and so g
c(β) ⊆ α. On the other hand, since B/α is
a module, a1b, a2b are affine edges and α witnesses that. Therefore g
b(a1) = a1
and gb(a2) = a2, implying g
b(β) 6⊆ α, and we have a contradiction again.
Finally, if bc is a thin affine edge, we consider the polynomials g(x, y, z) =
hbc(f
′(x), y, z) and gbc(x) = g(x, b, c), ga1a1(x) = g(x, a1, a1). Again, g
bc(a1) =
f(a1) = f(a2) = g
bc(a2), while
ga1a1(a1) = hbc(f
′(a1), a1, a1) = a1 6= hbc(f
′(a2), a1, a1) = g
a1a1(a2),
since by Lemma 10 hbc(x, a1, a1) is a permutation. This implies that g
bc(β) ⊆ α
and ga1a1(β) 6⊆ α, a contradiction. ✷
Corollary 37 Let a, b, c ∈ A be such that a
(α:β)
≡ b
(α:β)
≡ c and b
β
≡ c. Then
ab
α
≡ ac.
Proof: We have ab
β
≡ ac and a ≤ ab, a ≤ ac. By Lemma 36 ab
α
≡ ac. ✷
Another straightforward application of Lemma 36 is the following
Corollary 38 Let α, β ∈ Con(A) be such that α ≺ β and typ(α, β) = 2, and let
ζ = (α : β). Then for any β-blocks B1, B2 that belong to the same ζ-block C and
such that B1 ⊑asm B2 and B2 ⊑asm B1 in C/β, |B1/α| = |B2/α|.
5 Collapsing polynomials
In this section we introduce and prove the existence of polynomials that collapse
all prime intervals in congruence lattices of factors of a subproduct, except for a
set of factors that cannot be separated from each other.
We start with an auxiliary statement.
Let A be an algebra and α, β ∈ Con(A), α ≺ β. Let ZA(α, β) denote the set
of all elements of A that belong to an (α, β)-subtrace. By Lemma 1(5) ZA(α, β)
intersects every α-block from a nontrivial β-block. The following lemma shows
that ZA(α, β) can be much larger than that.
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Lemma 39 Let α, β ∈ Con(A) be such that α ≺ β and typ(α, β) = 2; let B be a
β-block and C a subalgebra of A with B ⊆ C.
(1) If a ∈ ZA(α, β)∩B then for any b ∈ B such that a ⊑asm b inB, b ∈ ZA(α, β).
In particular, umax(B) ⊆ ZA(α, β).
(2) If a ∈ U where U is an (α, β)-minimal set such that U = f(A) and f is an
idempotent polynomial such that f(C) ⊆ C, then if b from item (1) also satisfies the
condition b ⊑asm a, it belongs to an (α, β)-minimal set witnessed by a polynomial
g with g(C) = C.
(3) If a
α
≡ b, a ⊑asm b in a/α, and f is a polynomial such that f(a) = a, f(A)
is an (α, β)-minimal set, f(C) ⊆ C, and N its trace with a ∈ N , then there is a
polynomial g such that g(b) = b, g(A) is an (α, β)-minimal set, g(C) ⊆ C, N ′ is
its trace containing b, and N ′/α = N/α.
Proof: (1) Let f be an unary idempotent polynomial of A such that a ∈ N ,
a trace in U = f(A), an (α, β)-minimal set. Note that f(B) ⊆ B. It suffices to
consider the case when ab is a thin edge.
Depending on the type of the edge ab we set f ′(x) = f(x) · b, f ′(x) =
tab(f(x), b), or f
′(x) = hab(f(x), a, b) (see Lemma 10), if ab is semilattice, ma-
jority, or affine, respectively. Note also that by Lemma 10 f ′(a) = b, and therefore
if f ′(β) 6⊆ α we have that f ′(A) is an (α, β)-minimal set, and b belongs to it.
There are a1, a2 ∈ B/α such that a1 6= a2 and f(a1) = a1, f(a2) = a2. Since
a1a2 is an affine edge in B/α, depending on the type of ab we have:
– if a ≤ b, then f ′(ai) = ai · b/α = ai for i = 1, 2;
– if ab is majority, then f ′(ai) = tab(ai, b/α) = ai, as ai
β/α
≡ b/α for i = 1, 2 and
by Lemma 10(1);
– if ab is affine, then by Lemma 10(2) hab(x, a/α, b/α) is a permutation on B/α,
in particular, f ′(a1) 6= f
′(a2).
In either case we obtain f ′(β) 6⊆ α, implying f ′(δ) 6⊆ γ.
(2) As f(C) ⊆ C and a, b ∈ C, it follows f ′(C) ⊆ C. Since b ⊑asm a
by item (1) there exists a polynomial g such that g(A) is an (α, β)-minimal set,
g(C) ⊆ C and g(b) = a. Composing f ′ ◦ g we obtain a polynomial h such that
h(b) = b, h(C) ⊆ C, and h(A) is an (α, β)-minimal set. A certain iteration of h is
an idempotent polynomial satisfying all those conditions.
(3) It suffices to notice that if a
α
≡ b then f ′(x)
α
≡ f(x) for x ∈ B. ✷
Let R be a subdirect product of A1 × · · · × An, and choose βj ∈ Con(Aj),
j ∈ [n]. Let also i ∈ [n], and α, β ∈ Con(Ai) be such that α ≺ β ≤ βi; let also Bj
be a βj-block. We call an idempotent unary polynomial f of R αβ-collapsing for
β,B if
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(a) f is B-preserving;
(b) f(Ai) is an (α, β)-minimal set, in particular, f(β) 6⊆ α;
(c) f(δBj) ⊆ γBj for every γ, δ ∈ Con(Aj), j ∈ [n], with γ ≺ δ ≤ βj , and
such that (α, β) can be separated from (γ, δ) or (γ, δ) can be separated from
(α, β).
Theorem 40 Let R, i, α, β, and βj , j ∈ [n], be as above and R chained with
respect to β,B. Let also R′ = R ∩ B. Then if β = βi and priR
′/α contains
a nontrivial as-component, then there exists an αβ-collapsing polynomial f for
β,B. Moreover, f can be chosen to satisfy any one of the following conditions:
(d) for any (α, β)-subtrace {a, b} ⊆ amax(priR
′) with b ∈ as(a), polynomial f
can be chosen such that a, b ∈ f(Ai);
(e) if typ(α, β) = 2, for any a ∈ umax(R′) polynomial f can be chosen such that
f(a) = a;
(f) if typ(α, β) = 2, a ∈ umax(R′′), where R′′ = {b ∈ R | b[i]
α
≡ a[i]} and
{a, b} ⊆ amax(priR
′) is an (α, β)-subtrace such that a[i] = a and b ∈ as(a),
then polynomial f can be chosen such that f(a) = a and a, b′ ∈ f(Ai) for some
b′
α
≡ b.
Proof: First, we prove that an αβ-collapsing polynomial exists. Suppose
i = 1, let B′1 = pr1R
′ and C be a nontrivial as-component of B′1/α. Take a (α, β)-
subtrace {a, b} ⊆ B′1 such that a/α, b/α ∈ C . Since R is chained with respect to
β,B, by (Q1) and Lemma 29(5) there is a B-preserving idempotent polynomial f
of R such that f(A1) is an (α, β)-minimal set and a/α, b/α ∈ f(A1)/α. Let poly-
nomial f be such that f(R) is minimal possible. We show that f is αβ-collapsing.
Let j ∈ [n] and γ, δ ∈ Con(Aj) be such that γ ≺ δ ≤ βj , and (α, β), (γ, δ)
can be separated. Since R is chained, by Theorem 30 there is an idempotent unary
B-preserving polynomial fjγδ of R such that fjγδ(A1) is an (α, β)-minimal set
with a/α, b/α ∈ fjγδ(A1)/α and fjγδ(δBj) ⊆ γBj. Then if f(δBj) 6⊆ γ, then let
g = fjγδ ◦ f . We have g(β) 6⊆ α, but g(δBj) ⊆ γ implying |g(R)| < |f(R)|, a
contradiction with the minimality of f(R).
Next we prove that any one of conditions (d)–(f) can be satisfied. Condition
(d) follows from what is proved above, since if {a, b} is an (α, β)-subtrace such
that a, b ∈ amax(priR
′) and b ∈ as(a), then a/α, b/α are members of a nontrivial
as-component of B′1.
Now, suppose that typ(α, β) = 2. We will use Lemma 39, so we need to
identify some congruences of R related to αβ-collapsing polynomials and a sub-
algebra C. For C we take R′. Consider congruences α′ = α × β2 × · · · × βn and
30
β′ = β × β2 × · · · × βn, and a maximal congruence α
∗, α′ ≤ α∗ ≤ β′ such that
α∗R′ = α
′
R′. Let b1,b2 ∈ R
′ be such that b1[1] 6
α
≡ b2[1] and b1[1]/α,b2[1]/α
belong to an as-component of B′1; and let β
∗ = CgR(α
∗ ∪ {b1,b2}). Since R
is chained with respect to β,B, for any c1, c2 ∈ R
′ with c1[1] 6
α
≡ c2[1], it holds
β∗ ≤ CgR(α
∗ ∪ {c1, c2}). Therefore α
∗ ≺ β∗.
As is easily seen, the set f(R) for the polynomial found above is an (α∗, β∗)-
minimal set. Also, a ∈ umax(R′) if and only if a is u-maximal in the β∗-block
D, for which pr1D ∩ umax(B
′
1) 6= ∅. Therefore, by Lemma 39 for any a ∈
umax(R′) there exists an idempotent B-preserving polynomial g such that g(R)
is an (α∗, β∗)-minimal set and g(a) = a. The polynomial g is as required for
condition (e).
To prove condition (f) choose an αβ-collapsing polynomial f such that a, b′ ∈
f(R) for some (α, β)-subtrace {a, b′}. Such a subtrace exists, because a ∈ umax(R′).
Then, since a is u-maximal in an α∗-block, by Lemma 39 f can be chosen such
that f(a) = a. ✷
6 The Congruence Lemma
The main result of this section is the Congruence Lemma 43. We start with intro-
ducing a closure property of algebras and their subdirect products, this time under
certain polynomials.
Let R be a subdirect product of A1, . . . ,An and Q a subalgebra of R. We say
that Q is polynomially closed in R if for any polynomial f of R the following
condition holds: for any a,b ∈ umax(Q) such that f(a) = a and for any c ∈
SgQ(a, f(b)) such that a ⊑as c in SgQ(a, f(b)), the tuple c belongs to Q. A
subset S ⊆ Q is as-closed in Q if any a,b ∈ Q with a ∈ umax(S), a ⊑as b in Q,
it holds b ∈ S. The set Q is said to be weakly as-closed in Q if for any i ∈ [n],
priS is as-closed in priQ.
Remark 41 Polynomially closed subalgebras of Mal’tsev algebras are congru-
ence blocks. In the general case the structure of polynomially closed subalgebras
is more intricate. The intuition (although not entirely correct) is that if for some
block B of a congruence β and a congruence α with α ≺ β the set B/α contains
several as-components, a polynomially closed subalgebra contains some of them
and has empty intersection with the rest. However, since this is true only for factor
sets, and we do not even consider non-as-maximal elements, the actual structure is
more ‘fractal’.
The next lemma follows from the definitions, Lemma 9, and the fact that con-
gruences are invariant under polynomials.
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Lemma 42 (1) For any R, R is polynomially closed in R and R is as-closed in R.
(2) Let Q1, Q2 relations polynomially closed in R, and Q1 ∩Q2 ∩ umax(R) 6= ∅.
Then Q1 ∩Q2 is polynomially closed in R.
In particular, let βi ∈ Con(Ai) and Bi a u-maximal βi-block. Then Q1 ∩B is
polynomially closed in R.
(3) Let Qi be polynomially closed in Ri, i ∈ [k], and let R,Q be pp-defined
through R1, . . . , Rk and Q1, . . . , Qk, respectively, by the same pp-formula ∃xΦ;
that is, R = ∃xΦ(R1, . . . , Rk) and Q = ∃xΦ(Q1, . . . , Qk). Let also R
′ =
Φ(R1, . . . , Rk) andQ
′ = Φ(Q1, . . . , Qk), and suppose that for every atomRi(x1, . . . , xℓ)
and any a ∈ umax(Ri) there is b ∈ R
′ with pr{x1,...,xℓ}b = a, and also umax(Q
′)∩
umax(R′) 6= ∅. Then Q is polynomially closed in R.
If also Si ⊆ Qi are as-closed in Qi, then S = Φ(S1, . . . , Sk) is as-closed in
Q.
(4) Let R be a subdirect product of A1, . . . ,An, βi ∈ Con(Ai), i ∈ [n], and let Q
be polynomially closed in R. Then Q/β is polynomially closed in R.
If S ⊆ Q is as-closed in Q then S/β is as-closed in Q/β.
To explain what Lemma 43 (the Congruence Lemma), amounts to saying con-
sider this: let Q ⊆ A′ × B′ be a subdirect product and the link congruence of A′
is the equality relation. Then, clearly, Q is the graph of a mapping σ : B′ → A′,
and the kernel of this mapping is the link congruence η of B′ with respect to Q.
Suppose now that Q is a subalgebra of R, a subdirect product of A × B such that
A
′ is a subalgebra of A and B′ is a subalgebra of B. Then the restriction of the link
congruence of A with respect to R to A′ does not have to be the equality relation,
and similarly the restriction of the link congruence of B to B′ does not have to be η.
Most importantly, the restriction of Cg(η), the congruence of B generated by η, to
B
′ does not have to be η. The Congruence Lemma 43 shows, however, that this is
exactly what happens when Q and A′,B′ satisfy some additional conditions, such
as being chained and polynomially closed.
Let R be a subdirect product of A1 × A2, β1, β2 congruences of A1,A2, and
let B1, B2 be β1- and β2-blocks, respectively. Also, let R be chained with respect
to (β1, β2), (B1, B2) and R
∗ = R ∩ (B1 × B2), B
∗
1 = pr1R
∗, B∗2 = pr2R
∗. Let
α ∈ Con(A1) be such that α ≺ β1.
Lemma 43 (The Congruence Lemma) Suppose α = 01 and let R
′ be a subal-
gebra of R∗ polynomially closed in R and such that B′1 = pr1R
′ contains an
as-component C of B∗1 and R
′ ∩ umax(R∗) 6= ∅. Let β′ be the least congruence
of A2 such that umax(B
′′
2 ) is a subset of a β
′-block. Then either
(1) C × umax(B′′2 ) ⊆ R
′, where B′′2 = R
′[C], or
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(2) there is η ∈ Con(A2) with η ≺ β
′ ≤ β2 such that the intervals (α, β1) and
(η, β′) cannot be separated.
Moreover, in case (2) R′ ∩ (C ×B′′2 ) is the graph of a mapping ϕ : B
′′
2 → C such
that the kernel of ϕ is the restriction of η on B′′2 .
Proof: Note that if |C| = 1, the lemma is trivially true. This happens in
particular when typ(01, β) ∈ {4,5}.
We first prove the statement of the lemma for R∗ in place of R′. Let lk∗1, lk
∗
2
denote the link congruences with respect toR∗. SinceR is chained, if lk∗1 is not the
equality relation, C2 ⊆ lk∗1. In this case C × umax(R
∗[C]) ⊆ R∗ and we obtain
option (1) of the lemma for R∗. So, suppose that lk∗1 is the equality relation. In this
case R∗ is the graph of a mapping ϕ : B∗2 → B
∗
1 , let δ denote the kernel of ϕ. We
prove that δ
umax(B∗
2
) = CgA2(δ)umax(B∗2 )
. This implies option (2) of the lemma for
R∗. Let η ∈ Con(A2) be the greatest congruence with η ⊆ δ. We consider two
cases.
CASE 1. For some θ ∈ Con(A2) with η ≺ θ ≤ β2 the intervals (01, β1), (η, θ)
can be separated.
Since R is chained, by Theorem 40 for any a, b ∈ C (recall that {a, b} is a
(01, β1)-subtrace in this case) there is a (B1, B2)-preserving polynomial f such
that f(a) = a, f(b) = b, and f(θB∗
2
) ⊆ η. This means that C belongs to the lk†1-
block of B∗1 , where lk
†
1 is the link congruence with respect toR
∗/η, a contradiction
with the assumption that lk∗1 is the equality relation.
CASE 2. For all θ ∈ Con(A2) with η ≺ θ ≤ β2 the intervals (01, β1), (η, θ)
cannot be separated.
If lk∗2B′′
2
⊆ ηB′′
2
, then η satisfies the conditions of option (2). Let β′ be the
congruence introduced in the lemma; we show that η ≺ β′. Let a, b ∈ umax(B′′2 )
and (a, b) ∈ β′ − η. Then there are c, d ∈ C with (c, a), (d, b) ∈ R. Since
R is chained, for any c′, d′ ∈ C there is a B preserving polynomial g such that
g(c) = c′, g(d) = d′. Applying g to (c, a), (d, b) we obtain that umax(B′′2 ) is a
subset of a block of CgA2(η ∪ {(a, b)}).
So, suppose lk∗2B′′
2
6⊆ ηB′′
2
. Without loss of generality let η = 02. Then
there are a, b ∈ B′′2 , (a, b) 6∈ η and c ∈ C such that (c, a), (c, b) ∈ R
′. Let
θ = CgA2({(a, b)}). Since R is chained, for any θ-block D ⊆ B2 and any
c, d ∈ umax(D) there are c = c1, . . . , ck = d and (B1, B2)-preserving polyno-
mials f1, . . . , fk−1 such that fi({a, b}) = {ci, ci+1}. As (c, a), (c, b) ∈ R, for
every i ∈ [k − 1], (ci, ci+1) ∈ lk
∗
2, and therefore (c, d) ∈ lk
∗
2, a contradiction with
the choice of η.
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Next, we extend the result from the relationR∗ toR′. If option (2) of the lemma
holds for R∗, it also holds for R′. So, suppose that C × umax(R∗[C]) ⊆ R∗.
Let η ∈ Con(A2) be a maximal congruence such that ηumax(B′
2
) ≤ lk
′
2, where
B′2 = pr2R
′ and lk′2 is the link congruence of B
′
2 withrespect to R
′. (In fact, it
can be shown that, as CgA2(lk
′
2) ≤ β2, there is the greatest such congruence, but
we do not need this here.) If η = β2, we are done, so assume η 6= β2, and take
θ ∈ Con(A2) such that η ≺ θ ≤ β2. Without loss of generality, assume η = 02.
We again consider two cases.
CASE A. (01, β1) can be separated from (η, θ).
First, we show that for any thin semilattice or affine edge ab of C and any c ∈
umax(R∗[C]) there is a polynomial g such that g(a) = a, g(b) = b, f(θB∗
2
) ⊆ η,
and g(c) = c.
By Theorem 40, since {a, b} is an (01, β1)-subtrace, and since (01, β1) can be
separated from (02, θ) there is an idempotent polynomial g with g(a) = a, g(b) =
b, and g(θB∗
2
) ⊆ η. As f is idempotent, g(c) = c for some c ∈ R∗[C]. It is not hard
to see that c can be chosen to be u-maximal. Suppose cc′ is a thin edge in R∗[C].
Since C × umax(R∗[C]) ⊆ R∗, (a, c), (b, c), (a, c′), (b, c′) ∈ R. Then similar
to the proof of Lemma 39 we find a polynomial satisfying the required properties
for c′. Specifically, g′(x) = g(x) ·
(
a
c′
)
, g′(x) = p
(
g(x),
(
a
c′
))
, and g′(x) =
h′
(
g(x),
(
a
c
)
,
(
a
c′
))
, where p and h′ are the operations from Lemma 10(3),
depending on the type of cc′ and ab: use the first option if both ab and cc′ are
semilattice, the second option if the types of ab and cc′ are different (we may need
to use p(y, x) instead of p(x, y) in this case), and the third option if ab, cc′ are
affine.
Now, take (c1, c2) ∈ θ − lk
′
2, c1, c2 ∈ B
′
2, and c1c2 is a thin edge. Let
(a, c1), (b, c2) ∈ R
′. By Lemma 13(1) b can be chosen such that ab is a thin edge.
Then as is proved above, there is an idempotent polynomial f such that f(a) = a,
f(b) = b, f(c1) = c1, and f(θB2) ⊆ η. This implies f(c1) = f(c2) = c1. As
R′ is polynomially closed and (a, c1) ⊑as (b, c1) in Sg((a, c1), (b, c1)), we have
(b, c1) ∈ R
′, a contradiction with the assumption that (c1, c2) 6∈ lk
′
2.
CASE B. (01, β1) can not be separated from (η, θ) for any η ≺ θ ≤ β2.
We start with proving the claim in a somewhat specific situation, and then show
that this situation necessarily occurs.
CLAIM. Suppose there is (a, b) ∈ (lk′2 ∩ θ)− η. Then θumax(B′′
2
) ⊆ lk
′
2.
We use the pairs (c, a), (c, b) ∈ R′. Note that if typ(01, β) = 3 then by
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Lemma 35 such a, b do not exists, as long as (01, β1), (η, θ) cannot be separated.
Therefore we can assume typ(01, β) = typ(η, θ) = 2.
We show that for every θ-block E ⊆ B2 there is c ∈ B
∗
1 such that {c} × E ⊆
R′. For any b′ ∈ umax(B′′2 ) with b
θ
≡ b′, let b′′ ∈ b/θ be such that h(b, b
′′, a) = b′,
where h is the function from Theorem 6; such b′′ exists because h(b, x, a) is a
permutation on every θ-block (recall that a θ-block is a module in this case). By
Theorem 40, sinceR is chained, there is a polynomial f such that f(a) = a, f(b) =
b′′ and f(c) = d for some d ∈ B∗1 = C . The mapping g(x) = h
(
x, f(x),
(
d
a
))
is such that g
(
c
a
)
=
(
c
a
)
and g
(
c
b
)
=
(
c
b′
)
, because, again, B∗1 is a module.
Since R′ is polynomially closed and (c, b) ⊑as (c, b
′) we have (c, b′) ∈ R′; and
as b′ is arbitrary from a/θ, we have {c} × a/θ ⊆ R
′. Thus, we have proved the
property for a specific θ-block; next we extend it to other θ-blocks.
Suppose {c} × E ⊆ R′ for some θ-block E and a θ-block E′ is such that for
some a ∈ E, b ∈ E′ ∩ B′′2 , ab is a thin edge and (d, b) ∈ R
′ for some d ∈ C .
Then by Lemma 36 mapping g(x) that is defined as x ·
(
d
b
)
, tab
(
x,
(
d
b
))
, or
hab
(
x,
(
c
a
)
,
(
d
b
))
depending on the type of ab is injective on E. In particu-
lar, if ab is semilattice or majority then g maps {c} × E to {c} × E′, g(c, a) =
(c, b), g(c, a′) = (c, b′) and b 6= b′ whenever a 6= a′; and since tab, hab are term op-
erations and all the tuples involved belong to R′, (c, b), (c, b′) ∈ R′. If ab is affine
then g maps {c}×E to {d}×E′, and g(c, a) = (d, b), g(c, a′) = (d, b′) and b 6= b′
whenever a 6= a′, and (d, b), (d, b′) ∈ R′. In either case, lk′2 is nontrivial on E
′,
and applying the argument from the previous paragraph we obtain {c} × E′ ⊆ R′
or {d} × E′ ⊆ R′. Therefore θ
umax(B′
2
) ⊆ lk
′
2umax(B′
2
).
Since the conclusion of the Claim contradicts the choice of η, it remains to
show that a required pair (a, b) always exists. Consider the subalgebra B of A2
induced byB′′2 . The relation lk
′
2 is its congruence and B/lk′2 is a module. Therefore,
every lk′2-block is as-maximal in B/lk′2 and contains an as-maximal element of B
′′
2 .
LetD be a nontrivial lk′2-block, a, b ∈ D and a ∈ amax(B
′′
2 ). Let θ ∈ Con(A2) be
such that η ≺ θ ≤ CgA2(η ∪ {(a, b)}). By the assumption of Case B (01, β1) can
not be separated from (η, θ).
Let E be the θ-block containing a. Note that by Corollary 38 the cardinality
of all the u-maximal θ-blocks is equal. Therefore, |E| > 1 and E is contained in
an as-component of B′′2 . Hence, since R is chained, for any d ∈ E, d 6= a, there
is a polynomial f such that f(a) = a and f(b) = d. If f(c) = c′ 6= c, replace
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f with f ′(x) = h
(
f(x),
(
c′
a
)
,
(
c
a
))
. As is easily seen, f ′((c, a)) = (c, a)
and f ′((c, b)) = (c, d). Since (c, a) ⊑as (c, d) and R
′ is polynomially closed,
(c, d) ∈ R′, and (a, d) ∈ lk′2, as required. ✷
7 Chaining
In this section we show that the chaining condition holds in a fairly broad range
of circumstances. In particular, it is preserved under certain transformations of the
relation.
Lemma 44 Let R be a subdirect product of A1, . . . ,An, βi = 1i, Bi = Ai. Then
R is chained with respect to β,B.
Proof: Let i, j ∈ [n], α ≤ β, α, β ∈ Con(Ai), and γ ∈ δ, γ, δ ∈ Con(Aj), be
such that if α ≺ β, then (α, β) can be separated from (γ, δ). Consider first condi-
tion (Q1). For any (a, b) ∈ β such that β = CgAi(α ∪ {(a, b)}) we obiously have
that for any (c, d) ∈ β there are polynomials f1, . . . , fk−1 and a = a1, . . . , ak = b
such that {ai/α, ai+1/α} = fi({a/α, b/α}, proving (G2). Condition (G1) follows
from Lemma 22.
For condition (Q2) let f be a unary idempotent polynomial such that f(Ai) is
a (α, β)-minimal set and f(a) 6
α
≡ f(b). By Lemma 28 f can be chosen such that
f(δ) ⊆ γ. Since β = CgAi(α ∪ {(f(a), f(b))}), there are polynomials satisfying
conditions (G1),(G2) for the pair f(a), f(b). If f ′ is any such polynomial, replace
it with f ′′(x) = f ′(f(x)). The resulting polynomial satisfies all the required con-
ditions and f ′′(δ) ⊆ γ. ✷
Lemma 45 Let R be a subdirect product of A1, . . . ,An, βi ∈ Con(Ai) and Bi a
βi-block, i ∈ [n], such that R is chained with respect to β,B. Let R
′ = R∩ (B1×
· · · × Bn) and B
′
i = priR
′. Fix i ∈ [n], β′i ≺ βi, and let Di be a β
′
i-block that is
a member of a as-component of B′i/β′i. Let also β
′
j = βj and Dj = Bj for j 6= i.
Then R is chained with respect to β
′
,D.
Proof: Let R′′ = R ∩ (D1 × · · · × Dn) and D
′
i = priR
′′. Take I , j from
the definition of being chained. Let I = [ℓ]; if |I| > 1 we may consider R as a
subdirect product of prIR and Aℓ+1, . . . ,An, so we assume |I| = 1 and j = n in
(Q2). Let α, β ∈ Con(A1), γ, δ ∈ Con(An) be such that α ≤ β ≤ β1, γ ≺ δ ≤ βn
(we assume α ≺ β when considering condition (Q2)). Clearly, we may assume
α = 01, γ = 0n, and β
′
i = 0i. Note that replacing R with the n + 1-ary relation
{(a,a[i]) | a ∈ R} we may assume that i 6∈ I ∪ {j}. Without loss of generality
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assume i = 2. By the assumption β′2 = 02, the classes of β
′
2 are just elements of
A2, so let D
′
2 be denoted by c. Let C be the as-component of B
′
2 containing c.
To prove the lemma for every a, b ∈ D′1 with a
β
≡ b and CgAi({(a, b)}) = β
we have to identify a set T (a, b, α,U∗), U∗ ∈ {UD,U(γ, δ,D)}, as in conditions
(G1),(G2), and for every {a′, b′} ∈ T (a, b, α,U∗) we need to find a polynomial
f from UD (or U(γ, δ,D)} for (Q2)) such that f(a) = a
′, f(b) = b′. Note that
such polynomials exist for β,B by the assumption that R is chained with respect
to β,B. We need to change such polynomials so that they fit the new requirements.
We divide the proof into two cases, depending on whether or not Q = pr12R
′ is
linked. First, we consider the case whenQ is not linked, this case is relatively easy.
CLAIM 1. Let Q′ = Q ∩ (umax(pr1Q) × C) be not linked and lk1, lk2 link
congruences of Q. Then lk2 = 02 and either β ≤ lk1 or (β ∧ lk1)D′
1
= θD′
1
for
some θ ∈ Con(A1), α ≤ θ ≤ β.
Relation Q is a subalgebra of R ∩ (B1 × B2) and is polynomially closed in
pr12R by Lemma 42. By the Congruence Lemma 43 if Q
′ is not linked then Q
is the graph of a mapping ϕ : pr1Q → C . This means lk2 = 02 and lk1 is the
restriction of a congruence η of A1 onto pr1Q. If β ≤ η then we obtain the first
option of the conclusion of the claim, otherwise θ = β ∧ η and we have the second
option.
Note that if β ≤ lk1 then any B-preserving polynomial that maps a pair of
β-related elements from D′1 on a (α, β)-subtrace from D
′
1 is also D-preserving,
because lk2 = 02; the result follows, as umax(D
′
1) ⊆ umax(B
′
1). If (β ∧ lk1)D′
1
=
θD′
1
for some θ < β, there is nothing to prove, because no pair (a, b) ∈ β ∩ (D′1)
2
generates β. Therefore we may assume Q′ is linked.
We start with choosing a β-block required in the chaining conditions, and
studying some of its properties. Observe that since c is as-maximal in B′2, the set
D′1 also contains as-maximal elements ofB
′
1. Therefore by Lemma 12 umax(D
′
1) ⊆
umax(B′1). Let E be a β-block such that E
′′ = E∩D′1 6= ∅, E∩umax(D
′
1) 6= ∅
(and so E′′ satisfies the requirements of the chaining conditions), and let E′ =
E ∩ B′1. Consider R
∗ = R′ ∩ (B1 × C × B3 × · · · × Bn). Note that R
∗ is not
necessarily a subalgebra. Let B∗i = priR
∗, i ∈ [n], and E∗ = E ∩ B∗1 . By the
Maximality Lemma 13(4) amax(E∗) is a union of as-components of E′. Indeed,
let a ∈ E∗ and let a ∈ R∗ be such that a[1] = a and a[2] ∈ C; let also b ∈ E′
with a ⊑as b in E
′. Then by the Maximality Lemma 13(4) there is b ∈ R′ such
that b[1] = b and a ⊑as b in R
′. In particular, a[2] ⊑as b[2] implying b[2] ∈ C .
Also, by Proposition 20, since Q is linked and umax(E∗) ⊆ umax(B′1), we have
umax(E∗) × C ⊆ Q, and therefore umax(E∗) = umax(E′′) ⊆ umax(E′). In
particular, amax(E′′) is a union of as-components of E′. The last inclusion here is
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because E∗ contains some as-maximal elements of E′.
First we prove that there are polynomials to satisfy (G1) in both conditions
(Q1),(Q2) for β
′
and D.
CLAIM 2. For any a, b, a′, b′ ∈ E′′ such that a, b belong to the same as-
component of E′′ there exists a polynomial f from UD with f({a
′, b′}) = {a, b}.
Moreover, if α ≺ β polynomial f can be chosen from U(γ, δ,D).
Consider relation S, a subdirect product of A1×A1×A2×· · ·×An, produced
from (a′, b′,a), where a is a fixed tuple from pr{2,...,n}R
′′, as follows:
S = {(f(a), f(b), f(a)) | f is a unary polynomial of R},
and for (Q2) we also assume that polynomials in S satisfy f(δ) ⊆ γ. By Lem-
ma 29(1),(2) S is a subalgebra, and, in particular it contains all the tuples of the
form (b[1],b[1],b[2], . . . ,b[n]) for b ∈ R. Let S′ = S ∩ B, and S′′ = S ∩ D.
Every tuple from S′ or from S′′ corresponds to a B- or D-preserving polynomial.
Therefore it suffices to prove that (a, b) ∈ pr12S
′′. Let F be the as-component
of E′′ containing a, b; as observed above F is also an as-component of E′. As
R is chained with respect of β,B, it holds F 2 ⊆ pr12S
′. Also, (e, e) ∈ pr12S
′′
for any e ∈ F , since F × C ⊆ Q′. We consider relation P = pr123S
′. As
F 2 ⊆ P ′ = pr12P , (a, b) is as-maximal in P
′. Therefore it suffices to show that
amax(P ) is linked when considered as subdirect product of P ′ and B′2. Since
(e, e) ∈ pr12S
′′ for any e ∈ F , all pairs of this form are linked in P . Then
(e, d, a′′) ∈ P for any e, d ∈ F and some a′′ ∈ B′2, and (e, e, c
′′) ∈ P for some
c′′ ∈ C . Since F 2 ⊆ P ′, (e, e) ⊑as (e, d), and by the Maximality Lemma 13(4)
a′′ can be chosen from C , and so this implies that (e, d) and (e, e) are also linked.
Claim 2 is proved.
Now we extend the result above to pairs from umax(E∗). We prove the result
in two steps. First, we show that for any a′, b′ ∈ E∗ and any a, b ∈ umax(E∗) there
is a sequence of B-preserving polynomials f1, . . . , fk such that f1({a
′, b′}), . . . ,
fk({a
′, b′}) ⊆ E∗ form a chain connecting a and b, and fi(c) ∈ C for i ∈ [k].
Then we prove that f1, . . . , fk can be chosen in such a way that f1({a
′, b′}), . . . ,
fk({a
′, b′}) ⊆ E′′ and f1(c) = · · · = fk(c) = c. Clearly, it suffices to prove in
the case when b is as-maximal in E∗. We will also observe that in both cases the
polynomials f1, . . . , fk can be chosen from U(γ, δ,B) when necessary.
By the assumption there are a = a1, a2, . . . , ak = b, a1, . . . , ak ∈ E
′ and
polynomials f1, . . . , fk−1 from UB (or from U(γ, δ,B) when α ≺ β) such that
fi({a
′, b′}) = {ai, ai+1}, and also fi(c) ∈ B
′
2. We need to show that a1, . . . , ak−1
and f1, . . . , fk−1 can be chosen such that fi(c) ∈ C . Choose a,b ∈ R
′′ such that
a[1] = a,b[1] = b and a[2] = b[2] = c. This is possible because umax(E∗) =
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umax(E′′). Now let gi(x) = maj(a, fi(x),a) and hi(x) = maj(a,b, fi(x)). By
Lemma 29 gi, hi are from UB and from U(γ, δ,B) whenever f1, . . . , fk are from
U(γ, δ,B). Also, for each of them either {bi, bi+1} = gi({a
′, b′}) ({ci, ci+1} =
hi({a
′, b′})) is from TA1(a
′, b′;α,U∗), U∗ ∈ {UB ,U(γ, δ,B)}, or gi(a
′) = gi(b
′)
(respectively, hi(a
′) = hi(b
′)). The polynomials gi, hi satisfying the first option
form a sequence of pairs connecting a with maj(a, b, a) — by pairs of the form
{bi, bi+1}, — and maj(a, b, a) with maj(a, b, b) — by pairs of the form {ci, ci+1}.
Also, by Theorem 17maj(a, b, b) belongs to the as-component ofE∗ (and therefore
of E′ and E′′) containing b. Therefore by Claim 2 this sequence of polynomials
and subtraces can be continued to connect maj(a, b, b) to b. Finally, by the same
theorem gi(c) = maj(c, fi(c), c) ∈ C and hi(c) = maj(c, c, fi(c)) ∈ C .
For the second step we assume that a and b are connected with pairs {ai, ai+1},
i ∈ [k−1]witnessed by polynomials fi from UB (or from U(γ, δ,B)when needed)
such that ci = fi(c) ∈ C . We need to show that fi can be chosen such that
fi(c) = c. Suppose that ci 6= c for some i ∈ [k − 1]. Since ci and c belong to
the same as-component, there is an as-path ci = d1, . . . , dℓ = c in C . Suppose
that there is a sequence of pairs {bj , bj+1} = gj({a
′, b′}), b1 = a and bk = b,
for some polynomials gj ∈ UB (or from U(γ, δ,B) when needed), j ∈ [k = 1],
such that gj(c) = c whenever fj(c) = c, and fi(c) = dt, there are also pairs
{b′j , b
′
j+1} = gj({a
′, b′}) for some polynomials g′j ∈ UB (or from U(γ, δ,B) when
needed) such that b′1 = a and b
′
k is in the as-component containing b, g
′
i(c) = dt+1
and g′j(c) = c whenever gj(c) = c.
As is easily seen, it suffices to find a ternary term operation p such that p(a, a, b)
belongs to the as-component containing b, and p(dt+1, dt, dt) = dt+1. Indeed,
if such a term operation exists, then we set g′j(x) = p(a,a, gj(x)), where a is
as in the first step above, for j ∈ [k − 1] − {i}, and {b′j , b
′
j+1} = g
′
j({a
′, b′}).
We have g′1(a
′) = p(a, a, g1(a
′)) = a and g′j(c) = p(c, c, gj(c)) = c whenever
gj(c) = c. Finally, since g
′
ℓ(b) = p(a, a, b) belongs to the as-component containing
b, we can use Claim 2 as before to connect p(a, a, b) to b. For g′i we set g
′
i(x) =
p(a′,a′′, gi(x)) where a
′,a′′ ∈ R′′ are such that a′[1] = a′′[1] = a and a′[2] =
dt+1,a
′′[2] = dt. Note that such a
′,a′′ exist, because umax(E∗) × C ⊆ Q. It
follows from the assumption about p that g′i is as required.
If dt ≤ dt+1, then p(x, y, z) = z · x fits the requirements. If dtdt+1 is an affine
edge, consider the relation Q† ⊆ A1×A2 generated by {(a, dt+1), (a, dt), (b, dt)}.
Let B = SgA1(a, b) and C = SgA2(dt, dt+1); then B × {dt}, {a} × C ⊆ S. By
Lemma 18, as dtdt+1 is a thin affine edge, umax(B) × {dt+1} ⊆ S. There is b
′
with b ⊑as b
′ in B such that b′ ∈ umax(B). Therefore there is a term operation p
with p(a, a, b) = b′ and p(dt+1, dt, dt) = dt+1, as required. ✷
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