For each basic language operation we define its ''unique'' counterpart as being the operation that results in a language whose words can be obtained uniquely through the given operation. These unique operations can arguably be viewed as combined basic operations, placing this work in the popular area of state complexity of combined operations on regular languages. We study the state complexity of unique rational operations and we provide upper bounds and empirical results meant to cast light into this matter. Equally important, we hope to have provided a generic methodology for estimating their state complexity.
Introduction
Finite automata (FAs) are ubiquitous objects in computer science theory as much as in computer applications. They model finite state systems, from a door lock to the entire Universe -in some views -and check the syntax of regular languages. Computers are deterministic finite automata (DFAs), and the English lexicon can be spell-checked by FAs. Recently, automata have found new practical applications, such as in natural language processing [17] , communications [3] and software engineering [11] -applications increasingly demanding in terms of computing resources. In this context, the study of state complexity of operations on FAs and their languages has become a topic of paramount importance.
From the formal languages point of view, FAs are yet another tool for defining the family of regular (or rational, as known in certain literature) languages, along with regular expressions and right linear grammars. They arise from the perpetual mathematical effort of expressing infinite objects by finite means. In this paper we pursue a new direction in their study, namely, that of analyzing the succinctness of expressing a language obtained by certain unique language operations, in terms of the descriptional complexity of the languages involved.
Similar directions have been pursued in automata theory before, e.g., for basic language operations [29, 5, 6, 25] and combined operations [9, 24, 28] on regular languages. In the present paper, we make a leap from the current trend, by addressing the succinctness of some special operations; namely, we address those operations derived from the basic ones, that reach a result in a unique manner: an object obtained in two (or more) ways by applying the given operation is excluded from the result. This work is distinct from another recent examination of concatenation uniqueness in [7] , where the operation is defined in an ''all-or-nothing'' manner. Our definition of unique concatenation was briefly mentioned in [15] , where pebble automata were used to infer the regularity of this operation. We go beyond this matter, by rigorously studying all rational operations, with a focus on their state complexity. An extended version of this paper, with more details, experiments, and complete proofs, can be found in [21] .
Definitions and notation
Let Σ be an alphabet, i.e., a non-empty, finite set of symbols (letters). By Σ * we denote the set of all finite words (strings of symbols) over Σ, and by ε, the empty word (a word having zero symbols). The operation of concatenation (juxtaposition) of two words u and v is denoted by u · v, or simply uv. For w ∈ Σ * , we denote by w R the word obtained by reversing the order of symbols in w. A non-deterministic finite automaton over Σ, NFA for short, is a tuple M = (Q , Σ, δ, q 0 , F ) where Q is a finite set of states, δ : Q × Σ → 2 Q is a next-state function, q 0 is an initial state and F ⊆ Q is a set of final states. δ is extended over Q × Σ * in the usual way. M is deterministic (DFA) if δ : Q × Σ → Q . We consider complete DFAs, that is, those whose transition function is a total function. The size of M is the total number of its states. When we want to emphasize the number n of states of M, we say that M is an n-state DFA. The language of M, denoted by L(M), belongs to the family of regular languages and consists of those words accepted by M in the usual way. For a background on finite automata and regular languages we refer the reader to [27] .
Definition 1.
Let L, R be languages over Σ.
The unique concatenation of L and R is the set
and such factorization is unique}.
(ii) The unique star of L is the set
We could have defined L
• such that the factorization in the above definition involves ε as well. In this case, if L contained ε, then L • would be empty. Moreover, the connection with unambiguous regular expressions (Lemma 6) could not be made. For these reasons we adopt the above definition.
• , and L ∪ R = L ∩ R, and we refer to these operations as poly concatenation, poly star and poly union. Note that ε ∈ L . We also consider unique square and poly square, given by
The reversal operation is compatible with the unique operations and with their ''poly'' counterparts. Indeed, for
The next examples show that unique and poly concatenation are not associative:
Consequently, unique concatenation and unique star are unrelated:
• . Various connections among unique operations can be drawn. For example,
Lemma 2. If L is an arbitrary language then
Definition 3. By a unique regular expression, or unireg expression for short, we understand the well-formed, parenthesized formulas with the following operators: all symbols a ∈ Σ and ε are nullary,
• is unary, and •, ⊕ are binary. The operator ⊕ is the expression counterpart of • ∪. Since {a}•{b} = a•b = ab, for any symbols a, b ∈ Σ we denote the unique concatenation of symbols by juxtaposition, as for the usual concatenation. The language L(e), denoted by unireg expression e, is defined recursively as in the case of regular expressions [13] . However, for reasons that will become apparent later, we consider only fully-parenthesized expressions.
Properties
In the following, we denote by the shuffle operation on words or languages. We also use two new symbols, 1, 2 ∈ Σ, and we denote by h 12 the homomorphism that deletes these symbols in words, h 12 : 
Proof. It is clear that L
• ∪ R is regular. For the other two, it suffices to observe that the languages
where L = L \ {ε} and ∆ = Σ ∪ {1, 2}, are both regular, their definition involving operations under which regular languages are closed. Then, since
\ L , the conclusion follows. Note that the expressions for L R and L can be simplified using ''sequential insertion'' [16] .
Let R be a regular expression over Σ, containing r occurrences of symbols in Σ (multiple occurrences are counted separately). Let Σ = {a 1 , . . . , a r } denote an alphabet of r new symbols, and consider h R : Σ * → Σ * the homomorphism that maps a i to the symbol in Σ representing the ith occurrence of a symbol in R. By R h we denote the regular expression obtained from R by replacing each ith occurrence of a symbol in Σ with the corresponding [4] .)
According to this definition, the above expression
An unambiguous regular expression ''matches'' any word in at most one way.
Let R be a fully-parenthesized regular expression over Σ and denote byR the unireg expression obtained from R by replacing its regular operations with their unique counterparts. The following result can be proven by induction on the number of regular operations involved:
The converse of this lemma does not hold.
However, R is obviously ambiguous. From Lemmas 4, 6, and from the fact that any regular language is represented by an unambiguous regular expression [4] , we infer a fundamental fact, that
Corollary 7. Unireg expressions define the family of regular languages.
The question whether context-free languages are closed under unique operations appears naturally at this point, and is answered in the following. 
Suppose it is, and let n be the constant of Ogden's lemma. Let z = a n b n c n+n! and mark the b's. Let z = uvwxy be a decomposition satisfying the conditions of Ogden's lemma. We have the next cases:
Thus the decomposition z = uvxwy fails to satisfy the conditions of Ogden's lemma, a contradiction; thus,
context-free.
Proposition 9. The following families are not closed under unique concatenation: DCF, CF and linear CF.
Proof. Consider the following CFL:
that is, the only words in L 1 L 2 that are written as a concatenation in more than one way are a n b n c
Assume by contradiction that it is, and let N be the constant of Ogden's lemma. Take the word z = a
. By Ogden's lemma, if we mark the a's, there exists a factorization z = uvwxy such that vx has at least one marked symbol, vwx has at most N marked symbols and uv
Since L 1 and L 2 are both deterministic and linear CF languages, the conclusion follows.
Proposition 10. CF and linear CF families are not closed under unique star.
Proof. Let L 1 and L 2 be as in the previous proposition. Clearly, 
State complexity
Before dealing with the state complexity of unique operations, we first prove a result concerning unambiguous computations in NFAs. The idea behind the following construction will be useful in proving upper bounds for the state complexities of unique concatenation and unique star. Proof. We construct a DFA whose states are vectors with m components, showing the number of paths from the initial state to each state: 0, 1 or 2 (2 stands for ''two or more paths''). The final states are those vectors that denote exactly one path to one final state of the initial NFA. 
and δ B (s, a) = s. Here the matrix multiplication is done as usual, but with ⊕ and ⊗ as component-wise addition and multiplication, described as follows: for a, b ∈ {0, 1, 2}, we define a ⊕ b = min(a + b, 2) and a ⊗ b = min(a · b, 2). (See [18] for an early use of these operations.)
Notice that the construction can be modified to recognize the language of those words that are accepted ambiguously by the NFA: just make the appropriate states final. Since this symmetry holds for most constructions proposed throughout the paper, we state, a priori, the following fact:
Theorem 12. The state complexity results on unique operations, based on this construction and described in the following, hold for poly operations as well.
While we have not proven that the bound given in Lemma 11 is tight, we can give an exponential lower bound, as follows.
The languages L k (or variations thereof) have been used by several authors [22, 12, 14, 8] to prove lower bounds for nondeterministic state complexity. The language L k consists of all words containing at least one occurrence of a word in 0(0+1) k 1.
Now consider the language UL k = (0⊕1)
• , obtained from the regular expression for L k by replacing the ordinary operations with the unique ones. The language UL k consists of all words containing exactly one occurrence of a word in 0(0 + 1)
Lemma 13. Any NFA accepting UL k has at least 2 k states.
Proof. For every word x ∈ {0, 1} k , define a pair (0x, 1x). Note that 0x1x is in UL k , since there is exactly one instance where a 0 is followed by a 1 k positions later. However, for any 2 distinct words x and y, at least one of the words 0x1y or 0y1x must contain two occurrences of a subword in 0(0 + 1) k 1 (since x and y must mismatch in at least one place). Thus, at least one of 0x1y or 0y1x is not in L. Since there are 2 k pairs, it follows from a result of Birget [1] To complete the proof, it is enough to show that x and y are inequivalent with respect to the Myhill-Nerode equivalence relation. We leave the details to the reader.
Unique concatenation
We now approach the more difficult problem of determining the state complexities of unique concatenation and unique star. Considering the DFA N n in Fig. 3 , we have found that this DFA is a state complexity worst-case for unique square, proving that the upper bound is reached:
thus this is a sharp upper bound for unique square
(when k = 1).
Proof (Sketch -[21] Provides a Complete Proof).
We show that the construction in the proof of Theorem 17 leads to a minimal DFA, by proving its total reachability and non-mergibility. Consider that the states of N n are numbered (and named) from 0 to n − 1, and recall that the corresponding DFA (as constructed in Theorem 17) has states of the form i, (x 1 , . . . x n ) , where x j ∈ {0, 1, 2} and the component-wise operations of the vectors (x 1 , . . . x n ) are x ⊕ y = min(x + y, 2) and x ⊗ y = min(x · y, 2).
The following facts about state transitions are useful: (x 1 , . . . , x n ) , with x 1 > 0 (recall that x 1 cannot be 0 in this case), we first reach 0, (x n , x 1 − 1, . . . , x n−1 ) , then we apply b n−2 reaching n − 2, (x 2 , . . . , x n , x 1 − 1) , and then we apply b one more time.
Non-mergibility. We now show that no two distinct states i, (x 1 , . . . , x n ) and j, (y 1 , . . . , y n ) are mergible, by providing a word that maps one of these states into a final state and the other into a non-final state. Incidentally, it becomes apparent that our DFA has no sink state.
If i = j, we choose the word a n−i b n a n−2 . From i, (x 1 , . . . , x n ) we reach a final state, namely n − 2, (1 ⊕ n j=1 x j , 0, . . . , 0, 1) . For the other state we reach j + n − i mod n, ( (· · · ), 0, . . . , 1, . . . , 0) , which is not final. If i = j, there must be a position k such that x k = y k , since the states are distinct. Without loss of generality we may assume that x k < y k (otherwise we flip the states). We distinguish the following subcases:
I. x k = 1 or y k = 1. For x k = 1 we use the word b n−k (recall that x k = y k ), and for y k = 1 we flip the states. II. x k = 0, y k = 2. Here we distinguish two situations. If k = i + 2 (thus, i ≤ n − 2) we choose the word b 2(n−1)−i , which maps i, (x 1 , . . . , x n ) into the final state n − 2, (x k+1 , . . . x n , x 1 , . . . , 1 = x k ⊕ 1) . The same word maps i, (y 1 , . . . y n ) into a non-final state, for y k ⊕ 1 = 2. If k = i + 2, we first apply the word b n−k+2 a n−2 ba, which maps i, (x 1 , . . . , x n ) into t, (x k , 0, z, 0, . . . , 0) , for some t ∈ {0, . . . , n − 1} and z ∈ {0, 1, 2}. From here, there exists a word w = a r that continues the computation up to * , (1 = x k ⊕ 1, 0, . . . 0, z, 0, . . . , 0) , and after that, the word b n−1 leads to the state * , (0, . . . 0, z, 0, . . . , 0, 1) . Thus, the word b n−k+2 a n−2 bawb n−1 maps i, (x 1 , . . . , x n ) into a final state, however, this is not true for i, (y 1 , . . . , y n ) .
We can also prove the following exponential lower bound for the non-deterministic state complexity of unique concatenation.
Proposition 19. There exists a pair of NFAs M 1 and M
k states (see Lemma 13 and def. of UL k used in Lemma 13).
On the experimental side, we generated all minimal DFAs with 3 states and performed unique concatenation on all pairs. There are 1028 distinct DFAs, leading to 1056,784 operations. Fig. 1 provides a 
arbitrary integers greater than 2. It is interesting to notice that J i is given in [20] as example for reaching the upper bound for the normal concatenation, hence it may provide an example where worst-case is achieved for both concatenation and unique concatenation.
Unique star
Using a technique similar to that for unique concatenation we can derive an upper bound for the unique star:
Theorem 20. If L \ {ε} is accepted by a DFA A of size m and with k final states, then a DFA for L
• has at most 3 m−1 We now make two crucial observations: (a) for a reachable state v ∈ V we must have v[1] ≥ S k (v), and (b) any reachable state v ∈ V containing only values 0 and 2 is mergible into (or, is equivalent to) the sink state. It now remains to compute how many states can possibly be reached in B:
1. There is an initial state 0 and eventually a sink state, amounting for 2 states. 
4. Finally, at most 3 Combining these numbers, we obtain 3
It remains to add up the figures underlined in the above cases 1-4.
The upper bound in Theorem 20 has been reached for k = 1 and m = 2, . . . , 8 by the generic examples in Fig. 4 (which are good candidates for the worst-case in general), and we conjecture that this upper bound is sharp in both n and k. In Fig. 5 we plotted the histogram for all minimal DFAs with 5 states and one non-initial final state.
The case when ε ∈ L, and we are given a DFA for L, is proven similarly, and may lead to a slightly different upper bound. In fact, we can immediately derive an upper bound by noticing that a DFA for L \ {ε} has one state more than the DFA for L (thus, we just replace m by m + 1 in the above result). Nevertheless, a proof as in Theorem 20 may improve such upper bound, and it merely involves a different state-indexing scheme. We leave this exercise to the reader.
Decision problems
We consider two decision problems involving unireg expressions, and start with the membership problem:
Theorem 21. The membership problem for unireg expressions is in P.
Proof. Let R be a unireg expression over Σ, and w be a string in Σ * . If w = ε, we can determine efficiently the membership, by consulting the parse-tree for R. If w = ε, we proceed as follows. Let w = a 1 a 2 . . . a k and let R be the regular expression obtained from R by replacing the unique operations with the corresponding regular operations. We use the algorithm of Glushkov to obtain an ε-free NFA M such that the set of strings accepted by M is the same as the set of strings generated by R (with the possible exception of ε). It is known [4] that Glushkov's algorithm preserves the degree of ambiguity of representation, that is, the number of accepting computations in M for an input word w equals the number of ways in which R generates w. Then, L(R) consists of those words that are accepted by M in an unique computation or, we say, unambiguously. Thus, it now suffices to detect whether our word w is accepted unambiguously by M. We consider that the states in M are numbered from 0 to m − 1, and denote {T a } a∈Σ the set of incidence matrices of M. Let S = [s(0), s (1) 
Theorem 22. The non-emptiness problem for unireg expressions is in PSPACE.
Proof. Let R be a unireg expression over Σ and R be the regular expression obtained from R by replacing the unique operations with the standard regular operations. Let M be the NFA obtained by applying Glushkov's algorithm to R . Then L(R) is non-empty if and only if there exists a word w accepted unambiguously by M. By Savitch's theorem [26] , it suffices to give a non-deterministic polynomial space algorithm to test for the existence of such word w.
For a ∈ Σ, let B a denote the adjacency matrix of M with respect to the input a. By Lemma 11, if there is a word w accepted unambiguously by M, there is such a w of length at most 3 n , where n is the number of states of M. We thus nondeterministically guess such a word w = w 1 w 2 . . . w r , r ≤ 3 n , symbol by symbol, and we compute the matrix product The transformation of R to R and then to M can be done in polynomial space, and the non-deterministic algorithm described above uses only polynomial space. It follows that the non-emptiness problem can be solved in polynomial space.
Application: 2-DFAs with a pebble
It is well-known that if M is a 2-DFA with a pebble [2] , L(M) is regular. Here we revisit the following question, studied in [10] : What is the worst-case blow-up in the number of states when a 2-DFA with a pebble is converted into a 1-DFA? Let f (n) denote this function. Formally, f is defined by the following two conditions: (1) there is an n-state 2-DFA with a pebble such that the minimum equivalent 1-DFA has f (n) states, and (2) for any n-state 2-DFA with a pebble, there is an equivalent 1-DFA with at most f (n) states. A lower-bound on f (n) can be obtained from the results of the previous section. Indeed, the connection between the state complexity for converting 2-DFA with a pebble to a 1-DFA and the state complexity of unique concatenation is provided by the following proposition. On an input string $w#, C starts with the reading head on the left end-marker, in its start state s C -which is, by definition, s A . The head moves to the right, and C simulates A until an accepting state is reached. At this point, C places a pebble on the current tape square, enters s B and moves to the right simulating B, until the right end-marker is reached. If at this point an accepting state of B is not reached, then C proceeds as in Step 1, else it proceeds as in Step 2, detailed as follows:
Step 1: C enters the state r and makes a right-to-left sweep until it reaches the left end-marker, and enters the state s A . Then it simulates A as usual, with the difference that when it reaches the pebble, it picks it up and continues the computation to the right till another final state of A is reached. Then it drops the pebble and continues with the simulation of B, as in the initial phase.
Step 2: C enters the state r and makes a right-to-left sweep until it reaches the left end-marker and enters state s A . While in a state of the form q a ∈ Q A , C simulates A, but uses the primed states and keeps moving to the right. More precisely, if δ A (q a , b) = q d , then C , on input b and in state q a , changes its current state to q d and moves to the right. It continues this phase until the square with a pebble is detected. Here, it picks up the pebble and moves to the right continuing the simulation of A using the primed states. At this point there are two cases to consider. (a) As the simulation of A continues, the right end-marker is reached without ever reaching an accepting state of A. In this case, C accepts the input and it halts. (b) An accepting state of A is reached before the right end-marker is reached. When an accepting state of A is reached for the first time, the pebble is dropped on the square that stores the last symbol that caused A to reach the accepting state, C enters the state s B and it starts the simulation of B using the primed states. The simulation continues until the right end-marker is reached. At this point, if an accepting state of B is reached, C rejects the input and halts. If an accepting state is not reached, then C enters the state r and repeats Step 2.
It is clear that C accepts L(A) • L(B) and the proof is complete.
This result, together with Theorem 17 or Proposition 18, provides an exponential lower bound for f (n), whereas the lower bound given in [10] is doubly-exponential.
Conclusion and further work
In this paper we studied unique rational operations and their state complexity. We drew connections between unireg expressions and unambiguous regular expressions, and we studied the closure of DCF, CF and linear CF languages to unique operations. We obtained a sharp bound of the state complexity for unique union, comparable with that of ''plain'' union. For unique concatenation we gave a state complexity upper bound that we strongly believe to be sharp, for we provided generic (parameterized) examples that reached the upper bound in all our extensive experiments. For the unique square, we provided sharp upper bounds and a generic worst-case example, in the laborious proof of Proposition 18. Both bounds are significantly higher than those for plain concatenation. For the non-deterministic state complexity of unique concatenation we provided an exponential lower bound. In Theorem 20 we provided a curious upper bound for the unique star, that we believe yet again to be sharp, based on empirical results. Finally, we studied the complexity of the membership and non-emptiness problem for unireg expressions, and we drew a connection between 2-DFAs with a pebble and unique concatenation. This work is in progress, and we feel that much more needs to be done. A list of open questions and further directions can be found in the extended paper [21] .
