We consider first-order ordinary differential equations with quartic nonlinearities. The aim is to find the maximum number of periodic solutions into which a given solution can bifurcate under perturbation of the coefficients. It is shown that this number is ten when the coefficients are certain cubic polynomials. Equations with the maximum number of such periodic solutions are also constructed. The paper is heavily dependent on computing Groebner bases.
Introduction
We consider differential equations of the form -~-Z 4 ~-0~(t)z 3 + fl(t)z 2 + ~(t)z, (1.1) where z is complex-valued; the coefficients are real polynomials in the real variable t. A solution z(t) of (1.1) satisfying z(0)=z (1) is called a periodic solution. The main concern is to estimate the number of periodic solutions. This problem was suggested by C. Pugh as a version of Hilbert's sixteenth problem (listed by S. Smale as Problem 7 in [6] ). Recall that Hilbert's sixteenth problem is to determine the number of limit cycles of polynomial differential systems in the plane. In [3] , Lins Neto gave examples to demonstrate that there is no upper bound for the number of periodic solutions unless suitable restrictions are placed on the coefficients. In his examples the coefficients are of degree ~<2n and the number of periodic solutions is n + 3; the question raised in [3] is to construct equations with more than n + 3 periodic solutions.
The multiplicity of the periodic solution ~o(t) of (1.1) is defined to be the multiplicity of q~(0) as a zero of the displacement function q : c ~-* z (1, c) -c; z(t, c) is the solution satisfying z(0, c) = c. A periodic solution is called a simple solution if its multiplicity is 1. In order to keep track of the number of periodic solutions, it is useful to take z complex. This is because the number of zeros of q in a bounded region of the complex plane cannot be changed by small perturbations. If the multiplicity of q~(t) is k, then for any sufficiently small perturbations of the equation, there are precisely k periodic solutions in a neighborhood of q~(t) (counting multiplicity). This result is given in [4] in a more general form. Since the coefficients are real functions, an upper bound for the number of periodic solutions of (1.1) is also an upper bound for the corresponding equation with z real. If the multiplicity is greater than 1 then, as was explained in [1] , we could reduce Eq. (1.1) to the form
This equation, with z real, was considered in [5] ; it was conjectured that the multiplicity of z = 0 is at most n + 3 if ~ and fl are polynomial functions in t of degree ~< n. For the case n --2, it is shown in [1] that the maximum multiplicity is 8. The method used in [1] to compute the multiplicity is mainly based on formulae derived to compute the multiplicity when it is ~< 8. The calculation of multiplicity for n > 2 is extremely difficult and time consuming.
In this paper, we explain how a computer algebra system can be used to compute the multiplicity and then to construct equations with many periodic solutions. The work which we describe depends on using the Groebner bases technique. We use MAPLE in computing Groebner bases. The method is applied for the case in which the coefficients are of degree 3; it is shown that the multiplicity of z = 0 is at most 10. Equations in this class are constructed with 10 periodic solutions. Thus, the upper bounds given in [3, 5] are exceeded.
Since we work in integer arithmetic, there are no rounding errors. It is certain that calculations by hand would be immeasurably slower and may be less reliable. However, special cases of the results presented here agree with those done by hand in [1] .
The method in [1] of constructing equations with many periodic solutions is the bifurcations by successive perturbations. This method has to be modified in order to be applied to the cases considered in this paper. As explained in Section 4, this is done by using an exchange of stability argument.
In Section 2, a brief introduction to Groebner bases is given. The method of computing the multiplicity is described in Section 3, and the case n = 3 is then considered. In the last section, equations with many periodic solutions are constructed.
Groebner bases
The method of Groebner bases allows us to solve systems of polynomial equations in an algorithmic fashion. In this section, the basis concepts are presented. We restrict the discussion to the parts related to our work. The details can be found in [2] . of an ideal I is said to be a Groebner basis if (lt(g~), It(g2)... ,lt(g~)) ---(It(I)). A Groebner basis is called a reduced Groebner basis for an ideal I if for any gi, the coefficient of lt(gi) is 1 and no monomial of gi lies in (lt(G -{g~})).
The main properties of Groebner bases are summarized in the following proposition. In 1965, Buchberger presented an algorithm to compute the Groebner basis of any given ideal. Many computer algebra systems implement a version of Buchberger's algorithm. These systems usually compute a reduced Groebner basis. In our computations, the computer algebra system MAPLE is used. The most commonly used commands in MAPLE's Groebner basis package are:
(1) gbasis(F, X, termorder): F is a list of polynomials, X is a list of indeterminates. It computes the reduced Groebner basis of the ideal (G) with respect to the indeterminates X and the given term ordering.
(2) normalf(p, F, X, termorder): p is a polynomial, F and X are as in (1). It computes the fully reduced form of p with respect to the ideal (F), indeterminates X and the given term ordering.
We also used the commands sturm to find the number of real zeros of a polynomial, and resultant to find the resultant of two polynomials. These equations can be solved recursively. However, the necessary calculations become extremely complicated as n increases. From (3.4), it follows that ~i2 = fl, ti3 = ~+fla2. Therefore, the multiplicity ofz ---0 is 2 if f~ fl(t)dt40 and it is 3 if f0 ~ fl(t)=0 but f0 ~ 0fft)~0. The formulae for an, with n~<8 are given in [1] . If the coefficients are polynomials in t then the functions an(t) can be computed recursively using a computer algebra system. Suppose that ~ and fl are polynomials in t. The first step is to compute the functions an(t); these are polynomials in t and the coefficients of c¢ and ft. MAPLE is used to compute an(t) recursively from (3.4). Let qn = an(I). It is clear that qn are polynomial functions in the coefficients of 0~ and ft. To calculate the multiplicity, we reduce qn by means of substitutions from the relations q2 = q3 = .... qn-1 = 0. That is to compute the normal form of qn with respect to the Groebner basis of the ideal (q2, q3,"', qn-1). We continue in this procedure until the Groebner basis becomes (1) or until we have a system with no real solutions. In the case the basis is (1), we have to verify that the maximum multiplicity can be attained by certain real values of coefficients; since the unsolvability is over the field of complex numbers. The solution z = 0 is an isolated periodic solution ([1, Theorem 2.2]); hence, the multiplicity of z = 0 is finite. Now we apply the above procedure to the case in which
fl( t ) = G + 2 At + 3 Bt 2, ~( t ) ---H + 2 Ct + 3 Dt2 + 4 Lt 3. (3.5)
First consider the following particular cases. It follows that this set of equations has a unique solution and that q8 ¢ 0.
(ii) If q2 = q3 = 0 then q4 ----1 (AD + 2AL + 60). When q2 = q3 ----q4 ----0 then q5 = -1A. The assumption q5 = 0 contradicts q4 = 0. Hence, the multiplicity is at most 5.
Remark. The result of Lemma 3.1(i) was obtained in [1] , where the computations were done by hand.
We proceed with B ¢ 0. The formula of q4 is not linear in any of the coefficients. Hence, it is not possible to eliminate one of the variables from the assumption q4 ----0. To make the computations easier, we introduce the change of variables z ~ Bz. Under this transformation Eq. (3.7)
It is clear that the transformation preserves the multiplicity and the number of periodic solutions. (i) Case L +210B = 0. The Groebner basis 98 is the set of polynomials 9 of Lemma 3.3, with the last three polynomials multiplied by L. If L = 0 then B = 0; this contradicts our assumption. The normal form of q9 is kh, where h is the one given in Lemma 3.3 and k is a negative constant. Hence, by Lemma 3.3, the multiplicity is at most 9 with exactly two equations with this maximum multiplicity.
(ii) Case 2A + 3 = 0. The Groebner basis 98 is the set 9 given in Lemma 3.4, with the last three polynomials multiplied by L. The normal form of q9 with respect to 98 is zero; that is the multiplicity cannot be 9. The normal form of ql0 with respect to 98 = 09 is kh, where h is given in Lemma 3.4 and k is a positive constant. Therefore, by Lemma 3.4, the multiplicity is at most 10 with only one equation with this maximum multiplicity.
Remark. By the change of variable z ~-~ B 1/3 z, Eq. (3.6) is transformed to the form (3.1). Therefore, the conclusions of Theorem 3.2 also hold for (3.1) with ~ and ~ as in (3.5).
Bifurcation of periodic solutions
The method of constructing equations with many periodic solutions can be summarized in the following steps:
• Start with an equation for which the multiplicity of z = 0 is K; that is q2 = q3 ..... qK-1 = 0 but qK ~ 0. Let U be a neighborhood of 0 in the complex plane containing no other periodic solution.
• Perturb the coefficients of the equation, if possible, so that the multiplicity is K-1. The total number of periodic solutions with initial values in U is unchanged by sufficiently small perturbations. Hence, there is a nonzero periodic solution ~b, say, with ~O(0)eU. Since complex solutions occur in conjugate pairs, it follows that ~ is real. Let WI be a neighborhood of ~k(0) and U1 be a neighborhood of 0 such that U 1 ~_J W 1 C U and U 1 N W 1 = ~. Make another perturbation so that the multiplicity of z = 0 is K-2. A second real nonzero periodic solution with initial point in U1 is bifurcated; there remains a real periodic solution with initial point in W1.
• Continuing in this way, we end up with an equation with K-2 distinct nonzero periodic solutions and z = 0 of multiplicity 2. This is the procedure used in [1] to construct equations with 8 periodic solutions. The same method cannot be used when q2 = q3 ..... qk-1 = 0 implying that qk = 0 for certain k. That is, the multiplicity cannot be k. In fact, this is the case for equations we are considering (as in Theorem 3.2). So the above steps fail to yield K-2 real periodic solutions. However, it is possible to bifurcate K-2 periodic solutions by exchanging the stability.
• Let z = 0 be of multiplicity k, with k even, and qk > 0. Hence, z = 0 is unstable. Suppose that after a perturbation the multiplicity is k -2 and q~-2 < 0; z = 0 is stable. If the perturbation is sufficiently small, then two real nonzero periodic solutions bifurcate out of the origin; one is positive and the other is negative. We use these steps to construct equations with 10 periodic solutions. Consider Eq. (3.6) with and fl as in (3.7). To do the above procedure, the conditions which determine the multiplicity are needed. These conditions are obtained by computing the Groebner basis of (q2,q3,"" ,qn-1), and then computing the normal form of qn with respect to this basis. These are given in the following proposition (with kl,k2,... ,k6 are positive real constants). The resultant of each of these polynomials and the polynomial in g8 which determined I0 is not zero. Hence, the partial derivatives do not vanish at (10, Co).
(ii) The directional derivative is given by (ii) lf, in addition, e8 is small enough then the equation
has ten distinct real periodic solutions.
Proof. (i) If ek = 0 for k --1,..., 7 then z --0 is unstable and of multiplicity 10. With e 1 ~ 0 but ek = 0(k > 1), let L = l0 + el, and D =dl = do -2el. Choose C ---cl, the value determined in Lemma 4.2, and let B = bl l = 4-T6(7 c1 -9 10 -9 el ). The polynomials in g7 vanish at these values of the coefficients. The polynomials in the sets g7 U {qs} and g8 have the same solution set. Hence,
for the values of (L,C) satisfying gT, q8 vanishes only at (lo, co); since 98 has a unique solution. In particular, qs(ll,Cl) ~ O. By Lemma 4.2(ii), the function q8 is negative if el > 0 and positive if el < 0. Hence, if el > 0 and small enough then the multiplicity is 8 and z = 0 is stable. The stability of the origin is reversed by this perturbation. By the argument presented at the beginning of the section, two real nonzero periodic solutions, ~Pl and ~P2, have bifurcated out of the origin. Now, we choose e2 ~ 0 and ek = 0(k > 2). In this case, we let D = d2 = dl + 2e2, and C = c2 = cl -3 e2. The conditions in g6 are satisfied and q7 : 4 k4 e2(273 cl -346 ll ). Here, we use the fact that dl + 2 ll --0. The possibility 273 Cl -346 ll --0 together with g7 imply that ll = Cl --0. Therefore, if e2 is nonzero then the multiplicity is 7. A real periodic has bifurcated from the origin. If the perturbation is small enough, there remain two periodic solutions in a neighborhood of q~l and ~02. We make another perturbation, L = 12 : Ii + 7 e3, D = d3 : d2 -8 133. In this case, the conditions in 95 are satisfied and q6 = 7k3 ~3 (144 144bl + 104 ll ÷36453 -21). Here, we use the fact that q6(bl, 11 ) = 0. A fourth periodic solution is bifurcated out of the origin. The next two steps are similar. If A = ao + e4, and C = c2 + 2 e4 (e2 + 3 e3), then q5 : -k2 54 (12 + 210 bl ); if C = c4 = c3 + e5 then q4 : -7k155. Finally, we perturb H and G by 56 and e7, respectively.
From the previous steps, we end up with an equation having nine distinct periodic solutions (including z = 0).
(ii) For the equation in part(i) z = 0 is still of multiplicity 2. By adding a linear term 58 z, another periodic solution is bifurcated.
Remark. Using the equation above and making the change of variables z H B 1/3 z, an equation of the form (1.1) with ten periodic solutions can be constructed; the degrees of/~ and ct are still 2 and 3, respectively.
