Recent advances in cytometry have radically altered the fate of single-cell proteomics by allowing 18 a more accurate understanding of complex biological systems. Mass cytometry (CyTOF) provides 19 simultaneous single-cell measurements that are crucial to understand cellular heterogeneity and 20 identify novel cellular subsets. High-dimensional CyTOF data were traditionally analyzed by 21 gating on bivariate dot plots, which are not only laborious given the quadratic increase of 22 complexity with dimension but are also biased through manual gating. This review aims to discuss 23 the impact of new analysis techniques for in-depths insights into the dynamics of immune 24 regulation obtained from static snapshot data and to provide tools to immunologists to address the 25 high dimensionality of their single-cell data. 28 Since the invention of the first fluorescence-based flow cytometer fifty years ago, immunologists 29 have widely adopted the technology to get a comprehensive understanding of heterogeneity among 30 immune cells, function, cellular differentiation, signaling pathways and biomarker discovery [1]. 31 A variation of flow cytometry, known as cytometry by time-of-flight (CyTOF) or mass cytometry, 32 was developed in 2009, which could query over 50 parameters per cell, in contrast to only limited 33 parameters in conventional flow cytometry. CyTOF utilizes antibodies labelled with rare earth 34 metal isotopes instead of fluorescent dyes and the resulting abundances are detected using a time-
strategies of clustering and trajectory inference 91 Visualizing Cellular Heterogeneity by Dimensionality Reduction 92 Flow cytometry represents one of the most powerful and frequently used technologies in the 93 immunologist´s toolbox. Therefore, single-cell resolution has been a hallmark of immunological 94 data acquisition and analysis for a long time since. One of the goals of performing differential 95 analyses of cytometry data sets is cellular sub-type classification. Clustering is one of the most 96 challenging steps as it forms a basis for all subsequent differential tests on marker expression for 97 biomarker discovery and population abundance analysis. Identification of cell populations depends 98 on the number of features measured and cytometry has been able to push the detection limit to 99 over 50 parameters per cell. However, increased dimensionality makes it difficult to capture the 100 underlying heterogeneity of the data. Dimensionality reduction methods maximize the variance in 101 the data and reduce the number of variables by mapping it onto a lower-dimensional space. 102 Principal component analysis (PCA), a linear dimensionality reduction method, represents the 103 original data in 2 or 3 dimensions by using a linear combination of the original feature vectors and 104 maps data points onto orthogonal dimensions, which explain the maximum variance. However, 105 PCA fails to capture the non-linearity and asynchronous nature of single-cell data, which is better 106 visualized using non-linear dimensionality reduction techniques like t-SNE or uniform manifold 107 approximation and projection or UMAP [16] (Box 1). t-SNE represents each cell in a lower 108 dimensional manifold that is computed using the Barnes-Hut implementation of the t-stochastic developmental trajectories of differentiating cells, along with branching events, enabling it to 149 capture both abundant as well as rare cell populations. 
Organizing Single cells as Clusters for Sub-type Classification

153
Many tools now exist that group cells into discrete sub-populations based on feature space such as 154 SPADE, FlowSOM etc. and employ unsupervised techniques for visualization of high-155 dimensional cytometry data. SPADE or spanning-tree progression analysis of density-normalized 156 events organizes cellular populations into hierarchies based on similar phenotypes [10] . It provides 157 an intuitive 2D depiction of multiple cell-types in a branched tree structure (Box 2). A typical 158 SPADE tree is comprised of nodes representing cell clusters, which are further connected through 159 edges, which represent relationships and provide information about the underlying similarity of 160 cell-types [21] . Only the connections between nodes via edges can be used to draw conclusions 161 Box 1
Non-linear dimensionality reduction methods scaling better than t-SNE
A recently introduced analysis technique for high-dimensional cytometry data known as HSNE or Hierarchical Stochastic Neighbor Embedding transcends the scalability limit of conventional t-SNE [19] . HSNE constructs a hierarchy of non-linear similarities between events that can be explored interactively up to single-cell details. The utility of this technique is to identify rare cell types that might otherwise be missed during down-sampling. HSNE has been implemented by Unen et al. as an integrated analysis tool Cytosplore [20] .
Another non-linear dimensionality reduction technique which has garnered special is UMAP [16] . It is based on a novel manifold learning technique and can potentially better preserve the global structure of the data compared to t-SNE along with preserving local neighborhood aspects. Also, it scales better than most t-SNE packages in embedding large high-dimensional datasets which makes them a viable choice as a general purpose dimensionality reduction method.
about cluster similarities. The larger the distance between two connected clusters, the more 162 dissimilar are the features of the events within those clusters. Additionally, a SPADE tree can be 163 colored using the expression level of any preferred marker giving insights into the differential 164 expression pattern between the events from different clusters.
166
We analyzed the performance of SPADE using the CD4 + T cell CyTOF data set from PBMC [18] .
167
The data was transformed using the hyperbolic arcsine function. SPADE was applied to this dataset 168 using all the surface markers and default parameter settings except for the number of clusters, 169 which was set at 100 to better capture the heterogeneity of the data. To explore the underlying 170 structure and heterogeneity in the data the SPADE trees were annotated using median expression 171 of different markers (Figure 3C) . The median marker intensities for CD45RA and CD45RO Hierarchical tree representation of single-cells using SPADE Typically, SPADE begins by performing a density-dependent down-sampling of the raw dataset followed by an unsupervised agglomerative hierarchical clustering to identify distinct sub-populations. It then builds a minimum spanning tree representation to link the clusters beginning with a randomly chosen but already connected subgraph and adding an edge to it iteratively. Finally, it performs up-sampling by assigning all cells in the initial dataset to the clusters identified [21] .
Ideally, SPADE can recover cellular hierarchy corresponding to known biology from highdimensional cytometry data-sets. However, performance is limited by a number of userdefined factors such as the desired number of clusters, outlier density and target density following down-sampling which can affect the detection of rare cells. Furthermore, since SPADE is a non-deterministic method and the minimum-operation in the spanning-tree step is sensitive with respect to outliers, every run would result in a distinctly different tree structure. compromising on speed. In line with this, Van Gassen et al. [11] introduced FlowSOM, which 178 uses self-organizing maps (Box 3). In contrast to t-SNE and SPADE analyses, several plots are not 179 required to determine an accurate cell-type classification of clusters and their boundaries. 180 We present results of FlowSOM clustering, which was applied to an original CD4 + PBMC CyTOF 181 data set and expected to identify the known cell populations in the study [18] . The data was 182 transformed using logicle transformation and scaled. FlowSOM was applied using the standard 183 parameter settings and lineage markers for clustering, which we considered could positively 184 delineate subsets. Notably, the method was able to detect both high as well as low frequency cell 185 populations ( Figure 3A) . Meta-clustering with 15 clusters was able to identify the expected 
Inferring cellular trajectories using diffusion pseudotime
The DPT algorithm first computes a transition matrix from single-cell expression data by convolving Gaussian kernels centered at nearby cells, effectively constructing a weighted nearest-neighbor graph of the data. Next, it determines the probabilities for each cell to transition to each other cell in the data set using random walks of any length on this graph.
These transition probabilities correspond to edge weights. These walks can be considered as a proxy for the cells' probabilities of differentiating toward different cell types. The probabilities for each cell are stored in a vector, and the DPT between two cells is calculated as the Euclidean distance between their two vectors. The developmental progression of each cell in the data set is then measured by computing its DPT with respect to a specified root cell [14] . 
372
This can be accomplished via diagnostic plots for marker expression distribution across all events 373 or with prior knowledge. Dimensionality reduction using PCA, tSNE, diffusion maps etc. for 374 visualization follows after feature selection. These plots show similarities between events, 375 measured in an unsupervised manner, and provide information about differential expression 376 between groups based on the intensity measurements. This reveals cellular heterogeneity. (C) 377 Detection of developmental trajectories is another common application of these analytical 378 frameworks and provides dynamic information on static snap shot data. Despite this situation, multiple runs on the same dataset will produce highly similar results and the 386 takeaway message will essentially be the same. Cisplatin  CD127  CXCR4  CX3CR1  CCR7  CD45RA  CCR6  CCR5  Integrin B7  CCR2  CD49d  CXCR5  CD31  CD95  CXCR3  CCR9  CD161  PD-1  ICOS  CD56  CD27  CD19  CXCR6  CCR10  CF49a  CD25  CCR4  CD103  CD4  CLA  CD45RO  CD8  CD62L  CD69  CD38  CD29  HLA-DR  CD3  TCRgD  CD57  CD14.1  CD14  CD45 
