Abstract There is growing concern that the higher temperatures expected with climate change will exacerbate drought extent, duration and severity by enhancing evaporative demand. Temperature-based estimates of potential evapotranspiration (PET) are popular for many eminently practical reasons and have served well in many research and management settings. However, a number of recent publications have questioned whether it is appropriate to use temperature-based PET estimates for long-term evaporative demand and drought projections, demonstrating that PET does not always track temperature. Where precipitation changes are modest, methodologically driven differences in the magnitude or direction of PET trends could lead to contrasting drought projections. Here I calculate PET by three methods (Hamon, Priestley-Taylor and Penman) and evaluate whether different techniques introduce disparities in the sign of PET change, the degree of model agreement, or the magnitude of those changes. Changes in temperature-based Hamon PET were more significantly and consistently positive than trends in PET estimated by other methods, and where methods agreed that summer PET would increase, trends in temperature-based PET were often larger in magnitude. The discrepancies in PET trends appear to derive from regional changes in incoming shortwave radiation, wind speed and humidity -phenomena simpler equations cannot capture. Because multiple variables can influence trends in PET, it may be more justifiable to use data-intensive methods, where the source(s) of uncertainty can be identified, rather than using simpler methods that could mask important trends.
dry summer of 2012, has provided a sharp reminder of the potential consequence of drought (NOAA 2012) . As of January 2013, crop insurance payments tied to losses from this drought had surpassed $11.5 billion (Wilson 2013) , and agriculture was by no means the only sector impacted. During the summer of 2012 wildfires burned over 9 million acres of land in the Unites States, incurring costs of at least $1 billion (NOAA 2012) . In addition, there is concern that, with climate change, droughts may increase in intensity, frequency, area, and duration (Dai 2011a) , leading to greater impacts on human and natural systems.
Although drought can be characterized in multiple ways (Keyantash and Dracup 2002; Heim 2002) , it is essentially a function of reduced precipitation, increased evaporative demand or a combination of the two. To accommodate this dual influence, many drought indices include some metric of potential evapotranspiration (PET). For practical reasons, this metric is often a function of temperature (Palmer 1965; Vicente-Serrano et al. 2010) . Historically, these precipitation-and temperature-based indices have been well correlated with stream flow (Dai 2011b) , growth of drought-sensitive trees (Cook et al. 2004) , and wildfire impacts (Westerling et al. 2003) . This suggested that temperature variability provided a reasonable index of fluctuations in evaporative demand, and many studies have used indices based on projected temperature and/or precipitation to evaluate the potential for and severity of future drought (e.g., Dai 2011a; Wehner et al. 2011; Burke et al. 2006 ). Numerous equations relating PET to temperature have been developed, and some sources have suggested that temperature-only based estimates of evaporative demand may be superior in some settings (Dai 2011b; Kay and Davies 2008) .
However, potential evapotranspiration is a function of humidity, surface energy availability and wind speed, as well as temperature (Shuttleworth 2007; Allen et al. 1998) , and recent papers have questioned the ability of temperature to describe PET variability. Sheffield et al. (2012) found that a temperature-based version of the Palmer Drought Severity Index (PDSI) overestimated the recent trend in global drought relative to a more physically based one. Shaw and Riha (2011) observed that radiation was a stronger driver of PET variability than temperature in temperate forests of the eastern United States. In parts of Australia, Donohue et al. (2010) discovered that recent trends in temperature-based PET estimates disagreed in sign with those of radiation-based calculations. The radiation-based calculations were also more realistic in relation to precipitation variance. These results confirm those of Wild (2009) who noted that, coincident with 'dimming', pan evaporation decreased at many locations in the late 20 th century, even as temperatures increased. Finally, Hobbins et al. (2012) found that, across the United States, temperature was not always the primary control on evaporation.
These findings are consistent with long-standing recommendations by the Food and Agriculture Organization of the United Nations (FAO) to estimate reference evapotranspiration with the Penman-Monteith equation, which requires net radiation, relative humidity, wind speed and temperature data, as well as information about vegetation characteristics (Allen et al. 1998 ). Yet temperature-based methods for estimating PET remain popular for a very good reason: high-quality temperature data are widely and readily available, while humidity, radiation and wind-speed data are not. Researchers and managers who wish to use statistically downscaled climate projections face similar challenges, as many widely available downscaled products provide only temperature and precipitation variables (e.g., Tabor and Williams 2010; Joyce et al. 2011) or information derived from temperature and precipitation (e.g., Wang et al. 2012) . Understanding whether temperature and precipitation are sufficient to describe the potential for future drought is of particular concern as demand for high spatial-resolution climate projections grows. Kingston et al. (2009) found that using different PET estimates led to projecting different changes in zonal average PET and that the choice of PET calculation method could determine changes in the water balance. To date there has not been a regionally resolved evaluation of the impact of PET calculation methods on projected changes in PET. Here I provide a spatially explicit multi-model evaluation of PET projections estimated with three different methods: the temperature-and latitude-based Hamon equation (Hamon 1961) , the radiation-and temperature-based Priestley-Taylor method (Priestley and Taylor 1972) , and the Penman equation (Penman 1948) 
Methods
All seventeen models included in this study were run for the IPCC's Fourth Assessment Report, and projections were retrieved from the Program on Climate Model Development and Intercomparison (PCMDI). Models were chosen on the basis of data availability and were used if they supplied the following monthly surface variables for the A1B scenario: air temperature, specific humidity, pressure, wind speed, and radiation and heat fluxes.
Hamon PET (monthly average mm day
) was calculated according to Lu et al. (2005) , excepting that the proportionality coefficient was set to 1 rather than 1.2, and PET was not set to 0 if the average monthly temperature fell below freezing, per Rawlins et al. (2003) . Using a calibration coefficient of 1 makes the calculation equivalent to that in Shaw and Riha (2011) and Rawlins et al. (2003) . Average hours of sunlight per day in each month were estimated from grid-cell center latitude, as in Allen et al. (1998) . The Hamon method shares many characteristics with other temperature-based methods, including the Thornthwaite equation, commonly used in PDSI calculations. They are among the most temperaturesensitive methods of PET estimation (Shaw and Riha 2011) . The Thornthwaite method, however, can be challenging to calculate in regions where temperatures are well below freezing for much of the year as the denominator can approach or fall below zero, leading to unrealistically large or negative PET rates. It may also be calculated differently at high temperatures (see Shaw and Riha 2011) , making long-term changes challenging to interpret (Supp. Material, Shaw and Riha 2011).
Priestley-Taylor and Penman PET (monthly average mm day
) were calculated after Shuttleworth (2007) . The latent heat of vaporization of water (λ) and the psychrometric constant (γ) were also derived as in Shuttleworth (2007) . The slope of the saturation vapor pressure curve (Δ) was calculated as in Allen et al. (1998) . The Penman equation is similar to the FAOrecommended Penman-Monteith equation, but it does not include information about surface resistance characteristics. Because future surface conditions (vegetation type, height, etc.) are unknown, using a method that does not require this information was deemed more appropriate.
Vapor pressure deficit was calculated as the difference between saturated vapor pressure, calculated from temperature as in WMO (2008), and vapor pressure, calculated from specific humidity (Wallace and Hobbs 2006) . Ground heat flux was estimated as the difference between net radiation and the combined sensible and latent heat fluxes. Wind speed (m s −1 ) was calculated from meridional (v) and zonal (u) surface wind velocities.
Five models (CSIRO-Mk3.5, GFDL-CM2.0, GFDL-CM2.1, MPI-ECHAM5 and UKMO-HadGEM1) did not provide surface-level specific humidity, so vapor pressure deficit for these models was calculated from specific humidity, pressure and temperature in the lowest layer of the atmosphere. In some cases, the model-simulated vapor pressure exceeded the saturation vapor pressure estimated from temperature. In those cases, vapor pressure deficit was set to 0.05 kPa. To determine whether this substitution would have a significant impact on the results, I compared Penman PET changes calculated using surface and lowest-level vapor pressure deficit for the 11 models that supplied both (BCCR-BCM2.0, CCCMA-GCGM 3.1 t47, CCCMA-CGCM3.1 t63, CNRM-CM3, GISS-AOM, INM-CM3.0, IPSL-CM4, MIROC 3.2 hires, MIROC 3.2 medres, MRI-CGCM 2.3.2a, and NCAR-CCSM 3.0). Using lower-level vapor pressure deficits enhanced the tendency for significant increases in PET relative to those estimated using surface data. Thus, including models which do not provide surface humidity could lead to underestimating the potential for decreasing PET. NCAR-CCSM3.0 did not provide surface wind variables, so winds from the lowest level of the atmosphere with data were used. All equations are shown in the Supplementary Material.
For ease in comparison between models, PET from all models were interpolated to a common 2.5°x 2.5°latitude-longitude grid. For each method, I evaluated grid-cell level changes in seasonal and annual mean PET between the early and late 21
st century for each model. At each grid cell, the 10 annual or seasonal values for 2002-2011 were compared to the 10 years from 2079-2098 with a t-test. Equal variance was assumed at a grid cell if an Ftest was not significant (p≥0.05). Changes in model-specific seasonal and annual shortwave radiation, cloud cover, vapor pressure deficit, wind speed and air temperature were analyzed in the same way. Results were plotted as described by Tebaldi et al. (2011) .
At grid cells where at least five models indicated a significant (p≤0.05) increase in both Hamon and Penman PET, the magnitudes of those increases were compared. Analysis was limited to only those models where PET increases were statistically significant by both methods, so the models vary from grid cell to grid cell. Changes in average Hamon PET from 2002 -2011 to 2079 -2098 were compared to changes in Penman PET, using a paired ttest. All calculations were performed in R, using the stats, fields (Furrer et al. 2012 ) and ncdf (Pierce 2011) packages. Plotting was done in Matlab.
Results
Over the full year and in all seasons, the Hamon method estimates significant (p≤0.05) increases in PET over most of the globe, with a high degree of agreement between models (Fig. 1) , consistent with increasing temperatures (Fig. 2) . The largest increases in PET occur during boreal summer (JJA) over the continental northern sub-tropics. The tropics experience larger increases than the poles, despite intense high-latitude warming (Fig. 2) .
Evaporative demand also increases over much of the planet when the Priestley-Taylor equation is used, but there are critical differences between projections made with the Priestley-Taylor (Fig. 3) and Hamon methods (Fig. 1) . The band of high change over the tropics is not evident, and there are areas that lack significant trends. More importantly, some higher latitude regions show consensus for decreasing PET in some seasons, and there are regions in both the subtropics and the high-latitudes where models disagree on the sign of change.
Changes in Penman PET show similar patterns to those found by the Priestley-Taylor method (Figs. 3-4 , Supp. Fig. 1 ). The Penman method is less likely to show significant decreases in winter (DJF) PET at very high latitudes, although mean PET rates in this region at this time of year are and will likely remain very low. Although there are minor differences between Priestley-Taylor and Penman, they contrast strongly with Hamon by showing less consistently positive changes in evaporative demand. Figure 5 compares changes in Hamon and Penman PET. White regions of the map indicate where the two methods agree in terms of the significance, sign and degree of model consensus. In all seasons, there are large areas where Hamon and Penman estimates disagree in the sign of significant and robust changes in PET. It is also common for the Hamon method to project consistent increases in PET, but for models to disagree about the sign of changes in Penman PET. This is in contrast to a similar comparison of Priestley-Taylor and Penman PET, where the results are largely consistent and typically differ in the strength of the signal, rather than its sign (Supp. Fig. 1 ).
There are, however, large areas of the globe where at least five models project increasing PET by both the Hamon and Penman methods (Fig. 6) . Increases in Hamon PET tend to exceed those in Penman PET in the summer hemisphere. The differences are most pronounced in the subtropics, and are especially evident in the Middle East and western North America. On an annual basis, increases in Hamon PET outstrip increases in Penman PET over most of the globe, with exceptions in the Southern Ocean, the Tibetan Plateau, and portions of the North Pacific. There are also differences in the magnitude of significant changes between the Priestley-Taylor and Penman methods. Priestley-Taylor estimates larger changes than Penman over the ocean and over higher-latitude land areas (Supp. Fig. 2 ). These differences are, however, small. The average significant positive and negative discrepancies are 0.06 and −0.09 mm day 
Discussion
The results presented above clearly demonstrate that the method used to calculate PET can drive differences in the direction of projected changes, not just in their magnitude, as Kingston et al. (2009) show in a zonal analysis. Of the three methods evaluated here, the Hamon method estimates the most widespread and consistently positive trends, and it projects the largest increases in summer PET, even when the comparison is limited to those models that also project significant increases in Penman PET (Fig. 6 ).
Methodological differences in the direction of change and degree of consensus derive primarily from the suite of variables used. Because the Hamon method requires only temperature and day length, the influence of compensating or exacerbating changes in other variables that influence PET cannot be evaluated. Many models project regional decreases in incoming shortwave radiation by the end of the 21st century (Fig. 7) , consistent with increasing cloud cover in those regions (Supp. Fig. 3 ). The trend is especially pronounced during the summer over polar regions, but it can also be observed in areas impacted by monsoons. It is likely that reductions in incoming shortwave radiation temper the influence of increasing temperature on PET, and changes in the radiation budget could drive reductions in PET even as temperatures rise. This has been documented in the observational record, as well (Donohue et al. 2010; Wild 2009 ). Increases in vapor pressure deficit tend to follow changes in temperature but are less pronounced at higher latitudes (Supp. Fig. 4 ). In the mid-latitudes, reductions in surface wind speed (Fig. 8 ) also tend to moderate the impact of temperature increases on PET change. However, the impact of changes in radiation, wind speed and humidity that might temper or even counteract the influence of increasing temperature on PET cannot be captured by the Hamon equation or by similar temperaturebased PET estimates. Stippling indicates that at least 80 % of the models projecting a significant (p≤0.05) change agree in sign. White areas indicate that although at least half of the models project a significant change in PET, they do not agree on the direction of change. Lack of stippling over colored areas of the map indicated that less than 50 % of models projected a significant change in PET Fig 2 As in Fig. 1 , but for surface air temperatures (°C) Fig. 1 , but for Priestley-Taylor potential evapotranspiration (mm day −1 ) Fig. 1 , but for Penman potential evapotranspiration (mm day −1 )
Fig 4 As in
Fig The Hamon method is notoriously temperature sensitive, even in comparison to other temperature-based methods (Kingston et al. 2009; Shaw and Riha 2011) . However, any PET equation based on average temperature will show increasing evaporative demand with increasing temperature. The Thornthwaite and Oudin methods produce largely similar results in terms of the sign, significance and consistency of change in PET, even though the magnitudes of change are quite different (Supp. Fig. 5-6) .
Biases in the GCMs could contribute to the differences in PET projections highlighted here. The temperature sensitivity of PET equations varies with ambient temperature (Shaw and Riha 2011) . Because of the non-linear dependence of many PET formulations on temperature, temperature biases are of particular concern. However, biases in any of the variables could influence the magnitude or significance of changes in PET. It is also conceivable that biases could influence the direction of change in Priestley-Taylor or Penman PET when temperature and radiation provide "competing" controls on PET. I chose not to bias correct the GCM output, however, so that changes in all of the variables would remain physically consistent with each other, something that is difficult to ensure with statistical downscaling methods. There may also be some uncertainty introduced by applying these equations to monthly data. Most of them were developed for use with daily data, and the use of aggregated data does not influence all methods in the same manner (Federer et al. 1996) .
Land surface modules within GCMs calculate actual evapotranspiration, taking into account evaporative demand, surface resistance and soil moisture availability. However, some users may find it useful to have separate estimates of PET and evapotranspiration. For example, water resource managers may need to evaluate changes in yield, and thus both evaporation and precipitation, over large basins but may also be particularly concerned about changes in evaporative demand over reservoirs.
Implications for drought scenarios
There is demand from managers and researchers for downscaled drought projections. However, many downscaled climate products serve a limited number of variables, often only temperature and precipitation. This limits the options for investigating changes in evaporative demand and encourages the use of drought indices that might rely too strongly on temperature changes. Given limited resources, methodological and projection uncertainty, what are the defensible options for evaluating the potential for drought in the future?
If the Hamon method agrees with more physically based models in terms of the sign, significance and consensus of change (white areas in Fig. 5) , and only average temperature data are available, it may be reasonable to use a temperature-based method. There may be differences in the degree of estimated PET change (Fig. 6) , but there are a number of methods for accommodating uncertainty in the magnitude of projected changes (e.g., Barnett and Pierce, 2008; Brekke et al., 2009) . It would, however, still be advantageous to evaluate concurrent changes in the surface radiation balance, humidity and wind speed, in order to understand the primary drivers as well as to identify potential sources of uncertainty. Even in areas where most models suggest increasing evaporative demand in all methods evaluated here, there is often at least one model projecting reductions in Priestley-Taylor or Penman PET (Supp. Fig. 7-8) .
Disagreement in the sign or significance of PET changes produced by the Hamon and Penman methods (shaded areas in Fig. 5 ) implies that temperature-based methods are inappropriate for evaluating changes in evaporative demand. In these areas, a more complex method will be required. If projected maximum and minimum temperatures are available, the Hargreaves or Hargreaves-Samani equations might be an option, as changes in diurnal temperature range can provide a proxy for changes in radiation balance. Allen et al. (1998) , suggest the Hargreaves equation as a substitute when there are insufficient data for calculating Penman-Montieth PET. It is the only temperature-based method recommended by the FAO. Depending on the goals of the study and the resources available, dynamical downscaling may be an attractive option in this situation. Evaluating PET changes at coarser resolution to provide a full suite of future scenarios may also be a viable option.
Conclusions
Although there are regions and seasons in which the simple temperature-based Hamon equation provides the same general picture of PET change as more physically based methods, there are areas where these methods provide conflicting projections. Even when the direction of change in PET is the same, there can be methodologically driven differences in the magnitude of change. In combination with observational analysis demonstrating that temperature is not the strongest control on PET (Hobbins et al. 2012; Donohue et al. 2010; Shaw and Riha 2011) , the results of this study suggest that data-intensive methods of estimating changes in evaporative demand are preferable to techniques that largely reflect changes in mean temperature. They are physically more justifiable and may produce a more appropriate range of scenarios. Perhaps most importantly they identify potential sources of uncertainty, rather than masking them. Using a method that contains explicit, rather than implicit, uncertainties may guard against "doing the wrong thing more precisely" (Pulwarty 2003) . In most situations, these benefits are likely to outweigh the primary costs: potential loss of spatial resolution and increase in effort.
