Abstract-Surface charge on dielectric surfaces can alter the field conditions of insulation systems substantially. In this work, lightning impulse experiments are compared with a simulation model for surface charging in rod-barrier-plane geometries. The model is based on the saturation charge assumption, i.e. zero normal electric field in air pointing onto the dielectric surface, which prevents further charging. This hypothesis holds well for most geometries, as long as there are no leader discharges or restrikes (also known as back discharges). Restrikes are discharges that occur on the lightning impulse tail when the active electrode is close to zero potential. A method is proposed to compute the charge distribution after a restrike. Furthermore, the model can predict discharges on both sides of the barrier. Saturation charge fields can be computed efficiently, so the results are encouraging for dielectric design applications.
I. INTRODUCTION
Accurate modelling of surface charging phenomena is important for the development of SF 6 -free insulation systems for the next generation of medium voltage switchgear. Discharges can be tolerated during lightning impulse tests as long as they do not lead to breakdown. Surface charging effects can suppress discharges under such conditions. In this work, experiments are compared with variations of the saturation charge model described in [1] . Lightning impulses are applied to rod-plane air gaps with a dielectric barrier (see fig. 1 ), and the resulting surface potential is measured. A range of short (< 100 mm) rod-barrier-plane geometries are used to test the model and obtain an overview of the charging phenomena involved.
II. EXPERIMENTS A. Voltage and current
Rod-barrier-plane gaps ( fig. 1 and table I) were stressed with 1.2/50 µs lightning impulses (LI). The earth current was monitored using a Pearson 6585 current monitor to ensure that there was a discharge. No breakdowns were observed.
B. Surface potential measurements
A Trek 3455ET probe with a 20 kV Trek 341B high voltage amplifier was used to measure surface potential after a discharge. The probe zeroes the electric field between itself and the surface by adjusting its potential. After the impulse, the barrier and ground plane were moved along a rail and positioned 5 mm ± 3 mm from the probe tip. The surface potential on the barrier was then scanned along the center line using a robot stage. In some cases a 2D raster scan was also performed. The barrier was subsequently cleaned with isopropyl alcohol before the next experiment, resulting in a residual surface potential magnitude below 300 V. Local potential differences smaller than the surface area seen by the probe are not resolved [2] . This circular area can be assumed to be around 6-18 mm diameter [3] . Local charge peaks or sharp gradients are therefore smoothened. To mimic this effect in the simulations, a moving average filter was applied. While the robot is scanning the surface with a speed of 30 mm s with 100 samples/s. The moving average filter averages 50 samples, which corresponds to a resolution of 15 mm.
C. Measurements on both barrier sides
In some negative impulse configurations (5 and 6 in table I), multiple discharge events were observed on the measured current, and it was suspected that there could be positive streamers between the barrier and the ground plane (as observed in [4] ). To initiate such discharges repeatably, a small protrusion (ca. 1 mm radius copper wire protruding ca. 2 mm) was placed on the ground plane. In addition to the initial surface potential measurement, the barrier was turned around carefully to measure the surface potential on the side that was hypothetically charged by positive streamers starting from the protrusion. Consequently, the side with negative charge delivered from the rod was facing the ground plane during this second measurement.
III. SIMULATIONS
First principles simulations of electrical discharges (see e.g. [5] ) are still too computationally heavy to be used in everyday insulation design. Simplified calculations are therefore needed. One approach is to assume that surfaces exposed to discharges are charged to saturation, i.e. that the normal electric field component vanishes at the surface facing the air [1] .
The advantage with this method is that it can be quickly calculated for arbitrary 3D and 2D geometries. The calculation procedure used in this work is as follows (see also fig. 2 and 3):
1) Calculate background field with zero surface charge and applied voltage U . 2) Evaluate discharge propagation paths (as field lines) and the streamer inception voltage U i . 3) If a streamer collides with a dielectric surface, assume on an area A σ of this surface the saturation charge boundary condition and compute the unknown saturation charge σ sat according to (1) and (2) . The outer border of A σ is determined from the maximum streamer propagation range calculated as applied voltage U divided by the stability fields E st,+ = 0.5 kV mm −1 for positive and E st,-= 1 kV mm −1 for negative polarities.
For the reduced voltage the discharge, and therefore also the surface charging, will be suppressed. 5) Evaluate whether there are new critical field lines that will lead to inception and charging of other surfaces. 6) Ground the active electrode and calculate restrike inception voltage U i,res . For U i,res ≤ U , the prediction is that there will be restrikes between the dielectric surface and the electrode when it is grounded. 7) If there is a restrike, remove a fraction of the surface charge and calculate the new shape assuming that the normal field is equalized in the region where charge is removed. Change the fraction iteratively until the restrike is suppressed, i.e. U ≤ U i,res . Fig. 2 . Charge density and normal field distributions before and after a simulated restrike. The presented values correspond to the configuration 3 in table I. The value of Q removed is equal to 5 % of the total saturation charge and has been estimated iteratively so that U = U i,res .
8) Recalculate the field without the active electrode and extract the surface potential for comparisons with experiments. The following equations are formulated for a point j representing a surface element affected by charging
These equations allow computation of the "volcano"-shaped surface charge distribution after a restrike, as shown in fig. 2 . S j is the surface area of a surface element j and σ ∆,j is the charge density removed for this element. E n,const is an unknown value of the equalized normal field onto the surface. σ sat,j is the saturation charge accumulated on the surface element j before the restrike occurred. Q removed is the total removed charge by a restrike, see fig. 2 . For the computation of saturation charge, only equations (1) and (2) are used where E n,const and σ ∆,j are set to zero. σ sat,j is then moved to the left side of (2) since it is an unknown quantity.
The barrier turning procedure described in sect. II-C was also reproduced in the simulations for comparisons.
IV. RESULTS AND DISCUSSION

A. Agreement with saturation charge
The measured surface potential shape is generally close to the simulated potential distribution, see fig. 4 . There is some spread within each configuration.
It is often seen that the discrepancy is highest at the center. This is mainly because of restrikes (also called back discharges), which create a "volcano" shape. The discharges have previously been observed by the authors as pulses with some 100 kHz at the tail of the lightning impulse [3] . Five other tested configurations, not included in table I, show similar agreement with the simulation model. The surface charge density distribution variation is primarily due to the following factors:
• Statistical time lag for inception and the stochastic nature of discharge propagation. The effect is especially strong when the inception occurs after the lightning impulse peak.
• Time lag between the impulse and the measurementthis time varied within the range of 2-3 minutes. Ideally the results should be corrected with a decay coefficient that can be found from fig. 6 . • Measurement and positioning errors, which are in the range of 2-3 mm in this work.
B. Charging by leaders
Leaders will charge the surface to a greater extent [6] . This was observed in experiments partly published in [3] , see fig. 5 . There, the leader discharge leads to higher surface potential than predicted by the simulation model.
As the leader is highly conductive, it can approximately be considered as an extension of the HV electrode. A new saturation charge computation might then give a better fit with the measured charge distribution.
C. Surface potential decay
As can be seen in fig. 6 , the potential decays within a couple of hours. When the probe was left near the surface, the decay was slowed down substantially. The probe was therefore moved away between measurements. Fig. 5 . Leader discharges cause charging above background field saturation charge. Surface potential along the center line and saturation charge after a leader-less discharge. The measurements are taken from a previous publication where a high-speed camera was also used [3] . Image of the discharge with only streamers and image of the measured discharge with an arrested leader inset. Barrier and rod position indicated with dotted yellow lines. Configuration 4 (see table I ).
As the probe was seen to halt the decay, it seems plausible that the probe stops neutralization by gas ions. The potentials measured are probably slightly lower than those seen during the discharge, as it took around two minutes to move the barrier to the measurement position. table I ). Decay after both a positive and a negative impulse are shown. Interestingly, the amount of charge is smaller for the negative than for positive impulse (at the same applied voltage). This can be explained by larger stability field required for negative streamers to propagate.
D. Restrike prediction
Although there are likely restrikes in several of the measurements in fig. 4 , the restrike shape was only computed for one geometry, shown in fig. 4c .
E. Discharges on both sides
Discharges on both sides of the barrier have been previously observed by the authors with a high-speed camera (see fig. 7e and [4] , [7] ). Experimental scans and simulation of the surface potential on both sides of the barrier after such an event are presented in fig. 7a to 7d .
On the rod side, fig. 7a and 7c, the surface potential is, as expected, negative (similar to the result in fig. 4b ). More surprising is the potential distribution on the opposite side (after turning the barrier). There is a significant positive potential in the middle, which confirms the existence of the positive charge. However, the positively charged area is limited since it is surrounded by a negative potential originating from the negative charge on the other barrier side. The simulation, fig. 7d , could well reproduce the trends observed in experiment, fig. 7b . It should be noted that the measurement in fig. 7a was partly out of the probe range (which is ca. 21 kV), so the prediction in fig. 7c could not be reached.
V. CONCLUSION This work presents experiments and simulations of charging of a dielectric barrier in rod-plane gaps under lightning impulse stresses. The experimental results are compared with a simulation model based on the assumption of zero normal electric field on the dielectric surface. The model is extended to predict the influence of restrikes and discharges on both sides of the barrier. There is, in general, good agreement between experiments and simulations. The simulation model is computationally inexpensive and applicable to real-life switchgear insulation systems. The reader is referred to [8] for details about the software architecture. . e) High speed image example of discharge development from both the rod and the ground plane (configuration 6, previously published in [7] ). Barrier and rod position indicated with dotted yellow lines. Camera frame timing also indicated.
