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1Introduction
The exploration of Solar System is one of the most fundamental goals of humankind in
recent years. The desire of reaching and overtaking the limits imposed on humans by
nature has led to great discoveries in the past, and it still is one of the deep ambitions of
any human. At the start of the space era, the conquest of the Moon in 1969 was driven
by political supremacy of one state over another, nowadays the exploration of the space
around the Earth has many objectives, but the exploration of the deep Solar System is
intimately bound to scientific goals.
In the past number of years, the exploration of the planets in the outer Solar System
has been pursed with many spacecraft. The only missions that have completed an orbit
insertion around one of these planets are the Galileo and Juno missions for Jupiter, and
the Cassini mission for Saturn, with no spacecraft for Nepture or Uranus. Galileo ended
in 2003, Juno is still operative, and Cassini just reached its end in September 2017.
In this thesis I focused on Juno and Cassini, in particular, their gravity experiment
for the determination of Jupiter and Saturn gravity fields, which hide answers to funda-
mental questions about the formation of the Solar System. The analysis of data acquired
during Juno’s gravity-dedicated orbits and Cassini’s Grand Finale orbits is reported and
the implications of the determined gravity fields are discussed.
In Chapter 1 a general overview on the exploration of gas giants and the Juno and
Cassini missions is presented. Their role for answering the fundamental questions about
our Solar System is discussed.
In Chapter 2 the interior structures of Jupiter and Saturn are reported. Then, the
resulting gravity field is presented, and the main contributions highlighted: The effect of
the rapid rotation, the contribution due to atmospheric dynamics, and the time-varying
fields caused by normal modes.
In Chapter 3 the basics of orbit determination and a complete discussion on the ra-
diometric data used for determining the gravity fields of the giant planets is reported. A
discussion on the noise sources and the calibrations applied is also presented. In the case
of Juno, the result for the Io Plasma Torus are shown. Then, the data analysis process is
described for both Juno and Cassini.
To conclude, in Chapter 4 the gravity fields results are commented to infer proprieties
of the interior structures of the two giant planets.
2Chapter 1
The exploration of Gas Giants
The Solar System, formed about 4.6 billion years ago, consists of eight planets: the rocky
planets, Mercury, Venus, Earth, and Mars; the gas giants, Jupiter and Saturn; and the
icy giants, Uranus and Neptune. In addition, a large number of minor bodies (asteroids,
dwarf planets, or moons) are also gravitationally bound to the Solar System.
The two gas giants, Jupiter and Saturn, contain about 92 % of the mass of all Solar
System’s planets, with Jupiter being more massive than the sum of the others, Saturn
included.
Jupiter, which contains a large amount of the total Solar System’s mass, the Sun ex-
cluded, is the key to understanding the formation process behind the Solar System. Dur-
ing the formation of the Solar System, the protoplanetary disk followed a series of events
which led to the formation of the actual planets. Most of the initial mass was collected
to form Jupiter, which therefore contains precious information about the Solar system
formation and composition. The study of Jupiter, in particular the understanding of its
internal composition, is a way to study processes that took place billions of years ago.
On the other hand, Saturn is the second largest planet in the Solar System. Like
Jupiter, it contains a large amount of the protoplanetary disk mass. Although Jupiter
also has a faint ring system, Saturn has the biggest and brightest planetary rings within
the Solar System, which are indeed Saturn’s most famous feature.
At Jupiter, NASA’s Juno mission is currently investigating the deep secrets of the
planet, with its suite of scientific instruments which includes a radio science experiment
for gravity field determination.
At Saturn, NASA’s Cassini mission has been collecting data about the Saturn sys-
tem for almost 13 years. In the final part of its mission, the Cassini Grand Finale, prior
to the deliberate plunge into Saturn’s atmosphere on 15 September 2017, the spacecraft
collected a large amount of data, including gravity field measurements for the study of
Saturn’s interior structure.
Jupiter and Saturn have much in common, and the possibility to study the gravity
field, and thus the interior structure, of the two planets at the same time in history with
Juno and Cassini missions is an incredible opportunity.
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1.1 Juno at Jupiter
Juno was launched on 5 August 2011, and after 5 years of interplanetary cruise, com-
pleted the Jupiter Orbit Insertion (JOI) on 4 July 2016. The spacecraft was initially sup-
posed to complete 33 orbits around Jupiter, each of them with a period of 11 days. Sub-
sequently, the Juno team decided to switch to a 14-day orbit plan, to make operations
easier. This option first included two 53.5-day period orbits after the JOI, prior to the
Period Reduction Maneuver (PRM) which should have placed Juno in the nominal 14-
day orbit. However, a problem with a valve of the propulsion system, which should
have performed the PRM led to the postponement of the maneuver to an undefined date.
Thus, Juno is currently in a 53.5-day orbit about Jupiter. The larger orbital period does
not prevent the mission from accomplishing its scientific goals, and this is also the reason
why the team did not risk performing the PRM.
Juno’s primary objective (see Bolton, 2010) is to understand the formation and evolu-
tion of Jupiter through observations of Jupiter’s gravity and magnetic fields, atmospheric
dynamics and its composition.
In particular, Juno will focus on:
• Origins: The goal is to discover global properties of Jupiter (e.g. water abundance,
core mass) that constrain the process of giant planet formation.
• Interior: The central goal is to use the gravity field, magnetic field and water abun-
dance to determine the internal structure of the planet, core mass, the nature of
deep convection and the process of magnetic field generation.
• Atmosphere: Juno will provide a three dimensional map of the atmosphere (to
depth grater than 100 bars) providing water and ammonia abundances and charac-
terizing dynamics of clouds and winds beneath the visible surface.
• Magnetosphere: Juno will investigate and characterize the three-dimensional struc-
ture of Jupiter’s polar magnetosphere.
The last mission that studied Jupiter was NASA’s Galileo mission, which focused
mainly on Jupiter’s Galilean satellites rather than on Jupiter itself. To achieve these goals,
and enhance human knowledge about the largest planet in our Solar System, Juno has
been equipped with nine scientific instruments:
• JADE, Jovian Auroral Distributions Experiment: It resolves the plasma structure
of the Jovian aurora by measuring the angular, energy and compositional distribu-
tions of particles in the polar magnetosphere.
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• JEDI, Jupiter Energetic-particle Detector Instrument: It measures the energy and
angular distribution of Hydrogen, Helium, Oxygen, Sulfur and other ions in the
polar magnetosphere.
• WAVES, Plasma Waves Instrument: It can identify the regions of auroral currents
that define Jovian radio emissions and acceleration of the auroral particles by mea-
suring the radio and plasma spectra in the auroral region.
• UVS, Ultraviolet Spectrograph: It records the wavelength, position and arrival time
of detected ultraviolet photons every time Jupiter is visible by the spectrograph slit,
at each turn of the spacecraft.
• JIRAM, Jovian Infrared Auroral Mapper: Its primary goal is to probe the upper lay-
ers of Jupiter’s atmosphere down to pressures of 5-7 bars at infrared wavelengths
in the 2-5 µm range using an imager and a spectrometer.
• MWR, Microwave Radiometer: Its goal is to probe the deep atmosphere at radio
wavelengths ranging from 1.3 cm to 50 cm using six separate radiometers to mea-
sure the planet’s thermal emissions.
• Magnetometer: The magnetic field investigation has three goals: mapping of the
magnetic field, determining the dynamics of Jupiter’s interior, and determination
of the three-dimensional structure of the polar magnetosphere.
• KaTS, Ka-band Translator System: The primary objective of the Gravity Science
Experiment is to determine the internal structure of Jupiter by making detailed
measurements of its complete gravity field from polar orbit. The experiment is
primarily a radio science experiment that uses the telecommunications system for
transmitting data back to Earth to measure the precise position of the Juno space-
craft relative to Jupiter.
• JunoCam: This camera provides the first 3-color images of Jupiter as the Juno space-
craft approaches the poles for context and public engagement.
The scientific data acquired by Juno in the last months told us that most of the the-
ories about Jupiter, from its internal composition to the structure of its magnetic field,
were wrong. Essentially, Juno is rewriting our knowledge about Jupiter, the king of the
gods according to Roman mythology, by providing the most accurate measurements of
Jupiter’s magnetosphere, auroras, and magnetic and gravity fields ever made.
As of September 2017, Juno completed seven perijove passes, two of them devoted to
gravity field investigation. Table 1.1 summarizes the perijove passes completed so far.
The gravity science on Juno has been made possible with the onboard KaTS, Ka-band
Translator System, which is able to provide coherent two-way Doppler measurements
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Perijoves Date Scope
PJ01 27 August 2016 Generic science
PJ02 19 October 2016 Safe Mode
PJ03 11 December 2016 Gravity science
PJ04 2 February 2017 MWR measurements
PJ05 27 March 2017 MWR measurements
PJ06 19 May 2017 Gravity science
PJ07 11 July 2017 MWR measurements
TABLE 1.1: Summary of Juno perijoves.
in Ka-band (Ka/Ka link) with an exquisite accuracy. The KaTS supports the DST, Deep
Space Transponder, used for navigation purposes. The DST provides coherent two-way
Doppler measurements in X-band for the uplink and X or Ka-bands for the downlink
(X/X or X/Ka links). However, the radio system was not designed to have a triple link
simultaneously (X/X, X/Ka, and Ka/Ka) and the X/X link can be supported either by
the X/Ka link (with the DST) or by the Ka/Ka link (with the KaTS). The Ka/Ka link
along with an X/X link is used to partially calibrate dispersive effects on the Doppler
measurements (Mariotti and Tortora, 2013; Bertotti, Comoretto, and Iess, 1993). The cal-
ibration can remove up to 75% of the plasma noise when compared with a Ka/Ka link
(which benefits a reduction of plasma noise of a factor 16 when compared to an X-band
link). As we will discuss in Chapter 3, the use of the Ka radio link is crucial for a good
determination of Jupiter’s gravity field.
The geometry of Juno’s orbits also plays a crucial role in the determination of Jupiter’s
gravitational field. The orbits are highly elliptical, with a period of 53.5 days and an in-
clination of almost 90 degrees. The use of a polar orbit offers the opportunity to sample
Jupiter’s gravity while the planet rotates beneath Juno’s trajectory. The very high eccen-
tricity implies large velocity at the pericenter (almost 60 km/s), with Juno passing from
the north pole to the south pole of Jupiter in only about 2 hours. Thus, the scientific in-
vestigation on the gravitational and magnetic fields must be performed in that short time
frame. Juno’s ground tracks are depicted in Figure 1.1.
The longitudinal coverage of Juno’s passes will be uniform, in order to have a com-
plete map of the planet’s gravity and magnetic fields. Since the orbits are polar, the
ground tracks are almost along the meridians, slightly shifted due to Jupiter’s rotation.
The first 4 orbits (minus PJ02 due to the safe mode) are shifted by 90 degrees, and the
next 4 orbits cover the regions between the previous passes, thus producing a uniform
map with a spacing of 45 degrees. Then, the following 8 orbits will further tighten the
longitudinal map, as well as the last 16 planned orbits. The final map will thus have a
spacing of 11.25 degrees (or 14 thousand kilometers at the equator).
For gravity science, just a limited number of orbits have been selected, therefore a
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FIGURE 1.1: Juno ground tracks projected onto Jupiter’s reference body
fixed frame.
complete grid cannot be achieved. Currently, only 3 passes have been dedicated to grav-
ity science, and a satisfactory coverage has not been obtained yet. However, as will be
presented in Chapter 3, the gravity field of Jupiter is mostly symmetric, therefore a de-
tailed map of Jupiter is not required to study global phenomena. Of course, an increased
coverage helps to disentangle small effects, such as minor anomalies in Jupiter’s grav-
ity. An example will be the Great Red Spot, whose signature may be detectable by Juno
(Parisi et al., 2016), depending on its penetration depth.
Figure 1.2 reports relevant quantities about Juno’s orbital geometry. The large eccen-
tricity and orbital period are responsible for the spikes in both the Juno-Jupiter distance
(the spacecraft is very close to the planet in a very limited portion of time) and their
relative velocity (which is large only close to the pericenter). The Sun-Earth-Probe (SEP)
angle was more favorable in PJ06. The angle between the Negative-Orbit-Normal (NON)
to the Earth was approximately 15 and 20 degrees for PJ03 and PJ06, respectively.
1.2 Cassini at Saturn
The Cassini-Huygens mission is a collaborative project of NASA, ESA, and the Italian
Space Agency (ASI). Since its arrival at Saturn in 2004, Cassini has collected almost 13
years of scientific data on the atmosphere and magnetosphere of the gas giant, its icy
moons, and its rings. Cassini has studied mostly the icy moons, making a lot of im-
portant scientific discoveries, the most remarkable being, perhaps, the discovery of an
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FIGURE 1.2: Juno’s orbital characteristics. Vertical lines correspond to the
two gravity passes, PJ03 and PJ06.
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internal ocean beneath Enceladus’ surface (Iess et al., 2014), which could potentially ac-
commodate primordial forms of life.
The Cassini-Huygens mission was designed to explore the Saturnian system, includ-
ing its rings and moons, with a special focus on Titan. The Huygens probe, carried by
Cassini for the whole interplanetary cruise, was released on December 25, 2004, land-
ing on Titan on January 14, 2005. The lander successfully returned data to Earth, using
Cassini as a relay. Huygens was the first probe to ever land in the outer Solar System,
returning precious images of Titan’s surface.
Cassini carries 12 scientific instruments:
• CIRS, Composite Infrared Spectrometer: It is a remote sensing instrument that mea-
sures the infrared radiation from atmospheres, rings, and surfaces in the Saturnian
system, studying their thermal properties.
• ISS, Imaging Science Subsystem: The instrument takes images mostly in visible
light, but it also produced some infrared and ultraviolet images. It has wide angle
and a narrow angle CCD cameras.
• UVIS, Ultraviolet Imaging Spectrograph: It captures images of the ultraviolet light
reflected off an object to determine its composition and distribution. The instru-
ment covers wavelengths in the 55.8 to 190 nm range.
• VIMS, Visible and Infrared Mapping Spectrometer: It captures images in visible and
infrared light, to study the composition of moon surfaces, rings, and atmospheres.
• CAPS, Cassini Plasma Spectrometer: It measures the energy and electrical charge
of particles from Saturn’s ionosphere and magnetosphere.
• CDA, Cosmic Dust Analyzer: It measures the size, speed, and direction of tiny dust
grains orbiting about Saturn.
• INMS, Ion and Neutral Mass Spectrometer: The instrument analyzes charged and
neutral particles near Saturn and Titan, to study their atmospheres.
• MAG, Magnetometer: It measures the strength and direction of the magnetic field
around Saturn, to study Saturn’s magnetosphere and directly probe the core where
electric currents are generated.
• MIMI, Magnetospheric Imaging Instrument: It produces images of the particles
trapped in Saturn’s magnetic field, to learn more about its interaction with the solar
wind, rings, and satellites.
• RPWS, Radio and Plasma Wave Science: It measures radio signals coming from
Saturn and its interaction with solar wind and Titan.
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• Radar: The radar is both an active and passive sensing instrument, designed to
produce maps of Titan’s surface.
• RSS, Radio Science: The radio science instrument exploits radio waves to probe
atmosphere and ring composition by looking at the changes on the transmitted sig-
nal. It can also provide accurate determination of Earth-Cassini relative velocities,
crucial for locating the spacecraft within Saturn system and study the gravitational
field of Saturn and its satellites.
The primary mission lasted 4 years, during which Cassini completed 44 Titan flybys
and four targeted encounters with Enceladus, plus a few more flybys of other Saturn
moons. In that phase of the mission, the Huygens probe was released into Titan’s atmo-
sphere.
Then, the mission was extended for two more years, and Cassini entered the ’Equinox
mission’ on July 2008. In fact, at that time Saturn was at the equinox, with its rings aligned
with the Earth’s direction. During that phase, Cassini continued the exploration of the
Saturnian system, revealing additional details of Saturn’s moons and rings. In particular,
seven more flybys of Enceladus were performed.
Next, the ’Solstice mission’ began on October 2010. It lasted 7 years (almost doubling
the time of the previous two phases), considerably increasing the scientific return of the
mission. Cassini’s major objective in this phase was the monitoring of seasonal changes
induced by varying solar illumination, caused by the progressive increasing of Saturn’s
ring (and equator) inclination with respect to the ecliptic plane.
The ’Grand Finale’ was the final part of Cassini’s journey, it lasted 5 months and
ended with a deliberate plunge into Saturn’s atmosphere on 15 September 2017. The
spacecraft collected gravity and magnetic data from a distance as close as 2700 km from
Saturn’s cloud level.
In the Grand Finale, 22 orbits were planned, six of which were devoted to the study
of the gravity field of Saturn. In the last number of years, Cassini never flew as close to
Saturn as it did during the Grand Finale orbits. The determination of Saturn’s gravity
field was essentially obtained by following the orbital motion of its satellites, with uncer-
tainties much larger than those achieved by Cassini during its closest passes to Saturn.
Table 1.2 summarizes the orbits devoted to gravity investigations.
Particular attention was given to the possible independent determination of the ring’s
masses (in particular the most massive B-ring). In fact, Cassini passed between the cloud
level and the rings, disentangling the weak gravitational signal of the rings from Saturn’s
large central field acceleration. Saturn’s rings are named from A-ring to F-ring, plus a
few divisions in between them. The B-ring is expected to be the most massive of Saturn’s
rings, followed by the A-ring and C-ring. They mostly consist of ice and rocks, with a
thickness which varies from 5 to 30 meters. Spiral bending waves within the rings have
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Proximal Orbits Date of C/A
REV273 9 May 2017
REV274 15 May 2017
REV275 22 May 2017
REV278 10 June 2017
REV280 23 June 2017
REV284 19 July 2017
TABLE 1.2: Summary of Cassini’s Grand Finale orbits devoted to Saturn’s
gravity investigation.
been essential for estimating the rings’ surface densities and inferring their properties. In
the B-ring, very few waves have been detected, and thus the determination of its mass
is highly uncertain (Hedman and Nicholson, 2016). The other rings’ surface densities
are better constrained since a higher number of waves have been found. The B-ring is
expected to contain about 70 to 85% of the total ring system’s mass. The mass of the rings
is an important parameter to better understand the origin of the ring system, and a more
accurate determination of the ring masses will help to increase our knowledge of ring
dynamics.
The ground tracks of the gravity passes provide a uniform coverage in longitude.
Cassini’s ground tracks are reported in Figure 1.3.
The geometry of the Cassini Grand Finale orbits is very interesting. The orbits are
very eccentric (0.9) and the inclination with respect to Saturn’s Equator is 62 degrees.
The orbital period is about 7 days, and the pericenters are between Saturn’s top clouds
and the inner ring, which let Cassini fly for the first time inside the ring system. The
latitude of closest approaches shifts from 5.5 degrees South to 7.5 degrees South, and the
longitudinal coverage can inferred from Figure 1.3.
Figure 1.4 reports relevant quantities about Cassini’s Grand Finale orbits. As in the
case for Juno, the eccentric orbits produce spikes in both the Cassini-Saturn distance and
their relative velocity. Vertical lines mark the epoch of the six gravity-dedicated closest
approaches. The Sun-Earth-Probe (SEP) angle was favorable in all the passes. The angle
between the Negative-Orbit-Normal (NON) and the Earth was favorable: the projection
of the relative velocity to the line of sight was maximum, resulting in a large Doppler
signal.
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FIGURE 1.3: Cassini’s ground tracks projected onto Saturn reference body
fixed frame.
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FIGURE 1.4: Cassini orbital characteristics. Vertical lines corresponds to
the six gravity-dedicated passes.
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Chapter 2
Jupiter and Saturn: interiors and
gravity fields
2.1 Jupiter and Saturn interior structures
The understanding of gas giants’ interior structures is a fundamental step toward our
comprehension of the evolution of the Solar System. In fact, being the most massive
planets, Jupiter and Saturn bare important information about the formation processes
and the orbital evolution of our Solar System. Recent theories state that the gas giants
should have formed 4.55 Ga ago, which is inconsistent with Jupiter and Saturn evolu-
tionary models. Juno and Cassini, by determining the gravity field of the gas giants, and
therefore providing observational constraints to their internal composition, are crucial in
this context.
A simplified model for gaseous planets includes:
• A possible dense central core (made of “rocks” and “ice”)
• A fluid envelope mostly made of hydrogen and helium (plus some heavier ele-
ments)
• An upper atmosphere, where clouds form
Concerning the core, by “rocks” we are referring to a combination of refractory mate-
rials and by “ice”, more volatile species, such as water, methane or ammonia. The central
core may have a definite boundary with the envelope or it could be dissolved within the
envelope. The viscosity is supposed to be negligible throughout the whole planet due to
the fluid state of the interior. The magnetic field can be neglected at first order, but the
interaction with the interior structure is of great interest since it imposes limitations on
the region where it must be produced.
The interior of giant planets is governed by the equation of state (EOS) of its compo-
nents, that relates density, pressure, and temperature within the planet. It is the ensemble
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of equilibrium thermodynamic properties of the interior materials. However, obtaining
an accurate EOS for the interior of gas giants is extremely difficult since the pressure and
temperature conditions found in the interior of these planets are difficult to reproduce
in laboratory. Thus, accurate determination of the behavior of the interior components
(which are known with some uncertainty) is extremely complicated. Also, the fluid is
partially degenerate, and molecules, atoms, and ion can all coexist.
The major research so far has focused on the EOS of hydrogen, which is the main com-
ponent found in the interior of gas giants. Near the upper atmosphere, the temperature
is low (50 to 3000K), as is the pressure (0.1 to 10 bar), and the molecular hydrogen can be
assumed to be a perfect gas. At deeper radii, the pressure increases, and the perfect gas
hypothesis cannot be applied. Hydrogen tends to become fluid, and electron degenerate.
At some point, around Mbar pressure, a molecular-to-metallic transition occurs. The de-
tails are, however, unclear, leading to large uncertainty in the EOS of the hydrogen. Also,
different sets of experimental data acquired about the hydrogen EOS do not agree among
themselves within the pressure range of interest. For a given EOS, the associated internal
density profile can lead to multiple conclusions when constructing interior models with
different EOSs (Miguel, Y., Guillot, T., and Fayon, L., 2016).
Regarding the gas giants’ atmospheres, our knowledge is limited. The main compo-
nents (H2 and He) are difficult to detect since they have a zero dipole moment and their
rotational lines are either weak or broad. In addition, in situ measurements are available
only on Jupiter thanks to the Galileo probe, which probed only a limited region of the
planet. A comparison of the abundance of the various species found in the atmospheres
of giant planets with that measured in the Sun’s atmosphere is crucial for understanding
the processes that led to the formation of these planets. The Solar System’s giant planets
are all enriched in heavy elements compared to the Sun, i.e., the ratio between heavy el-
ements (like Ar, Kr, Xe, C, N, or S) in these planets and those found in the Sun is higher
than one. In addition, the relative enrichments increase with distance from the Sun. The
uncertainties on these ratios are very large for the icy giants, whereas they are smaller for
Jupiter and Saturn.
The combination of observation data and theories about the evolution of Jupiter and
Saturn enabled the internal composition of the two gas giant to be inferred. A review on
the structure of these two planets can be found in Guillot, 2005, which was written prior
to both Juno and Cassini data.
In Figure 2.1, Guillot, 2005 reported a schematic representation of the interior of
Jupiter and Saturn that matches all the observational constraints prior to recent data
about the gravity fields of the two gas giants. The proposed models assume the pres-
ence of three main layers:
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FIGURE 2.1: Schematic representation of the interior of Jupiter and Saturn,
prior Juno and Cassini data (from Guillot, 2005).
• An outer hydrogen-helium envelope, whose composition equals that of the deep
atmosphere
• An inner hydrogen-helium envelope, enriched in helium
• A central dense core
The main uncertainty on the interior structure is related to the long-standing question
of whether a region in which helium separates from hydrogen to form helium droplets
exists or not. This phenomena is referred to as helium rain, since the droplets are denser
than the surrounding helium-poor mixture and start to rain down to the interior. In the
case such a region exists, the location of this transition remains uncertain. Another source
of uncertainty comes, as we said before, from the EOS of the hydrogen, which governs the
density profile within the planet. For Saturn, the solutions depend less on the assumed
EOS, since the Mbar pressure region is smaller than Jupiter’s, and the total amount of
heavy elements can be recovered with more accuracy.
2.1.1 Jupiter interior model
Like the Sun, Jupiter mostly consists of helium and hydrogen in hydrostatic equilibrium.
However, Jupiter contains 3-13 % in mass of other (heavy) elements, whereas the Sun
only has 2 % in mass of heavy elements. A detailed description of Jupiter’s interior is
given by Guillot, 2005, whereas Militzer et al., 2016 explain how the three layer models
are constructed for Jupiter.
The internal temperature is about 20000 K, which implies that Jupiter’s interior is
fluid. The gas giant emits more energy than it receives from the Sun. This is a natural
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result of the cooling and contraction of the planet. This energy drives convection within
the majority of the interior, producing a temperature profile that is close to being adia-
batic. The adiabatic behavior of Jupiter’s atmosphere has been confirmed both by in situ
measurements of the Galileo probe and by radio-occultation experiments by the Voyager
spacecrafts.
Jupiter’s atmosphere has been probed directly by the Galileo probe which measured
the abundances of several species on the entry location. The helium mole fraction, de-
noted by qHe, obtained by the probe is:
qHe = 0.1359± 0.0027 (2.1)
The helium mass mixing ratio Y is obtained from:
Y/(X + Y ) = 0.238± 0.05 (2.2)
X is the hydrogen mass mixing ratio. This value is lower than that inferred for the
protosolar nebula, which implies that there was less helium in Jupiter’s atmosphere when
the planet formed than previously thought. One possible explanation is a phase separa-
tion of helium in hydrogen and the formation of heavy helium droplets, which fall deep
into the interior due to gravity. This leads to an atmosphere denser than the material
located just over the helium separation region.
The Galileo probe also measured the abundances of heavy elements: carbon, sulfur,
phosphorus, krypton, xenon, and argon are all enriched in Jupiter’s interior by a factor
of 3 with respect to the Sun’s atmosphere. The oxygen enrichment is yet unknown, due
to difficulties caused by meteorological phenomena, but its determination could help to
achieve Juno’s goal of understanding Jupiter’s interior.
Concerning Jupiter’s magnetic field, like that of the Earth, it is likely generated by
a dynamo process, arising through convective motions in the deep interior, which is
thought to be electrically conductive. Jupiter’s dipole is tilted by 9.6 degree with respect
to the rotation axis, similar to the Earth’s tilt. By comparing the magnetic field coefficients
of Jupiter, there are indications of a magnetic boundary at about 0.75 to 0.8 Jupiter radii.
One of the most important aspects when determining Jupiter’s internal structure is
the equation of state. Gas giants are composed of a fluid mixture of hydrogen, helium,
and heavier elements. Due to the high pressure found in the interior, it is very difficult to
study either theoretically or experimentally the characteristic of such a mixture. Exper-
imental data about the hydrogen EOS is generally achieved in laboratories by means of
shock-compression experiments of small samples. However, the range of pressure and
temperature achievable is limited. On the contrary, first-principles computer simulations
can overcame the experimental difficulties by obtaining the EOS from numerical simula-
tion.
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In the outer regions of the planet, the pressure and temperature are low and hydro-
gen is a molecular fluid. Deeper into the planet, the pressure increases, and the fluid
becomes ionized so that the ions undergo strong Coulomb interactions. This particular
state is referred to as liquid metallic hydrogen. However, the region where the transition
between the two states happen is poorly understood. It can be either a continuous tran-
sition or rather a first order phase transition (called the plasma phase transition), with
a sharp change in density and entropy. If the plasma phase transition exists, the impli-
cation for Jupiter’s interior would be important. In fact, it would create a barrier for
convection between the outer envelope and the metallic interior, affecting the mixing of
heavier elements.
The equations of state governing Jupiter’s interior also involve the helium EOS, which
is poorly known too. The comprehension of how the hydrogen-helium mixture behaves
within Jupiter first requires a knowledge of the EOS, then understanding of the interac-
tions of the two elements.
In addition, the mixture is also composed of heavy elements. An approximate treat-
ment of the equations of state for these elements is generally sufficient, due to their
small molecular abundances. Unfortunately, the amount of each species is unknown but
they are supposed to be uniformly mixed throughout the envelope thanks to convection.
Among the heavier elements, water is especially important because it can contribute to
as much as half of the total mass of heavy elements contained in Jupiter.
The general picture of Jupiter’s interior sees it divided into a minimum of three layers.
As previously anticipated, these regions are:
• A helium-poor molecular hydrogen envelope (including the atmosphere)
• An inner helium-rich metallic hydrogen envelope
• A central dense core of unknown composition
The division between helium-rich and helium-poor envelopes is due to the low at-
mospheric abundance, and the different composition is easily explained with a plasma
phase transition. The presence of a core is generally required by gravity measurements,
but no clues on its composition have been found.
The three-layer model is obviously a simple model, and the general picture for Jupiter’s
interior may be more complex since it has to account for all the observational constraints
and theoretical assumptions. Such a simple model is fully determined by only three main
parameters: The mass of the core, Mcore and the mass mixing ratio of heavy elements in
the outer and inner envelopes, Zmol and Zmet, respectively. The helium mixing ratio in
the outer envelope is set as the atmospheric value, whereas that of the inner, metallic,
envelope is computed as having the total helium/hydrogen ratio equal to the protosolar
value, since Jupiter obviously formed from the protosolar nebula.
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The central core has either a well-defined boundary or it can be dissolved in the en-
velope. For Jupiter, this question remained for long without an answer (Guillot, Gautier,
and Hubbard, 1997). It is intimately related to the origin of the envelope enrichment. At-
tempts to solve this question start from gas giant formation theories. A first explanation
is that the central core is formed from the protosolar nebula, and then the envelope is en-
riched after the formation, clearing the residual nebula. However, this scenario, referred
to as the late accretion of planetesimals, is not supported by dynamical simulation, since
the achievable enrichment in both Jupiter and Saturn is too small to explain the observed
enrichment values in Jupiter’s atmosphere.
Another scenario proposes a rapid accretion of the central core of a gas giant, with a
low-metallicity envelope. In this case, the core is eroded to enrich the gaseous envelope
with heavy elements. The erosion of the core consists of downward convective plumes,
which penetrate the core, and mix the poorly enriched envelope with the dense central
core with a large amount of heavy materials. Simulations shows that, in this scenario,
Jupiter would become more enriched with respect to Saturn, which agrees with interior
models that expect a larger core mass for Saturn. In addition, first-principles simulations
for the hydrogen-helium mixture have been used to explore Jupiter’s core (Militzer et al.,
2008). The resulting EOS imply a massive central core of 14-18 Earth masses of heavier
elements, supporting core accretion scenario for Jupiter’s formation.
2.1.2 Saturn interior model
A detailed review of Saturn’s interior is given in Fortney et al., 2016. Along with Jupiter,
Saturn is a natural laboratory to study the physics of hydrogen and helium under high
pressure. These two components were predominately found in the protosolar nebula,
and Saturn’s composition is associated with the formation process of our Solar System.
Even though Jupiter and Saturn have a lot in common, there are a few differences
which elect Saturn as an interesting point of comparison with its larger companion Jupiter.
As heavily discussed in the previous section, Jupiter’s interior is highly sensitive to the
hydrogen EOS, whereas Saturn, being 30% of Jupiter’s mass, covers a smaller region of
the hydrogen phase diagram, and its interior does not reach the high pressure found in
Jupiter. In any case, Saturn has its own set of peculiarities, such as the axially symmetric
magnetic field or its high intrinsic luminosity, which makes it equally interesting. In addi-
tion to Jupiter, Saturn’s famous rings proved to be a very accurate seismograph, showing
the internal waves traveling within Saturn’s interior.
Hydrogen is the most abundant element within Saturn’s interior. Its equation of state
is the most important physical input to depict a true picture of the interior of giant plan-
ets. For that reason, both experimental and theoretical work has been done in the past
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FIGURE 2.2: Mass-Radius relation for several planet (red color is for plan-
ets more massive than 0.1 Mj). Solar System’s planets are labeled by their
first letter. Dotted lines are curves of constant bulk density. (Fortney et al.,
2016)
number of years to better understand the behavior of hydrogen under high pressure,
such as that found in the interior of Saturn or Jupiter.
Another important basic physic concept is related to the mixture of hydrogen and
helium. Deviation from the linear mixture of the two components have been widely
studied in the past number of decades. There are suggestions that helium may phase
separate from liquid metallic hydrogen at the condition found in the gas giant. A helium-
rain region is supposed to exist within the planet.
On the contrary to Jupiter, Saturn is believed to possess a larger percentage of heavy
elements. At first order, this is easily seen in the mass-radius relation for planetary and
astrophysical objects. The bulk composition can be inferred by simply computing the
mean density:
ρ¯ =
3M
4piR3
(2.3)
with M and R being the mass and radius of the object respectively. On the mass-
radius diagram (see Figure 2.2), Saturn shows a mean radius R lower than expected for
a planet at its distance from the Sun and with a solar composition. The mean density is
thus larger than expected, hinting at an enrichment of the interior with heavy elements.
Concerning Saturn’s atmosphere, it can set important constraints on the interior struc-
ture and formation process. If the outer envelope is fully convective and well-mixed, the
atmospheric abundances of heavy elements equal those of the envelope. However, unlike
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Jupiter, Saturn has not been probed by an entry probe and therefore, no in-situ measure-
ments are available. The only abundance that has been determined for all the four Solar
System’s giants is that of Carbon, found in methane, which shows an increase with de-
creasing planet mass. For Saturn, the enrichment with respect to the solar value is ∼ 10
(Fletcher et al., 2009). This suggests a hydrogen-helium envelope which is strongly en-
riched with heavy elements. However, the abundances of water and ammonia are yet
unknown, and would correspond to about 60 to 80% of the heavy element mass.
Jupiter’s magnetic dipolar moment is Mjup = 4.27 Gauss R3j whereas Saturn’s mo-
ment is one order of magnitude smaller, Msat = 0.21Gauss R3s . The first measurement of
the dipolar component of Saturn’s magnetic field was made by Pioneer 11 Saturn flyby
in 1979, and the subsequent Voyager and Cassini missions have shed further light on Sat-
urn’s gravity field. Saturn’s magnetic field is different from Jupiter’s: Saturn’s axial tilt is
less than 0.06 degrees (below current accuracy), so extremely axisymmetric. Saturn’s ax-
ial symmetry is strikingly different from other planetary magnetic fields. Both the Earth
and Jupiter have a large dipolar tilt. It has been suggested that the measured field is gen-
erated in Saturn’s outer region, so that the internal, deep-seated, magnetic field might
have the same characteristics of those belonging to Earth and Jupiter.
With the conventional approach, it is possible to infer a "core radius" by computing
the radius at which the octupole component of the field is of the same order of the dipole
component. For Saturn, this computation reveals a value of Rcore ≈ 0.47 Rs, which is
pretty close to the value at which hydrogen becomes highly conductive. This is a first
order computation and the result must not be over-interpreted.
Another long-standing question about Saturn is related to its rotation rate, which is
still not well constrained. For Jupiter, a measurement of the rotation rate is possible
thanks to its magnetic field, which is tilted with respect to the rotation axis and thus
the dipole rotates with the planet, allowing a measurement of the rotation rate of its in-
terior. For Saturn, such a measurement is impossible due to the axial symmetry of its
magnetic field. Current measurements of Saturn’s rotation rate come from Voyager 2 and
Cassini data on the periodicity of Saturn’s kilometric radiation, emitted from the inte-
rior. However, the same exact technique ended with two different results: 10h 39m 22.4s
from Voyager 2 and 10h 47m 6s from Cassini. In addition, Cassini has confirmed a time-
dependence in Saturn’s auroral radio emission. Thus, the real uncertainty on Saturn’s
rotation rate is of several minutes.
The uncertainty of the rotation rate has several implications for Saturn’s interior struc-
ture. First, it directly affects the gravitational field of the planet, and a wrong value may
lead to a different interpretation of the gravity field data. Second, the wind magnitude is
directly affected by the rotation rate, since the cloud motion must be referred to a known
rotation rate. In addition, Saturn can rotate differentially on cylinders and the interpreta-
tion of its rotation rate is tricky.
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Recently, analysis of ring occultation data revealed the presence of Saturn’s normal
modes, which resonate with the ring producing structures observable in the Cassini data.
Seismology is an important technique to constrain the interior of a planet. For the Earth,
waves generated by earthquakes have been essential for studying the internal composi-
tion, constraining the structure of the Earth, such as the location of its core. For the Sun,
the analysis of acoustic oscillations revealed crucial information for the interior of our
star. Thus, nowadays, research of seismic activity in the gas giants is a natural conse-
quence to help us understand their interior structure.
A gaseous sphere can oscillate in several ways. The resulting modes are named ac-
cording to the restoring force: Pressure (p-)modes and gravity (g-)modes. The latter are
present only in non-isentropic models, or when density discontinuity is assumed. The
oscillation frequencies are strongly related to the interior structure, and thus can be used
to make inferences on the deep interior (Jackiewicz et al., 2012). In the case of Saturn, the
oscillation frequencies can be accurately measured since they produce resonance within
the rings. The data obtained by Hedman and Nicholson, 2013 and Hedman and Nichol-
son, 2014 confirmed that the origin of the feature seen in the rings is associated with
acoustic, fundamental modes (radial order n = 0). Recently, Fuller, 2014 explained the
oscillation frequencies stating that a mixing of fundamental ` = 2 mode with gravity
modes, generated through a convectively stable region above Saturn’s core, would pro-
duce the observed frequencies. To conclude, seismology has proved to be a good useful
tool to study the interior structure of gas giants.
2.2 Gravity fields
Measurements of the gravity field of a planet are essential for constraining the internal
density profile, and rule out models that do not match the observations. In particular, an
accurate measurement of the gravity field coefficients is important to assess the presence
of differential rotation in the interior of the planet. In fact, the observed zonal flow can
either be a surface phenomenon, or extend deep into the planetary interior, affecting the
density distribution and producing large gravitational disturbances that can be measured
with the Juno and Cassini missions.
The gravity field of a gas giant planet has the following main contributions:
• Solid body rotation
• Atmospheric dynamics
• Normal modes
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The solid body contribution is related to the fast rotation of the planet as the Coriolis
forces arise and distort the planetary shape. The gravity field thus deviates from that of
a resting sphere.
The atmospheric dynamics visible on the upper layer of the gas giants perturb the in-
terior pressure profile, down to a depth unknown prior to Juno and Cassini data, causing
changes in the density profile and thus a complex gravity field spectrum.
Normal modes of giant planets are, in principle, able to perturb the interior density
profile, producing a time-varying gravity field (Durante, Guillot, and Iess, 2017). The
intensity of the gravitational disturbance depends on the amount of energy involved,
which is actually unknown.
Each contributor has a characteristic time scale. The solid body contribution is driven
by the planet rotation rate, which slowly changes over centuries. The atmospheric dy-
namics have shorter time scale, approximately a few decades. Normal modes can change
according to the phenomena that drives them, which are unknown, but it is believed they
have shorter time scales.
2.2.1 Solid body rotation
The solid body rotation term represents the gravity field of a perfectly symmetric rotating
fluid planet, whose rapid rotation affects the gravitational shape of the planet.
Jupiter and Saturn are two fast spinning planets: Jupiter’s rotation period is (as de-
termined by Jupiter’s radio emission and magnetic field) 9 hours, 55 minutes, and 30 sec,
whereas Saturn’s rotation period is 10 hours and 33 minutes, with a larger uncertainty.
The fast rotation rates largely affect the planetary shapes. On the surface, the ratio
between the centrifugal force and the gravitational force is a key parameter to under-
standing the planets themselves. It is easy to compute these values:
q =
ω2a3
GM
→
{ qjup = 0.089
qsat = 0.158
(2.4)
Saturn’s small parameter qsat is larger than Jupiter’s qjup. The centrifugal force on the
surface of the two planets is of the same order, but Jupiter’s gravitational acceleration
at the surface is more than two times larger than Saturn’s. Thus, we expect Saturn to
deviate more than Jupiter from the spherical symmetry. The two ratios can be compared
with the Earth’s value of qearth = 0.0034.
The usual approach to describe the shape of a gas giant planet expands the gravity
field in a power series of that small parameter (actually, a slightly different parameter). A
new numerical approach, presented by Hubbard (Hubbard, 2012; Hubbard, 2013), aims
at computing, to computer precision, the shape of a gas giant planet. The Concentric
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FIGURE 2.3: Schematic of the N-layers of constant density approximation
of a planet (from Hubbard, 2013).
Maclaurin Spheroids (CMS) express the exterior gravitational potential by studying the
gravitational potentials of a planet made by N-layers of constant density. A schematic
concept of the method is reported in Figure 2.3, and well described in Hubbard, 2013.
The CMS method is a very powerful tool able to compute the gravitational potential
of a planet such as Jupiter or Saturn, starting from an interior density profile, and even-
tually imposing the model to satisfy a given equation of state (EOS), which provides the
pressure-density relation. The difference between the CMS method and the well-known
theory of figures has been analyzed in Nettelmann, 2017
The resulting gravity field depends on the interior density structure, and thus is af-
fected by the presence of a core (diluted or not) or by the amount of heavy metals in the
envelope. In any case, the resulting gravity field is symmetric about the rotation axis,
and the solid body contribution provides only even gravity coefficients. The gravity field
writes:
U(r, θ) =
GM
r
{
1 +
∞∑
i=1
(
R
r
)2i
J2iP2i(cos θ)
}
(2.5)
A set of preliminary Jupiter models is given in Hubbard and Militzer, 2016, published
before Juno’s arrival. The authors explored different plausible theories of Jupiter’s inte-
rior structures, and computed the corresponding spherical harmonics coefficients. The
gravity spectrum for their preferred model (DFT-MD 7.13) is given in Figure 2.4.
For Saturn, S. Wahl provided (private communication) a range for the even gravity
coefficients for preliminary Saturn’s interior model, computed with the CMS method.
The models all match the observation constraints available before Cassini Grand Finale
orbits, when the gravity field of Saturn were determined essentially through Saturnian
ephemeris motion. No differential rotation have been assumed. Figure 2.4b reports the
gravity coefficients.
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(A) (B)
FIGURE 2.4: Solid body contribution for Jupiter’s model DFT-MD 7.13
from Hubbard and Militzer, 2016 (panel A) and preferred model for Sat-
urn from Wahl, S., private communication (panel B).
Due to Saturn’s larger q (see Eq. 2.4), its gravity spectrum shows larger values for the
gravity coefficients than Jupiter’s.
2.2.2 Atmospheric dynamics: effect on gravity fields
The solid body rotation is not the only contribution to the static gravity field of a planet.
In fact, gas giants have an atmosphere that may extend, in principle, down to the center
of the planet, thus deeply affecting the exterior gravity field.
The atmospheres of both Jupiter and Saturn are famous for their banded structures,
caused by the large zonal jets which flow on the surface of the planets. In addition,
Jupiter has many local structures, for example spirals and ovals, such as the Great Red
Spot (GRS), which complicate the picture of the planet’s winds.
The winds produce changes in the velocity profile of the upper part of the planets,
which translate into pressure variations, and thus density variations. the exterior gravity
field is perturbed according to the wind penetration depth (Hubbard, 1999; Kaspi et al.,
2010). The only in situ measurement was been made by the Galileo probe, which entered
into Jupiter’s atmosphere measuring a wind velocity of 160 m/s at its deepest penetration
depth, at 22 bar (0.2% of the planetary radius). At the same location, 6.6°N, the wind
speed inferred by cloud tracking is roughly a factor of two lower. However, we do not
know if this is a global characteristic of the planet or, more likely, just a local feature of
Jupiter’s atmosphere. The question of whether the atmospheric flows decay or increase
with depth is still unresolved.
The winds may be the surface manifestation of a much deeper-seated circulation. The
first tentative analysis of the effect of atmospheric dynamics on Jupiter’s gravity field
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has been to suppose that the observed surface zonal flows extend to the interior along
cylinders parallel to the axis of rotation (Hubbard, 1999), i.e. the interior of Jupiter (and
gas giants in general) is rotating along cylinders. Therefore, the interior structure suffers
a differential rotation, which further deforms the planetary shape with respect to the
idealized solid body rotation flattened sphere. Therefore, the even gravity coefficients
must be adjusted.
The magnitude of the effect depends on the penetration depth of the winds. The
extreme case is when the winds do not decay along the cylinder, and the speed of the
interior equals the surface wind speed. However, in this case the velocity profile should
be adjusted in order to have a match between the northern and southern hemisphere
wind profiles. The simplest approach is to propagate the norther hemisphere wind profile
downward and then repeat the computation of the gravity spectrum with the southern
hemisphere wind profile, propagated upward (Hubbard, 1999). The resulting gravity
fields differ, but both show a break in the spectrum of Jupiter’s gravity harmonics at
about `=10 if the differential rotation primarily occurs on cylinders. In addition, we can
state that for these higher order harmonics, the gravity spectrum is dominated by the
dynamics, since the solid body contribution becomes negligible (see Figure 2.4).
Another approach starts from the basics of atmospheric circulation. The thermal wind
(TW) balance relates the velocity field to the density perturbation, and allows the com-
putation of the change in the gravitational field of the planet. The thermal wind model is
more flexible, and can easily account for velocity discontinuity at the equator, and thus
also solve for odd harmonics.
In these models, the surface wind profile extends parallel to the axis of rotation, with
an exponential decay with depth:
u(r, θ) = ucyl e
−(R−r
H
) (2.6)
This empirical model has proven to be very useful and powerful, mainly due to its
simplicity. The free parameter H , the scale height of the exponential decay of the surface
winds ucyl, allows the gravitational signal to be studied in terms of changes in the gravity
harmonics, or ∆Jn, with different wind profiles. As one can expect, a larger value for the
scale height H produces larger deviations from the solid body rotation. The extreme case
of non-decaying winds can be obtained by imposing H  R, so that the interior wind
profile is identical to the surface winds.
Since both Jupiter and Saturn rotate fast, to the leading order the planet is in geostrophic
balance, and the thermal wind relation must hold:
(2Ω · ∇)[ρ˜u] = ∇ρ′ × g0 (2.7)
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FIGURE 2.5: Thermal wind contribution for different penetration depths,
from Kaspi, 2013.
The planet’s rotation rate is identified by Ω, ρ˜ is the hydrostatic state density, coming
from the internal density profile, and ρ′ is the density anomaly due to the winds. The
vectors u and g0 are, respectively, the full 3-D velocity field and the mean gravity vector.
Solving Eq. (2.7) allows the density perturbation to be computed, and thus the corrections
to the gravity coefficients is given by:
∆Jl = − 1
MRl
∫ R
0
rl+2
∫ 2pi
0
∫ 1
−1
Pl(µ)ρ
′dµdφ (2.8)
The mass and reference radius are denoted, respectively, by M and R. The cosine of
the colatitude is µ, and φ is the longitude.
The northern wind profile is not identical to the souther’s, in both Saturn and Jupiter,
and thus odd harmonics are expected to be non-zero. Since the gravitational field coming
from the solid body rotation produces only even harmonics, any non-zero value detected
from Juno for the odd harmonics is related to the wind dynamics (Kaspi, 2013).
The measurement of odd harmonics is very important to discriminate the contribu-
tion of zonal jets, and thus answer one of Juno’s main goals: what is the depth of the
zonal winds? The same measurement is, of course, also valid for Cassini and Saturn.
The expected contribution from the zonal winds, according to the TW model, is re-
ported in Figure 2.5, both for Saturn and Jupiter.
In Figure 2.6 the contribution to the first low degree odd harmonics is reported both
for Saturn and Jupiter. The model predicts a value, and a particular sign, for these har-
monics according to the penetration depth of the winds.
The thermal wind model can be greatly improved and expanded. For example, a lat-
itudinal dependence of the scale height parameter can be easily included and different
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FIGURE 2.6: Thermal wind contribution to low degree odd harmonics for
different penetration depths, from Kaspi, 2013.
decay profile are possible. In particular, the effect of Jupiter’s magnetic field and its in-
ternal conductivity has been studied to assess the influence on the wind profile (Galanti,
Cao, and Kaspi, 2017).
The gravity signal of vortices
Following the same approach, Parisi et al., 2016 expanded the thermal wind model to
compute the density perturbation starting from a 2-dimensional map of the surface cloud
winds (Choi et al., 2007). The new method allows the presence of vortices in Jupiter and
Saturn (their work focuses on Jupiter) to be taken into account and computes the devia-
tion induced to the gravity field. The resulting gravity field also produces perturbations
on the tesseral field, i.e. predicts non-zero tesseral gravity coefficients, associated with the
finer structure of the surface winds. The 2-D wind velocities are supposed to extend in a
direction parallel to the rotation axis, in order to conserve the total angular momentum.
As in the previous case, an exponential decay over the radius is permitted:
u(r, θ, φ) = ucyl e
−(R−r
H
)
v(r, θ, φ) = vcyl e
−(R−r
H
)
(2.9)
The zonal component of the velocity is u whereas v is the meridional component.
The radial direction has a zero velocity. The thermal wind balance can be extended in
a 2-dimensional space and allows the computation of the correction to the tesseral field
components of the gravity field:
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∆Clm =
1
MRl
∫ R
0 r
l+2
∫ 2pi
0
∫ 1
−1 Pl(µ) cos(mφ)ρ
′dµdφ
∆Slm =
1
MRl
∫ R
0 r
l+2
∫ 2pi
0
∫ 1
−1 Pl(µ) sin(mφ)ρ
′dµdφ
(2.10)
The vortices are supposed to have, in principle, a different scale height with respect
to the zonal flows. The zonally mean wind has a decay scale height H1, and the devi-
ations from these decay with H2. For Jupiter, the main contribution to the gravity field
is associated with the Great Red Spot, which is of great interest. The result from Parisi
et al., 2016 shows that for winds that decay in the same way between zonal and non-
zonal flows, the GRS signature can be observed if the winds penetrate withH > 2000km,
otherwise the threshold for GRS detectability is determined by the extension of the main
zonal flows. Note that the simulations were carried out using the old 11-day reference
orbits; in the new orbital configuration we do not expect to have a significant difference
in the expected results.
2.2.3 Normal modes
An interesting emerging method to probe the interior of a gaseous planet is through the
determination of its acoustic normal modes. Seismology is a unique method to probe the
interiors of giant planets, since acoustic modes propagate down to the core, and are af-
fected by the internal structure of the planet. The nature of these modes has been studied
for pulsating stars, but is yet poorly known for giant planets (Dederick and Jackiewicz,
2017).
Currently, acoustic modes have barely been detected in Jupiter and Saturn. For Jupiter,
the only, controversial, observation has been made by Gaulme et al., 2011. Their instru-
ment, SYMPA (Seismographic Imaging Interferometer for Monitoring of Planetary At-
mospheres), a Fourier tachometer whose principle is based on the spectro-imaging of the
full planetary disk, detected an excess power between 800 and 2100 µHz and a secondary
excess power between 2400 and 3400 µHz, as well as a characteristic splitting of the peaks
of 155.3 ± 2.2 µHz. All of these are compatible with frequencies of acoustic oscillations
predicted by interior models of Jupiter. However, the amplitude of the observed modes
claimed by these authors are quite large and still unexplained, leading to skepticism.
Concerning Saturn, the rings were crucial for identifying acoustic modes inside the
planet (Hedman and Nicholson, 2013; Hedman and Nicholson, 2014). Some of Saturn’s
acoustic oscillations have a period which resonates with the rings’ particles, generating
waves within the rings. These waves are clearly detected in Cassini’s ring occultation
data, leading to the identification of a few modes. The observed oscillation spectrum
has been used to reveal a stably stratified region within the planet (Fuller, 2014). The
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amplitude of these modes is poorly known, but observations hint at smaller amplitudes
when compared to Jupiter’s observed modes.
While these oscillations are certainly a potential source of information on the radial
density profile, they may also complicate the interpretation of Juno and Cassini gravity
data. Normal modes displace large masses that may perturb the spacecraft motion to
levels that can be measured by Juno’s extremely accurate Doppler system or by Cassini
during the Grand Finale orbits.
In order to evaluate the perturbation of the gravitational field produced by acoustic
modes, we consider the harmonic expansion of the gravitational potential:
U(r, θ, ϕ) = −GM
r
1 +∑
l≥2
∑
−l≤m≤l
[(
R
r
)l
Ul,m Yl,m(θ, ϕ)
] (2.11)
With the usual convention, R is the planet’s reference radius, r is the radial coordi-
nate, θ is the colatitude, and ϕ is the longitude at which the potential is computed. The
normalized spherical harmonic of degree l and order m is denoted by Yl,m(θ, ϕ).
The internal density distribution ρ(r) determines the spherical harmonic coefficients
Ul,m through (Bertotti, Farinella, and Vokrouhlick, 2003):
Ul,m =
∫
V r
′l Yl,m(θ′, ϕ′) ρ(P ′) dV
(2l + 1) M Rl
(2.12)
The integral is computed over the volume of the reference sphere, with the volume
element dV = r′2 sinθ′ dr′ dθ′ dϕ′. The density is computed at the internal point P ′,
normalized by the total mass of the planet, M .
The internal density profile is perturbed by acoustic oscillations, thus:
ρ(r′, θ′, ϕ′, t) = ρ(r′, θ′, ϕ′) +
∑
l≥2
∑
−l≤m≤l
∑
n≥0
[
∆ρl,m,n(r
′, θ′, ϕ′, t)
]
(2.13)
The internal, unperturbed density profile ρ(r′, θ′, ϕ′) is disturbed by the superposi-
tion of the perturbations, ∆ρl,m,n(r′, θ′, ϕ′, t), characterized by different degrees and or-
ders. Each of these density perturbations must conserve the total amount of mass, and
its temporal average over long time-scales must be zero. Thus, they must satisfy:∫
V
∆ρl,m,n(r
′, θ′, ϕ′, t) dV = 0 (2.14)
∆ρl,m,n(r
′, θ′, ϕ′, t) = 0 (2.15)
The Eq. (2.14) and (2.15) must be satisfied for all allowable degrees and orders. The
density perturbation can be written as:
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∆ρl,m,n(r
′, θ′, ϕ′, t) = ∆˜ρl,m,n(r
′, θ′, ϕ′) cos(ωl,m,nt+ φl,m,n) (2.16)
The term ∆˜ρl,m,n(r′, θ′, ϕ′) indicates the maximum amplitude of the perturbation. In
the cosine term, ωl,m,n is the mode frequency and φl,m,n accounts for the oscillation phase.
The first factor is:
∆˜ρl,m,n(r
′, θ′, ϕ′) =
(
∂ρ
∂r′
)∣∣∣∣
r′
[
Al,m,n fl,m,n(r
′) Yl,m(θ′, ϕ′)
]
(2.17)
In Equation (2.17),
(
∂ρ
∂r′
)∣∣∣
r′
is the density gradient at a given internal radius r′, fl,m,n(r′)
is the radial eigenfunction associated with the acoustic mode of degree l, azimuthal order
m, and radial order n, whereas Al,m,n is the displacement of the upper troposphere.
By construction, the proposed formulation automatically satisfies the relation given
in Eq. (2.15) for every admissible value of l, m, and n. On the other hand, the condition of
mass conservation (Eq. 2.14), is not met when l = 0. This is because the proposed formu-
lation does not account for the expansion and contraction of Jupiter’s shape. In addition,
a density perturbation of l = 0 (and arbitrary order n) does not affect external gravity,
because the external gravitational potential is invariant to spherically symmetric varia-
tions of the internal density distribution. Furthermore, the relation given in Eq. (2.17)
should not be applied to the dipole l = 1 terms as a perturbation associated to a dipole
potential would produce a displacement of the center of mass of the planet, which would
violate conservation of momentum. Thus, Eq. (2.17) only applies to modes with l ≥ 2 and
arbitrary order m and n.
The above formulation allows the computation of the dynamic contribution to the
gravitational potential of gaseous planets, such as Jupiter or Saturn. The spherical har-
monic coefficients of the gravity field expansion given in Eq. (2.11) now include the dy-
namic part due to the acoustic modes:
Ul,m = U
STATIC
l,m +
∑
n≥0
U˜l,m,n cos(ωl,m,nt+ φl,m,n) (2.18)
The dynamic spherical harmonic coefficients (identified by an upper tilde) are:
U˜l,m,n =
∫
V r
′l Yl,m(θ′, ϕ′) ∆˜ρl,m,n(P ′) dV
(2l + 1) M Rl
(2.19)
Eq. (2.19) allows the computation of acoustic perturbations to the gravity field coeffi-
cients where the integral can be computed numerically in spherical coordinates. Spher-
ical harmonic functions are well defined in the literature, and the density perturbation
at a given point P’ is given by Eq. (2.17). The amplitude of the coefficients depends only
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on the free parameters Al,m,n , i.e., the surface displacement for the different modes. The
gravitational potential, including the perturbation from Jupiter modes, is given by:
(2.20)
U(r, θ, ϕ) = −GM
r
1 +∑
l≥2
∑
−l≤m≤l
[(
R
r
)l
Ul,m Yl,m(θ, ϕ)
]
+
+
∑
l≥2
∑
−l≤m≤l
∑
n≥0
[(
R
r
)l
U˜l,m,n Yl,m(θ, ϕ) cos(ωl,m,nt+ φl,m,n)
]
The gravitational acceleration is obtained by computing the gradient of the gravita-
tional potential, a = −∇U .
Since an accurate determination of the oscillation spectrum and mode amplitude of
both planets is not yet accessible, in order to assess the contribution of acoustic oscil-
lation on gravity fields, we develop a model for Jupiter, based on Gaulme et al., 2011
measurements. Their results suggest a mode peak amplitude, in terms of radial velocity,
of roughly:
v ' 49 cm/s (2.21)
The frequency of maximum amplitude in the first window (800-2100 µHz) has been
estimated as:
f ' 1213± 50 µHz (2.22)
These results are in broad agreement with the theoretical values (Vorontsov, Zharkov,
and Lubimov, 1976; Bercovici and Schubert, 1987; Mosser, 1995) and previous observa-
tions (Mosser, Maillard, and Mékarnia, 2000). However the mechanism responsible for
exciting these waves at these high amplitudes remains unknown (e.g., Gaulme et al.,
2015).
Fuller, 2014 estimates that the mode amplitudes detected in Saturn by Hedman and
Nicholson, 2013 are approximately 1000 times smaller than those found by Gaulme et
al., 2011. This difference is in line with what has been observed on the Sun, where the
amplitudes of low frequency modes are generally much smaller than the peak amplitude
at higher frequency modes (Goldreich, Murray, and Kumar, 1994).
We would like to stress that Jupiter’s detected modes are essentially p-modes (with
radial order n ∼ 4− 11 and a low degree l ∼ 1), whereas for Saturn, only f-modes (n = 0)
have been observed. The main difference between the two is essentially the associated
frequency: f-modes have a lower frequency than p-modes. For the Sun, the ratio between
the observed mean velocity associated with p-modes and the observed mean velocity
associated with f-modes (equal degree) is about 2 orders of magnitude [J. Jackiewicz,
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personal communication]. Thus, we may also expect p-mode velocities to be larger than
f-modes for Jupiter and Saturn.
Unfortunately, Gaulme et al., 2011 were not able to identify the degree and order
of the spherical harmonics expansion of Jupiter’s modes due to the high correlation be-
tween the projection of spherical harmonics into 2-dimensions, mainly produced by the
resizing of the sensitivity area to 75% of the Jovian diameter. For this reason, a number
of assumptions have been made for simplification purposes:
1. We suppose that the radial velocity associated with each mode depends only on
its oscillation frequency, and not directly by its degree or radial order. This is in
agreement with the observation of solar p-modes [J. Jackiewicz, personal commu-
nication];
2. While the excitation mechanisms do not show a preference for zonal modes, Juno
is sensitive mostly to a zonal field. We therefore focus on the effects of those com-
ponents of acoustic oscillations;
3. We assume a Gaussian profile for the radial velocity to frequency mapping function,
plus a constant radial velocity, independent of mode characteristics.
With these assumptions, each mode’s amplitude depends only on its frequency, and
the mapping function is given by:
v(f) = vbias + (vmax − vbias) exp
[
−1
2
(
f − fmax
σf
)2]
(2.23)
The velocity-to-frequency profile is constructed to match the observed peak frequency
(1210 µHz) and the maximum observed radial velocity (50 cm/s). The parameter σf is the
standard deviation in frequency, which is related to the Gaussian distribution assumed
for the radial velocity. The quantity vbias is an additive constant value, independent of the
mode’s frequency. To compute the surface displacement, we divide each mode’s mean
radial velocity at the surface by its frequency:
Al,m,n|r=R =
v(fl,m,n)
2pifl,m,n
(2.24)
The surface displacement allows the computation of the perturbation on harmonic
coefficients. However, because we have information only within the observed frequency
range, the quantities vbias and σf are unknown, with no direct indication of their putative
value. We explore two different scenarios to account for the uncertainty in the velocity-
to-frequency profile, identified as case A and case B.
Case A is a nominal case. The value for vbias is selected to match (by order of mag-
nitude) the observed ratio between the amplitudes of p-modes and the amplitudes of
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FIGURE 2.7: Mean radial velocity versus frequency for two selected cases,
compared to the observed value reported by Gaulme et al., 2011. Note that
the observations do not offer indications on the mode amplitude at low
frequency. The two Gaussian profiles are attempts to extrapolate the mode
amplitude outside the observed frequency range.
the f-modes in the Sun. This ratio represents the relative contribution to p-modes with
respect to f-modes. For the Sun, the maximum ratio is about 100 (it changes with the
degree considered). For Jupiter, we can achieve this by imposing vbias = 0.3 cm/s, and
selecting the other free parameter to match the trend in the observed values of the mean
radial velocity around the maximum amplitude frequency, thus setting σf = 300 µHz.
The fact that our function is a relatively poor approximation of the spectral amplitudes
at high frequencies is inconsequential: as we will see afterwards, high order modes have
much smaller effects on the global gravitational acceleration.
The second scenario, case B, depicts a very energetic Jupiter, with large f-mode ampli-
tudes. The bias velocity is selected to match SYMPA’s observed values for radial velocity
at high frequencies (larger than the peak amplitude frequency), neglecting the contribu-
tion from the background noise. Thus, we set vbias = 30 cm/s, and σf = 300 µHz. These
values correspond to a profile that fits the observed values reported in Gaulme et al.,
2011. Fig. 2.7 shows the velocity-to-frequency profiles for the two cases considered, with
observed values reported for comparison. This unphysical case represents an upper limit
set by the current observation.
In order to evaluate the contribution to Jupiter’s gravity field coming from acoustic
modes in the two cases, we compare the acoustic gravity harmonics with those expected
from static gravity. A summary plot of the harmonic coefficients for the selected cases
is reported in Figure 2.8, including modes with different degree and radial orders. For
comparison, we also report the static contribution due to zonal winds for two different
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FIGURE 2.8: Perturbation to normalized harmonic coefficients of Jupiter’s
gravity field due to acoustic modes (colors), compared to the solid body
rotation (black) and possible zonal wind contributions (blue and yellow, as
labeled). The colors for the acoustic modes correspond to different radial
orders, as in Fig. 1 (e.g., grey for n = 0, red for n = 1, orange for n = 2,
yellow for n = 3, etc.).
penetration depths: H = 300 km (shallow winds), and H = 3000 km (deep winds).
Figure 2.8 shows that the expected dynamical contribution to gravity field harmonics
tends to decrease for increasing radial order (for n > 8) and harmonic degree. Thus,
low degree, low radial-order modes give the largest contribution to the gravity signal.
Note that high order mode amplitudes (n ' 5− 7) are essentially fixed by the maximum
velocity given by the observations, whereas for the n = 0 f-modes (and generally for low
n modes) we do not have direct indications, and the amplitude depends substantially on
the parameter vbias. In fact, in Fig. 2.7 we notice that in case B a large bias exists for all
modes, while in case A the low frequency modes have a much smaller amplitude.
Note that in case A, the perturbing coefficients have about the same order of magni-
tude of shallow winds coefficients. In case B, gravitational perturbations due to acoustic
modes are very significant, with magnitudes comparable to the contribution coming from
density perturbations due to wind circulation in the deep zonal winds scenario.
The effects on Juno measurements have been assessed in Durante, Guillot, and Iess,
2017. In the strong mode scenario B, the signatures are mainly produced by the fun-
damental modes, which induce the largest perturbation (see Fig. 2.8). When the mode
amplitude is large, a static field expansion is inadequate to absorb the effect of Jupiter’s
oscillation on Doppler data, so large signatures appear in the post-fit residuals. These sig-
natures would be an indication of an inadequate dynamical model, and of the unreliabil-
ity of the gravity solution. In this case a new data analysis approach would be required,
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inescapably entailing the estimation of the mode amplitude, frequency, and phase. In
case A, the post-fit residuals do not show a clear signature of acoustic modes, although
some indiscernible evidence is present in a number of perijove passages, depending on
whether the modes interact constructively. In that case, the low n modes have much
lower amplitudes (a hundred times less than peak amplitude modes), producing only
small perturbations on Jupiter’s gravitational field. For the low f-mode amplitudes as-
sumed within case A, it would be difficult to extract information on the modes from Juno
Doppler data. On the other hand, the effect on the estimation of Jupiter’s static field will
be minimal (although biases at the level of a few sigma could still be possible).
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Chapter 3
Data analysis
In this chapter, the general procedure of satellite orbit determination is presented along
with details on the Doppler observables used for determining Jupiter and Saturn gravity
fields. Then, Juno and Cassini data are analyzed, and the estimation results presented
and discussed. The implications for the gas giants’ interior structures are discussed in
Chapter 4.
3.1 The orbit determination problem
The orbit determination (OD) process reconstructs the state of motion of a satellite, i.e., its
trajectory. Specifically, the objective of the orbit determination of a satellite is to determine
the dynamic system state vector, indicated by X(t), which is a collection of parameters
able to completely describe the state of motion of the probe. The OD procedure requires
the knowledge of the dynamic state of a satellite and associated dynamical model. In-
tegration of the differential equations governing the spacecraft motion, along with the
initial condition, is used to allow the trajectory of the satellite to be computed at any
future time.
However, it is impossible to know, with absolute accuracy, neither the state of a satel-
lite nor the differential equations of the dynamic model as they will always be accom-
panied by some uncertainty. These errors affect the state of motion of the satellite, and
the predicted trajectory may deviate considerably from the real trajectory after a given
amount of time. For this reason, the satellite must be tracked from ground station to
observe its motion over time.
Through observation of the satellite motion, it is possible to improve the dynamic
model and the initial satellite state of motion in order to obtain a predicted trajectory as
close as possible to the true trajectory during the time span of interest. However, it should
be noted that the state is not directly observable, and that the observation data set usually
consists of measurements of range, range-rate, elevation, or other physically observable
quantities. Consequently, the dynamic model must be accompanied by the model of the
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observations, which is a set of equations relating the observable to the dynamic state of
the satellite.
In the general orbit determination problem, both the dynamics and the measurements
involve nonlinear relationships which can generally be expressed by:
X˙ = F (X, t) (3.1)
Yi = Gi(Xi, ti) + i , i = 1, 2, ... l (3.2)
In these expressions, X is the so-called state vector, which collects the n parameters
that will be estimated; the l vectors Yi are each a set of p observations that will be used
to obtain an estimation for the state vector, and the associate vector i which contains
the observation errors. Generally, the relation m = p · l  n is satisfied; the minimum
observables m must be greater than the unknown parameters n, otherwise the procedure
that follows cannot be applied.
Since the general expression in the case of orbital dynamics is highly non linear, a lin-
earization procedure has been developed. If a reasonable reference trajectory is available,
i.e., the deviation between the true trajectory and the reference trajectory is sufficiently
small, the trajectory for the actual motion can be expanded in a Taylor’s series about
the reference trajectory at each point in time. If this expansion is truncated to first order
terms, the state deviation from the reference trajectory is described by a set of linear dif-
ferential equations, with time-dependent coefficients. By a similar expansion procedure,
the observation deviation is in a linear relation with the state deviation. With the in-
troduction of the deviations from a reference solution, the nonlinear orbit determination
problem can be completely replaced by an iterative linear orbit determination problem.
Accordingly, we introduce the state deviation and the observation deviation vectors:
x = X −X∗ , y = Y − Y ∗ (3.3)
Here, X∗ is the reference trajectory, whereas Y ∗ are the observables computed on the
reference trajectory. Deviation vectors are denoted by lowercase x, y.
Expanding Equation (3.1) about the starred trajectory and limiting the Taylor’s series
to first order, leads to:
X˙ = F (X∗, t) +
∂F
∂X
∣∣∣∣
X∗
(X −X∗) + o(X −X∗)2 (3.4)
Higher order terms o(X −X∗)2 are neglected. With some computation, the equation
becomes:
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x˙ =
∂F
∂X
∣∣∣∣
X∗
x = A(t) x (3.5)
The result (3.5) is a set of linear differential equations. The very same procedure can
be applied to Equation (3.2), which produces:
yi =
∂Gi
∂X
∣∣∣∣
X∗
xi + i = H˜i xi + i (3.6)
The general solution for Equation (3.5) can be easily expressed thanks to the state
transition matrix:
x(t) = Φ(t0, t) x0 (3.7)
Where x0 is the state at a given epoch. In fact, the state transition matrix can be used
to express all observations in terms of the state at a given epoch in order to reduce the
number of unknowns to n, the same dimension of a the state vector. Each observation
can be written as:
yi = H˜i Φ(ti, t0) x0 + i (3.8)
Writing this equation for each observation leads to m equations with n unknowns of
the state components plus them unknown errors i; therefore the total unknowns are n+
m and the system cannot be directly resolved. The least squares method overcomes this
difficulty, providing us with conditions on the m observation errors that allow solving
for the n state variables.
We can introduce the matrix H , which collects the H˜iΦ(ti, t0) terms, and the vector ,
which collects the observation errors:
H =

H˜1Φ(t1, t0)
...
H˜lΦ(tl, t0)
 ,  =

1
...
l
 (3.9)
The observations in Equation (3.8) can be collected and expressed as:
y = H x0 +  (3.10)
Where y and  are m-by-1 vectors, x0 is an n-by-1 vector, andH is an m-by-n mapping
matrix. The essential condition to resolve this linear system is m > n.
The least squares criterion was first proposed by Gauss in 1809. It is able to select
the estimate of x0 that minimizes the sum of the squares of the calculated observation
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residuals. That is, xˆ0 is selected to minimize the following performance index, or cost
function:
J =
1
2
T  (3.11)
Note that it is a quadratic function of x. The sum of the squares of the calculated ob-
servation errors is a logical choice for the performance index because, whether the obser-
vation error is positive or negative, its square will be positive as well as the performance
index, which can vanish only if each of the observation errors is identically zero.
Minimization of the cost function with respect to the state xˆ0 leads to the best estimate
of the state:
xˆ0 = (H
TH)−1HT y (3.12)
which solves the problem.
The least square solution can be improved by including a weight matrix for the ob-
servations and a priori information on the reference state. The weight matrix W is intro-
duced to assign different weights to the observables. Also, if the weight matrix is selected
as the inverse of the observation noise covariance matrix, R = E[T ], the unbiased esti-
mate xˆ0 has the minimum variance. In addition, a priori information on the state x0 may
be available (with associated weighting matrix W ) as previous estimate of the spacecraft
position or gravity field coefficients, and can be included in the least square formulation.
The cost function is modified:
J =
1
2
TW+
1
2
(x0 − x0)T W¯ (x0 − x0) (3.13)
And the least square solution is given by:
xˆ0 = (H
TWH +W )−1(HTWy +Wx0) (3.14)
We can define the covariance matrix as:
P0 = (H
TWH +W )−1 (3.15)
The covariance matrix is symmetric and positive defined, and it is computed by in-
verting the information matrix,HTWH+W , which must be positive defined. The matrix
P0 is related to the accuracy of the state estimate, xˆ0. In general, the larger is the magni-
tude of the element, the less accurate is the corresponding estimate.
A quantity closely related to the covariance matrix is the correlation matrix, defined
by:
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C0 = diag(P0)
−1/2 P0 diag(P0)−1/2 (3.16)
Where diag(P0) is the matrix composed only by the diagonal elements of the covari-
ance matrix P0. From the definition, it follows that the absolute value of the correlation
matrix elements varies between 0 and 1 and in particular, the diagonal will be formed
only by ones. In addition, the higher is the value of an element, the higher is the correla-
tion between the two parameters, i.e., there is an aliasing of the two effects. In this case,
the least-square filter can not properly distinguish between the two parameters leading
to greater formal uncertainties.
To conclude, orbit determination is an iterative process; thus, after the first estimate
x¯0, a new process should be carried out, starting from the solution computed in the previ-
ous step. The process stops when convergence is reached, i.e., when the actual computed
trajectory is sufficiently close to the true trajectory, and the observations residuals do not
greatly change with additional iterations.
3.1.1 The multi-arc approach
In the previous paragraphs we discussed the process of orbit determination and we have
seen that, thanks to the state transition matrix it is possible to express all observations in
terms of the state at a given epoch, usually the initial date of the observations. However,
this is not the optimal solution in the case of long observation periods, or more generally,
when the uncertainty on the parameters which define the dynamical system is such that
it produces a considerable deviation with respect to the trajectory actually followed by
the satellite. In fact, one of the main assumptions made is that the dynamical model
used is deterministic. Small errors in the model may cause effects on the satellite’s state
of motion, which in time may significantly affect the results of the orbit determination
process.
In the multi-arc approach, the entire time span of the observations is decomposed in
shorter intervals, each with its own set of observables, and is referred to as an observed
arc, or just an arc of trajectory. This subdivision is extremely useful if you cannot exactly
follow the evolution of the dynamic state of the probe between two distinct intervals of
observation or if each arc of trajectory is not dynamically coherent with the others. In fact,
in the model first developed, the trajectory of the satellite was consistent throughout the
whole selected interval of time. For example, in the case of Juno, at least one orbital trim
maneuver is planned, which inevitably destroys the coherence between two successive
orbits, mainly because the high uncertainties coming from the maneuver. In this case,
the total time span of the mission will be divided in smaller arcs, where observables for
radio-science experiments are provided, without any orbital maneuvers.
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As part of the multi-arc approach, the distinction is made between global fit parame-
ters and local fit parameters. Global parameters are those parameters that are estimated
using all available observables and whose value affects equally all arcs. Therefore, they
are parameters that do not change between different arcs and thus are treated as global.
Generally, this category contains the coefficients of the spherical harmonics expansion of
the gravitational potential. On the other hand, the local parameters are those parameters
that affect the single arc, and that are in no way involved in the description of other arcs.
Therefore they may be parameters not constant over time. Clear examples are the posi-
tion and the initial velocity of the satellite at the beginning of each arc; these parameters
are inherently local for each arc.
From a practical point of view, the vector of parameters to be estimated will contain
N-times the local parameters of each of the N arcs (note that each arc may have different
set of local parameters), and only one instance of the global parameters:
x =

xl,1
xl,2
...
xl,N
xg

(3.17)
The analytical formulation is formally the same as that presented in the previous
paragraph, except for this distinction between the various parameters. The complete
measurement model for the observation over arcs is exactly the same:
y = H x0 +  (3.18)
This is written as:

y1
y2
...
yN
 =

H l,1 0 · · · 0 Hg,1
0 H l,1 · · · 0 Hg,2
...
...
. . .
...
...
0 0 · · · H l,N Hg,N


xl,1
xl,2
...
xl,N
xg

+

1
2
...
N
 (3.19)
The solution to the least square problem leads to the same result for both the best
estimate of the state vector and its associated covariance. Only the mapping matrix H is
constructed in a different way, as reported above.
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FIGURE 3.1: Schematic representation of a two-way Doppler tracking con-
figuration.
3.2 Doppler observables
The observable quantities generally used for spacecraft navigation and scientific investi-
gations are:
• Range observables
• Range-rate (Doppler) observables
• Angular observables
For deep space navigation and radio science experiments, Doppler observables are
the main source of information for a spacecraft orbiting a planet thanks to their exquisite
accuracy. The Doppler measurements are made by means of a radio tracking system,
which measures the properties of a radio signal that travels from a transmitter to a re-
ceiver.
The classical configuration, used during scientific operation as well, is the two-way
radio link. The two-way range-rate observable comes from a measurement of the Doppler
shift of a signal. The signal is transmitted from the ground station at a frequency fT at
time t1 and is received at time t2 by the spacecraft with a certain Doppler shift caused by
the relative motion between the satellite and the ground antenna. The on board transpon-
der (DST or KaTS) transmits the signal back, coherently in phase, with a frequency which
is a multiple (turn-around ratio, α) of the one received so as not to interfere with the in-
coming signal. In the end, the signal is received at t3 at the some ground station with a
frequency fR. See Figure 3.1 for a schematic representation. In a three-way configuration,
the receiving antenna is different from the transmitting antenna.
The downlink signal can be acquired with various kind of receivers, leading to differ-
ent data sets:
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• Closed-loop data
• Open-loop data
The closed-loop receiver is a PLL (Phase Lock Loop) which locks onto the incoming
signal, providing the received frequency. The open-loop receiver directly records the I
and Q samples of the incoming signal, and further processing is required to extract the
sky frequencies.
The closed-loop receiver directly produce in real time the received frequency as out-
put, not allowing a further processing of the data acquired. The closed-loop data are the
standard data, used also from the navigation team for the determination of the spacecraft
trajectory. Instead, the open-loop reciever directly records the electrical signal recieved
by the antenna (the I and Q samples), and a dedicated software PLL is devoted to extract
the received frequencies of the signal. Open-loop data can be processed via software to
obtain the best data set possible, and for that reason are generally used for radio sci-
ence investigation, where the data quality is very important. In addition, this data are
acquired also as a backup option, in the case of a failure of the closed-loop reciever, or
when the signal-to-noise ratio is low and the standard receiver cannot lock onto the in-
coming signal, not producing an output dataset. Processing of open-loop data enables
the recovering of the received signal even if the SNR is low (for example during Saturn’s
ring occulation).
The Doppler shift cannot be measured instantaneously, but by counting the accumu-
lated cycles of zero-crossing over a time span Tc, called count time, or integration time.
For this reason, the observable computed is called the Integrated Doppler shift. The
number of cycles that the Doppler frequency accumulates over a time interval can be
calculated by:
N =
∫ t+Tc/2
t−Tc/2
(fR − fref )dt (3.20)
The observed observable is compared with the OD’s computed observable, which,
for the two-way Doppler, is given by:
C = − α
Tc
∫ t1,end
t1,beg
ft(t1)dt1 (3.21)
where α is the spacecraft turn around ratio for a specified band, t1,beg and t1,end are
the times at which the ground antenna was transmitting, corresponding to the times at
which the signal is received at ground and integrated trough the count time [t−Tc, t+Tc].
The quantity ft is the transmitted frequency.
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3.2.1 Noise sources
Radiometric measurements are affected by several sources of noise. The noise level found
in the Doppler data is directly reflected in estimation accuracies, as the covariance matrix
of the estimation process scales with the weights assigned to the observables, i.e., with
the data quality.
The main sources of noise in radiometric observables can be categorized as:
1. Instrumental noise
2. Propagation noise
3. Systematic errors
The instrumental noise consists of random errors introduced by the ground antenna
instrumentation and the on-board systems (DST or KaTS).
The propagation noise is caused by the signal propagating in a medium whose refrac-
tive index is not equal to one, nor sufficiently stable with time. Random refractive index
fluctuations change the direction and velocity of the propagating wave, thus introducing
a phase instability (Asmar et al., 2005), which compromises the quality of the Doppler
data.
The two main sources of noise related to propagation effects are due to Earth’s tropo-
sphere and dispersive media (like interplanetary plasma or Earth’s ionosphere).
Earth’s troposphere has two main components which affect the carrier’s stability: A
dry component (dry air) and a wet component (water vapor). The dry part induces the
largest delay on the signal (90% of the total), but the wet troposphere is the most unstable.
An Advanced Media Calibration (AMC) system is able to measure the wet component
by about 90% (see Subsection 3.2.2), enhancing the Doppler data quality.
Dispersive noise can be calibrated using a dedicated radio tracking configuration (see
Subsection 3.2.3).
Systematic errors occur due to residual orbital signatures (i.e., the dynamical model
does not account for a particular effect) or calibration biases.
A measurement of a radio link stability is given by the Allan deviation (Barnes et al.,
1971), which is a time domain measure of fractional frequency fluctuation as a function
of averaging time, τ . The observables are represented by a time series y(t) of fractional
Doppler fluctuations, that is the change in frequency between the received and reference
signal, divided by the nominal frequency of the Doppler link:
y(t) =
∆f(t)
f0
(3.22)
The Allan variance (Allan deviation squared) is computed as:
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σ2y(t) =
1
2
〈∣∣∣y(t)− y(t+ τ)∣∣∣〉 (3.23)
with:
y(t) =
∫ t′+t
t′
y(t′)dt′ (3.24)
During the Cassini cruise phase, calibrated Doppler data achieved Allan deviations
of the order of 10−15 for integration times of 1000s (Asmar et al., 2005). Data analyzed
during Juno’s cruise show similar accuracies.
3.2.2 Tropospheric calibration
Earth’s troposphere is a portion of the atmosphere located from sea level to an altitude
of approximately 42 km. It is composed mostly by neutral gas and the fluctuations of
the refractive index are mostly induced by fluctuations of temperature, pressure, or par-
tial pressure of water vapor. At microwave frequencies, the troposphere acts as a non-
dispersive medium, thus the delay suffered by the radio signal in unaffected by the fre-
quency of the signal itself.
NASA has developed a continuous troposphere calibration system, based on GPS ob-
servations made at each DSN site with an hourly and daily cadence, to calibrate Doppler
data acquired by the DSN antennas. The system, known as Tracking System Analysis
Calibration (TSAC), creates calibrations of the Zenith Total Delay (ZTD) over time, which
are then scaled to the elevation angle of the spacecraft with the Niell mapping function
(Niell, 1996). The TSAC system can produce observations of the ZTD with an RMS lower
than 1 cm (daily version).
Recently, NASA has developed a new system, named Advanced Water Vapor Ra-
diometer (AWVR) (see Tanner, 1998; Naudet et al., 2000), devoted to accurately charac-
terize fluctuations in the Earth’s water vapor content at time scales larger than 20 s. The
radiometer measures the brightness temperature at 22.2, 23.8, and 31.4 GHz, with a long
term stability, along the line of sight (as close as possible to the pointing direction of the
ground antenna). The path delay along the line of sight is then estimated by measur-
ing the strength of the 22.2 GHz spectral line of water, which is related to the integrated
columnar density of water vapor. The additional frequencies are used to increase the
performance of the system, accounting for minor effects (such as the presence of clouds).
The system has been used during the Cassini GWE (Gravitational Wave Experiment)
in 2002, and is currently scheduled to be used for all Juno perijove passes at DSS 25.
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Date SEP angle Adev w/ TSAC Adev w/ AMC Improvement
25 Feb. 2015 174 deg 5.76 · 10−15 3.54 · 10−15 - 38.6%
5 Mar. 2015 166 deg 6.09 · 10−15 4.30 · 10−15 - 29.4%
12 Mar. 2015 158 deg 1.03 · 10−14 5.85 · 10−15 - 43.0%
13 Apr. 2015 122 deg 3.25 · 10−14 7.97 · 10−15 - 75.4%
4 May 2015 102 deg 1.01 · 10−14 8.38 · 10−15 - 17.4%
11 Sep. 2015 3.7 deg 3.33 · 10−14 2.93 · 10−14 - 12.2%
25 Sep. 2015 14 deg 2.87 · 10−14 1.24 · 10−14 - 56.9%
24 Feb. 2016 159 deg 6.93 · 10−15 6.83 · 10−15 - 1.4%
21 Mar. 2016 171 deg 7.40 · 10−15 3.73 · 0−15 - 49.6%
18 Apr. 2016 139 deg 1.45 · 10−14 1.33 · 10−14 - 8.6%
TABLE 3.1: Comparison of Juno cruise data Allan deviation at 1000 s with
and without AWVR calibration.
Calibration comparison during the Juno cruise
During cruise, Juno collected Ka-band data for testing purposes on a few occasions, along
with AWVR data to be used for calibration. Ten tracking passes were analyzed between
February 2015 and April 2016, prior Juno’s Jupiter Orbit Insertion (JOI).
Table 3.1 show the results for the different tracking passes, comparing the TSAC cali-
bration (widely used for their simplicity) and the AMC.
There was an improvement from -1.4% on 24 Feb. 2016, where the data quality was
already good with TSAC calibration, to -75% on 13 Apr. 2015, where the tropospheric
noise was clearly dominant, thus the AMC lowered the Doppler noise to 8 10−15.
The minimum Allan deviation is about 3.5 10−15 at 1000 s during Solar opposition
(SEP angle close to 180 degrees).
3.2.3 Plasma calibration
A phase-coherent carrier signal in a two-way radio link is subject to a phase scintillation
caused by the refractive index of the interplanetary medium being crossed during the
uplink and downlink leg. An ionized plasma has, at first order, a refractive index which
is inversely proportional to the frequency of the incoming signal.
Dispersive effects are the predominant noise source in Doppler error budget nowa-
days, as mentioned in Section 3.2.1. The use of a Ka/Ka radio link reduces the effect of
dispersive noise by a factor of almost 16 over the widely used X/X link (for spacecraft
navigation), as it is inversely proportional to the frequency squared.
A complete calibration of dispersive effects on radio tracking system is enabled by
a triple link, as done in Cassini prior to the KaT failure, where an X/X, an X/Ka, and
a Ka/Ka radio link was established simultaneously. For such a radio system, the set of
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equations which describes the fractional frequency shift y is (Bertotti, Comoretto, and
Iess, 1993; Mariotti and Tortora, 2013):
yxx = ynd + y↑ +
y↓
α2xx
(3.25)
yxk = ynd + y↑ +
y↓
α2xk
(3.26)
ykk = ynd +
y↑
β2
+
y↓
β2 α2kk
(3.27)
The subscript nd stands for non-dispersive (i.e., the contribution unaffected by prop-
agation within a media), the arrows indicates the uplink and downlink legs, α∗/∗ are the
turn-around ratios for specified bands (αkk is the turn-around ratio for the Ka/Ka link).
β is the ratio between uplink frequency of the X-band, and that of the Ka-band:
β =
f↑,k
f↑,x
(3.28)
For a triple link, the observables can be easily combined to compute the plasma-free
observable ynd, since the system of three equations has exactly three unknowns. How-
ever, neither Juno nor Cassini have access to this calibration. Juno’s radio system was
not designed to support the triple link, and Cassini’s KaT (for Ka/Ka link) failed during
cruise.
An alternative calibration scheme can be applied. For an X/X along with an X/Ka
link, the downlink contribution y↓ can be extracted, by simply subtracting the first two
equations (Eq. 3.26 minus Eq. 3.25):
y↓ =
yxx − yxk
α−2xx − α−2xk
(3.29)
This calibration scheme is, however, not very effective in reducing the Doppler noise,
since the uplink contribution, y↑ is unaffected, whereas the downlink noise was already
greatly reduced in X/Ka link due to the higher frequency of the Ka band signal.
A very useful calibration scheme can be applied for X/X and Ka/Ka links. This in-
complete calibration scheme allows to reduce up to 75% the dispersive noise, when com-
pared to the uncalibrated Ka/Ka link. The calibrated observable y∗ can be obtained by
removing a contribution from the uplink, downlink or a combination of both. Mariotti
and Tortora, 2013 show that the calibrated observable with minimum variance for y∗ can
be obtained through a statistical optimization, which leads to:
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FIGURE 3.2: Schematic representation of Juno geometry with respect to
the Io Torus. The line of sight crosses the torus when Juno moves along its
polar orbit.
(3.30)
y∗ = −β
−2 (1 + α−2kk α
−2
xx )− (1 + α−4xx )
D
ykk +
+
β−4 (1 + α−4kk )− β−2 (1 + α−2kk α−2xx )
D
yxx
with the constant D defined by:
D = β−4 (1 + α−4kk )− 2β−2 (1 + α−2kk α−2xx ) + (1 + α−4xx ) (3.31)
Io Plasma Torus
A special case where plasma calibration has proved to be very useful is Juno, due to the
characteristics of Jupiter’s magnetosphere and the presence of the Io Plasma Torus (see
Figure 3.2). A brief discussion on the radio occultation of the Io plasma Torus can be
found in Phipps and Withers, 2017. They made simulations to assess the feasibility of Io
Torus occultation experiments, showing that they are feasible.
Jupiter’s moon Io has multiple volcanoes currently active on its surface. These erupt,
spewing a gas of ionized particles with a velocity high enough to start orbiting Jupiter,
and interacting with its strong magnetic field. This process results in a donut shaped
plasma region surrounding Jupiter, i.e. the Io Plasma Torus. The plasma particles in the
Torus are forced from Jupiter’s magnetic field to co-rotate with the planet, with a period
of 10h, faster than Io’s orbital period. This means that the plasma is accelerated and
overtakes Io itself.
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The Io Plasma Torus is mainly composed of different ion species Bagenal et al., 1997;
Nerney, Bagenal, and Steffl, 2017: S+, S2+, S3+, O+, and O2+, with 10% of protons. The
plasma torus electron density has a peak at about the radial distance of Io with respect
to Jupiter, and decreases with both radial distance and transverse distance from the cen-
trifugal equator.
The Juno Deep Space Transponder radio system is complemented by a Ka-band sys-
tem devised for the radio science investigation. The system was not designed to imple-
ment the multi frequency link (i.e., X/X, X/Ka, and Ka/Ka links established simultane-
ously), therefore the X/X link can be supported by either a X/Ka link or a Ka/Ka link.
During dedicated perijove passes, the on-board Ka-band frequency translator (KaT)
locks into a Ka band uplink signal at 34 GHz and retransmits it coherently to ground
at 32 GHz. This radio system configuration, used on December 2016 during the third
and sixth perijove passes (PJ03 and PJ06) and planned for all gravity orbits, allows a
75% calibration of dispersive contributions in the Ka signal, such as the effect due to Io’s
plasma torus.
During PJ01, a direct measurement of downlink plasma contribution was possible
by transmitting downlink signals at X and Ka band coherent with a common X-band
uplink. For PJ03 and PJ06, the incomplete calibration scheme has been applied, and the
dispersive contribution can be extracted.
The extracted dispersive fractional frequency shift yd can then be integrated to com-
pute the path delay over time:
∆l = ∆l0 +
∫ t
t0
yd c dt (3.32)
The path delay at the beginning of the pass, ∆l0, is set to zero arbitrarily. The constant
c is the speed of light. TEC profiles can be computed from the path delay profiles. At first
order, it is given by:
∆l = −κTEC
f2
(3.33)
The constant κ ' 40.3 m3/s2, and frequency must be expressed in Hertz. The refer-
ence frequency used to compute the path delay and TEC profiles is the X-band downlink
frequency.
The dispersive contributions (reference frequency: f = 7.2 GHz) and path delays
(and TEC) extracted from PJ01 and gravity passes (with different calibration techniques)
are reported in Figure 3.3
The PJ01 dispersive contribution caused by the Io torus, close to the pericenter, is
pretty clear. The constant bias found, which translates to a linear trend in the recov-
ered path delay, is compatible with the (uncalibrated) solar corona delay at PJ01 solar
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(A) (B)
(C) (D)
(E) (F)
FIGURE 3.3: Dispersive contribution (panels A, C, and E) and path delay
(panels B, D, and F) for PJ01, PJ03, and PJ06 data.
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Perijoves Scope Data collected
PJ01 Generic science X/X and X/Ka
PJ02 Safe Mode X/X only
PJ03 Gravity science X/X and Ka/Ka
PJ04 MWR measurements X/X only
PJ05 MWR measurements X/X only
PJ06 Gravity science X/X and Ka/Ka
PJ07 MWR measurements X/X only
TABLE 3.2: Summary of Juno perijoves and data acquired.
elongation angle. During PJ03 and PJ06, the contribution due to the Io Plasma Torus is
still evident around pericenter (peaking at a different time with respect to C/A), but the
asymmetry in the tracking pass prevents the complete signal of the torus from being seen.
Juno radio instrumentation is able to provide an accurate determination of dispersive
contributions in radio observables collected for gravity science purposes. Although a
complete calibration is not possible, the incomplete calibrations (X/X+X/Ka or X/X+Ka/Ka)
can provide very interesting results for the Io Torus characterization.
In the past, Voyager, Galileo, and Cassini missions have contributed to the under-
standing of the Io Torus structure and composition (Nerney, Bagenal, and Steffl, 2017).
Juno will provide accurate measurements of TEC profiles along the line-of-sight, across
all future gravity orbits. In addition, the spacecraft will probe the Torus at different lon-
gitudes, potentially providing information about its longitudinal variability.
3.3 Juno data analysis
In this section, we report the analysis of Juno gravity data. Table 3.2 summarizes the
perijove passes completed by Juno as of September 2017, with the scope and the type of
Doppler data collected.
Two passes have been dedicated to the gravity field determination, PJ03 and PJ06.
In both of them, X/X and Ka/Ka two-way Doppler data have been collected by NASA’s
DSS 25 for 8 hours, covering the closest approach. The Doppler data have been calibrated
for both Earth’s troposphere (see Subsection 3.2.2) and plasma scintillation and Io Torus
(see Subsection 3.2.3).
3.3.1 Dynamical model and observables
Juno’s dynamical model accounts for several effects, both gravitational and non-gravitational
accelerations. It includes:
• Relativistic acceleration from Jupiter and the Galilean satellites
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• Spherical harmonic expansion of Jupiter’s gravity field (static and time-varying)
• Newtonian (point-mass) acceleration from all the other Solar System’s planets
• Tides raised on Jupiter from the satellites
• Lense-Thirring relativistic acceleration caused by Jupiter’s rotation
• Solar radiation pressure on Juno
• Jupiter’s albedo and infrared emission acting on Juno
The list contains all the models whose acceleration on Juno is sufficiently large to
produce a detectable signal in Juno Doppler data. The larger contribution obviously
comes from Jupiter’s gravity field. Solid tides are a major perturbation to Juno’s motion,
whereas Lense-Thirring and non-gravitational accelerations are orders or magnitude be-
low the large Jupiter’ central field acceleration, but near the threshold of detectability.
For a detailed discussion of Juno’s dynamical model, refer to Finocchiaro and Iess, 2010;
Finocchiaro, 2013; Tommei et al., 2015.
The Doppler observables formulation includes the Shapiro effect caused by celestial
bodies (Jupiter causes the greatest effect) on the propagation of radio waves. In addition,
the effect of Jupiter’s large oblateness (J2) is taken into account when computing the
Doppler observables. In fact, Einstein’s general relativity theory explains how a prop-
agating radio wave is perturbed when traveling in a gravitational field. Juno’s orbital
geometry and the radio science experiment are not sufficiently sensitive to test Einstein’s
theory as done during Cassini cruise phase, when the post-Newtonian parameter γ was
accurately measured (Bertotti, Iess, and Tortora, 2003).
Since Juno is a spinning spacecraft, an additional effect must be included when an-
alyzing Juno’s Doppler data. The transponder on-board the spacecraft measures a fre-
quency of the incoming signal which is shifted since it is in a rotating reference frame. In
addition, when the signal is retransmitted back to the Earth, it experiences an additional
Doppler shift. The Marini effect (Marini, 1972) is then given simply by:
∆fMarini = (±1± α) fspin (3.34)
The signs depends on the polarizations of the transmitted signals (either left of right
polarized), which are mission dependent. The frequency fspin is the projection along
the line of sight of the spin frequency. The equations are simplified since Juno is almost
aligned with the Earth during gravity perijoves, and the antenna boresight is approxi-
mately along the rotation axis.
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3.3.2 Multi-arc setup
The Doppler data acquired during PJ03 and PJ06, are first analyzed independently, and
then combined in a multi-arc least square information filter, solving for:
• Spacecraft state at given epoch
• Jupiter’s gravitational parameter µjup
• Jupiter’s zonal spherical harmonics (up to degree 24)
• Jupiter’s tesseral field to degree 2
• Jupiter tidal response (Love number k22)
• Jupiter’s spin axis inertial direction and rate
• Jupiter’s ephemeris (linear correction to the orbit)
The very same set of estimated parameters is able to fit both the single arc and the
multi-arc solution. In the latter, the components of the spacecraft’s state are estimated as
local parameters, referred to approximately 6 hours prior to the closest approach. The a
priori value for position and velocity are, respectively, 100 km and 1 m/s, in order not to
constrain the final solution.
Jupiter’s gravitational parameter and its uncertainty are set to the values estimated
from the motion of Galileian satellites (JUP310 solution by Jacobson, 2013). Juno’s orbital
geometry is not appropriate to produce a better estimate Jupiter’s gravitational parame-
ter with a greater accuracy. IFor that reason, it will be constrained to the a priori value
estimated with observations of the satellite’s motion.
Concerning the gravity field of the gas giant, the minimum set of spherical harmonic
coefficients able to fit the Doppler data to the noise level is given by zonal harmonics up
to degree 24, and a tesseral field of degree 2 (full quadrupole coefficients). As a priori
uncertainty, a value of 10−5 for all the harmonics have been selected, which does not
constrain the solution.
Jupiter’s Love number k22 has been estimated, whereas the higher order Love num-
bers are currently set to the values computed by Wahl, Hubbard, and Militzer, 2016 on a
preliminary Jupiter interior model. The non-estimated Love numbers are considered at
20% of their values.
Concerning the spin axis direction, its right ascension and declination are estimated at
a reference epoch (J2000). The rates (linear terms) are estimated, but their determination
is not accurate, due to the limited number of passes.
Jupiter’s ephemeris is updated since the knowledge of Jupiter’s position prior to
Juno’s data was fairly inaccurate. As the uplink frequency profile has a steep dynamic, an
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(A) (B)
FIGURE 3.4: Doppler residuals for PJ03 (panel A) and PJ06 (panel B).
error in Jupiter’s ephemeris would have an effect on Juno’s extremely accurate Doppler
data, and this effect must be taken into account.
Other parameters, such as Juno’s solar radiation pressure scale factor, Jupiter’s ther-
mal albedo and emissivity scale factors, and the satellite’s gravitational parameters, are
included in the multi-arc filter as consider parameters. The satellite’s µsat are consid-
ered with an uncertainty given by the Jovian ephemeris, whereas the scale factors are
considered with a 20% uncertainty.
3.3.3 Results
The Doppler residuals at an integration time of 60 s, converted in mm/s for convenience,
are reported in Figure 3.4. The data quality is very good: RMS of 0.013 mm/s for both
PJ03 and PJ06. In addition, no signature near the closest approach is evident, meaning
that the data have been fitted to the noise level.
The multi-arc solution can be found in Table 3.3. The estimated values for the gravity
field coefficients are reported along with the formal uncertainties (3-sigma level).
Gravity harmonics to degree 10 (included) are well resolved, with the central value
higher than the 3-sigma uncertainty. On the contrary, higher order harmonics are unre-
solved, but the filter requires them to fit the Doppler data satisfactorily to the noise level
close to the perijoves. The formal uncertainties on the low-degree even harmonics previ-
ously published (JUP310 solution by Jacobson, 2013) have been dramatically improved.
The uncertainty on J2 is decreased by about two order of magnitude, whereas for J4 and
J6 the improvement is of three order of magnitude. This exquisite accuracy enables a
good inference of Jupiter’s internal structure. The first determination of the low-degree
odd harmonics enables to further constrain the internal mechanisms that govern the up-
per layers of Jupiter: The odd-harmonics are indeed related to the wind dynamics.
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Parameter Value Uncertainty (3-sigma)
GMjup (km
3/s2) 126686534.27 2.80
J2 (×106) 14696.572 0.014
C21 (×106) -0.013 0.015
S21 (×106) -0.003 0.026
C22 (×106) -0.000 0.008
S22 (×106) 0.000 0.011
J3 (×106) -0.042 0.010
J4 (×106) -586.609 0.004
J5 (×106) -0.069 0.008
J6 (×106) 34.198 0.009
J7 (×106) 0.124 0.017
J8 (×106) -2.426 0.025
J9 (×106) -0.106 0.044
J10 (×106) 0.172 0.069
J11 (×106) 0.033 0.112
J12 (×106) 0.047 0.178
TABLE 3.3: Jupiter’s gravity field from the multi-arc solution with PJ03
and PJ06 data.
Figure 3.5 display the gravity harmonics (to degree 12), and associated 3-sigma formal
uncertainty. It is clearly visible that the first low-degree odd harmonics are estimated
with a remarkable accuracy.
To study the stability of the solution, single-arc estimates are compared to the multi-
arc solution. Figure 3.6 display the 3-sigma error ellipses for different pairs of gravity har-
monics. Even and odd harmonics are plotted separately since they relate to two different
phenomena of gravity field generation: Solid body rotation and atmospheric dynamics.
The multi-arc solution is compatible with the single-arc solution within the 3-sigma
level, since the central value is contained in all the single arc error ellipses, for all the grav-
ity coefficients reported. The multi-arc solution is thus consistent with the gravity fields
estimated using only one data set at a time, confirming the correctness of the selected set
of estimated parameters. The error ellipses also show the large correlation of high-degree
harmonics (see for example J7 vs J9). In fact, the ellipses are more flatter than the J2-J4
ellipses. This is related to the orbital geometry, that does not allow to disentangle the
effects of successive high-degree harmonics.
In single-arc solutions, low degree harmonics are generally correlated with the space-
craft’s state vector. From Figure 3.6, it is evident that the low degree harmonics benefit the
most from the multi-arc approach. The multi-arc method helps to reduce their correlation
with the spacecraft trajectory.
Concerning Jupiter’s tidal response, only the Love number k22 has been estimated.
As previously mentioned, higher degree Love numbers are set to the values predicted by
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FIGURE 3.5: Un-normalized gravity field harmonics for the multi-arc solu-
tion. Filled circles indicate a positive value, empty circles stand for nega-
tive values.
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(A) (B)
(C) (D)
FIGURE 3.6: Error ellipses (3-sigma) for different pairs of low degree grav-
ity harmonics. Single arc solutions are compared with the multi-arc solu-
tion.
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Parameter Theoretical value Estimate (± 3-sigma)
k22 0.590 0.625 ± 0.063
TABLE 3.4: Estimate of Love number k22 compared with theoretical pre-
dictions.
Wahl, Hubbard, and Militzer, 2016, with a consider uncertainty of 20%. Imaginary Love
numbers have been set to zero and un-estimated, due to the limited number of passes. In
fact, the limited coverage of the tidal bulge prevents a good determination of the tidal re-
sponse of Jupiter, and in particular of the phase lag associated with tidal dissipation. This
is one of the remaining questions Juno will hopefully answer in the future. A frequency
dependence of the tidal response of the gas giant may also be investigated.
Table 3.4 reports the estimated value (and associated 3-sigma uncertainty), to be com-
pared with the theoretical prediction by Wahl, Hubbard, and Militzer, 2016. The esti-
mation uncertainty is still quite large, and the central value is recovered with a relative
accuracy of about 10%. The theoretical value is fully compatible with the estimated value.
The last subset of parameters that has been determined with the Juno gravity experi-
ment is Jupiter’s spin axis inertial direction. The location of Jupiter’s pole is fundamental
for gravity field determination, since the gravitational potential of a planet is defined in
the so-called body-fixed frame, i.e, the frame associated with the body. Although the def-
inition is clear for a rocky planet, being a solid body rotating uniformly, the definition of
a body-fixed frame for a gas giant is not trivial. We can associate a body fixed frame to
the rotation of the deep interior of a gas giant. One of Juno goals is also to understand
how the gas giant behaves under its layer of clouds. The pole of a gas giant is somehow
easier to define, being associated with the total angular momentum of the planet, which
is supposed to be perfectly aligned to its principal axis of inertia, and thus to the spin
axis. Deviations from the perfect alignment are expected to be very small, and may be
detected by Juno during the next passes.
Tracking the motion of Jupiter’s spin axis is fundamental for constraining its interior
structure: the rate at which the pole moves in the inertial space is inversely proportional
to the polar moment of inertia (MOI), which is a crucial parameter for assessing the pres-
ence of a core. Jupiter’s MOI can been inferred from Jupiter’s obliquity (Ward and Canup,
2006), and set to C=0.236. Interior models can also compute the value for the MOI, thus
its determination would be very important for constructing fully consistent interior mod-
els. Juno can measure the spin axis rate with good accuracy, improving our knowledge
about the interior of the gas giant (Le Maistre et al., 2016; Helled et al., 2011).
Current data does not allow the rate of Jupiter’s pole to be determined with a good
accuracy, but its location can be estimated and compared with current predictions. The
most up-to-date model is IAU 2010 (Archinal et al., 2011), where the pole motion is de-
scribed by:
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FIGURE 3.7: Jupiter’s pole direction: blue and red curves are, respectively,
IAU 2000 and IAU 2010. Dots refer to PJ03 and PJ06 epochs, and the green
dots and ellipses refer to Juno’s estimation.
α0 = 268.056595− 0.006499 T +
∑
Ak sinJk
δ0 = 64.495303 + 0.002413 T +
∑
Bk cosJk
W = 284.95 + 870.5360000 d
(3.35)
The quantities α0, δ0 are the standard equatorial coordinates (in degrees) with equinox
J2000 at epoch J2000, namely the right ascension and declination of the rotation axis. The
prime meridian, whose definition is arbitrary for a gas giant, is denoted by W . T is
time expressed in Julian centuries (of 36525 days), and d is expressed in days, both from
the reference epoch. The trigonometric quantities Ak, Bk, Jk are reported in Archinal et
al., 2011. The IAU 2000 rotation model (Seidelmann et al., 2002) supposes only a linear
motion for the spin axis:
α0 = 268.05− 0.009 T
δ0 = 64.49 + 0.003 T
W = 284.95 + 870.5366420 d
(3.36)
Figure 3.7 shows the location of the spin axis according to both the models, along
with the location determined by Juno. The dots refer to the PJ03 and PJ06 epochs, where
the determination of the spin axis is more accurate. Currently, with only two passes, it
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is difficult to comment on this result. We may note that Juno’s estimate is compatible,
at 3-sigma, with the pole location predicted by IAU 2010 model with the Juno estimate.
Future passes will surely increase the confidence on Jupiter’s rotation model.
3.3.4 Statistical analysis of residuals
To conclude the analysis of the Juno Doppler data, we report in Figure 3.8 the Allan devi-
ations and Power Spectral Density (PSD) for the data set analyzed. The Allan deviations
and PSDs are evaluated starting from Doppler data at 1 second, computed on the refer-
ence trajectory obtained with the multi-arc solution.
Allan deviations do not show indications of thermal noise at low integration time
scale (1 to 10 s): The processing of Open-Loop data with a software PLL drastically re-
duces the noise at short time scale. Thermal noise follows indeed a characteristic law of
τ−1. At higher time-scales, in the band of the gravity signals, the noise is approximately
white, and the Allan deviation follows the power law τ−1/2. This is one of the conditions
required by the least square filter for a maximum likelihood estimate, which is therefore
satisfied.
The power spectral density of the two passes is also easily interpretable. The noise
is almost white, with a flat spectrum. The exception is on low frequencies (large time-
scales), where a residual signature due to the orbital fit may be present. This is, however,
at frequencies lower than those characteristic of the gravity field harmonics. Other re-
markable signals are found at the spin frequency (Juno rotates at 2 RPM, 0.033 Hz) and
its multiple. This is believed to be caused by Juno’s antenna phase pattern, which induces
a small Doppler shift at frequencies multiple of the spin frequency. This spurious signal
does not interfere with the determination of the gravity field since the data have been
compressed at 60s, averaging out those signals. Note that in PJ06 the harmonics have
more power since the Earth aspect angle was slightly larger than in PJ03.
3.4 Cassini data analysis
In this section, the analysis of Cassini gravity data acquired during the Grand Finale
orbits is reported, to study Saturn’s gravity field. Table 3.5 summarizes the pericenter
passes completed by Cassini that are dedicated to gravity science investigations.
Cassini completed a total of 22 orbits prior to its final plunge into Saturn’s atmosphere
on 15 September 2017. Six orbits were dedicated to the study of Saturn’s gravity field.
Unfortunately, the data acquired during REV275 were not collected by the Malargue
complex due to an acquisition problem. Thus, the data from this orbit have not been
analyzed, since the Doppler data acquired prior to and following the C/A are too far
from Saturn to contribute significantly to the determination of Saturn’s gravity field.
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(A) (B)
(C) (D)
FIGURE 3.8: Allan deviation (top panels) and PSD (estimated with the
welch method, bottom panels) for Juno PJ03 (panels A and C) and PJ06
(panels B and D).
Proximal Orbits Date of C/A Complex acquiring data at C/A
REV273 9 May 2017 Malargue
REV274 15 May 2017 Canberra
REV275 22 May 2017 Data not acquired by Malargue
REV278 10 June 2017 Canberra
REV280 23 June 2017 Canberra
REV284 19 July 2017 Canberra
TABLE 3.5: Summary of Cassini’s Grand Finale orbits devoted to Saturn’s
gravity investigation.
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Cassini was tracked by DSN’s and ESA’s antennas during a 24-hour window, about
the C/A, in order to acquire also ring occultation data. In fact, the radio signal crosses
Saturn’s rings on different occasions. During ring occultation, Cassini passes in between
the rings and Saturn’s cloud top and the signal is occulted by the rings (close ring oc-
culation). The more massive B-ring causes a drastic drop in the signal amplitude, and
Doppler data are not acquired for approximately 10 to 15 minutes in that time frame.
Other rings have a smaller effect on the Doppler noise, but the frequency of the signal can
be easily recovered. After that phase, due to the orbital geometry, the signal is occulted
again after the pericenter passes, in the so-called distant ring occultation. The occultation
lasts for a few hours, and the data acquired are used to recover the optical depth of the
rings, rather than for gravity science. For gravity investigation, Doppler data at X-band
was used and compressed to 30s.
3.4.1 Dynamical model and observables
Cassini’s dynamical model accounts for several effects, both gravitational and non-gravitational
accelerations. It includes:
• Relativistic acceleration from Saturn and its satellites
• Spherical harmonic expansion of Saturn’s gravity field (static and time-varying)
• Gravitational acceleration due to the rings (A-ring, B-ring, and C-ring)
• Newtonian (point-mass) acceleration from all the other Solar System’s planets
• Tides raised on Saturn from the satellites
• Lense-Thirring relativistic acceleration caused by Saturn’s rotation
• Solar radiation pressure on Cassini
• Non isotropic acceleration from the onboard RTGs
• Drag acceleration due to H2 particles of Saturn’s atmosphere
Cassini’s dynamical model has been heavily tested during the past number of years,
for the tour of Saturn’s moons. It accounts for all the major accelerations acting on the
spacecraft, which are mainly gravitational accelerations. In addition, solar radiation pres-
sure and the non-isotropic acceleration from the onboard RTGs (Radioisotope Thermo-
electric Generator) has been included, as well as the small drag effect coming from Sat-
urn’s upper atmosphere (mainly induced by H2).
The determination of Saturn’s gravity field is a major goal for Cassini’s Grand Finale
orbits. The determination of the low degree even and odd harmonics is of great interest
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from a geophysical point of view. In fact, as for Jupiter, the gravity field of the planet
contains important information about the interior structure and its density profile. In
addition, anticipating the results, the higher number of gravity passes may help in the
determination of the time-varying gravity coefficients.
Apart from Saturn’s gravity field, the ring system fulfills a fundamental role: an inde-
pendent determination of their masses (namely, the B-ring mass) has important implica-
tions in constraining the age of Saturn’s ring. The gravitational acceleration coming from
the rings is thus included in Cassini’s dynamical model.
Concerning the Lense-Thirring effect, the resulting acceleration is inaccessible with
the Cassini Doppler data. However, with the aim of obtaining a realistic dynamical model
for Cassini, it has been included when integrating the spacecraft trajectory. Note also
that the precession experienced by Cassini due to Saturn’s Lense-Thirring effect is way
smaller than the one experienced by Juno due to Jupiter’s larger mass.
The Doppler observables’ model is the same that was used for Juno, thus account-
ing for the relativistic effects on wave propagation as proposed by the theory of general
relativity.
Since Cassini is a three-axis stabilized spacecraft, the Marini effect, a correction to the
observables caused by the rotation, is generally not relevant. However, during REV273
and REV284, the spacecraft was spinning around the antenna axis for calibration pur-
poses, and this effect must be taken into account.
3.4.2 Single-arc setup and solutions
The Doppler data acquired during Cassini’s Grand Finale orbits are first analyzed as
single arcs, and then a combined solution is researched. The least-square information
filter solves for:
• Spacecraft state at given epoch
• Saturn’s gravitational parameter µsat
• Saturn’s rings’ masses (to be precise, only the more massive B-ring is resolved)
• Saturn’s zonal spherical harmonics (up to degree 20)
• Saturn’s tesseral field to degree 2
• Saturn tidal response (Love number k22)
• Saturn’s spin axis inertial direction
The single arc solution can be easily fitted with the proposed set of parameters. How-
ever, the multi-arc solution does not fit the Doppler data when the estimated parameter
list is limited to considering only the above-mentioned effects.
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The components of Cassini’s state are estimated and referred to approximately 12
hours prior to the closest approach, when the tracking begins. The a priori values for
position and velocity are, respectively, 100 km and 1 m/s.
Saturn’s gravitational parameter and its uncertainty are set to the values estimated
from the motion of Saturn’s satellites. To be precise, since Saturn’s gravitational parame-
ter contained in the planetary ephemeris includes the rings’ masses, the sum of Saturn’s
mass and ring’s masses has been constrained to be equal to the value (and uncertainty)
estimated for Saturn, prior to the Grand Finale orbits. Cassini’s orbital geometry is not
appropriate to better estimate Saturn’s gravitational parameter, but, in principle, it can
allow disentangling the ring’s weak acceleration from the gravity coefficients, since the
spacecraft passes between the rings and the planet.
The minimum set of spherical harmonic coefficients able to fit the Doppler data to the
noise level for Cassini is given by zonal harmonics up to degree 20, and a tesseral field
of degree 2 (full quadrupole coefficients), when considering single arc solutions. As a
priori uncertainty, a value of 10−5 for all the harmonics has been selected, which does not
constrain the solution.
Saturn’s Love number k22 has been estimated, but it is unresolved with single arc
estimates (the formal uncertainty is larger that the central value).
Concerning the spin axis direction, Saturn’s rings define its equatorial plane, and in
the past number of years a lot of observations of Saturn’s rings yielded a very accurate
determination of Saturn’s equator, and thus of its spin axis direction (French et al., 2017).
The spin axis is constrained to the position determined by ring occultation data, which is
much more accurate than what can be achieved with gravity field determination.
Figure 3.9 display the single-arc solutions obtained with the proposed set of estimated
parameters, for a few pairs of low-degree gravity harmonics. The error-ellipses are at 3-
sigma. The solutions are not all consistent at that level, and the central values estimated
are not stable enough.
3.4.3 Multi-arc approach
As previously reported, the set of parameters able to separately fit the arcs is not sufficient
to fit the data in a multi-arc solution. This leads to the assumption that an acceleration is
missing in Cassini’s dynamical model. One option is to include the presence of normal
modes in the estimation filter, which is a non-trivial task. The inclusion of normal modes
poses a few important questions:
• Which modes are relevant?
• What are the amplitudes and frequencies of these modes?
Chapter 3. Data analysis 65
(A) (B)
(C) (D)
FIGURE 3.9: Error ellipses (3-sigma) of single-arc solutions for different
pairs of low degree gravity harmonics.
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The first question is the most difficult to answer. The amount of possible modes is
infinite, and both gravity and acoustic modes exist. In addition, through the gravity ex-
periment, the discrimination of the modes is almost impossible. Since Cassini is sensitive
to the acceleration induced by the normal modes only in a very limited amount of time, a
large correlation exists between the different modes, and a clear detection of a particular
mode is denied. Thus, in principle, Cassini is sensitive to a time-varying gravity field,
but is not able to determine which modes exist. Several solutions are possible.
The second question is related to the first, and can be partially solved. The classical
orbit determination problem exploits a least-squares filter to solve for dynamical model
parameters. Thus, the amplitude and frequency of the mode may be, in principle, solved
for. Recall that the effect of acoustic oscillations on zonal gravity field is modeled as
(Durante, Guillot, and Iess, 2017):
Jl = J
STATIC
l +
∑
n≥0
J˜l,n(t) (3.37)
J˜l,n(t) = J˜l,n cos(ωl,nt+ φl,n) = J˜
C
l,n cos(ωl,nt) + J˜
S
l,n sin(ωl,nt) (3.38)
For each mode, one should solve for an amplitude and a phase (or equivalently the
alternative, preferred representation with a cosine and a sine term) and possibly a fre-
quency. However, a few difficulties arise. The frequency of the modes is nearly im-
possible to solve, since it is highly non-linear, and the OD problem is sensitive to non-
linearities in the dynamical model. Simulations show that the non-linearity of the prob-
lem for the frequency prevents the filter from reaching a converged solution. The modes’
frequencies are thus unresolvable.
The inability to estimate the frequency of a selected mode poses another important
question. Since an error in the frequency propagates with time and consecutive REVs are
separated by weeks, this would result in a completely incorrect mode phase by the time
Cassini would have reached its closest-approach with Saturn. For example, an error of
1 minute on the degree 2 fundamental acoustic mode (whose period is about 3 hours)
corresponds to a difference of one full cycle (2pi) after about 22 days, which is less that
the total duration of Cassini’s Grand Finale orbits (see Table 3.5).
For that reason, the approach pursued is to estimate the initial phase of a selected
mode as a local parameter, and constrain the amplitude to be consistent for all the REVs.
As an a priori uncertainty for the magnitude of the modes, we selected a value of 3.0·10−8,
which constrains the modes to be small, according to geophysical expectations (bases on
excitation mechanism and dumping considerations). In addition, this is the minimum
value able to fit the data consistently. This allows the mitigation of the error in frequency
through an over-parametrization of the problem. The frequency is fixed to those pre-
dicted by the models, in particular, the Sa8 model from Gudkova and Zharkov, 2006.
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Five different sets of gravity and/or acoustic modes were selected, all including only
zonal coefficients. Normal modes on a tesseral field are not included since the ampli-
tudes estimated from ring seismology are too small to be detected with the Cassini radio
instrumentation. The sets of normal modes selected are:
• f-modes: Only fundamental modes J˜l,0 are estimates, from degree 2 to 10
• f+p-modes: Fundamental modes from degree 2 to 6, and the first few low-degree
low-radial order p-modes (on degree 2 to 4, first and second overtone)
• g+f-modes: Gravity modes on degrees 2 and 3, plus fundamental modes up to
degree 6
• g+f+p-modes: Gravity and acoustic modes, on degree 2 and degree 3 only
• g+f+p-modes (full): Gravity modes on degree 2 and 3, f-modes up to degree 10,
p-modes up to degree 4 (first and second overtones)
All the selected sets of normal modes fit the data to the noise level. As a reference, the
solution named g+f-modes is selected since it is one of the most consistent (along with the
g+f+p-mdoes (full), which solves for the largest number of parameters). See next section
for a more complete discussion.
3.4.4 Results
The Doppler residuals at an integration time of 30 s, converted in mm/s for convenience,
are reported in Figure 3.10, for the reference solution. Note that all the other solutions fit
the data at the same level, and no signatures are found near the pericenter. The data qual-
ity is good (see Table 3.6), and the best performance is achieved on REV278, with an RMS
noise of 0.020 mm/s at the C/A. During REV 280, the RMS noise level is 0.088 mm/s,
more than four times the best value achieved. Thus, we can expect that the data coming
from this REV do not contribute to a drastic reduction of the uncertainty of the multi-arc
solution (as a crude approximation, for a given geometry, the information matrix ele-
ments sum up with the inverse power of two of the noise in the data).
We report only residuals during the C/A tracking period, which are the most rele-
vant. The Doppler data far from the C/A helps to constrain the inbound and outbound
trajectory of Cassini, reducing the correlation between the low-degree gravity coefficients
and the state vector. With respect to Juno, much more data far from C/A have been ac-
quired by Cassini, since it has been possible to avoid any re-pointing maneuver after the
closest approach. On the contrary, Juno has to perform an Orbit Trim Manuver (OTM)
for navigation purposes.
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REV Date of C/A (ERT) Doppler noise (RMS)
273 09 May 2017 07:35 0.029 mm/s
274 15 May 2017 18:04 0.023 mm/s
278 10 June 2017 14:12 0.020 mm/s
280 23 June 2017 12:10 0.088 mm/s
284 19 July 2017 09:15 0.044 mm/s
TABLE 3.6: Cassini C/A data (in Earth-Received Time, ERT) and data qual-
ity for the C/A tracking pass.
Parameter Value Uncertainty (3-sigma)
GMsat (km
3/s2) 37931206.00 3.74
J2 (×106) 16290.564 0.042
C21 (×106) 0.003 0.006
S21 (×106) 0.004 0.007
C22 (×106) -0.004 0.006
S22 (×106) 0.005 0.007
J3 (×106) 0.079 0.059
J4 (×106) -935.281 0.071
J5 (×106) -0.261 0.097
J6 (×106) 86.395 0.150
J7 (×106) 0.018 0.190
J8 (×106) -14.533 0.294
J9 (×106) 0.190 0.303
J10 (×106) 4.746 0.435
J11 (×106) -0.555 0.426
J12 (×106) -0.960 0.596
TABLE 3.7: Saturn’s gravity field from the multi-arc solution which in-
cludes g-modes and f-modes.
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(E)
FIGURE 3.10: Doppler residuals for: (A) REV273, (B) REV274, (C) REV278,
(D) REV280, and (E) REV284. Note the different limits for the y-axis of
REV284.
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The multi-arc solution for the g+f-modes case is reported in Table 3.7, including esti-
mated values and the 3-sigma formal uncertainty for the gravity coefficients.
The uncertainty on Saturn’s gravitational parameter is essentially fixed to the a priori
value dictated by the analysis of Saturnian ephemeris (Jacobson et al., 2006). The most re-
markable difference obtained with Saturn’s Grand Finale orbits is the disentanglement of
the contribution coming from the rings and that associated directly with Saturn (the grav-
itational parameter estimated from the Saturnian ephemeris includes the rings’ masses,
since Cassini never passed so close to Saturn to disentangle the two effects).
For the gravity field coefficients, the Grand Finale orbits enabled an accurate determi-
nation of Saturn’s gravity field. Prior to this phase of the Cassini mission, only J2, J4, and
J6 where determined with sufficient accuracy. The formal uncertainty on J2 decreased
by about a factor of 20 whereas for J4 and J6 the improvement is larger than two orders
of magnitude. In any case, the previous solution (Jacobson et al., 2006) is statistically
compatible at 1-sigma with the new estimate from Cassini’s Grand Finale orbits.
The new solution drastically increases the precision on the determination of higher-
degree even harmonics, such as J6, J8, and J10, which are crucial for determining the
interior structure and the internal characteristics of the planet. In addition, for the first
time, the Doppler data acquired enabled a reliable estimate of the low-degree odd grav-
ity harmonics. Among them, only J3 and J5 are estimated over the 3-sigma level. In
particular, the latter is very well determined, with the central value estimated at about
8-sigma. This asymmetric field is a clear indication that something inside Saturn is not
axially symmetric, as expected from a rotating fluid body in hydrostatic equilibrium.
Figure 3.11 display the gravity harmonics (to degree 12), and associated 3-sigma for-
mal uncertainty. The filled circles indicate positive values for the particular harmonic
coefficients, whereas negative harmonics are marked with an empty circle. This repre-
sentation helps to identify which harmonics are determined with a good accuracy, i.e.,
the estimated value is over the 3-sigma level. In any case, a value close to zero provides
also important information for constraining the internal dynamics, since it represents an
upper bound.
Figure 3.12 shows the error ellipses (3-sigma) for the five solutions selected, for the
first few low-degree static components of Saturn’s gravity, which are those more impor-
tant from a geophysical point of view. In general, there is a good consistency between the
different solutions, all grouped together. The different correlation and sigmas are due to
the different modes selected for each solution. The larger ellipses are, of course, found for
the g+f+p-modes (full) case, where there are more modes than the ones strictly needed
to fit the data (as in the other cases). Among the others, the solution selected as a refer-
ence (the g+f-modes) shows consistency with all the other solutions, and simultaneously
has smaller uncertainties for the gravity coefficients when compared to the g+f+p-modes
(full).
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FIGURE 3.11: Un-normalized gravity field harmonics for the reference
multi-arc solution. Filled circles indicate a positive value, empty circles
represent negative values.
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FIGURE 3.12: Error ellipses (3-sigma) of several multi-arc solutions for dif-
ferent pairs of low degree gravity harmonics.
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FIGURE 3.13: Love number k22 estimates, with 1-sigma uncertainty, for the
different set of normal modes.
In contrast to Juno, the Cassini multi-arc solutions do not dramatically improve the
uncertainties with respect to the single-arc solution. This is caused by the need to include
normal modes when solving all the arcs together. The larger set of solved parameters
is thus responsible for an increase in the estimation uncertainties. Also, the single-arc
solutions underestimate the uncertainties for the static field component since it neglects
the presence of normal modes. The multi-arc solution is thus more robust, including all
the data acquired.
As for Juno, the high-degree gravity harmonics are highly correlated. The low-degree
coefficients are generally more correlated with the state vector, and with the normal mode
coefficients, which are (according to the set selected) mostly oscillations on the low com-
ponents of Saturn’s gravity field.
Concerning the Love number k22, the situation is more difficult to interpret. Figure
3.13 shows the different estimates of the Love number for the set of normal modes se-
lected, at 1-sigma. The previously estimated value for Saturn’s Love number is k22 =
0.39 ± 0.024 (Lainey et al., 2017). The value they found also agrees with interior models
for Saturn (Wahl, Hubbard, and Militzer, 2017). The uncertainties of the different solu-
tions reported here is about one order of magnitude larger than the previous estimate,
thus a better determination of Saturn’s tidal response is not possible. However, the esti-
mates of Saturn’s Love number can be used to assess the consistency of these solutions
with the previously estimated value.
From Figure 3.13 it is clear that the first two solutions (f-modes and f+p-modes) es-
timate a negative value for k22, which is hardly interpretable (not impossible, but it re-
quires unconventional physics, D. Stevenson private communication). In addition, even
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at 3-sigma, the previous estimate is not compatible. This indicates that the first two so-
lutions have a bias in the estimation. Durante, Guillot, and Iess, 2017 demonstrated that
even in the presence of normal modes with small amplitudes, a bias at a level of few sig-
mas can be found for the Love numbers (the simulations were made for Juno and Jupiter,
but the same applies to Cassini and Saturn).
In contrast to the first two solutions, the other three (which all include the presence of
gravity modes) estimate a value which is compatible at 1-sigma with the value found by
Lainey et al., 2017. The estimate of the reference solution is:
k22 = 0.305± 0.285 (3.39)
This may be an indication that gravity modes are more adequate to fit the Doppler
data, producing an estimate of the Love number k22 statistically compatible with previ-
ous estimates reported in the literature. Note: This is not strong evidence for the presence
of gravity modes, and may be a coincidence.
Concerning the B-ring mass estimation, all the solutions show a remarkable consis-
tency. Figure 3.14 shows the estimate for the B-ring mass, with 1-sigma uncertainty, in
terms of Mimas’ mass (1 MM = 3.75× 1019 Kg, or 6.3× 10−6 Earth’s mass). The estimate
of the reference solution is:
B-ring|mass = (0.36± 0.18) MM (3.40)
Recent analysis on density waves found in the B-ring suggest that its masse is between
one-third to two-thirds the mass of Saturn’s moon Mimas (Hedman and Nicholson, 2016).
The solution obtained with the analysis of Cassini’s Grand Finale orbits is perfectly com-
patible with the theory proposed by these authors. It is an independent estimate of the
B-ring mass, which is crucial for constraining the age of Saturn’s ring system.
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FIGURE 3.14: B-ring mass estimates, with 1-sigma uncertainty, for the dif-
ferent set of normal modes.
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Chapter 4
Interpretation of results
The analysis of Jupiter and Saturn’s gravity fields as determined by Juno and Cassini has
been discussed in the previous chapter. Hereafter, the implications for the gas giants’
interior structures are reported. The even part of the gravity field is strictly related to the
deep interior structure, whereas the odd terms are caused by internal wind dynamics.
However, the picture is more complicated, and a more complete discussion follows.
4.1 Deep interior structure
To start the discussion about Jupiter and Saturn interior structures, an analysis of the
state-of-the-art interior models prior to Juno and Cassini data is required.
Table 4.1 contains the range of even gravity coefficients for Jupiter and Saturn due
to the solid body contribution only, for a set of preliminary models, prior to Juno and
Cassini data. In addition, the newly estimated gravity field coefficients are reported for
comparison. Jupiter models are discussed on Hubbard and Militzer, 2016. Saturn models
have been provided by B. Militzer (personal communication). All the models fit the
mass, radius, and the gravity coefficient J2.
Parameter
Jupiter Saturn
Preliminary value Estimate Preliminary value Estimate
J2 (×106) 14696.43 14696.57 16290.71 ± 0.27 16290.56
J4 (×106) -601.72 to -587.14 -586.61 -938.62 to -933.19 -935.28
J6 (×106) 34.17 to 35.77 34.20 80.53 to 81.74 86.39
J8 (×106) -2.608 to -2.450 -2.420 -8.95 to -8.68 -14.53
J10 (×106) 0.201 to 0.217 0.176 1.08 to 1.13 4.75
TABLE 4.1: Range of gravity coefficients based on Jupiter and Saturn pre-
liminary models, priori to Juno and Cassini gravity data, compared with
the new estimates. Data on the preliminary models are based, respectively,
on Hubbard and Militzer, 2016 and on a personal communication with
B. Militzer.
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Jupiter’s models reported in table 4.1 use an EOS based on DFT-MD theory (Militzer
and Hubbard, 2013) and explore different assumptions for the interior structure. For
Saturn, different rotation rates have been tested, but no differential rotation is involved.
The helium rain layer is assumed either as a sharp boundary or an extended region, and
no change in heavy elements is assumed across that layer.
By comparing the predictions with the actual observations from Juno and Cassini, a
fairly different situation emerges for the two planets. Jupiter’s preliminary models are
in much better agreement with Juno’s more accurate estimates, with the central values
varying only slightly from the predictions (the special case is J10, about 10% off). For
Saturn, only the low-degree J2 and J4 are in agreement with the preliminary models,
whereas for higher degree coefficients the difference is striking.
Concerning Jupiter, the preliminary models were actually quite accurate, since the
range of possible gravity coefficients contains Juno’s estimate. However, it should not be
forgotten that Juno’s accuracy is fairly tight when compared with the range of possible
values due to interior models. For that reason, a closer look shows that even the pre-
ferred model from Hubbard and Militzer, 2016 does not precisely match all the gravity
coefficients as determined by Juno. A refinement of these models is thus required.
Wahl et al., 2017 provides a first review of Jupiter’s interior models and Juno data.
Their work is based on Juno’s estimate from the first two non-gravity dedicated orbits
and not on the most updated reference solution from the gravity-dedicated orbits. In any
case, the solution determined by Folkner et al., 2017 is fully compatible with the new
reference solution, but since it does not exploit the more accurate Ka-band radio tracking
system it has larger uncertainties.
Juno’s data can be explained by the presence of a diluted core expanded to 0.3 to 0.5
times Jupiter’s radius. A diluted core can arise since the central core materials, at the
high pressure and temperatures found in the deep interior, become soluble in the outer
metallic hydrogen envelope, and can expand outwards. However, the core erosion is a
process whose efficiency is difficult to assess, just like determining if Jupiter has a fully
eroded or an eroding core at the present age.
Wahl et al., 2017 also predict an enrichment in heavy elements in the deep enve-
lope when compared with the outer, shallower region. This prediction is almost model-
independent, as it shows up in all their models, and is unaffected by the selected EOS
for the hydrogen-helium mixture. Regarding the core, it is supposed to contain a mass
of heavy elements comparable to 7-25 Earth masses, out of 24-27 Earth masses worth of
heavy elements in the whole planet. These masses, and the presence of a diluted core,
are fully compatible with a formation scenario based either on core collapse or on dis-
solution of planetesimals. The uncertainty on EOS arises when determining the heavy
element abundances. The REOS3 EOS predicts heavy elements to be 7-10 times the solar
Chapter 4. Interpretation of results 78
fraction, whereas the preferred MH13 EOS, based on ab initio computer simulations of
hydrogen-helium mixtures, predicts 5-6 times the solar fraction.
When analyzing the even gravity field, the effect of differential rotation must be taken
into account. Kaspi et al., 2017 reports on this topic, stating that wind dynamics, i.e., dif-
ferential rotation, affects the gravity spectrum at a level larger than Juno’s formal accu-
racy. For instance, the dynamical range of ∆J4 is about 8×10−6, with the current 3-sigma
formal uncertainty being 4 × 10−9; for ∆J6 the range is 4 × 10−6, and the corresponding
3-sigma accuracy is 9× 10−9, i.e., a difference of about three orders of magnitude. Thus,
when constructing interior models of Jupiter, the need for a correction due to the effect
of wind dynamics poses important limits on the real accuracy that must be taken into
account. However, since the wind dynamics affects the odd gravity spectrum, it is pos-
sible to infer, from that part of the gravity field, the decay depth of the wind, and use
the same model to predict the effect on the even part of Jupiter’s field. In such a way, it
has been shown (T. Guillot personal communication) that the discrepancy found in J10
from interior models of Jupiter (matching the current estimate for the lower-degree even
coefficients) to Juno’s observed value can be explained with a correction given by wind
dynamics, with a depth inferred from the odd gravity field (see Section 4.2).
Concerning Saturn, the only explanation for the large discrepancy in the higher-
degree harmonics is a strong differential rotation of the interior. The small uncertainties
on these gravity field coefficients enable models without differential rotation to be ruled
out, which, on the contrary, fitted the previously estimated Saturn’s gravity field (due
to larger uncertainties). B. Militzer suggests a differential rotation with equatorial jets
having a wind speed up to about 3.6% larger than the rest of the planet (see Figure 4.1).
That is, the equatorial zonal flow is decoupled from the interior and proceeds with its
own larger speed with respect to the internal regions. In addition, the larger speed of
the equatorial region agrees qualitatively with cloud-tracking data and with occultation
profile.
The differential rotation profile predicts a smaller rotation rate between 0.5 to 0.8
times Saturn’s radius, corresponding to a latitude between 35 to 60 degree. This slower
region is required to fit the gravity data, but no explanation has been found yet.
Y. Kaspi applied the thermal wind (TW) model to the Cassini data, analyzing the
large discrepancies in the high-degree gravity coefficients, and found that the winds must
penetrate to a depth of about 40,000 km, thus very deep inside the planet (Saturn’s refer-
ence radius is 60,330 km). This finding agrees with the B. Militzer model, in which the
equatorial region is found to be faster than the interior.
In addition, the thermal wind model matches the observed value of J5, which is the
only odd harmonics determined over the three-sigma level.
However, the TW model requires an adjustment to the surface winds profile, i.e. the
surface wind speeds must be slightly modified to be able to fit the data. This is not
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FIGURE 4.1: Fractional change of the rotation rate as a function of the
distance from the rotation axis. Saturn differential rotation is very strong
(B. Militzer personal communication).
the case for Jupiter, where the propagation of the observed surface winds enables an
accurate fit of the gravity data. This means that the surface winds and the deep interior,
only at particular high latitudes, may not match. This finding qualitatively agrees with
B. Militzer models, making Saturn’s high latitudes of particular interest.
To conclude, a detailed model of Saturn’s interior is not yet available, due to the large
surprise found in the Cassini data. Further investigations are ongoing, attempting to
solve Saturn’s mysteries in its interior structure.
4.2 Atmospheric flow inference
As heavily discussed, the atmospheric dynamics induce a perturbation to the gravity
spectrum of a gas giant to a level that was predicted to be accessible to Juno and Cassini
gravity measurements (Kaspi, 2013). The zonal flows observed on the surface of the two
planets induce a correction to both even and odd harmonics. The contribution to the even
gravity field, which modifies the interpretation of the deep interior structure, has been
discussed in the previous section. Hereafter, the contribution of wind dynamics to the
odd gravity spectrum will be discussed.
Table 4.2 lists the estimated values and associated uncertainties for Jupiter and Sat-
urn’s odd gravity coefficients, as determined by Juno and Cassini. Juno’s more accurate
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Parameter
Value ± 3-sigma
Jupiter Saturn
J3 (×106) -0.045 ± 0.010 0.079 ± 0.059
J5 (×106) -0.070 ± 0.008 -0.261 ± 0.097
J7 (×106) 0.119 ± 0.018 0.018 ± 0.190
J9 (×106) -0.116 ± 0.047 0.190 ± 0.303
TABLE 4.2: Jupiter and Saturn odd gravity field coefficients estimated from
analysis of Juno and Cassini radiometric data.
Ka-band radio system enables a much clearer determination of Jupiter’s odd gravity field
to be obtained. Cassini’s tracking system is based on the standard DST, operating in X-
band, which does not allow the reduction of plasma noise. In addition, during Cassini’s
tracking, the water vapor radiometer was not operating (NASA only has two radiome-
ters, currently both at DSS-25 for supporting Juno’s observations), and accurate tropo-
spheric calibrations were not possible. In addition, the need to solve for Saturn’s normal
modes enlarges the uncertainties on the static part of the gravity field. The result is that
Saturn’s odd harmonics are not determined as clearly as they are for Jupiter’s. Jupiter’s
low-degree odd harmonics (J3, J5, J7, and J9) are all well determined, with the central
values over the associated 3-sigma uncertainty. For Saturn, only J3 and J5 are determined
above the 3-sigma level, with J3 being only at 4-sigma from zero.
Figure 4.2 displays the contributions to odd coefficients from wind dynamics with
different decay depths, compared to Juno’s retrieved gravity field (horizontal lines). All
the first four odd harmonics show a remarkable agreement with the theoretical predic-
tions. All the measurements intersect (as an order of magnitude, since the model only
has one free parameter) the model predictions for a depth of about 1000 to 3000 km,
thus solving the long-standing question of Jupiter’s wind depth. Also, Y. Kaspi and
E. Galanti demonstrated that a latitudinal variation of the wind depth is required to
accurately match Juno’s measurements, as well as a more complex decay profile.
The situation of Saturn’s wind dynamics is not as clear as for Jupiter. The only coeffi-
cient whose estimated value is much larger than the 3-sigma uncertainty, is J5, whereas
J3 is determined at about 4-sigma. However, since the very deep differential rotation on
Saturn has helped to determine the wind depth, Y. Kaspi found that the estimated value
of the zonal wind depth is adequate to fit both J3 and J5. The model values are very close
(and statistically compatible) with those estimated with Cassini’s data. Thus, a thermal
wind model with a depth of 40,000 km can fit both the low-degree odd and high-order
even harmonics.
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FIGURE 4.2: Jupiter’s odd gravity field coefficients from wind dynamics:
Juno’s estimate (horizontal lines) are compared with model predictions (Y.
Kaspi personal communication).
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4.3 Saturn’s normal modes: a clue or a mirage?
Potentially, one very interesting result is the need of a time-varying gravity field to fit
Cassini Doppler data. However, as already discussed, the discrimination of the relevant
modes is almost impossible. The data analysis has shown that different combinations of
gravity and/or acoustic modes can be employed to obtain a good fit of the residuals, and
much more combinations are surely possible.
The presence of normal modes inside Saturn has already been proved with ring seis-
mology (Hedman and Nicholson, 2013; Hedman and Nicholson, 2014), and used to con-
strain the interior structure of the planet (Fuller, 2014). However, the rings are not sen-
sitive to all the conceptually possible modes, and only a limited set can induce density
waves within the rings. In particular, only tesseral and sectorial modes, with a deter-
mined frequency which resonates with the rings’ particles at selected locations, induce a
perturbation visible through the rings (to be more precise, only the orderm of the gravity
field can be determined). However, the modes observed with the rings are believed to
have an amplitude which is one to two orders of magnitude lower than Cassini’s formal
uncertainty on the static component of the field (Fuller, 2014; Luan, Fuller, and Quataert,
2017). For that reason, solving for tesseral and sectorial coefficients was not attempted.
On the contrary, normal modes associated with zonal coefficients do not produce any
perturbation in the rings, since the field is perturbed axial symmetrically, and all the
particles would suffer the same perturbation, thus no local structure are generated. For
this reason, which may be easily contested, only perturbations to zonal harmonics have
been taken into account in Cassini’s data analysis. In particular, only modes with lower
frequency (period τ & 30 min) have been included in the analysis, since the gravity data
would not be sufficiently sensitive to higher frequency modes. Also, the sets selected in
the analysis are only those able to fit the data, and additional tests have partially shown
that a set which included only modes with larger frequencies do not produce satisfactory
results, thus confirming that normal modes with periods of about half an hour to one or
two hours are required.
Recently, Luan, Fuller, and Quataert, 2017 explained the Saturnian satellites’ migra-
tion rate with resonance locking between them and internal oscillations of Saturn. They
also predicted that these oscillations may be detected during the Cassini Grand Finale
orbits, which may actually match Cassini’s observation of a time-varying field.
To conclude, the question of whether normal modes have been found on not in Cassini’s
Doppler data is still unresolved.
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4.4 Future constraints from Juno
Cassini ended its voyage on 15 September, 2017, with a plunge into Saturn’s atmosphere,
completing its mission after more than 10 years spent collecting scientific data around the
Saturnian system. On the contrary, Juno arrived at Jupiter on 4 July, 2016, and still has
major objectives to complete and long-standing questions to answer. Regarding Juno’s
gravity experiment, the future still has to deliver important answers, involving:
• Jupiter’s higher degree zonal harmonics
• Jupiter’s tesseral field
• Normal modes: gravity and acoustic oscillations
• Jupiter’s response to the tidal perturbations and frequency dependence
• Spin-axis precession and the normalized polar moment of inertia
Higher degree zonal harmonics (Jn > J12) are required to fit the data, but their central
values do not exceed the 3-sigma formal uncertainty, thus a clear determination of these
harmonics is still not possible. In the future, Juno will better constrain the magnitude
of Jupiter’s high-order gravity field, enabling the exploration of this region of the grav-
ity spectrum as well, which is believed to be caused by wind dynamics, but additional
physics actually not accounted for may be possible.
Concerning the tesseral field, Section 2.2.2 described the possibility of having a tesseral
field induced by wind dynamics, in particular by the presence of vortices. Of great in-
terest is a possible determination of a contribution from these particular structures on
Jupiter’s cloud level, in particular a gravity signal associated with the Great Red Spot
would be very interesting as it would help to assess the penetration depth of this struc-
ture, which may be, in principle, different from that of the zonal flows. Parisi et al., 2016
demonstrated that for winds decaying with a depth H > 2000km the signal coming from
the Great Red Spot would be visible in Juno’s Doppler data. This penetration depth is
very close to the observed penetration depth of the zonal flow inferred from the analysis
of the odd harmonics. Thus, a detection of that weak gravity signal with the upcoming
Juno gravity-dedicated passes is desirable.
Additional constraints on the extend of Jupiter’s tesseral field can be pose with a joint
analysis between thermal wind models and orbit determination. The TW model can pre-
dict the values for Jupiter’s gravity field, that can be tested with the orbit determination
to check the consistency of the predicted model with the acquired gravity data (Galanti
et al., 2017).
Another very important question is the presence of normal modes with a detectable
amplitude. Durante, Guillot, and Iess, 2017 have shown that even in a scenario where
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fundamental modes have much smaller radial velocity with respect to the higher-frequency
p-modes, a gravity signal would appear in Juno’s Doppler data. However, as for Cassini,
a detection of the relevant mode characteristics (amplitude and frequency) may only be
possible from a statistical point of view. In contrast to Cassini, Juno will probe Jupiter’s
gravity during more gravity-dedicated passes, and the greater accuracy of Juno’s radio
system may provide important information on the time-varying gravity field of Jupiter.
An additional way to probe Jupiter’s interior is to determine its response to the tidal
perturbation, induced by the Galilean satellites. The actual determination of Jupiter’s
Love number k22, although perfectly compatible with theoretical predictions, is not yet
sufficiently accurate to provide additional constraints on Jupiter’s interior structure. Fu-
ture passes will additionally increase Juno’s accuracy on Jupiter’s Love numbers, simu-
lations declare up to degree four, helping to constrain the tidal response of the gas giant.
In addition, a possible frequency-dependence of Jupiter’s response may be investigated
and determined in the case that it is much more different than that actually expected.
To conclude, the measurement of the precession constant of Jupiter’s spin axis will
provide a direct measurement of the polar moment of inertia (Le Maistre et al., 2016),
which is an additional, important constraint on Jupiter’s interior. In fact, the polar mo-
ment of inertia is a direct measurement of the degree of concentration of Jupiter’s interior,
thus directly probing the deep core.
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