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1. INTRODUCTION 
We shall study the behavior as t + co of bounded and unbounded solutions of 
the linear integrodifferential equation 
x’(t) = Ax(t) + Lt b(t - s)(A + aI) x(s) ds + f(t), x(O) = x0 7 CL) 
in an infinite dimensional Hilbert space H with inner product ( , ) and norm 
II II- Here ’ denotes the strong derivative with respect to the variable t E R+, 
R+ = [0, co), b(t) is a scalar function in Cl(R+), f: Rf --f H is strongly con- 
tinuous, a is a scalar, I is the identity operator and A: D(A) + H is a self-adjoint, 
closed, linear map with domain D(A) dense in H. 
We shall show, under reasonable assumptions on b(t) and A, that unbounded 
solutions of (L) grow at computable exponential rates. If no exponential terms 
occur, then the solutions lie in certain L” spaces wheneverf(t) lies in a suitable Lp 
space. These results are similar to those in [9] for finite-dimensional spaces. 
(Compare [q where results similar to those in [9] are obtained using somewhat 
different techniques.) Related recent results on the asymptotic behavior of 
solutions of (L) and on the integrability of the resolvent in finite-dimensional 
spaces may be found in [4, 5,7, 121. 
* The authors were partially supported by NSF Grant MPS 7507622. 
+ Research done while this author was on a visiting appointment at Iowa State Uni- 
versity. 
270 
Copyright Q 1977 by Academic Press, Inc. 
All rights of reproduction in any form reserved. ISSN 0022-0396 
BEHAVIOR FOR A LINEAR VOLTERRA EQUATION 271 
Friedman and Shinbrot [2] have obtained some interesting results concerning 
the integrability of resolvents of Volterra equations in Banach spaces. We shall 
use their techniques here. More recently, Hannsgen has a series of interesting 
papers dealing with the asymptotic behavior of Volterra equations in Hilbert 
space (see [3] and its bibliography). MacCamy and Wong [8] and Dafermos [l] 
have related results concerning the stability of integrodifferential equations in 
Hilbert space. In Section 5 of this paper, we discuss an example similar to the 
problem studied in [l]. 
2. PRELIMINARIES 
A solution of (L) for a given pair x,, , f is a function x(t) = x(t, x,, , f) from R+ 
into D(A) such that x(t) is strongly differentiable, Ax(t) is continuous and x(t) 
satisfies (L) for all t E R+. It may be noted that if X: [0, T] --f D(A) for every 
T > 0 is such that x(t), Ax(t) are continuous for 0 < t < T, and if the scalar 
function b(t) is continuous, then, as a function of s, b(t - s)(A + al) x(s) is 
continuous, hence, Bochner integrable on 0 < s < t < T. Thus the integral in 
(L) has meaning. A function x(t) is called a generalized solution of (L) if it is the 
limit, uniformly on compact subsets of t E R+, of a sequence of actual solutions. 
Problem (L) is said to be (uniformly) well posed if for all x0 E D(A) and for all 
frz Cl(R+, H), there exists a unique solution x(t, x0 , f) of(L), and if this solution 
is continuous in the sense that for any T > 0 there exists K = K(T) > 0 such 
that 
0 44 xo ,f)ll 9 WI1 xo II + w{lIf(t)ll: 0 d t G T)) 
for all t E [0, T]. 
If (L) is well posed, then clearly (L) h as either a solution or a generalized 
solution x(t, x0 ,f) for each x0 E H and each f E C(R+, H). Define a YesoZvent 
function RL(t) by the formula RL(t)ccO = x(t, x,, , 0) for all t >, 0 and all x0 E H; 
in particular, RL(0) = I. The next two results are consequences of theorems in 
[lo, Sects. 5 and 71. The following hypotheses will be needed for these results 
and in the sequel: 
(Al) There exists a nonnegative number 01 such that (Ax, x) < 01(x, x) for 
all x E D(A), x f 0. 
(A2) There exist nonnegative numbers /3,, and PI such that b(t) exp( -Pot) 
and b’(t) exp(-/$t) are inLl(R+). 
(A3) When the resolvent R(p; A) = (A - 1*1)-l exists, it is compact. 
We have 
THEOREM 1. If (Al) and (A2) are true, then (L) is well posed. 
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THEOREM 2. If (Al) and (A2) are true, then 
x(t, xo , f) = K(t) xo + La R,(t - s)f(s) ds (2) 
for all x0 E H and all f~ C(R+, H). Moreover, there exists c > 0 such that if 
f~ Cl(R+, H), f is bounded on R+ and x0 E D(A), then 
x(t, x0 ,f) = (27w J:z: exp@t> ~(4 AXxo + f *@)I dk (31 
where f * denotes the Laplace transform 
f*(A) = jrn exp(-;\t)f(t) dt, 
0 
and 
p(h, A) = [AI - A - b*(/\)(A + aI)]-I. (4) 
We will use the following well-known result (see, e.g., Taylor [13, p. 3431). 
THEOREM 3. Let B be a symmetric linear map defzned densely on H such that 
B-l exists and is completely continuous on H to H. Let {l/em} and (x3 be the 
sequences of eigenvalues and corresponding orthonormal eigenvectors associated 
with B-l. Then these two sequences are infinite, 1 e, j --+ CO as n -+ co, (~~1 is a 
complete orthonormal set, and a complex number h is in the spectrum of B (i.e., 
/\ E a(B)) if and only if;\ = e, for some n. In this case Bx, = e,x, . 
We have in mind applying Theorem 3 with B = A - cl for some non- 
negative number c when (Al) and (A3) are satisfied. Note that if the map A in 
Eq. (L) satisfies (Al) and (A3) and {E,,} is the spectral resolution of the identity 
of this A, then, for a continuous function G, we have that 
‘34~ = ja G(P) d&y = f G(P~)(Y, 4 xn 
-00 n-1 
is defined for all y such that 
(52 
II W)Y 11' = j:m I %W W,y,y) = f I G(/lrJ12 KY, 412 -=c ~0. 
?l.=l 
3. ASYMPTOTIC BEHAVIOR IN THE GENERAL CASE 
If we replace x(t) by y(t) = exp(-ct) x(t) in (L), then y(t) will satisfy 
y’(t) = (A - cI)y(t) + St b(t - s)exp(-c(t - s)){(A - cl) + (c + a)I}y(s) ds 
4 exp(-ct)f (t).’ 
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This equation has the same form as (L) with A replaced by A - ~1, b(5) 
replaced by b(t) exp(-ct), and f(t) replaced by f(t) exp(-ct). If (Al)-(A3) are 
true for (L), then they will remain valid for this new equation fory(t). Moreover, 
if we choose c sufficiently large, the new values of 01, & and ,G1 will be zero. Thus, 
we may assume that (Y = & = /3r = 0; this will be done in the sequel without 
specific mention. 
Let 0 > p1 > p2 > ... and {x~> be the eigenvalues and orthonormal eigen- 
vectors of A, and let K, be the multiplicity of the eigenvalue pn . Define K, = 1 
and K, = Knel + k, for n = 1, 2 ,... . The set B, = {q: Knel <j < K,} is 
a basis for the eigenspace of A at p,, for n >, 1. Let S, be the subspace spanned 
by B, and let P, be the projection of H onto S, . 
Define 
F(k P) = h - P - b*@)(P + 4 
for Re X > 0 and Re p < 0, and define 
H(A, A) = XI - A - b*(X)(A + al), Reh >, 0. 
By (5) and (A3) it follows that 
H(4 4 y = lo F(k 14 d&y = f W, 14 Pny, Re X > 0, 
--m 71=1 
for all y E D(A). Also, using (Al), (A3) and Theorem 3, we see that pn < 0 
for all n and CL,, -+ -oo as n -+ 00. Thus, if for some fixed X, F(h, p,J # 0 for 
all n, then inf, 1 F(I\, pcLn)\ = m(h) > 0, and, hence, p(X, A) = H(h, A)-l exists 
with 
P(& 4 Y = j-” W p)-l d&y = f F(h d-l P,Y 
-co II=1 
for all y E H. 
Define the “spectral sets” for the system (L): 
Pa(L) = {h: Re X > 0 and F(X, pLn) = 0 for exactly one p,, E a(A)}, 
Be(L) = (X: Re h = 0 and F(X, PJ = 0 for exactly one pLn E a(A)}, 
&r(L) = {h: Re h > 0 and either F(h, p,J E 0 for all poz E a(A) or there 
exist h, --f h and nk such that F& , p*,) = O}. 
We call these sets the point spectrum, the boundary spectrum and the special 
spectrum of (L), respectively. Note that for each X such that F(X, pm) = 0 for 
some pLn E o(A), either F(X, p,J = 0 for exactly one n or F(X, p,) = 0 for all 
pn E o(A). We remark that in many interesting problems the special spectrum is 
nonempty (see Section 5), but that the analysis of stability and asymptotic 
behavior in this case appears to be difficult. 
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We also observe that if A, lies in the open half plane Re A > 0, then A0 E Su(L) 
if and only if 1 + b*(h,) = 0. To see this, first suppose that A,, E So(L) with 
Re A0 > 0, but that 1 + 6*(h,) # 0. The definition of special spectrum yields 
AA -+ A,, and n, = n(&) so that [Ak - ab*(A,)][l + b*(X,)]-1 = pLn, . Continuity 
of the left side of this equation together with the fact that a(A) contains no 
finite limit points imply that, for some constant r < 0 (and possibly a sub- 
sequence of the &.) [A, - ab*(h,)][l + b*(h,)]-1 =: c for k == I, 2,... . But 
then analyticity yields [A - ab*(h)][l + b*(A)]-1 = c for Re A > 0, an obvious 
contradiction. Conversely, suppose that Re A0 > 0 and 1 + b*(X,) = 0. Then, 
either A, + a = 0, in which case A0 E S(L), or A,, + a # 0. If the latter possi- 
bility occurs, [A - &*(A)][1 + 6*(A)]-1 has a pole at A, , and, hence, this function 
maps a neighborhood of A,, onto a neighborhood of infinity in the complex plane. 
Clearly this also implies that A, E &J(L). 
From now on we shall assume that So(L) contains no points in the open half 
plane Re h > 0. In particular, this implies that the point spectrum will be a finite 
or countably infinite set {An} whose only possible accumulation points are on the 
line Re h = 0. Thus, we may assume that the sequence {A,} is ordered in such a 
way that Re A, > Re A, 3 Re A3 > .... For each integerj such that Aj E Pa(L), 
there is a unique integer IZ = n(i) such that F(Aj , PJ = 0. In order to simplify 
the notation, define yj = ,uncj) and Dj = P,(j) , the projection corresponding 
to the eigenvalue pL,tj) . 
For each AS E Pu(L), if mj is the multiplicity of the zero of the function F(h, ri) 
at X = hj , then one can find coefficients FjE such that 
m ,-I 
F(X, yj)-’ - c FjB(X - Xjfk--l 
k=O 
is analytic in a neighborhood of h = hi. Given an integer M such that 
{A1 , A, ,..., A,,,) C Pa(L), define 
and define 
R(t) = l?,(t) - W(t). 
These definitions and (2) imply that 
x(t) = R(t) x0 + It R(t - s)f(s) ds + W(t) x,, 
0 
- irn W(t - s)f(s) ds + f W(t - s)f(s) ds. 
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The last term on the right can be rewritten as 
?Tl,-1 
c (t - s)~F~J~! f(s) ds 
k=O 1 
= gl exp(W Q lo= exp(-Ajs) Lmf’ m$l ( z j(~,,!k!)t’-“(--s)l]i(s) ds 
e=o k=e 
= il exp(&t) Dj y$’ :$: (F,,/(k - I)! l!) tk-ef *ct)(hj), 
where 
f *te’(h .) = [d”/dA!f *(A)] = 3 A A,’ 
Therefore, a rearrangement of the order of summation yields 
where 
E(t) = R(t) x0 + it R(t - s)f(s) ds - lrn H’(t - s)f(s) ds. 
THEOREM 4. Let (Al)-(A3) hoZd with OL = PO = PI = 0, assume that So(L) 
contains no points in the open half plane Re X > 0 and let f be bounded and strongly 
continuous on R+ with values in H. If there exists b > 0 such that Re Xj > b 
when j = I, 2,..., M and Re Ai < b when j > M, then the solution of(L) has the 
form (6) and I/ E(t) exp(-bt)ll ELM. 
Proof. Throughout this proof K will denote a positive constant which is not 
necessarily the same at each occurrence. 
First, since b < Re hj forj = 1, 2,..., M andf is bounded, 
11 irn Vt - s>fts) ds /I < K Lrn exp b(t - s)llfts)II ds < K. 
Thus, exp(-bt) times the norm of the last term on the right in the definition of 
E(t) lies in L2(RA). 
Next, consider the term R(t)xo . Let X, E D(A) be such that x, ---f x0 as n - co. 
By (3) and the definition of R(t), we have 
R(t) xn = WY jcwii c+zm exp(/\t) ‘p(h, A) - f Dj WF1 Fjk(X - Aj)-‘-‘/ X, dA 
I j=l k=O 
_ (2ni)-1 y+im expOt) ,4h) x, dA 
-c-in, 
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with p,(h) defined in the obvious way and c sufficiently large. Since pl(h)xn is 
analytic in the half plane Re X > b - E for some E > 0, and since 
there, the contour may be moved to the left to see that 
R(t) x, = (27ri)-l lb:: exp(/\t) p,(h) x, dh 
= (27r)-l exp(bt) 1-1 exp(ist) ~~(6 + is) x, ds. 
It follows using (7) and Plancherel’s theorem that 
s m IIR(t) x, exp(--bt)l12 dt < K II x, /j2. 0 
Finally, since problem (L) is well posed, R(t)xn --f R(t>x, as n + co uniformly 
on compact subsets of R+, and the above inequality holds with x, replaced 
by xo - 
It remains to consider the middle term on the right in the definition of E(t). 
Letf,(t) E Cl(R+) be such that Ilfn(t)ll < llf(t)lI + 1 andf,(t) -f(t) as n + cc 
uniformly on compact subsets of R+. As in the previous paragraph, we may use 
(3) and show that 
Lrn iI Jot R(t - s)f,(s) ds exp(---bt)/’ dt G K llfn(t)ll~ . 
Then, as before, we may use the fact that problem (L) is well posed to replacef, 
in the last inequality byf. Q.E.D. 
COROLLARY 5. Let the hypotheses of Theorem 4 be satisfied. If x(t) is bounded 
on R+, then 
I 
+-k-l 
D, F,,xo + C (Fi,k+&!)f*‘e’(Aj) = 0 
E-0 I 
for j = 1, 2,... and for k = 0, l,..., mj - 1. 
Proof. We may choose b arbitrarily close to zero in Theorem 4, and, hence, 
(6) is true with M as large as we please. Since \j E(t) exp(--bt)l\ ELM, then if 
x(t) is bounded, it follows that, for each j, the coefficient of the term exp(&t)t” 
must be equal to zero for k = 0, I,..., mj - 1. Q.E.D. 
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4. FINITE SPECTRUM 
We now add the following assumptions: 
(A4) 1 + b*(X) + 0 for Re X > 0. 
(A5) The spectrum of (L) consists of a finite (possibly empty) set 
(4 ,..., AN} of point spectrum plus a finite (possibly empty) set {hN+1 ,..., AM} of 
boundary spectrum. The multiplicity of hj will be mj . Moreover, if Be(L) .f; ,B, 
then assume that the moment condition 
holds where m = : max{mi: N + 1 < j < M}. 
Let Wl(t) be defined as the W(t) of the preceding section with M -= N, 
that is, 
Wl(t) = il exp(X$) r$‘Fjktk/k!] Dj . 
For N f 1 < j < M, define ri = pno) and Dj == P,(j) as in the previous 
section. Observe that the moment hypothesis M(2m) ensures that b*(X) has 2m 
continuous derivatives on the line Re h = 0. Thus, for each j satisfying 
N -t 1 < j < M, we can find coefficients Fik such that 
m,-1 
F(h, r&l - c Fjk(h - Xj)-Ic-I 
k=O 
is continuous at h = Xj . (We remark that we use the moment condition 
M(2mj - 1) in order to define the coefficients Fjk for 0 < K < mi - 1; the 
addition of one more moment condition, that is, M(2m,), ensures that the above 
term is continuous at X = h, .) Therefore, we let Wz(t) be the exponential part 
of the resolvent corresponding to the boundary spectrum, that is, 
Finally, let 7%’ = WI + W, and R(t) = H,.(t) - W(t). The function R(t) will 
be called the residuaZ resolvent associated with the problem (L). 
For each j, 1 < j < N, let x&) be the characteristic function of (r&, that is, 
xf(p) is equal to one at p := yj and is equal to zero at all other points of the half 
plane Re p < 0. Define 
M m,-I 
f(h p) = F(A p)-l - C C li;,& - Wk-l x&u) 
for Re X 3 0 and Re p < 0. 
505/23/2-7 
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Also, observe that hypothesis (A4) together with the fact that 6*(h) ---f 0 uni- 
formly as h + cc in Re h > 0, imply that the image of (A - b*(h)u)(l + 6*(h))-’ 
for Re h 3 0 does not intersect the region d = d(&) defined by 
for sufficiently large R, > 0. Kate that R, > 1 rj 1 forj = 1, 2,..., M. Then we 
have 
LEMMA 6. If (Al)-(A5) hold with 01 = /To = /11 = 0, then, for R0 st@cient& 
large, there exists a constant K > 0 such that 
If(h~.)l GK(lh/+ IPIY (8) 
for Re h > 0 and p E a(A) u A. 
As before, throughout this section K will denote a positive constant which is 
not necessarily the same at each occurrence. 
Proof. It follows from our definitions of j and d that, for each p E a(A) u A, 
j(h, p) is an analytic function of h in Re h > 0; moreover, using the moment 
hypothesis M(2m), we see that j(h, p) is continuous in h for Re h > 0. Hence, 
an examination of the form of j(h, p) together with the fact that b*(h) + 0 
uniformly as /\ ---f KI in Re h > 0, shows that there exists a constant K > 0 
such that (8) holds for Re /\ 3 0 and p = rj , 1 < j < M. Thus, it suffices to 
show that 
for all Re h > 0 and p E o(A) U d, but p # yj for 1 < j < M. However, if 
the above is false, we can find sequences {h,} and (6,) such that Re h, 3 0, 
6, E U(A) u A, 6, # rj for 1 < j < M, and such that 
(9) 
Inequality (9) may be used to obtain a contradiction. 
To see this, first suppose that 1 h, 1 + co. If there exists a subsequence n = nk 
such that h,/S, tends to a finite limit as n + co, then divide both sides of (9) by 
1 6, I and obtain 1 An - 6, l/l S, I + 0 as n --f co, a contradiction since 
Re[A, - S,]/i 6, I > Re - S,/l 6, I > 2-l12. On the other hand, if I X,/S, I + CO 
as n ---f co, divide both sides of (9) by I h, I and obtain 1 X,//\,, I -+ 0 as n ---f co, 
a contradiction. 
Suppose, on the other hand, that there exists a subsequence n = nk such that 
An -+ X, as n -+ cc. Then, if 6, - 6, as n + co, let n + co in (9) and obtain a 
contradiction since 6, E o(A) u d, but 6, # rj for 1 < j < M. If 1 6, ( + co 
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as n ---f 00, we also obtain a contradiction by letting n -+ 00 in (9) and 
noting that b*(X,) # -1 by (A4). Q.E.D. 
We are now ready to state and prove 
THEOREM 7. Let (Al)-(A5) be satisjied with a = /3,, = fl, = 0. Then the 
residud resolved R(t) satis$es /I R(t)\] E Lp(R+) for 2 < p < co. 
The finite dimensional analog of Theorem 7 was obtained by Miller [9, 
Theorem 41. We remark that there is an error in the statement of [9, Theorem 41, 
namely, the assumption that the kernel B(t) has only m moments must be 
strengthened to 2m moments. This error has been previously corrected in [6]. 
Thus, the moment hypothesis (A5) concerning b(t) corresponds exactly to the 
moment hypothesis in the finite dimensional analog of Theorem 7. 
Proof. Our analysis is similar to that used in [2, Chap. 2, Sect. 21. 
Let d be the domain described in Lemma 6, and recall that R, has been 
chosen so that R, > 1 rj 1 for 1 < j < M. Clearly, we may also assume that 
there is an integer L such that 1 pL 1 < R, < I p L+l 1, where, we recall, {pn} is the 
sequence of eigenvalues of the operator A before the relabeling. 
For each p E a(A) u d, define the scalar function R,(t) by 
R,(t) = (2rri)-l J:L Gtf(/\, p) dh (t > 0). 
By Lemma 6, for each such p, f (A, p) belongs to the Hardy space Z+‘(O, C) for 
1 < 4 < 2. Thus, by a theorem of M. Riesz (see [14, p. 96]), R,(t) ELP(R+) for 
2 < p < co; indeed, if l/p + l/q = 1, then using (8) we see that 
II R,(t)ll, < [; r f:, If (A PY I dh I]“* 
<.K [I-; (I w I + I CL l)kg +’ < K I P Pp. 
(10) 
Now, let C denote the boundary of d and define C, = C n {p: 1 p 1 < n} for 
each integer n > R, . For each integer n > R, , define the operator R,(t) by 
R,(t) = i R,,(t) Pj -& s, R(cL; 4 R,(t) 4 (t 2 O), j=l ” 
where, we recall, Pj is the projection corresponding to the eigenvalue pi . 
We claim that the sequence of operators {R,(t)} for n > RR, is a Cauchv 
sequence in Lp(R+). To see this, let n > m, define C’ = C,\C, , and retail 
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;r;bornour operator A, II R(p; A)11 6 [dist(p, o(A))]-I (see, e.g., [13,. p. 343]), 
It follows from this inequality together with (10) that 
as n, m --+ x. 
Denote the limit of the sequence of operators {R,(t)} in LP(R+) by 
R(t) 77 i R,,(t) Pj - & 1 R(p; A) R,(t) d[L 
j=l c 
for t 3 0. 
It remains to verify that the operator R(t) defined by (I 1) is the residual 
resolvent associated with the problem (L) which was defined at the beginning 
of this section. But, since R(t) defined by (11) lies in Lp(R+), it has a Laplace 
transform defined for Re /\ > 0. Then, using Fubini’s theorem and the defini- 
tions of R,(t) and of R(t) (as given by (1 l)), we get 
R*(h) = i f(A, pi) Pj - & 1 R&L; 4I(h PL) 4. 
j=l C 
Now, the operational calculus [13, p. 2931 can be used to evaluate the Dunford 
integral in this last line, and we obtain 
R*(X) Y = f f(h, /+I PjY 
I-1 
for all y E H. Then uniqueness of Laplace transforms shows that R(t) defined 
by (11) is the residual resolvent. QED. 
The conclusion of Theorem 7 may be strengthened to II R(t)11 ELP(R+) for 
1 < p < co when the boundary spectrum Be(L) is nonempty. If we add the 
moment hypothesis, 
(A6) jm t I b(t)] dt < cc 
0 
in the case where h(L) -- E, we may conclude that (1 R(t)li E Lp(R+) for 
1 < p < cc, in that case as well. Thus, we have 
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THEOREM 8. Let (Al)-(A5) be satisfied with cx =- p,, - !I = 0. If%(L) = lir , 
assume that hypothesis (A6) holds. Then the residual resolvent R(t) satisfies 
;’ zqt)i, EL”(P) fOY 1 < p < co. 
I'YOO~ It suffices to prove that Ii R(t)li E Z,‘(R+) since Theorem 7 and Hiilder’s 
inequality may then be used to obtain )! R(t),1 E La’(R+) for 1 <i p < OX. 
Let d be the domain described in Lemma 6. Clearly, the methods used in the 
proof of Theorem 7 would yield )I R(t)/: EL’(P) provided that wc can find a 
constant K :-- 0 such that the scalar functions R,(t) satisfy 
,’ K,(t),, < K 1 I* I-ljs for ~EU(A)Ud. (12) 
For each fixed p E o(A) u A, hypothesis (A5) allows us to use [9, Theorem 63 
to obtain H,(t) E L’(R). Since there are only finitely many p E a(A) u A which 
are not in A the inequality in (12) holds provided that we can prove it for TV E A. 
First, recall that the domain A was defined so that yj 6 A for j = 1, 2,..., :1c 
hence 
f(A, p) = F(h, /L)- l == [A - CL - b*(h)(P -1. a)]-.’ 
for Re h ;G 0 and p E A. Thus, we may use the techniques of [2, Chap. 2, Sect. 31 
to show that the inequality in (12) holds for p E A. By hypothesis (A$ or (A6) 
in the case where Ha(L) -= ~2, tb(t) E Ll(R.); hence, h*(A) is continuously 
differentiable for Re /\ > 0. It follows from (8) that 
for Re h > 0 and p E A. Since (a/ah)f(A, I*) is the Laplace transform of -M,(t), 
we may again use the theorem of M. Riesz to obtain 1’ tR,,(t)\[Z, ,< K 1 p i-l/J’ for 
2 < p < 00 and p E A. Then, using this last inequality together with (IO), we 
obtain 
I &,(t)l,, < [I 1 R,(t)12 dt]“’ -\- [J1” tP- dt]“2[j+,m 1rR,(t)l2 dt]“’ 
As remarked above, this completes the proof of Theorem 8. QED. 
\Ve remark that the moment hypothesis %‘(2m) in Theorem 8 cannot be 
weakened when Bu(L) -# fl since it is best possible even when the Hilbert space 
H has finite dimension equal to one. If &r(L) : cz , then, for finite-dimensional 
H, the moment hypothesis (A6) is not needed. It would be of interest to see 
whether (A6) could be dropped when E&(L) -= 0 in the general Hilbert space 
situation. 
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5. GENERALIZATIONS AND REMARKS 
Theorem 8 may be used to prove some stable manifold results along the lines 
of the results in [l I]. For example, consider a perturbed equation 
u’(t) = Au(t) + s” b(t - s)(A + al) u(s) ds + (Hz@), u(O) = %I , 
0 
where (Al)-(A6) hold, &T(L) = O, u. E D(A) and 
(A7) H: BCA + BC, , HO = 0, and, given E > 0, there exists 6 > 0 
such that if ?1 and ys are in BC, with // q+. 11 < 6 (j = 1, 2), then 
II fh - HR I! d 6 II ~1 - 972 11. 
Here BCA = {q: q and Apl are bounded and continuous from R+ into D(A)} 
with norm /I p 11 = suptzo{j/ v(t)// + /I Ay(t)ll}. (Other choices of function spaces 
are also available.) 
Under these conditions [I 1, Theorems 1 and 21 remain true. However, these 
results are not as strong as one would like. For example, if the Hilbert space is 
Ho1 over a finite interval a < x < b and A = d = P/&3, then one may take 
(Hcp)(t) = v2(t). On the other hand, for the same Hilbert space Hand the same 
operator A, and for Fi E C2(R1) with F,(O) = 0 and F,‘(O) = 1 (j = 1, 2) the 
more interesting problem 
Ut = [&(%)lz +J“ b(t - 4[F&4&, x))]z ds 
0 
and its linearization 
ut = u,, + it b(t - s) u&s, x) ds 
cannot be compared using this theory. 
Some of the earlier results of this paper may be carried over to “hyperbolic 
type” integral equations although one would not expect the later results on Ln 
resolvents to be true. For example, consider the equation 
u,,(t, x) = Au@, x) + it b(t - s) Au@, x) ds +f(t, x) (13) 
(with u(t, 0) = u(t, 7r) = 0) or the equivalent system 
Ut = v, vt = Au + 
s 
t b(t - s) AZ+, .) ds +f(t, .). 
0 
This equation may be written in the form 
x’(t) = Ax(t) + St B(t - s) x(s) ds +F(t), 
0 
(L’) 
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where x = (u, ~)r, F = (O,f)’ and 
On the Hilbert space Ha1 x L2 over the interval (0, rr), Theorems 1 and 2 
remain true in the following sense. If b(t) satisfies (A2), then (L’) is well posed. 
Moreover, (2) and (3) are true with (4) replaced by 
/3(X, A) = [xl - A - B*(X)]-‘. 
The last line above may be written as 
(4’) 
where 
p&i) = (A2 - Ll - b*(x)d)-1: L2 -+ IJ;. 
Since d is a symmetric, negative definite operator on H,,t with eigenvalues 
pn =: -na and eigenfunctions pn(x) = (2/7r)r/” sin nx, then one can define 
Sa(L’) = {X: h = 0 and b*(O) = - 1, or Re h > 0 and there exist X, ---f /\ 
and nk such that Xk2 + (1 + b*(X,))nk2 = 0}, 
Pa(L) = (h: Re h > 0 and X2 + (1 + b*(X))n” = 0 for exactly one n} 
and Bo(L’) similarly. The set Z%(L’) is not so nicely behaved as was Pa(L); 
for example, it might contain a sequence X, with Re h, --f + co as k 4 00. Also, 
there is the added complication that the domain and range of pr(h) are different 
spaces. However, pt(X) may be considered as a meromorphic map ofL2 into Ls 
with 
m 
PI@) 9) = 2 (A2 + [l + b*Q)l n2)-l(9h %) % . (14) 
7l==l 
If we use (14) and assume that the spectrum of (L’) which lies in the half plane 
Re X 3 b consists of a finite set {h, ,..., &,M) C Pa(L) with Re Xi > 6 for all j, 
then an analog of Theorem 4 may be proved for u(t, .) and v(t, .) in L2(0, CT). 
Finally, consider (13) with b(t) -= -g(t) where g(t) is positive, decreasing, 
Cl(R+) and 
s 
m 
s 
co 
g(t) at = y < co, tg(t) dt < 00. 
0 0 
This problem is similar to the one studied in [l]. 
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If we write h ==. B + in, we see that 
lm{P J- [l + b*(h)] n2> = 2~7 l- 1z2 
I 
c exp(-ui) sin ~tg(i) dt. 
0 
Since g(t) is positive and decreasing, the above line shows that there arc no 
nonreal points in the spectrum of (L’). Th us, we need only be concerned with 
the zeros of A2 + [I -- g”(h)Jn2 for A > 0 and n a positive integer. Clearly, if 
y < I, there is no spectrum of (L’). If y :. I, then the spectrum consists of 
Su(L’) = (0); in fact, [I -.- g*(O)]n’ 7. 0 for n =- 1, 2,... . Finally, if y >, 1, 
the spectrum of (L’) consists of point and special spectra. More precisely, 
Pu(L’) : {A, < A, < ...j with 0 < A, and A, --, A,, < 03 as n --+ co. Clearly, 
Su(L’) =: (4,). This example indicates that the cast where the special spectrum 
intersects the open right half plant Rc X > 0 (the case not analyzed in this paper) 
is worthy of detailed study. 
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