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Abstract
We characterize integral operators with semi-separable kernels in a certain class that have
different symmetries. We treat the selfadjoint case, the positive case, the J-unitary case, the
positive real case, the dissipative case and the contractive case.
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1. Introduction
Our objective in this paper is to characterize integral operators with semi-separable
kernel (SK-integral operators) which have some type of symmetry in terms of their time
∗ Corresponding author. Fax: +31-20-4447653.
E-mail addresses: wskgjg@puknet.puk.ac.za (G.J. Groenewald), wskmap@puknet.puk.ac.za
(M.A. Petersen), ran@cs.vu.nl (A.C.M. Ran).
1 The major part of this paper was written while this author was visiting the North-West University.
This author thanks the North-West University for its hospitality.
0022-1236/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2004.05.008
256 G.J. Groenewald et al. / Journal of Functional Analysis 219 (2005) 255–284
varying realizations. To be more speciﬁc, suppose that U and Y are ﬁnite dimensional
linear spaces. The integral operator T : L2([a, b],U) → L2([a, b],Y) that we will
consider is of the general form
(T u)(t) = D(t)u(t)+
∫ b
a
k(t, s)u(s) ds. (1)
In particular, we will sometimes consider the case where D(t) = I, i.e.,
(T u)(t) = u(t)+
∫ b
a
k(t, s)u(s) ds. (2)
Here the kernel k(t, s) of this integral operator is semi-separable, i.e., it is given by
k(t, s) =
{
F1(t)G1(s), as < tb,
−F2(t)G2(s), a t < sb, (3)
where Fi(t) : Xi → Y and Gi(t) : U → Xi , i = 1, 2 for some ﬁnite dimensional Xi
and Fi(t) and Gi(t) are square integrable functions on [a, b]. Such integral operators
arise in a natural way as input–output operators of time varying linear systems with
boundary conditions (see [3]). The main objective of this paper is to describe operators
that have special properties, in terms of such realizations. By this we mean that we
may express, e.g., self-adjointness of T in terms of the realizations.
Similar investigations as the one carried out in this paper have proven to be very
effective in the context of rational matrix functions (see [1,11,16,17]). In that context
one describes in terms of minimal realizations properties like unitarity (see [1]), self-
adjointness (see [16]), dissipativity (see [17]) and contractivity (see [11]). The main tool
used in these contributions is Kalman’s state space isomorphism theorem, especially the
uniqueness of the similarity between two minimal realizations of the same function.
For time varying linear systems with boundary conditions and their input–output
operators a theory on minimality, similarity and inversion is exposed in a series of
papers ([3,4,6–9,12,13]); such issues were discussed in [2] for the causal case, that
is, for the case where (1) is a Volterra integral operator (i.e., F2 and G2 are the zero
operators, and the space X2 = (0)). We shall in a later section of this paper also use the
theory of factorization of such systems and their input–output operators (see [5,10,14],
also [12]).
The analogue of Kalman’s state space isomorphism theorem does not hold in general
for minimal time varying systems with boundary conditions, not even in the causal case
(see [2]). However, it does hold for systems of a certain class, the so-called USB-class.
This class contains, e.g., the minimal SB-realizations of integral operators for which Fi
and Gi (i = 1, 2) are analytic. The uniqueness of the similarity between two minimal
SB-realizations, however, was one item which was still lacking in this theory. Since
this is indispensable to our approach, we ﬁrst prove in Section 3 that the similarity is
unique, after introducing all necessary preliminaries in Section 2.
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In Section 4, we discuss the adjoint of an integral operator with semi-separable
kernel. Clearly this is again an operator of the same type where the question arises of
how to obtain a realization of the adjoint in terms of a realization of the operator itself.
The results of Sections 3 and 4 are combined in Sections 5 and 6 to characterize in
terms of SB-realizations self-adjoint and J-unitary integral operators in the USB class.
The last three sections of the paper all involve positivity in one way or the other. In
Section 7, we use the well-known fact that an operator of the form (2) is positive deﬁnite
if and only if it admits symmetric LU (and symmetric UL) factorization ([10,14]; also
see [5] for the necessary and sufﬁcient conditions for the existence of LU and UL
factorization in general. Compare also [15]). In Section 8, we discuss dissipativity and
in Section 9 we characterize operators of the form (1) and (2) for which the operator
f → ∫ b
a
k(t, s)f (s) ds is a contraction.
2. Preliminaries
Next, we give a brief description of the most important concepts that will be dis-
cussed in the sequel. In particular, we discuss time-varying boundary value systems
 with well-posed boundary conditions and its transfer operator T, the fundamental
operator of , the SK-integral operator T in the USB-class, SB-realizations and SB-
representations of T and the relationships between them and SB-minimal SB-realizations
of T .
We shall consider the system


x˙(t) = A(t)x(t)+ B(t)u(t), a tb,
y(t) = C(t)x(t)+D(t)u(t), a tb,
N1x(a)+N2x(b) = 0.
(4)
Here A(t) : X → X is assumed to be integrable on [a, b], while B(t) : U → X and
C(t) : X → Y are assumed to be square integrable on [a, b]. Also, the boundary
conditions are expressed in terms of the linear operators N1 and N2 acting on X . For
the sake of our analysis system (4) will be denoted by
 = (A(t), B(t), C(t),D(t);N1, N2) . (5)
We shall say that the boundary value problem is well-posed if the state equation with
u(t) ≡ 0 and the boundary conditions in place has a unique solution (which is the
zero solution). One easily checks that this is the case if and only if N1 + N2U(b) is
invertible, where U(t) is the fundamental operator corresponding to A(t), i.e.,
{
U˙ (t) = A(t)U(t),
U(a) = I. (6)
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In this case the operator P = (N1+N2U(b))−1N2U(b) is called the canonical bound-
ary value operator of the system. The boundary value system  has a well-deﬁned
input/output map T, which is given by (1). The kernel of T is given by
k(t, s) =
{
C(t)U(t)(I − P)U(s)−1B(s), as < tb,
−C(t)U(t)PU(s)−1B(s), a t < sb, (7)
where C(t), B(t) are as in (5), and where P is the canonical boundary value operator.
Observe that T is an integral operator with semi-separable kernel.
Conversely, let T be an integral operator of the form (1) for which (3) holds. Such
an integral operator will be called a SK-integral operator. The kernel k of a SK-integral
operator T may also be represented in the form
k(t, s) =
{
C(t)(I − P)B(s), as < tb,
−C(t)PB(s), a t < sb, (8)
where B(t) : Y → X , C(t) : X → Y and P : X → X are linear operators, the space X
is a ﬁnite dimensional inner product space and the functions B(·) and C(·) are square
integrable on a tb. Of course, we may deduce (8) from (3) by setting X = X1⊕X2
and
B(t) =
(
G1(t)
G2(t)
)
, C(t) = (F1(t) F2(t)) , P =
(
0 0
0 IX2
)
.
(See Theorem I.4.1 of [3].) So every SK-integral operator can be viewed as the input–
output operator of a time varying linear system with well-posed boundary conditions
given by


(
x˙1(t)
x˙2(t)
)
=
(
G1(t)
G2(t)
)
u(t), a tb,
y(t) = F1(t)x1(t)+ F2(t)x2(t)+ u(t), a tb,
x1(a) = 0, x2(b) = 0.
(9)
A realization of the form
 =
(
A(t), B(t), C(t),D(t); I − P,PU(b)−1
)
, (10)
where the canonical boundary value operator P is a projection, is called an SB-
realization. Any integral operator with semi-separable kernel is the input–output map
of an SB-realization of the type given in (10). We call  in (10) SB-minimal if  is
an SB-realization and among all SB-realizations with the same input–output operator
as  the dimension of the state space of  is as small as possible.
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Two realizations
1 =
(
A1(t), B1(t), C1(t),D(t);N11 , N12
)
and
2 =
(
A2(t), B2(t), C2(t),D(t);N21 , N22
)
with state spaces X1 and X2, respectively, are called similar if there exists an invertible
operator E : X1 → X2 and an absolutely continuous function S(t) : X1 → X2, a tb,
the values of which are invertible operators, such that
A2(t)=S(t)A1(t)S(t)−1 + S˙(t)S(t)−1, (11)
B2(t)=S(t)B1(t), (12)
C2(t)=C1(t)S(t)−1, (13)
N21=EN11S(a)−1, N22 = EN12S(b)−1, (14)
almost everywhere on [a, b]. In that case, the fundamental operators U1(t) and U2(t)
of 1 and 2, respectively, are related in the following way:
U2(t) = S(t)U1(t)S(a)−1. (15)
Also, in that case the canonical boundary value operators P1 and P2 of 1 and 2,
respectively, are related as follows:
P2 = S(a)P1S(a)−1. (16)
It follows that similar realizations have the same input–output operator. Observe also
that if 1 is an SB-realization and 2 is similar to 1, then 2 is an SB-realization
as well.
The similarity of SB-minimal realizations was discussed in [4]. We say that T belongs
to the USB-class if up to similarity T has a unique SB-minimal realization. In the sequel,
we establish uniqueness of similarity for the SK-integral operator T in the USB class.
SB-minimality of the realizations 1 and 2 of T implies that for i = 1, 2 we have
Ker
( O(i )
O(i )Pi
)
= (0) .
Here O(i ) is the observability operator of i , deﬁned by
O(i ) =
∫ b
a
Ui(t)
∗Ci(t)∗Ci(t)Ui(t) dt. (17)
260 G.J. Groenewald et al. / Journal of Functional Analysis 219 (2005) 255–284
Finally, a description of the inverse of a realization is given. Let
 = (A(t), B(t), C(t),D(t);N1, N2)
be a realization of T. Next, put
A×(t) = A(t)− B(t)D(t)−1C(t), a tb. (18)
The inverse of  is the realization
× =
(
A×(t), B(t)D(t)−1,−D(t)−1C(t),D(t)−1;N1, N2
)
. (19)
In the case where the boundary conditions of × are also well-posed we have from
[3] that
T× = T−1. (20)
3. Uniqueness of similarity in the USB class
In this section, we discuss the similarity of SB-minimal SB-realizations of integral
operators T in the USB class. In particular, we investigate the uniqueness of the afore-
mentioned similarities (see Theorem 3.1). Furthermore, in Proposition 3.2 below, we
produce a set of equations which together provide an equivalent condition for the sim-
ilarity of such minimal realizations. In the sequel, let T be an integral operator in the
USB class, and let
1 =
(
A1(t), B1(t), C1(t),D(t); I − P1, P1U1(b)−1
)
and
2 =
(
A2(t), B2(t), C2(t),D(t); I − P2, P2U2(b)−1
)
be two SB-minimal SB-realizations of T. From [4] we know that these two realizations
are similar. We also quote from [4] the following result, which will be instrumental
for our argument below. Let
O(i ) =
∫ b
a
Ui(t)
∗Ci(t)∗Ci(t)Ui(t) dt
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for i = 1, 2. Then the SB-minimality of the realizations implies that for i = 1, 2 we
have
Ker
( O(i )
O(i )Pi
)
= (0) .
Theorem 3.1. The similarity between two SB-minimal SB-realizations of an integral
operator in the USB class is unique.
Proof. Assume that two similarities between 1 and 2 are given by S1(t) and E1,
and S2(t) and E2, respectively. Then, among other relations we have for i = 1, 2
A2(t) = Si(t)A1(t)Si(t)−1 + S˙i (t)Si(t)−1, (21)
C2(t) = C1(t)Si(t)−1, (22)
B2(t) = Si(t)B1(t), (23)
(I − P2)Si(a) = Ei(I − P1), (24)
P2U2(b)
−1Si(b) = EiP1U1(b)−1 (25)
and
U2(t) = Si(t)U1(t)Si(a)−1, a tb. (26)
Taking t = b in (26) we arrive at
Si(a) = U2(b)−1Si(b)U1(b).
Using this in (25) we obtain
P2Si(a) = EiP1.
Combining this with (24) we get
Si(a) = Ei.
Thus, similarity between two SB-realizations really only involves S(t). So, it sufﬁces
for our purpose to prove that S1(t) = S2(t) for a tb.
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For later use we observe that (25) translates to
P2Si(a) = Si(a)P1. (27)
To show that S1(t) = S2(t) for all a tb, put V (t) = S2(t)−1S1(t). Using (21)
several times we have
V˙ (t)= d
dt
(S2(t)
−1)S1(t)+ S2(t)−1S˙1(t)
=−S2(t)−1S˙2(t)S2(t)−1S1(t)+ S2(t)−1S˙1(t)
=−S2(t)−1(A2(t)− S2(t)A1(t)S2(t)−1)S1(t)+ S2(t)−1
×(A2(t)S1(t)− S1(t)A1(t))
=A1(t)V (t)− V (t)A1(t).
Clearly, the initial value problem for the linear differential equation
V˙ (t) = A1(t)V (t)− V (t)A1(t),
V (a) = I,
has the unique solution V (t) ≡ I. However, V (a) = S2(a)−1S1(a). So, if we can show
that S1(a) = S2(a), then it will follow that S1(t) = S2(t) for a tb.
We shall show that
( O(2)
O(2)P2
)
(S1(a)− S2(a)) = 0. (28)
Then, using the SB-minimality of the SB-realization 2 we will obtain that
S1(a) = S2(a).
Firstly, observe that by (22) and (26) we have
C1(t)U1(t) = C2(t)Si(t)Si(t)−1U2(t)Si(a) = C2(t)U2(t)Si(a).
Obviously, this implies that C2(t)U2(t)S1(a) = C2(t)U2(t)S2(a), and from this it
follows that
O(2)(S1(a)− S2(a)) = 0,
as O(2) =
∫ b
a
U2(t)∗C2(t)∗C2(t)U2(t) dt . In particular, it also follows that
O(2)(S1(a)− S2(a))P1 = 0.
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By (27) this is equivalent to
O(2)P2(S1(a)− S2(a)) = 0.
This proves (28), and thus we have proved the desired uniqueness of the
similarity. 
In the course of the proof we have also shown the following result.
Proposition 3.2. Let 1 and 2 be two SB-realizations of an integral operator T.
Assume that they are similar, with similarity given by E and S(t). Then E = S(a).
Moreover, the similarity of 1 and 2 is equivalent to
A2(t)=S(t)A1(t)S(t)−1 + S˙(t)S(t)−1,
C2(t)=C1(t)S(t)−1,
B2(t)=S(t)B1(t),
P2S(a)=S(a)P1.
4. The adjoint of SK-integral operators
This section studies the adjoint of integral operators with semi-separable kernel.
In this regard, we establish equality between the adjoint of a transfer operator T
corresponding to a time varying boundary value system  with well-posed boundary
conditions and the integral operator of the adjoint of such a boundary value system
T∗ . Furthermore, it is shown in Proposition 4.2 that a sufﬁcient condition for ∗ to
be an SB-realization is that  is an SB-realization.
Theorem 4.1. Let T be the transfer operator of the time varying boundary value
system
 = (A(t), B(t), C(t),D(t);N1, N2) (29)
with well-posed boundary conditions. Put
∗ = (−A(t)∗, C(t)∗,−B(t)∗,D(t)∗;M1,M2) , (30)
where
M1=U(b)∗N∗2 (N1 +N2U(b))−∗, (31)
M2=N∗1 (N1 +N2U(b))−∗U(b)∗. (32)
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Then T∗ = (T)∗. Moreover, ∗ has well-posed boundary conditions.
Proof. We may represent the transfer function T by
(Tf )(t) = D(t)f (t)+
∫ b
a
k(t, s)f (s) ds, a tb, a.e., (33)
with corresponding semi-separable kernel
k(t, s) =
{
C(t)U(t)(I − P)U(s)−1B(s), s < t,
−C(t)U(t)PU(s)−1B(s), t < s. (34)
Here P = (N1 +N2U(b))−1N2U(b). Recall from (6) that U(t) is the solution to{
U˙ (t) = A(t)U(t),
U(a) = I. (35)
We also assume throughout that the boundary conditions are well-posed, i.e.,
det(N1 +N2U(b)) = 0.
We may represent the adjoint transfer function T ∗ by
(T ∗f )(t) = D(t)∗f (t)+
∫ b
a
k(s, t)
∗f (s) ds, a tb, a.e., (36)
with corresponding semi-separable kernel
k(s, t)
∗ =
{ −B(t)∗U(t)−∗P ∗U(s)∗C(s)∗, s < t,
B(t)∗U(t)−∗(I − P)∗U(s)∗C(s)∗, t < s. (37)
From (35) and the fact that U−1(t) satisﬁes
d
dt
(
U−1(t)
)
= −U−1(t)U˙ (t)U−1(t) = −U−1(t)A(t)
we conclude that
{
d
dt
(
U−∗(t)
) = −A(t)∗U−∗(t),
U−∗(a) = I.
(38)
Hence, in terms of the realization (30), the transfer function T∗ may be represented
by
(T∗f )(t) = D(t)∗f (t)+
∫ b
a
k∗(t, s)f (s) ds, a tb, a.e., (39)
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with corresponding semi-separable kernel
k∗(t, s) =
{−B(t)∗U(t)−∗(I −Q)U(s)∗C(s)∗, s < t,
B(t)∗U(t)−∗QU(s)∗C(s)∗, t < s, (40)
where Q = (M1+M2U(b)−∗)−1M2U(b)−∗. In addition for Q, from (31) and (32), we
observe that
M1 +M2U(b)−∗ = U(b)∗N∗2 (N1 +N2U(b))−∗ +N∗1 (N1 +N2U(b))−∗ = I.
which makes
Q = M2U(b)−∗ = N∗1 (N1 +N2U(b))−∗.
This observation also ensures that the boundary conditions for ∗ are well-posed.
Finally, we shall show that the choices of M1 and M2 given in (31) and (32),
respectively, will make k(s, t)∗ = k∗(t, s) and the result will follow. Indeed, it is
clear that
P = (N1 +N2U(b))−1N2U(b) = I − (N1 +N2U(b))−1N1
so that I − P = (N1 +N2U(b))−1N1 and it follows that Q = (I − P)∗. 
Next, we consider the special case where  is an SB-realization, i.e., N1 = I − P
and N2 = PU(b)−1, where P is a projection and U(t) is the fundamental operator
of .
Proposition 4.2. If  given by (29) is an SB-realization, then so is ∗ given by (30).
Moreover, in this case M1 = P ∗ and M2 = (I − P ∗)U(b)∗.
Proof. A straightforward computation of M1 from (31) and M2 from (32), using
N1 = I − P and N2 = PU(b)−1, with P a projection, yields that M1 = P ∗ and
M2 = (I − P ∗)U(b)∗. Then, from (38), and the fact that P ∗ is also a projection, we
get the desired result. 
5. Self-adjoint SK-integral operators
In this section, we discuss self-adjoint integral operators T with a semi-separable
kernel k. In particular, in Section 5.1, we will give attention to necessary and sufﬁcient
conditions for self-adjointness of such operators (see Proposition 5.1 and Theorem 5.2).
In the latter result we prove the existence of a unique invertible similarity S(t) that
provides useful connections with earlier work in our paper. Furthermore, in Proposi-
tions 5.4 and 5.5 we establish relations between the similarity S(t) and the fundamental
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operators U(t) and U×(t) corresponding to A(t) and A×(t), respectively. In the sec-
ond subsection, we expose an alternative characterization of self-adjoint SK-integral
operators discussed earlier.
5.1. Self-adjoint SK-integral operators with similar realizations
We observe that it is known for T in (2) that T = T ∗ if and only if k(t, s) = k(s, t)∗.
For the purposes of the ensuing analysis in this subsection, let  be a realization
for T. We consider relations that exist between  and ∗ in the case when they are
similar.
Proposition 5.1. Let  = (A(t), B(t), C(t),D(t);N1, N2) be a realization for T with
well-posed boundary conditions. Suppose that D(t) = D(t)∗, and assume that there
exist invertible E and S(t) = −S(t)∗ such that
−A(t)∗=S(t)A(t)S(t)−1 + S˙(t)S(t)−1, (41)
C(t)∗=S(t)B(t), (42)
M1=EN1S(a)−1, M2 = EN2S(b)−1, (43)
where M1 and M2 are given by (31) and (32), respectively. Then T = T ∗.
Proof. We shall show that  is similar to ∗. To do so, all we need to show is that
−B(t)∗ = C(t)S(t)−1. This is straightforward from (42) and S(t) = −S(t)∗. Indeed,
take adjoints in (42) to obtain
B(t)∗ = C(t)S(t)−∗ = −C(t)S(t)−1. (44)
So, we have that  is similar to ∗, and hence T = T∗ . From Theorem 4.1 the
proposition now follows. 
In the USB class we have a converse to the previous proposition, as stated in the
following theorem.
Theorem 5.2. Suppose T = T ∗ is in the USB class and let
 = (A(t), B(t), C(t),D(t); I − P,PU(b)−1) be an SB-minimal SB-realization for T.
Then D(t) = D(t)∗, and there is a unique invertible S(t) such that
−A(t)∗=S(t)A(t)S(t)−1 + S˙(t)S(t)−1, (45)
C(t)∗=S(t)B(t), (46)
P ∗=S(a)(I − P)S(a)−1, (47)
S(t)=−S(t)∗. (48)
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Proof. That D(t) = D(t)∗ is obvious. With  also ∗ is an SB-minimal SB-realization
for T, because of Theorem 4.1 and Proposition 4.2. Hence there is a unique similarity
S(t) between these two realizations. Recall that we have E = S(a). This proves relations
(45)–(47). It remains to show that S(t) = −S(t)∗. To do this we shall show that with
S(t) also −S(t)∗ provides a similarity between  and ∗. Uniqueness of the similarity
then proves (48) (see Theorem 3.1).
First observe that since S(t) is a similarity between  and ∗, also (44) holds.
Now, if we take adjoints in (44)–(47), we obtain
−A(t)=S(t)−∗A(t)∗S(t)∗ + S(t)−∗S˙(t)∗, (49)
C(t)=B(t)∗S(t)∗, (50)
−B(t)=S(t)−∗C(t)∗, (51)
P=S(a)−∗(I − P ∗)S(a)∗. (52)
Solving the ﬁrst of these equations for A∗, the third for C∗, the second for B∗, and
the fourth for P ∗, we obtain
−A(t)∗=S(t)∗A(t)S(t)−∗ + S˙(t)∗S(t)−∗, (53)
C(t)∗=−S(t)∗B(t), (54)
B(t)∗=C(t)S(t)−∗, (55)
P ∗=S(a)∗(I − P)S(a)−∗. (56)
It follows from these equations that indeed also −S(t)∗ is a similarity between  and
∗. This proves the theorem. 
The next corollary is merely a restatement of the result we have just proven.
Corollary 5.3. Assume that  = (A(t), B(t), C(t), 0, I − P,PU(b)−1) is an SB-
minimal SB-realization for its transfer operator T, and that T is selfadjoint. Then
the initial value problem
{
S˙(t) = −S(t)A(t)− A(t)∗S(t), a tb,
P ∗S(a) = S(a)(I − P), (57)
with side constraints
S(t)B(t) = C(t)∗, B∗(t)S(t) = −C(t), (58)
has a unique solution S(t), and this solution satisﬁes S(t) = −S(t)∗.
We close this section with two useful results.
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Proposition 5.4. If (41) holds then
U(t)∗S(t)U(t) = S(a). (59)
Proof. Firstly, we observe that
d
dt
(U(t)∗S(t)U(t))=U˙ (t)∗S(t)U(t)+ U(t)∗S˙(t)U(t)+ U(t)∗S(t)U˙(t)
=U(t)∗A(t)∗S(t)U(t)+ U(t)∗S˙(t)U(t)
+U(t)∗S(t)A(t)U(t)
=U(t)∗(A(t)∗S(t)+ S˙(t)+ S(t)A(t))U(t)
=0.
So U∗SU is a constant. As U(a) = I , the proposition follows. 
Proposition 5.5. If  is similar to ∗ then for A×(t) = A(t)− B(t)D(t)−1C(t), we
have that
−(A×)∗(t) = S(t)A×(t)S(t)−1 + S˙(t)S(t)−1. (60)
Also, if U×(t) satisﬁes U˙×(t) = A×(t)U×(t) with U×(a) = I , then U×(t)∗S(t)U×(t)
= S(a).
Proof. This is a straightforward computation. By using D(t) = D(t)∗ we have that
−(A×(t))∗=−A(t)∗ + C(t)∗D(t)−1B(t)∗
=S(t)A(t)S(t)−1 + S˙(t)S(t)−1 − S(t)B(t)D(t)−1C(t)S(t)−1
=S(t)A×(t)S(t)−1 + S˙(t)S(t)−1
and the ﬁrst part of the proposition is proved. The second part follows analogously
to (59). 
5.2. Selfadjoint SK-integral operators: an alternative characterization
We consider again a general realization of T of the form
 = (A(t), B(t), C(t), I ;N1, N2) . (61)
The main result of this subsection is the following.
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Theorem 5.6. Let  given by (61) be such that there exists a time invariant
J = −J ∗ = −J−1 with
JA(t) = −A∗(t)J, JB(t) = C∗(t), JN1 = N∗2 J. (62)
In addition, assume that N1N2 = N2N1. Then T = T ∗.
Conversely, if T = T ∗ is an SK-integral operator then there is a realization with
these properties.
Proof. We ﬁrst prove the converse statement. Suppose that T is given by
(T u)(t) = u(t)+
∫ b
a
k(t, s)u(s) ds, a tb, a.e., (63)
with corresponding semi-separable kernel
k(t, s) =
{
F1(t)G1(s), as < tb,
G∗1(t)F ∗1 (s), a t < sb.
(64)
Then a realization for T is given by
T =
(
0, B =
(
G1(t)
F ∗1 (t)
)
, C = (F1(t) −G∗1(t)) ,
N1 =
(
I 0
0 0
)
, N2 =
(
0 0
0 I
))
. (65)
If we choose
J =
(
0 I
−I 0
)
, (66)
then we see that there exists a realization for which (62) holds.
To prove the direct statement, let  be given as in (61), and suppose (62) holds.
Then
k(t, s) =
{
C(t)U(t)(I − P)U(s)−1B(s), as < tb,
−C(t)U(t)PU(s)−1B(s), a t < sb, (67)
where (35) holds and
P = (N1 +N2U(b))−1N2U(b). (68)
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In order to ensure that T is self-adjoint we have to check for s < t that
(C(s)U(s)(I − P)U(t)−1B(t))∗ = −C(t)U(t)PU(s)−1B(s). (69)
If this is the case then k(t, s) = k(s, t)∗. Using JB(t) = C(t)∗, one easily sees that
this will hold as soon as
JU(t)−∗(I − P)∗U(s)∗J = −U(t)PU(s)−1.
Rearranging terms, we see that the latter is equivalent to
(I − P)∗U(s)∗JU(s) = U(t)∗JU(t)P . (70)
Next, we note that U∗(t)JU(t) = J since
d
dt
(U(t)∗JU(t))=
(
d
dt
U(t)∗
)
JU(t)+ U∗(t)J
(
d
dt
U(t)
)
=U(t)∗A(t)∗JU(t)+ U∗(t)JA(t)U(t)
=U(t)∗(A(t)∗J + JA(t))U(t).
=0.
So U∗(t)JU(t) is constant. But for t = a we have that U∗(a)JU(a) = J. So
U∗(t)JU(t) = J. In particular U∗(b)JU(b) = J so that U(b)J−1 = J−1U(b)−∗
and hence U(b)J = JU(b)−∗. In order for (70) to be satisﬁed we therefore have to
show that
(I − P)∗J = JP. (71)
In order to prove (71), we compute that
JP=J (N1 +N2U(b))−1N2U(b)
=(N1J−1 +N2U(b)J−1)−1N2U(b)
=−(N1J +N2U(b)J )−1N2U(b)
=−(JN∗2 +N2JU(b)−∗)−1N2U(b)
=−(JN∗2 + JN∗1U(b)−∗)−1N2U(b)
=(N∗2 +N∗1U(b)−∗)−1JN2U(b)
=U(b)∗(N∗2U(b)∗ +N∗1 )−1N∗1 JU(b)
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=U(b)∗(N∗2U(b)∗ +N∗1 )−1N∗1U(b)−∗J
=(N∗2 +N∗1U(b)−∗)−1N∗1U(b)−∗J.
It remains to show that
(I − P)∗ = N∗1 (N∗1 + U(b)∗N∗2 )−1 = (N∗2 +N∗1U(b)−∗)−1N∗1U(b)−∗. (72)
But this is the case if and only if
N∗1U(b)−∗(N∗1 + U(b)∗N∗2 ) = (N∗2 +N∗1U(b)−∗)N∗1 ,
which, in turn, is equivalent to N1N2 = N2N1. Since this is true by assumption, we
conclude that T = T ∗. 
6. J-unitary SK-integral operators
In this section, we characterize integral operators with semi-separable kernels that
are in the USB class, and which are J-unitary, via their SB-minimal SB-realizations.
For this purpose, let  be a realization for T, and let J = J ∗ = J−1 be a signature
matrix. We consider relations that exist between  and J (∗)×J when they are similar.
Recall from (19) how a realization for the inverse is obtained from a realization of the
operator itself.
Proposition 6.1. Let  = (A(t), B(t), C(t), I ;N1, N2) be a realization for T with
well-posed boundary conditions, and let J = J ∗ = J−1 be a signature matrix. Suppose
that there exists an invertible E and S(t) = S(t)∗ such that
−A(t)∗ + C(t)∗B(t)∗=S(t)A(t)S(t)−1 + S˙(t)S(t)−1, (73)
C(t)∗J=S(t)B(t), (74)
M1=EN1S(a)−1, M2 = EN2S(b)−1, (75)
where M1 and M2 are given by (31) and (32), respectively. Then T is J-unitary, that
is T = J (T ∗)−1J .
Proof. Recall from [3, Theorem II.2.1] and Theorem 4.1 that J (T ∗)−1J is the transfer
operator of the realization J (∗)×J , given by
J (∗)×J = (−A(t)∗ + C(t)∗B(t)∗, C(t)∗J, JB(t)∗, I ;M1,M2). (76)
We shall show that  is similar to J (∗)×J . In order to do so, it is sufﬁcient to show
that
JB(t)∗ = C(t)S(t)−1. (77)
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Taking adjoints in (74) we arrive at JB(t)∗S(t)∗ = C(t). Since S(t) = S(t)∗ we see
that JB(t)∗ = C(t)S(t)−1.
So, we conclude that  is similar to J (∗)×J . But then they have the same transfer
operator. Hence T = J (T ∗)−1J , i.e., T is J-unitary. 
We now turn our attention to operators in the USB class. Observe that if  is
an SB-realization for T, then J (∗)×J is an SB-realization for J (T ∗)−1J . (Compare
Proposition 4.2.)
A converse to Proposition 6.1 which holds for the USB class of integral operators
is formulated below.
Theorem 6.2. Let  = (A(t), B(t), C(t), I ; I − P,PU(b)−1) be an SB-minimal SB-
realization for an integral operator T in the USB class, and assume that T is J-unitary.
Let J = J ∗ = J−1 be a signature matrix. Then there is a unique invertible S(t) such
that
−A(t)∗ + C(t)∗B(t)∗=S(t)A(t)S(t)−1 + S˙(t)S(t)−1, (78)
C(t)∗J=S(t)B(t), (79)
P ∗S(a)=S(a)(I − P), (80)
S(t)=S(t)∗. (81)
Proof. Since  is an SB-minimal SB-realization of the integral operator T it follows
that (∗)× is an SB-minimal realization of (T ∗)−1. Since T is J-unitary, both  and
J (∗)×J are SB-minimal SB-realizations of T. Hence there is a unique similarity
between the two realizations  and J (∗)×J , by Theorem 3.1. This proves relations
(78)–(80).
It remains to show that S(t) = S(t)∗. To do this we shall show that with S(t) also
S(t)∗ provides a similarity between  and J (∗)×J . Uniqueness of the similarity then
proves (81).
First observe that since S(t) is a similarity between  and J (∗)×J , also (77)
holds. Now, if we take adjoints in (77)–(80), we obtain
−(A(t)− B(t)C(t))=S(t)−∗A(t)∗S(t)∗ + S(t)−∗S˙(t)∗, (82)
JC(t)=B(t)∗S(t)∗, (83)
B(t)J=S−∗(t)C(t)∗, (84)
S(a)∗P=(I − P ∗)S(a)∗. (85)
Solving the ﬁrst of these equations for −A(t)∗ we arrive at
−A(t)∗ = S(t)∗(A(t)− B(t)C(t))S(t)−∗ + S˙(t)∗S(t)−∗.
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Now, using (83) and (84) we obtain from this
−A(t)∗ + C(t)∗B(t)∗=S(t)∗(A(t)− B(t)C(t))S(t)−∗ + S˙(t)∗S(t)−∗
+S(t)∗B(t)C(t)S(t)−∗
=S(t)∗A(t)S(t)−∗ + S˙(t)∗S(t)−∗. (86)
Also, solving (84) for C(t)∗, (83) for B(t)∗, and (85) for P ∗, we obtain
C(t)∗=S(t)∗B(t)J, (87)
B(t)∗=JC(t)S(t)−∗, (88)
P ∗S(a)∗=S(a)∗(I − P). (89)
By comparing Eqs. (86)–(89) with Eqs. (78)–(80), we see that S(t)∗ is also a similarity
between  and J (∗)×J . This proves the theorem. 
The next corollary is just a reformulation of Theorem 6.2 in terms involving a
differential Lyapunov equation. Compare [1].
Corollary 6.3. Assume that  = (A(t), B(t), C(t), I ; I − P,PU(b)−1) is an SB-
minimal SB-realization for its transfer operator T and that T is J-unitary. Let
J = J ∗ = J−1 be a signature matrix. Then the initial value problem
{
S˙(t) = −S(t)A(t)− A(t)∗S(t)+ C(t)∗JC(t), a tb,
S(a)P = (I − P ∗)S(a), (90)
with side constraints
S(t)B(t) = C(t)∗J, JB(t)∗S(t) = C(t), (91)
has a unique solution, and this solution satisﬁes S(t) = S(t)∗.
Conversely, if  is an SB-minimal SB-realization for its transfer function T, and
(90) with side constraints (91) has a solution, then this solution is unique, it is selfad-
joint, and T is J-unitary.
Proof. All we have to do is to show that (90) with the side constraints mentioned,
is equivalent to Eqs. (78)–(81). Starting from the latter equations, we have already
shown earlier that JB(t)∗S(t) = C(t), so both the side constraints hold. Clearly, (80)
is just the initial value condition. Multiplying (78) by S(t) on the right, and inserting
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JB(t)∗ = C(t)S(t)−1, we obtain
−A(t)∗S(t)+ C(t)∗JC(t) = S(t)A(t)+ S˙(t),
which is just the differential Lyapunov equation (90).
Conversely, if (90) holds with the side constraints, then we see, using the same
computation, that  and J (∗)×J are similar with similarity S(t). Hence T is
J-unitary. From the previous theorem we get the uniqueness and the fact that S(t)
is selfadjoint. 
7. Positive SK-integral operators
In this section, we shall present several equivalent characterizations for an integral
operator of the form I + T to be positive deﬁnite, where (Tf )(t) = ∫ b
a
k(t, s)f (s) ds
is an integral operator with semi-separable kernel. This will play a crucial role in the
next two sections as well. All of these characterizations are based on the well-known
fact that I + T > 0 if and only if there is a LU, or causal/anticausal (as well as a
UL, or anticausal/causal) factorization (see [10, Section IV.7]). The characterizations
obtained in this section will be used in the subsequent sections, where we deal with
dissipative and contractive integral operators.
Recall that a LU-factorization is of the form
I + T = (I + V−)(I + V+),
where
(V−f )(t) =
∫ t
a
k−(t, s)f (s) ds
and
(V+f )(t) =
∫ b
t
k+(t, s)f (s) ds.
For the speciﬁc case where I + T is positive deﬁnite, one can in fact take V+ = V ∗−.
From [5, Theorems I.8.1 and I.8.2] we quote the following results, which we refor-
mulated slightly. In this part T is not necessarily selfadjoint; we shall specialize to the
case I + T > 0 later on. Note also that in the results below the SB-realizations need
not be minimal.
Theorem 7.1. Let  = (A(t), B(t), C(t), 0; I − P,PU(b)−1) be an SB-realization of
T. Then the following statements are equivalent:
a. I + T admits an LU-factorization,
b. det(I − P + (t)P ) = 0 for a tb, where (t) = U(t)−1U×(t),
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c. there is a solution R(t) : Im P → Ker P of the Riccati differential equation


R˙(t) = −(I − P + R(t)P )U(t)−1B(t)C(t),
×U(t)(R(t)P − P), a tb,
R(a) = 0.
(92)
In this case R(t) = (I − P)(I − P + (t)P )−1P .
For our present purposes the actual formulas for the factors I +V− and I +V+, also
provided in [5], are less relevant, so we do not state these here.
The analogous result for UL-factorization is as follows.
Theorem 7.2. Let  = (A(t), B(t), C(t), 0; I − P,PU(b)−1) be an SB-realization of
T. Then the following statements are equivalent:
a. I + T admits an UL-factorization,
b. det((I − P)(t)+ P(b)) = 0 for a tb, where (t) = U(t)−1U×(t),
c. there is a solution Q(t) : Ker P → Im P of the Riccati differential equation


Q˙(t) = −(P +Q(t)(I − P))U(t)−1
×B(t)C(t)U(t)(Q(t)(I − P)− (I − P)),
Q(b) = 0, a tb.
(93)
In this case Q(t) = −P(I − P + P(b)(t)−1)−1(I − P).
We now focus our attention on the central theme of this section: the case where I+T
is positive deﬁnite. We shall use especially the Riccati differential equations (92) and
(93). Throughout we shall assume that  is an SB-realization for T, which is similar
to ∗, and for which the similarity S(t) satisﬁes all relations stated in Theorem 5.2.
Consider ﬁrst (92). Put R1(t) = S(a)R(t), then R1(t) : Im P → Im P ∗. Using (46),
(47), (48) and (59), R1(t) satisﬁes
R˙1(t)=−(S(a)(I − P)+ R1(t)P )U(t)−1B(t)C(t)U(t)(S(a)−1R1(t)P − P)
=−(P ∗ + P ∗R1(t)PS(a)−1)S(a)U(t)−1B(t)C(t)U(t)
×(S(a)−1P ∗R1(t)P − P)
=−(P ∗ − P ∗R1(t)PS(a)−∗)U(t)∗S(t)B(t)C(t)U(t)
×(S(a)−1P ∗R1(t)P − P)
=(P ∗R1(t)PS(a)−∗ − P ∗)U(t)∗C(t)∗C(t)U(t)
×(S(a)−1P ∗R1(t)P − P), (94)
with initial condition R1(a) = 0.
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Now consider Y (t) = P ∗R1(t)P as a map from the state space into itself. Then Y (t)
satisﬁes the Riccati differential equation


Y˙ (t) = (Y (t)PS(a)−∗ − P ∗)U(t)∗C(t)∗C(t)U(t)
×(S(a)−1P ∗Y (t)− P), a tb
Y (a) = 0.
(95)
We shall show that Y (t) is selfadjoint. Indeed, taking adjoints in Eq. (95) we see that
also Y (t)∗ satisﬁes the same initial value problem. By uniqueness of the solution for
initial value problems we see that Y (t) = Y (t)∗.
Observe that it follows from (95) that Y˙ (t)0 for all t. Hence Y (t)0 and Y (t) is
an increasing function of t.
Also it follows that any solution Y (t) of (95) has the property that Y (t)(I − P) is
zero. Indeed, to see this, ﬁrst consider (t) = (I − P ∗)Y (t)P . Then
˙(t) = (t)S(a)−∗U(t)∗C(t)∗C(t)U(t)(S(a)−1P ∗Y (t)P − P),
with (a) = 0. Clearly this has the unique solution (t) = 0. Now consider
(t) = (I − P ∗)Y (t)(I − P). The function (t) satisﬁes
˙(t) = (t)S(a)−∗U(t)∗C(t)∗C(t)U(t)S(a)−1(t)∗ = 0,
with (a) = 0, so indeed, (t) = 0 as well. It now follows easily that Y (t)(I−P) = 0.
Next, we consider Eq. (93). Put Z(t) = (I − P ∗)S(a)Q(t)(I − P), considered as a
map from the state space to itself. One easily checks, in the same manner as above,
that Z(t) satisﬁes


Z˙(t) = (Z(t)(I − P)S(a)−∗ − (I − P ∗))U(t)∗C(t)∗C(t)U(t)
×(S(a)−1(I − P ∗)Z(t)− (I − P)),
Z(b) = 0, a tb.
In a similar way as above one sees that Z(t) is negative semideﬁnite and increasing,
and that Z(t)P = 0.
The following theorem summarizes the above discussion.
Theorem 7.3. Let  = (A(t), B(t), C(t), 0; I − P,PU(b)−1) be an SB-realization of
T = T ∗. Then the following statements are equivalent:
a. I + T is positive deﬁnite,
b. the Riccati differential equation


Y˙ (t) = (Y (t)PS(a)−∗ − P ∗)U(t)∗C(t)∗C(t)U(t)
×(S(a)−1P ∗Y (t)− P), a tb,
Y (a) = 0,
(96)
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has a solution on [a, b]. This solution is positive semideﬁnite, increasing and satisﬁes
Y (t)(I − P) = 0 for all a tb.
c. the Riccati differential equation

Z˙(t) = (Z(t)(I − P)S(a)−∗ − (I − P ∗))U(t)∗C(t)∗C(t)U(t)
×(S(a)−1(I − P ∗)Z(t)− (I − P)),
Z(b) = 0, a tb,
(97)
has a solution on [a, b]. This solution is negative semideﬁnite, increasing and satisﬁes
Z(t)P = 0 for all a tb.
8. Positive real and dissipative SK-integral operators
In this section, we characterize integral operators with semi-separable kernels and
which are positive real or dissipative via their SB-realizations.
We shall call T a positive real operator if its real part 12 (T +T ∗) is positive deﬁnite,
and we shall call T dissipative if its imaginary part 12i (T − T ∗) is positive deﬁnite.
Observe that T is dissipative if and only if iT is positive real.
We start with a general observation, for which  need not be an SB-realization. We
will assume throughout that T = T is an integral operator of the type
(Tf )(t) = Df (t)+
∫ b
a
k(t, s)f (s) ds, a tb,
where D is time-invariant and where the kernel k(t, s) is semi-separable. So, let
 = (A(t), B(t), C(t),D;N1, N2)
be a realization for T with well-posed boundary conditions.
From  we shall construct a realization for T + T ∗. Observe that T is positive real
if and only if T + T ∗ is positive deﬁnite. One easily checks that the following is a
realization for T + T ∗:
ˆ =
((
A(t) 0
0 −A(t)∗
)
,
(
B(t)
C(t)∗
)
,
(
C(t) −B(t)∗
)
,G;
(
N1 0
0 M1
)
,
(
N2 0
0 M2
))
, (98)
where G = D +D∗. The corresponding fundamental operator is given by
Uˆ (t) =
(
U(t) 0
0 U(t)−∗
)
. (99)
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With ˆ we form its adjoint, following Section 4:
ˆ
∗ =
((−A∗ 0
0 A
)
,
(
C∗
−B
)
,− (B∗ C ) ,G;
(
M1 0
0 U(b)−1M∗2
)
,
(
M2 0
0 M∗1U(b)−1
))
. (100)
In the formula for ˆ
∗
the only thing that really requires computation are the bound-
ary value operators, but this turns out to be straightforward, once one recalls that
M1 +M2U(b)−∗ = I .
Next, one checks that a similarity between ˆ and ˆ
∗
is given by S =
(
0 I
−I 0
)
,
and E =
(
0 I
−(N1 +N2U(b))−1 0
)
.
In order to see when T is positive real we wish to apply the results of Section 7.
In order to do so, we have to specialize to the case of SB-realizations. Moreover, in
Section 7 it is assumed that the feedthrough operator D = I . So we will assume that
 is an SB-realization, and we shall consider G− 12 ˆG− 12 . Note that T + T ∗ > 0 if
and only if G− 12 (T + T ∗)G− 12 > 0. Put ˜ = G− 12 ˆG− 12 . Then, also keeping in mind
that we take  to be an SB-realization, we have
˜=
((
A 0
0 −A∗
)
,
(
B
C∗
)
G−
1
2 ,G−
1
2
(
C −B∗
)
, I ; (101)
(
I − P 0
0 P ∗
)
,
(
PU(b)−1 0
0 U(b)∗(I − P ∗)
))
. (102)
To this we apply Theorem 7.3. This gives the following theorem.
Theorem 8.1. Let  = (A(t), B(t), C(t),D; I−P,PU(b)−1) be an SB-realization for
T. Assume that D +D∗ = G > 0. Then the following statements are equivalent
a. T is positive real,
b. the Riccati differential equation

Y˙ =
(
Y
(
0 −PU−1
(I − P ∗)U∗ 0
)
−
(
P ∗U∗ 0
0 (I − P)U−1
))
×
(
C∗G−1C −C∗G−1B∗
−BG−1C BG−1B∗
)
×
((
0 U(I − P)
U−∗P ∗ 0
)
Y −
(
UP 0
0 U−∗(I − P ∗)
))
Y (a) = 0, a tb,
(103)
has a solution on [a, b].
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In this case the solution Y (t) is positive semideﬁnite and increasing, and satisﬁes
Y (t)
(
I − P 0
0 P ∗
)
= 0.
c. the Riccati differential equation


Z˙ =
(
Z
(
0 (I − P)U−1
−P ∗U∗ 0
)
−
(
(I − P ∗)U∗ 0
0 PU−1
))
×
(
C∗G−1C −C∗G−1B∗
−BG−1C BG−1B∗
)
×
((
0 −UP
U−∗(I − P ∗) 0
)
Z −
(
U(I − P) 0
0 U−∗P ∗
))
Z(b) = 0, a tb,
(104)
has a solution on [a, b].
In this case the solution Z(t) is negative semideﬁnite and increasing, and satisﬁes
Z(t)
(
P 0
0 I − P ∗
)
= 0.
Next, we characterize dissipative integral operators with semi-separable kernels via
their SB-minimal SB-realizations. Recall that T is dissipative if and only if iT is positive
real. We could use this observation, or follow the line of argument of the ﬁrst part of
this section to obtain a characterization of dissipative operators. We shall do the latter,
and point out the differences with the positive real case.
Again, let
 = (A(t), B(t), C(t),D;N1, N2)
be a realization for T with well-posed boundary conditions.
One easily checks that the following is a realization for 1
i
(T − T ∗):
¯ =
((
A(t) 0
0 −A(t)∗
)
,
(
B(t)
1
i
C(t)∗
)
,
(
1
i
C(t) B(t)∗
)
, H ;
(
N1 0
0 M1
)
,
(
N2 0
0 M2
))
, (105)
where H = 1
i
(D −D∗). The corresponding fundamental operator is given by
U¯ (t) =
(
U(t) 0
0 U(t)−∗
)
. (106)
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One checks that a similarity between ¯ and ¯∗ is given by S =
(
0 −I
I 0
)
, and
E =
(
I 0
0 (N1 +N2U(b))−1
)
.
In order to see when T is dissipative we apply the results of Section 7. In order to do
so, we will assume that  is an SB-realization, and we shall consider H− 12 ¯H− 12 . Put
˜ = H− 12 ¯H− 12 . Then, also keeping in mind that we take  to be an SB-realization,
we have
˜=
((
A 0
0 −A∗
)
,
(
B
−iC
)
H−
1
2 , H−
1
2
(
−iC B∗
)
, I , (107)
(
I − P 0
0 P ∗
)
,
(
PU(b)−1 0
0 U(b)∗(I − P ∗)
))
. (108)
Applying Theorem 7.3 gives
Theorem 8.2. Let  = (A(t), B(t), C(t),D; I−P,PU(b)−1) be an SB-realization for
T. Assume that 1
i
(D −D∗) = H > 0. Then the following statements are equivalent
a. T is dissipative,
b. the Riccati differential equation


Y˙ =
(
Y
(
0 −PU−1
(I − P ∗)U∗ 0
)
−
(
P ∗U∗ 0
0 (I − P)U−1
))
×
(
iC∗H−1B∗ −C∗H−1C∗
BH−1B∗ iBH−1C∗
)
×
((
0 U(I − P ∗)
−U−∗P ∗ 0
)
Y −
(
UP 0
0 U−∗(I − P ∗)
))
Y (a) = 0, a tb,
(109)
has a solution on [a, b].
In this case the solution Y (t) is positive semideﬁnite, increasing and satisﬁes
Y (t)
(
I − P 0
0 P ∗
)
= 0.
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c. the Riccati differential equation

Z˙ =
(
Z
(
0 −(I − P)U−1
P ∗U∗ 0
)
−
(
(I − P ∗)U∗ 0
0 PU−1
))
×
(
iC∗H−1B∗ −C∗H−1C∗
BH−1B∗ iBH−1C∗
)
×
((
0 UP
−U−∗(I − P ∗) 0
)
Z −
(
U(I − P) 0
0 U−∗P ∗
))
Z(b) = 0, a tb,
(110)
has a solution on [a, b].
In this case the solution Z(t) is negative semideﬁnite, increasing and satisﬁes
Z(t)
(
P 0
0 I − P ∗
)
= 0.
9. Contractive SK-integral operators
In this section, we characterize integral operators with semi-separable kernels that
are in the USB class, and which are contractive, via their SB-minimal SB-realizations.
We shall be interested in the question when T given by
(Tf )(t) =
∫ b
a
k(t, s)f (s) ds
with semi separable kernel, is a contraction. We shall use the fact that T is a contraction
if and only if I − T ∗T > 0. Let  = (A(t), B(t), C(t), 0; I −P,PU(b)−1) be an SB-
realization for a contraction T. We make a realization ˜ for I − T ∗T (compare also
[12]), and obtain
˜ =
((−A∗ C∗C
0 A
)
,
(
0
B
)
,
(
B∗ 0
)
, I ;
(
I − P 0
0 P ∗
)
,
(
PU(b)−1 0
0 U(b)∗(I − P ∗)
))
. (111)
For the fundamental operator of this system we have (see [12])
U˜ (t) =
(
U(t)−∗ X(t)
0 U(t)
)
, (112)
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where X(t) is given by X(t) = U(t)−∗ ∫ t
a
U(s)∗C(s)∗C(s)U(s) ds, which satisﬁes
{
X˙(t) = −A(t)∗X(t)+ C(t)∗C(t)U(t), a tb,
X(a) = 0. (113)
One easily checks that the similarity between ˜ and its adjoint is given by
S =
(
0 I
−I 0
)
. (114)
However, ˜ is not an SB realization, as, although
(
I − P 0
0 P ∗
)
is a projection, it is
not I −P0, where P0 is the canonical boundary value operator of ˜. We ﬁrst compute
P0, and obtain from [3, formula (1.6)]
P0 =
(
I − P ∗ (I − P ∗)X(b)(I − P)
0 P
)
, (115)
which, as one easily sees, is a projection. We are now in a position to apply Theorem
7.3 to
˜ =
((−A∗ C∗C
0 A
)
,
(
0
B
)
,
(
B∗ 0
)
, I ; I − P0, P0U˜ (b)−1
)
. (116)
To do so, it is advantageous to introduce the following operators:
1=−U(t)−∗(I − P ∗)X(b)(I − P)+X(t)(I − P), (117)
2=−U(t)−∗P ∗, (118)
1=−U(t)−∗(I − P ∗), (119)
2=−U(t)−∗(I − P ∗)X(b)(I − P)−X(t)P . (120)
Note that
(
1 2
)
is just the ﬁrst row of the matrix U˜ (t)S(t)−1P ∗0 , while
(
1 2
)
is just the ﬁrst row of the matrix U˜ (t)P0. Also, one checks that
(
−2 1
)
is the
ﬁrst row of the matrix U˜ (t)S(t)−1(I − P ∗0 ), and ﬁnally,
(
2 1
)
is the ﬁrst row
of the matrix U˜ (t)(I − P0). Using these we arrive at the following theorem, by a
straightforward application of Theorem 7.3.
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Theorem 9.1. Let  = (A(t), B(t), C(t), 0; I −P,PU(b)−1) be an SB realization for
T. Then T is a strict contraction if and only if one of the following equivalent conditions
holds:
a. the Riccati differential equation


Y˙ =
(
Y
(
∗1
∗2
)
+
(
∗1
∗2
))
BB∗
((
1 2
)
Y + (1 2 )) ,
Y (a) = 0, a tb,
(121)
has a solution on [a, b].
In this case the solution Y (t) is positive semideﬁnite and increasing, and satisﬁes
Y (t)(I − P0) = 0.
b. the Riccati differential equation


Z˙ =
(
Z
(−∗2
∗1
)
−
(
∗2
∗1
))
BB∗
((
−2 1
)
Z − (2 1 )) ,
Z(b) = 0, a tb,
(122)
has a solution on [a, b].
In this case the solution Z(t) is negative semideﬁnite and increasing, and satisﬁes
Z(t)P0 = 0.
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