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Abstract 
A perfect system of difference sets with threshold c is a partition of a consecutive run of 
integers beginning with c into full difference sets of valency at least 2. The BKT inequality, due 
to Bermond, Kotzig and Turgeon gives a necessary condition for the existence of such systems; 
systems for which this inequality holds with equality are called critical. We show that a critical 
perfect system of difference sets with threshold c which contains no difference sets of valency 
2 consists of 2c - 1 difference sets of valency 3. 
We also discuss, in the light of this result, other inequalities for perfect systems which are 
stronger than the BKT inequality at least in some circumstances. 
1. Perfect systems of difference sets 
Let c and m be positive integers. A family of sets, II,= (b,(i,j): 1 di<jdu,}, 
1 <r<m, where 
k=i 
and b,(k), 1 d k <II,, 1 drbm, are positive integers, is called a perfect system of 
difference sets with threshold c when v, > 2, 1~ r < m, and 
,lnjlDr=(d: cdd<c+L’) 
where 
e=+ 5 f&+1). 
*= 1 
On writing 
A,={O}u{b,(l,k): l<k<v,), 
(24 
(2b) 
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Fig. I. The difference sets (triangles) of a ((6,3,1,0,0, ): 6)-system 
we see that the set D, is the set of differences of the set A,, that is 
Or={ la-~‘1: a, u’EA,, a#~‘). 
We call the set A, a component and the set D, the di@rence set of the component A,, 
indicating this relationship by writing D,=D(A,); both A, and D, are said to have 
vulency u, (a reference to a graph theoretic interpretation, for which, see [ 1; pp. 7-91); 
and D, is said to befull when it consists of ~v,(u,+ 1) distinct integers. Thus (2) holds 
when there is a partition of the consecutive run of integers (d: c< d <c+k’) into full 
difference sets D,, 1 <r <m, all of valency at least 2. A survey of perfect systems is 
presented in [l]; Fig. 1 illustrates an example (taken from [4; p. lo]) in difference 
triangle form (for which, see Section 2). 
Suppose that there is such a partition, for which (2) holds. In the event that, for v B 2, 
m, of the difference sets in this partition have valency v, so that 
m= 1 m,, /=3 C v(u+l)m,, 
uB2 ot2 
we call the family of associated components an (5; c)-system, where 
)22=(m2, m3, . . . ,m,, . . . ). 
The spectrum of an (m; c)-system is then the set fv: m,>O}. Thus Fig. 1 shows 
a ((6,3,1,0,0, . . . ); 6)-system having spectrum {2,3,4). Note that, since m is finite, only 
finitely many of the coordinates of m are non-zero and the spectrum is therefore 
always a finite set. 
A much discussed necessary condition for the existence of an (y; c)-system is the 
BKT inequality, due to Bermond, Kotzig and Turgeon (see [S, 91 and also [l; pp. 
67,14,15]; an explicit version of this inequality appears in Section 4). For real v, we 
denote the integer part of v by [v]. 
Theorem A (BKT inequality). Zf there is an (T; c)-system, then 
(3) 
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where 
P=W;[‘:-‘][ [?]+I],, 
and 
q=a[;][ [f]+ l nr. 
(44 
(W 
Now, in some (m; c)-systems, the BKT inequality (3) holds with equality, the 
example shown in Fig. 1 being a case in point (in this example c = 6, G = 46, p = 28 and 
q= 12). Such systems where equality holds in (3) are called critical (or, sometimes, 
extremal). The proof of Theorem A in [S, 93 leads also to a necessary and sufficient 
condition for an (m; c)-system to be critical, as we recapitulate in Section 2. While this 
condition is not very transparent, it has been a source of various partial results on 
critical systems; results on critical systems are collected together in [14]. As noted 
there, these results tend to suggest that there are no critical systems without compo- 
nents of valency 2 other than those consisting entirely of components of valency 3. It is 
known that if the threshold of such a critical system is c then the system has 2c- 1 
components and, moreover, that these systems do exist at least for infinitely many 
values of c; indeed, Laufer conjectures that they exist for all positive integral c, 
except c=2 (see [lo] and also [l; pp. 12,11,14]). We succeed here in confirming 
the suggestion of [14], proving, in Section 3, a slightly stronger result, Theorem 2, 
which allows the deduction of the following theorem, the principal result of our 
present paper. 
Theorem 1. If there is a critical (a; c)-system with m2 =O, then 
m=m3=2c-1; mu=O, 0#3. 
In the final section, Section 4, we examine the possibility of adapting our proof of 
these results to yield further inequalities for perfect systems which are stronger than 
the BKT Inequality at least in some circumstances. Results of this sort have been 
presented previously in [15], with which we draw comparisons. 
The example illustrated in Fig. 1 is a test case of Theorem 1 in the sense that it 
shows that, in a critical (m; c)-system in which mz > 0, it is possible to have m, > 0 for 
some v 24. Theorem 1 leaves open the classification of critical (E; c)-systems with 
m2 >O. Some families with spectra {2,3}, {2,5} and (2,3,4} have been found (see 
[3,4,6,7,12,13] and also [14]), but it may be noted that none of these examples have 
any components of valency more than 5. Critical (p; 1)-systems with some compo- 
nents of valency 2 are also considered in [l; pp. 24-251 and [2; pp. 8,9], but the 
problems raised there remain open. 
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Fig. 2. A difference set of valency L’ displayed as a difference triangle 
2. The BKT inequality 
The defining property (1) of the difference sets D, enables us to display these sets as 
triangular arrays, known as difference triangles, as illustrated in Fig. 2 (see also Fig. 1 
for an explicit example). Numerous identities between sums of elements in a difference 
set can be stated easily in terms of this representation. For example, the sum of entries 
in the ith row from the apex of a difference triangle is equal to the sum of entries in the 
ith row from the base of the triangle, an identity which follows on expanding both 
sums in terms of the entries in the base row using (1) (see (5)). 
Let A be a component of valency u with difference set D = {b(i,j): 1 <i <j d u} where 
(1) holds (suppressing, for the moment, the subscript r; see Fig. 2). Let Bi(A) be the set 
of entries in the ith row from the base of D viewed, in Fig. 2 as a difference triangle, i.e. 
B,(A)={b(k,i+k--1): l<k,<v+l-i), l<idu. 
Further, let B+ denote the sum of elements in a finite subset B of the integers. Then the 
identity mentioned in the previous paragraph is expressed by the equation 
B “+I-i(A)+=Bi(A)+, 1 bidv. (5) 
Thus, on introducing the subsets b(A; U) and &A; U) of D = D(A) defined by 
b(A; U)= ~ B,(A), &A; u)= fi B,(A), l,<U<<c’, 
i=v+l-u i=l 
it follows, on summing (5) over i, with 1 <i < u, that 
B(A; u)‘=&4; u)+, 1 <UdV. (6) 
Suppose now that the components A,, 1 <r <m, of valency uI, with difference set D,, 
form an (T; c)-system, so that (2) holds. It then follows further, by summing (6) over the 
components A = A, in the system, that 
(7) 
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for any choice of uV, 1 6 Y bm, with 16 U, d v,. The right-hand side of (7) is the sum of 
p distinct integers, none less than c, while the left-hand side is the sum of q distinct 
integers all less than c + e, where, for 2 = (ur , . . . , u,), 
P=p(p)=e-t f (v,-u,)(v,+ 1 -u,) 
and 
r=l 
Y=4(U)=tP~i %.(u,+l). 
Hence. we have the bounds 
1 mr; U,)+ <$q(2c+2L-q- 1) 
,= 1 
and 
m 
1 NJ,; %)+ aM2c+p- 1) (9b) 
*=1 
which, when taken together with (7), give the inequality 
q(2c+2L-q- l)>p(2c+p-1) 
WI 
(94 
(10) 
If we now choose u,= [v,/Z], 1 <rdm, then, noting that 
+]+[!+I]. 
we find that the expressions for p and q in (8) reduce to those given in (4) so that (10) is 
the BKT inequality (3) asserted in Theorem A, concluding our proof of that theorem. 
We also note that if, for any positive integer u, we take 
u,=min U, 5 
i HI 2 ’ (11) 
then, as u increases, we obtain a family of inequalities all of the form (10) of which the 
BKT inequality (4) is the limiting case. The BKT inequality has the distinction of 
being the strongest of the inequalities obtained in this way. 
This proof of the BKT inequality reveals that equality holds in (10) if and only if the 
bounds in (9) are achieved, an observation which readily yields the following necessary 
and sufficient condition for an (m; c)-system to be critical. 
Theorem B (Criticality condition). An (m; c)-system with components A,, 1 d r <m, of 
valency v, is critical if and only $ 
292 D.G. Rogers / Discrete Mathematics I35 (1994) 287-301 
and 
&$A.: [;])=I: c<d<c+G$~]( [+]+l)m.). (12’4 
3. Critical systems 
It seems worth repeating in this way the proofs of Theorem A and B, which are 
essentially those given in [5,9], because our present discussion of critical systems 
grows out of them and uses the same style of argument. Comparison of (2a) and (12a) 
shows that, in the critical case at least, the sets @A,; [vJ2]), 1 d r <m, which may be 
termed partial difirence sets, resemble a perfect system of difference sets in that their 
union is again a consecutive run of integers. If an analogue of (5) holds for symmetric- 
ally placed rows in these partial difference triangles, then the argument of the previous 
section can be replicated to produce additional inequalities. We now give a general 
development of this idea, leading to the proof of Theorem 1. 
Consider, first of all, as in the previous section, a component A of valency L’ with 
difference set D = {b(i, j): 1~ i < j < II} where (1) holds (suppressing the subscript Y). On 
comparing B,+1-,(A)+ with B u+i(A)+, by expressing both sums by means of (1) in 
terms of the entries in the base row of D viewed as a difference triangle, we find 
(compare Fig. 3) that, for 1 < id f(u - u) and 1~ u < L’, 
B v+1-i(A)++Bi(A)+=B”+i(A)+ 
where 
(13) 
B;(A)={b(k,u+k-1): i+l$k<u+l-u-i}GB,(A). (14) 
It is this identity which plays for the partial difference triangle @A; u-u) a role 
similar to that of (5) for the difference triangle D=D(A). Note that the numbers of 
elements in the sets B V + 1 -i(A), &(A) and B, + i(A) appearing in (13) are respectively i, 
u+ 1 -u-2i and U+ 1 -u-i. Thus there is a balance in the number of elements of 
D appearing in the two sides of (13), a feature not present with (5). A final remark here 
is that (13) does not apply to components of valency 2 which thus make no contribu- 
tion to our discussion. 
Suppose next that the components A,, 1 Grbm, of valency t’,, with difference sets 
D,, form an (VJ; c)-system, so that (2) holds. Let us assume further that, for some choice 
of uI, with 1 bu,dv, 
jIii(A,;u,)={d: c<d<c+p} (154 
or, equivalently, 
,gi @A,, v,-u,)={d: c+pdd<c+e}, (1W 
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Fig. 3. Representation of (13) in terms of difference triangles. 
where, as in (8a), 
P=P(U)=e-t 2 (u,-u,)(v,+ 1 -u,). 
r=l 
We now mimic the derivation of (6) and then (7) from (5): for each component A = A, 
of valency at least 3 in the (m; c)-system, we take u=u, and sum (13) over i with 
1 d ib w,, for some choice of w, where 1~ w,<-l_(u,-u,); and we then sum the result 
over all such components in the system, Thus, as an analogue of (7), we obtain the 
equality 
x++c Yi+=Z’ (16) 
i>l 
where the sets X, Yi and Z, dependent, of course, on the choices made, are given by 
X= U {b,(k,j+k-1): l<kkdt’,+l-j, u,+l-w,<j<v,j, 
r: u, > 3 
Yi= u {b,(k,u,+k-1): i+l<k<u,+l--u,--i}, i>l, 
K&U,>1 
and 
Z= u {b,(k,j+k-1): lfk<u,+l-j, u,+l<j<u,+w,}. 
r: 0, > 3 
The balance in the number of elements appearing on either side of (13) is preserved on 
summing to obtain (16). Hence, if the sets X, Yi and Z contain respectively x, yi and 
z elements then 
X+ C yi=Z. (17) 
i2l 
Note that the sums in (16) and (17) are, in fact, finite ones, since Yi is empty for 
i> max (w,}. 
r: u.23 
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The sets X, Yi and Z are contained in those appearing in (15) as follows: 
x = fi &A,; w,) c_ ij b(A,: t’, - %), 
r=l ,= 1 
Yi G f 6(/l,; U,), 
r=l 
and 
Z= f (&A,; u,+ w,)\&A,; u,)) E 6 B(A,; u,--u,). 
r=l r= 1 
Our assumption that (15a) holds therefore yields the bounds 
x+ <+x(2c+ze-x- l), Yi’~tyi(2C+2p-yi-l) 
and 
z+ z+z(2c+2p+z- l), 
which, when deployed in (16), give the inequality 
X(2C+2&-X-l)+ C yi(2C+2p-yi-l)>,Z(2C+2p+Z-l). 
ia1 
Using (17), we may restate this in the simple form given in our first lemma. 
Lemma 1. Let A,, 1 dr bm, be components of valency u, forming an (y; c)-system. 
Suppose that, for some choice of u,, with 1 du,<u,, 
where 
p=p(u)=L-fC(u,-u,)(u,+ 1 -u,). 
Then 
2(!-p)x>x2+ c yf+z2. 
i>l 
(18) 
Lemma 1, being quite general, has consequences for (m; c)-systems other than the 
critical systems in which we are most interested here. We state one such result in 
Theorem 3 at the end of this section, but otherwise do not explore the implications of 
this lemma more fully here. 
In view of (12b) (compare (15a)), to deal with the critical case, we first take 
u,= [0,/2], 16 r Gm, in Lemma 1. Now, in [14], the inequality (18) was derived for 
critical systems with the choice w, = 1, when u, 3 3, and then used to deduce that if the 
spectrum of a critical (m; c)-system is contained in {3,4,5,6} then no components of 
valency 5 or 6 are present, an important step in the argument in [14]. Indeed, 
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Lemma 1 represents our attempts to improve on [14] in order to obtain Theorem 1. 
But there is some question as to the best choice of w, to take as we now illustrate. 
On the lines of (11) and noting that 
[(v-[;])]=py; 
we consider to begin with the choice 
w,=min{w, [T]], when v,33, (19) 
where w is some fixed positive integer. Then, for m, >O, the sensitivity of (18) for 
different choices of w seems to depend on the relative proportions of the components 
of various valencies. An illustration of this point is provided by critical (m; c)-systems 
whose spectra are subsets of (2,5,7} for which we have the following instances of (18) 
on choosing w, as in (19): 
w=l: m2(m5+m7)2m:+3m5m7+3m~; (2Oa) 
w=2: mz(m5+3m7)~m~+2m,m,+4m~. (2Ob) 
We see that, for m2 >O, (20a) is sharper than (20b) at least when O<m, <m5 or 
m5 =0<m7. 
However, for critical (c; c)-systems without components of valency 2, it turns out to 
be sufficient for our purposes to consider only the limiting case of (19), namely the 
choice w,= [(II, + 1)/4], when v,>, 3. We first state the inequality obtained from 
Lemma 1 in this case as a further, separate lemma. For ease of notation, we write 
m,*=m,,-r+m2,, 022. 
Lemma 2. Let A,, 1 <r <m, be components of valency v, forming an (m; c)-system. 
Suppose that 
d: cCd<c+d-42 
J?] ([?]+1)mu} 
Then 
4 
1 
2 1 u(j, k)mfm:, 
j,k22 
(21) 
where CX(~, j) = x( j, k) and, for t 2 s 2 1, 
6c(( j, k)= 
3s2t2 + 9s2t - 3st2 - 3st - 4s2 - 2s, j=2s, k=2t; 
3s2t2 + 12s2t - 3st2 - 6st - 4s3 + 3s2 - 5s, j=2s, k=2t+l; 
3s2t2+9s2t+6st-4s3-6s2-2s-3t2-3t, j=2s+l, k=2t; (22) 
3s2t2+12s2t+9st-4s3-3s2+s-3t2-3t, j=2s+l, k=2t+l. 
J 
there 
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Proof. If, in Lemma 1, and the argument leading to it, we take 
, when v, 3 3, 
then we find that, in the notation used 
2(e-p)=2mz+ C n(n+l)m:. 
n>2 
x=4 1 n(n+l)(m%+mT,+l), 
n>l 
JJt= C (n+l-22i)m,* 
n>2i 
and 
z=in;, n((3n+ 1) mZ,+3(n+l)&+i). 
/ 
Substituting these expressions into (18) and then gathering terms appropriately leads 
to (21) with the coefficients ol(j, k)=~l(k,j) given by (22). q 
We are now in a position, given Lemma 2, to proceed to the main result of this 
section and thence to deduce Theorem 1. 
Theorem 2. Let A,, 1 <r <m, be components of valency v, forming an (rn; c)-system 
with m2 = 0. Suppose that 
Then 
m=mj+m4; mV=O, v # 3,4. 
Proof. If m2=0, then (21) reduces to 
O> 1 a(j,k)mi*mk*, 
i,kd2 
(23) 
where the coefficients U( j, k) = cr(k,j) are given by (22). But examination of (22) shows 
that 
and, in particular, that 
x(2,2) = 0; a(j,j)>O, ja3. 
Hence, as m,* 20 for j>,2, 
j,gzcG k)mj*m:>, 1 cr(j,i)mj*m~ 30 
j82 
(24) 
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with strict inequality if rn; > 0 for some j with j> 3, that is if m, > 0 for some u with 
v 2 5. But strict inequality in (24) contradicts (23). It follows that mu= 0 for v 2 5 and 
thus, as m, =O, m=m3 +m4, which proves the theorem. 0 
The hypotheses of Theorem 2 seem insufficient to deduce either that ma=0 or that 
the (m; c)-system must be critical. For instance, the hypotheses of Theorem 2 do imply 
that (compare (15b)) 
fi @A,;2)=(d: c+3m3+7m4dd<c+6ms+10m4}, 
r=l 
whereas, to ensure that the system is critical, we need (compare (12a)) 
;id(A; [;I)= {d: c+5m3+7m,<d<c+6m,+10m,}. 
However, the implication does work in the opposite direction: if there is a critical 
(m; c)-system with mz=O, then in view of (12b), the hypotheses of Theorem 2 are 
satisfied so that the spectrum of the system is a subset of {3,4}. Theorem 1 is then 
a consequence of the following result already established as a special case in [14] 
(drawing on [S] where it is shown that there are no critical systems with spectrum (4); 
see also [15]). 
Lemma 3 (see [14]). Ifthe spectrum ofa critical (c; c)-system is a subset of{3,4), then 
m=m3=2c- 1; m,=O, vf3. 
We close this section by noting for the record that, in the same spirit as Theorem 2, 
we can also deduce the following additional theorem from Lemma 1. 
Theorem 3. Zf there is an (no; c)-system with components A,, 1 <r <m, such that m2 =0 
and 
fj @A,; l)= d: c<d<c+ C om, 
r=l c>2 
then 
m=m3; m,=O, v#3. 
4. Further inequalities 
Our attention so far has been concentrated on the critical case where the BKT 
inequality holds with equality. While Theorem 1 advances our knowledge of this case, 
it suggests that it may be rewarding to look further at the general case to see what 
more can be said there, especially in the way of other inequalities. It is interesting to 
note that it follows from explicit version of the BKT inequality (see (25)) that there are 
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no (3; c)-systems with spectra disjoint from {2,3,4) and so none with spectrum {u} for 
u> 5. Theorem 1 excludes the possibility of systems with components of arbitrary 
large valency in the critical case when there are no components of valency 2. However, 
there seems as yet nothing analogous to this for general (m; c)-systems (perhaps with 
m,=O or m2=m3=O). 
The BKT inequality is in fact only one of a family of inequalities, others in which 
happen to be sharper than it, at least for certain spectra (although we do not know 
whether there are systems with these spectra). A systematic approach to these 
BKT-like inequalities is presented in [ 151 and we now follow the account there to give 
a further inequality of this sort adapted from our work in the previous section. As in 
[ 151, it is helpful to have a more explicit statement of the BKT inequality than that of 
Theorem A. 
Theorem A’ (KBT inequality: explicit version). If there is an (m; c)-system, then 
m,, (25) 
where Kj, k = Kk, j and, for S, t 2 1, 
-$st(st-S-L- l), j=2s, k=2t; 
Kj,k’ -fs(t+l)(st-s-t-l), j=2s, k=2t+l; 
-&s+l)(t+l)(st-s-t), j=2s+l, k=2t+l. 
We state our further inequality in a form which eases comparison with this explicit 
version of the BKT inequality as well as with the examples of the BKT-like inequali- 
ties given in [ 151 which were stated in a similar way. 
Theorem 4. If there is an (m; c)-system, then 
1 vj,kmjmk2(2C-l)C 
j,k>2 n>2 
where Vj, k = Vk, j and, for S, t > 1, 
0, j=k=2. 
1 
23 j=2, La3; 
Vj,kzKj,k + 
I 
i(S2 -4st+t2+3s+3t-4), j=2s>2, k=2t>2; 
&s2-4st+t2-s+5t), j=2s>2, k=2t+l; 
*(?-4st+t2+s+t), j=2s+ 1, k=2t+l. 
(26) 
By way of illustration, before turning to the proof of Theorem 4, we take up, from 
[15], the comparison of these inequalities in the special case of systems with spectra 
contained in {4,5,6}: we find that we have the following inequalities as instances of 
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Fig. 4. Superimposition of (13) for i = 1 on (6) (see (27) for u = [c/2]). 
more general ones. 
BK T inequality. 2m; + 6m4m5 - 9m’, 2 (2c - 1) (4~ + 6m5 + 9m,); 
[14, Theorem 31. 2&-i-6m,m,-6m5m6-llm~>(2c- 1)(4m4+6m,+9m,); 
[14, Theorem 41. 2mi+4m4m5-4m5m6- lOm%3(2c- 1)(4m4+6m5+9m6); 
Theorem 4. 2m$ + 6m4m5 -m: - 2m5m6 - 10mz > (2~ - 1)(4m, + 6m, + 9m,). 
We note that all the last three inequalities are unequivocally sharper than the BKT 
inequality, but that their relative sharpness against one another depends on the 
proportion of the components of different valencies (compare the discussion of (20)). 
Theorem 4 here is the first to give a negative coefficient for the terms in rng (in general 
it gives the least coefficient of these four inequalities for m&+ 1, although 
K3.2s+l<v3,2s+l for s>3). 
We prove Theorem 4 by superimposing (13) on (6) for u = [o/2] and i= 1, corres- 
ponding to the choice of w, given by (19) with w = 1 (compare Fig. 4). Indeed, the 
inequality given by Lemma 1 for this choice turns out to be the condition under which 
(26) improves on (25) for m,=O. It would be interesting to extend this to give 
analogous results corresponding to the choice of w, given in (19) for w 2 2 or, better 
still, for the choice w, = [(u, + 1)/4] when v, > 3, especially if, with Theorem 3 in mind, 
this gave an unequivocal improvement on the BKT inequality at least for systems with 
no components of valency 2. However, the appropriate way to make such an 
extension has eluded us and perhaps the discussion of (20) in Section 3 casts some 
doubt on this enterprise. 
Proof of Theorem 4. Let A be a component of valency u with difference set D(A). 
Prompted by (6) and (13) for u = [u/2] and i= 1, together with Fig. 4, we introduce 
subsets F,(A), 1 d id 5, of D(A) as follows: for u = 2, we take 
F,(A) = F,(A) = &A; l), FAA) = cp, F,(A) = F,(A) = b(A; 1); 
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and, for u k 3, we take 
r,(a)=+; [~])uB&~,(A). f,(A)=+ [;I), F&4)=&A; l), 
L(A)=+ [y), w4)=B(a; [;]+I). 
Then (6) and (13) ensure that 
F,(A)+ +F,(A)+ +F,(A)+ =F,(A)+ +F,(A)+. (27) 
Suppose now that {A,: 1 <r<m) is an (m; c)-system and consider the sets 
Gi= fi Fi(A,), l<i<5, 
r=l 
for which, from (27), it follows that 
G:+G,++G;=G,++G;. 
Further, for 1 <i<5, Gi contains gi elements where 
$?I=+ c ((s2+3s-2)m~,+(s2+5s+2)m2,+1), 
s>l 
92=3 1 G+l)(M2s+m2s+d, 
SBI 
(28) 
93= 1 m,, 
a>3 
g4=t? c (s(3s+l) +,+(s+ l)(3s+2)m2,+r) 
$21 
and 
gs= -m2++ c (s+1)(3sm2,+(3s+2)m2,+l). 
Sal 
Regarding the elements of Gi as distinct integers all less than c+e when i= 1,2 
or 3 and as distinct integers none less than c when i=4 or 5, we obtain the bounds 
GT 
<~gi(2c+2~-gi-l) i=l,2,3; 
2 3gi(2c + gi- 1) i=4,5. 
(29) 
Using these bounds in (28) leads on manipulation, to (26). 0 
As in [15], some care has been taken in the definitions of the sets F,(A) and 
Gi, 1 <i< 5, to group subsets of components together to produce the strongest 
inequality. This becomes a more significant task in any attempt to give analogous 
results to (26) corresponding to other choices of w, which is one reason for not tackling 
this here. 
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