Previous work on the effects of dimensionality on parameter estimation was extended from dichotomous models to the polytomous graded response (GR) model. A multidimensional GR model was developed to generate data in one-, two-, and three-dimensions, with two-and three-dimensional conditions varying in their interdimensional associations. Test length (15 and 30 items) and the ratio of sample size to the number of item parameters to estimate were also investigated, using sample sizes of 375 and 750 for the short test and 750 and 1,500 for the longer test. Results show that for unidimensional data a sample size ratio of 5:1 provided reasonably accurate estimation, and that increasing the sample size_ did not have a significant impact on theaccuracy of item parameter estimation. Regardless of data dimensionality, the difficulty parameters were well-estimated, and for the multidimensional data the correlations between estimated item discrimination and the average and the sum of the dimensional discrimination were greater than the correlations between the estimated item discrimination and individual dimensional discriminations. Fidelity coefficients between the mean ability and the ability estimate were greater than those between the ability estimate and the latent traits. The impact of equating on accuracy indices in a multidimensional context was discussed. Seven tables and 16 graphs present analysis data. (Author/SLD) *********************************************************************** Reproductions supplied by EDRS are the best that can be made from the original document. *********************************************************************** Most item response theory models assume a unidimensional latent space. This study extended previous work on the effects of dimensionality on parameter estimation from dichotomous models to the polytomous graded response (GR) model. A multidimensional GR model was developed to generate data in one-, two-, and three-dimensions. The two-and threedimensional conditions contained data sets that varied from one another in their interdimensional association. Moreover, additional factors investigated were test length and the ratio of sample size to the number of item parameters to estimate. Results showed that for the unidimensional data a sample size ratio of 5 : 1 provided reasonably accurate estimation and that increasing the test length from 15 to 30 items did not have a significant impact on the accuracy of item parameter estimation. Regardless of the data's dimensionality, the
difficulty parameters were well-estimated and for the multidimensional data the correlations between the estimated item discrimination and the average (as well as the sum of the) dimensional discrimination were greater than the correlations between the estimated item discrimination and the individual dimensional discriminations. Fidelity coefficients between the mean ability and the ability estimate (6) were greater than those between the 6 and the latent traits. The impact of equating on accuracy indices in a multidimensional context was discussed.
Dimensionality and GR estimation 3 The Influence of Multidimensionality on the Graded Response Model
To date a number of item response theory (IRT) models have been proposed. One taxonomic scheme for these models is to classify the models as either dichotomous or polytomous (e.g., the Rasch (Rasch, 1980 ) and Samejima's (1969) graded response (OR) models, respectively).
Except for some multidimensional dichotomous models, the majority of IRT models assume a unidimensional latent space. The multidimensional dichotomous models (e.g., McKinley & Reckase, 1983; Sympson, 1978) were developed to overcome the restrictiveness of the unidimensionality assumption and may be classified as either compensatory or noncompensatory. Whereas, Sympson (1978) labeled his model as partially compensatory, however, Way, Ansley, & Forsyth (1988) considered this model to be an example of a oncompensatory multidimensional model. Conceptually, a compensatory model is one in which an examinee's latent traits (Os) interact to produce a response to an item. This interaction may take the form of an examinee's facility on one latent trait (01) compensating for a deficiency in another latent trait (02). In contrast, in a noncompensatory model the examinee's Os do not compensate, per se, for one another to yield a response. Because of difficulties in parameter estimation as well as in the interpretation of the ability space, multidimensional models have yet to obtain widespread acceptance or use in applications.
However, it appears that NOHARM (Fraser, 1986 ) may provide a workable solution to the estimation problem (cf., Miller, 1991) . present a unidimensional composite abilities approach for addressing the multidimensionality of some data.
Given that most IRT models assume unidimensionality, several studies (e.g., Ackerman, 1989; Ansley & Forsyth, 1985; Drasgow & Parsons, 1983; Reckase, 1979; Way, Ansley, & Forsyth, 1988) have examined the effect of multidimensionality on unidimensional IRT parameter estimation. These studies have been primarily concerned with the effects of dimensionality on the calibration of a multidimensional data set by either LOGIST (Wingersky, Barton, & Lord, 1982) and/or BILOG (Mislevy & Bock, 1982) ; both programs are limited to parameter estimation of dichotomous IRT models. Although the models used for data generation differed from one another, the results of these studies have consistently found that multidimensionality affects parameter estimation. In general, when a compensatory multidimensional IRT model was used for data generation, the estimated difficulty (P) was found to be an estimate of the average of the true difficulties (Way et al., 1988) , the estimated discrimination (id) was an estimate of the si of the dimensional discriminations (Way et al., 1988) , and ability estimates (6) were an estimate of the average true Os (Ackerman, 1989; Way et al., 1988) . In contrast, data generation using a noncompensatory model showed that S was an overestimate of or correlated more highly with one dimension's difficulty parameters than Dimensionality and GR estimation 4 with the other dimension's (Ackerman, 1989; Ansley & Forsyth, 1985; Way et al., 1988), it\ was an estimate of the average of the true discriminations (Ansley & Forsyth, 1985; Way et al., 1988) , and 6 to be an estimate of the average true Os (Ackerman, 1989; Ansley & Forsyth, 1985; Way et al., 1988) . In general, these conclusions come from correlational analyses of the estimates with their parameters and an assessment of the accuracy of parameter estimation through the use of the mean absolute difference (a.k.a., MAD or average absolute difference (AAD)). discuss some of the issues associated with ignoring multidimensionality in polytomous data. For instance, they found that item information is reduced when a unidimensional refereace composite is fitted to multidimensional polytomous data. This study's objective was to examine the effect of dimensionality on the parameter estimation of the GR model. Data sets were generated that differed from one another in the number of latent factors as well as their interdimensional association, the number of test items, and the sample size. In this regard, this research extends previous work on the effects of dimensionality on dichotomous model parameter estimation to polytomous models.
METHOD Model Definition
A multidimensional extension of the GR (MGR) model was developed and used for data generation. This model requires a set of multidimensional Os as well as a set of (multidimensional) item parameters. In the MGR model the examinee responses to item i are categorized into mi + 1 categories, where higher categories indicate greater ability and mi is the number of category boundaries. Associated with each category of item i is a category score, xi, with values 0..mi. The MGR model may be expressed as:
where Oh is the latent trait on dimension h (h=1..r dimensions), aih is the discrimination parameter for item i on dimension h, dxi is the difficulty parameter for category score x for item i, and the summation is across dimensions. A scaling constant, D = 1.702, may be introduced if desired. Pxj(8) is the probability of a randomly selected examinee with latent traits 8 responding in category score xi or higher for item i; the probability of responding in the lowest category (i.e., Po) or higher is defined as 1.0 and the probability of responding in the highest category (i.e., Pin i) is 0.0. For example, for an item with four response categories (i.e., 0, 1, 2, and 3) P2(8) is the probability of responding in categories 2 or 3 rather than in categories 0 or 1. Because Pxi is the (cumulative) probability of responding in xi or higher, the probability of responding in a particular category, px1(8), equals the 
Insert Figures la to lc about here

Design
The data generated differed in terms of the number of latent dimensions and the degree of interdimensional association (mei), test length, and the ratio of examinees to item parameter estimates. The number of dimensions factor contained three levels: one-, two-, and threedimensions. The two-factor data contained three degrees of interdimensional associations (p0102 = 0.0, 0.30, 0.75); the first two P0 102s were obtained from Ackerman (1989) and the third po 10 2 was from Wang (1987) . The three-dimensional condition contained four data sets that varied from one another in their peiejs (pcjiej = 0.0, 0.0, 0.0; peigj = 0.30, 0.30, 0.30; mei = 0.30, 0.30, 0.75; PO ei = 0.75, 0.75, 0.75) .
The test length factor contained two levels, 15 and 30 items, where the 15 items were randomly selected from the 30-item test. The sample size ratio factor consisted of two ratios of examinees to item parameter estimates, 5 to I and 10 to 1. These two ratios resulted in sample sizes of 375 and 750 for the 15-item test and 750 and 1500 for the 30-item test. Therefore, the study's design consisted of sample size ratio by test length by dimensionality (2 X 2 X 8 = 32 cells). For each cell 15 replications were generated and all of the 480 (=15 x 32) data sets were unique. For each data set item parameter estimates for the GR model were obtained using MULTILOG 5.1 (Thissen, 1988) .
Dimensionality and GR estimation 6 Data For the unidimensional data set Os were randomly sampled from a unit normal distribution.
The two-and three-dimensional conditions were created by randomly sampling Os from a multinormal distribution with known poiej. For each data set the appropriate number of zs were randomly sampled from the relevant distribution and their responses to 5-choice items were generated; the zs were taken to be the simulees' 0(s). In the following and unless otherwise noted, the subscript on the discrimination parameters refers to the dimension and the subscript for the item, i, will be omitted. The dxs used in the response string generation were identical to the bxs used in Dodd, Koch, and De Ayala (1989) . Dodd, Koch, and De Ayala generated their bxs so that they would distribute the items uniformly across the 0 continuum (as expressed by their category boundaries) while at the same time representing values obtained from real data. The ahs were randomly sampled from a uniform distribution [0.80,
For the unidimensional data the ais were used in generating the response data and for the bidimensional data the a i s and a2s were used.
For each data set the Os plus the relevant item parameters were used to generate polytomous response strings with a random error component for each simulated examinee. For the multidimensional and unidimensional data sets the generation of an examinee's polytomous response strint, was accomplished by calculating the probability of responding to each item alternative according to the MGR model; the scaling factor D was set to 1.0. Based on the probability for each alternative, cumulative probabilities were obtained for each alternative. A random error component was incorporated into each response by selecting a random number from a uniform distribution [0, 1] and comparing it to the cumulative probabilities. The ordinal position of the first cumulative probability that was greater than the random number was taken as the examinee's response to the item. Equating
The Stocking and Lord (1983) procedure, as implemented in Equate (Baker, Al-Karni, & AlDosary, 1992) , was used to place the item parameter estimates on the same scale as their parameters. The equating was done at 21 theta points; Baker (1992) contains a discussion of the procedure used. Analyses Bias (0) = (3) where x was either txi (i.e., the difficulty estimate for category x of item i) or (the discrimination parameter estimate of item i), and n was the number of replications. For item difficulty 41) was dxi and for item discrimination RMSE(0) and Bias(b) were calculated with respect to each ah, the "a, and the Ea (i.e., cD was ah, or 'a, or Ea ). The accuracy of the item parameter estimates for the 15-item test were compared to the estimates of the same items embedded in the 30-item test. RMSE and Bias were treated as the dependent variables in a one-group repeated measure design to determine whether they were significantly affected by test length (within subjects) and the sample size ratio (between subjects); the Bonferroni procedure was used to control for experimentwise Type I error rate.
For ability, cto was set to the the true ability and x was the 6. Correlations (fidelity coefficients) were calculated between the Os and the Ohs as well as between & and (rgeh and rgg, respectively). The correlations were calculated for each replication and averaged across replications.
Because the true abilities were randomly generated each examinee had potentially unique true abilities. Therefore, for ability RMSE and Bias were calculated in two ways: (a) across all examinees for each replication and across replications, and (b) across replications but as a function of ability. In this latter case, it was necessary to group the examinees so that the calculations of RMSE and Bias were based on more than one examinee at each theta point. Therefore, the true abilities were rounded to one decimal place and the examinees having the same rounded true ability were used for calculating RMSE at that particular theta point. Tables 1 and 2 contain the average Pearson correlation coefficients (across replications) between the item parameters and their estimates. For the unidimensional data sets the correlations between a and a 1 increased as the sample size ratio increased for a given test length (Table 1) . Moreover, for the unidimensional data and for a given sample size ratio the correlations were higher for the 30-item test than for the 15-item test. This increase in the correlation was not due to the as for the 30-item test having greater variability than those of the 15-item test. (For the 5 : 1 sample size ratio the standard deviation (s) for the as based on the 30-item test was 0.355 and for the 15-item test 4 = 0.435, whereas for the 10 : 1 sample size ratio for the 30-and 15-item tests the sa = 0.355 and sa = 0.403, respectively; the s of the as for the 30-item test was 0.360 and for the 15-item test it was 0.335.)
Insert Table 1 about here Except for the 15-item test data sets (sample size ratio 5 : 1), as the data became A progressively more unidimensional the correlations between a and the ahs, as well as between a and a, increased. The addition of a third factor led to a decrease in the vans and raah. In addition, the ran for the bidimensional pe 1 e2 = 0.0 level was larger than that for the tridimensional level (all peiej = 0.75). Comparisons of the rails to the raahs for the multidimensional data sets showed that, in general, a had a stronger linear relationship with a and Ea than with the individual abs. Table 2 shows that, in general, the gxs were highly linearly related to their corresponding dxs. As can be seen, gi tended to be more highly related to di than were the bxs and dxs for the other category boundaries. Furthermore, as one progressed from the second to the fourth category boundary the rtxdx decreased. This was true regardless of the dimensionality of the data. In general, as the two-and three-dimensional data sets became more unidimensional the raxdxs increased and the rxdxs based on the multidimensional data were higher than were the corresponding category rPxdxs based on the unidimensional data. This pattern of rgxdxs was associated with standard deviations for the gxs bawd on the multidimensional data that were larger than the standard deviations for the gx s based on the unidimensional data. In general, for a given sample size ratio, the rPxdxs tended to be higher for the 30-item test than for the 15-item test and the r0xdxs tended to be larger for the 10 : 1 ratio than for the 5 : 1 ratio. In addition, regardless of the data's dimensionality, the test length, and the sample size ratio, there was a tendency for the standard deviations of the gxs to increase as one progressed from category 1 to category 5. For instance, for the 15-item test/10 : 1 sample size ratio/unidimensional data the standard deviations for b 1, b2, b3 and b4 were 0.64, 1.09, 1.19, and 1.39, respectively, and for Dimensionality and GR estimation 9 the 30-item test/10 : 1 sample size ratio/bidimensional (p0102= 0.0) data the standard deviations were sg1 = 1.28, 42 = 1.45, 43 = 1.56, and s64 = 2.07.
Insert Table 2 about here   Table 3 contains the Summary Tables for the analysis of the RMSE(a) and Bias(a) for the unidimensional data. As can be seen, neither the sample size ratio nor the test length had a significant effect on the accuracy of estimation. Figure 2 contains the corresponding RMSE and Bias plots. The RMSE plot reflects the finding that test length and sample size ratio did not have an effect on RMSE(a). Moreover, MULTILOG exhibited a slight reduction in the accuracy of estimation as a increased; this inaccuracy was due to an increase in overestimating a.
Insert Table 3 and Figure 2 about here Analysis of the difficulty parameters (Table 4) showed that there was a significant test length by sample size ratio interaction only in the estimation accuracy of di. Post hoc analyses showed that for the 5 : 1 sample size ratio the accuracy in estimating di based on the 15-item test was significantly greater than that based on the 30-item test. Moreover, for the 15-item test the RMSE(di) increased when the sample size ratio was doubled. Similarly, the bias analysis showed that the Bias(di ) for 15-item test/5 : 1 sample size ratio was significantly less than that for either the 30-item test/5 : 1 sample size ratio or the 15-item test/I0 : 1 sample size ratio. There were no statistically significant findings for d2, d3, or d4.
Insert Table 4 about here RMSE(dx) plots for the unidimensional data are presented in Figure 3 . As can be seen, for the 15-item test/5 : 1 sample size ratio d1 was comparatively well-estimated (Figure 3a) , but that for d2, d3 and d4 this condition yields less accurate estimates (Figure 3b to Figure 3d , respectively) than the other conditions. There appeared to be a tendency for a decrease in the accuracy of estimation of d2, d3 and d4 as these difficulty parameters became more difficult (e.g., d4 = 2.0). Figure 4 presents the Bias(dx) plots. As was the case with the RMSE(dx) plots, for the 5 : 1 sample size ratio/15-item test there was less bias in estimating d1 than in estimating d1 under the other conditions. This pattern was reversed for d2, d3 and d4 10 and, in general, there appeared to be a tendency for an increase in the overestimation bias for d2, d3 and d4 as these difficulty parameters became more difficult.
Insert Figure 3 about here
Insert Figure 4 about here
The average fidelity coefficients across replications are presented in Table 5 . For a given dimensionality the fidelity coefficients based on the 30 -item test were greater than those for the 15-item test regardless of the sample-size ratio. Overall, the rggs were greater than the r68h' regardless of the data's dimensionality. For a given test length/sample size ratio the rggs were higher with the multidimensional data than they were with the unidimensional data.
Insert Table 5 about here   Table 6 ontains the average RMSE and Bias for ability across examinees and replications. As can be seen, the mean RMSEs for the unidimensional data are comparable to those found by Reise and Yu (1990) . Increasing the test length resulted in a reduction in the average RMSEs, however, increasing the sample size ratio led to an increase in the average RMSE. In general, there appears to be very little overall bias in estimating 0, although there is a slight tendency to underestimate. These averages are potentially misleading. Figure 5 contains RMSE and Bias plots for the estimation of 0. As can be seen, the RMSE(9) was relatively consistent regardless of the sample size ratio or the test length. The Bias plot showed that there was only a slight underestimation bias around -1.5 <8 < 0.75, although the 15-item test tended to result in less Bias across the 8 scale than did the 30-item test. It should be noted that RMSE and Bias values outside the -2.0 to 2.0 ability range are based on relatively small numbers of examinees sizes, and therefore, are less stable and should have little significance attached to them.
Insert Table 6 and Figure 5 about here DISCUSSION The number of alternatives was not a factor in this study. However, the present results in conjunction with those of Ackerman (1989) using two category items appear to indicate that the general findings should not be influenced by the number of item alternatives. Reise and Yu (1990) have recommended that a minimum of 500 examinees should be used to obtain accurate and stable estimates of the unidimensional GR item parameters.
However, we feel that in general such guidelines are more useful if stated in terms of the ratio i Dimensionality and GR estimation I1 of examinees to item parameters to be estimated. For instance, in this study comparatively reasonably accurate RMSEs were achieved with 375 examinees. That is, it appears that a ratio of examinees to item parameter estimates of 5 : 1 provides reasonable item parameter estimation. This 5 : 1 ratio is consistent with the Reise and Yu (1990) suggestion of the use of 500 examinees because their study used 25 four-choice items. However, it should be noted that regardless of the sample size, with polytomous models it is the distribution of responses across the item alternatives that will result in accurate and stable item/category parameter estimation. As an extreme example, consider a 10-item test (4 option items) administered to 40,000 examinees (ratio of 10,000 : 1). If all of the examinees respond only in the first category, the item parameters for the other categories will be "poorly" estimated. With larger sample sizes this piublem is less likely to occur.
For the purposes of the study the replication samples could have been assumed to be randomly equivalent. Because the coefficients from the equating of each replication to the parameter scale were similar to one another the assumption that the replications were more or less equivalent would be confirmed. However, strictly speaking simply because the replications were essentially equivalent to one another does not imply that the estimates' scale will be the same as the parameter scale. For instance, Table 7 contains the repeated measur-s analysis for a when the item parameter estimates were not equated to the parameter scale. As can be seen, with the unequated estimates there was a significant test length main effect; doubling the 15-item test produced a significant decrease in RMSE(a) from 0.392 for the 15-item test to 0.168 for the 30-item test. However, this effect is an artifact attributable to the use of a scale dependent accuracy index with noncomparable scales. Figure 6 contains the corresponding RMSE(a) plot depicting the effect of test length. Moreover, a comparison of Figures 6 and 2 shows that when the item estimates are not equated to the parameter scale, the estimates appear to be mom. accurate when they are not equated than when they are equated and that the order of the conditions' RMSEs conditional on 0 is not the same across figures (e.g., compare the two figures' RMSEs at a = 1.1 and a = 1.6). Because at present there is no way to equate the unidimensional parameter estimates to the multidimensional parameter scale, the use of scale dependent accuracy indices, such as RMSE, Bias, MAD (or AAD), for assessing the effect of multidimensionality on the accuracy of estimation is ill-advised and inappropriate.
Insert Table 7 and Figure 6 about here The use of correlations for the assessment of the (linear) relationship between estimates and parameters may be used. In this regard, the influence of multidimensionality 12 on parameter estimation was reflected in an overall decrease in raa and raah as the number of factors in the data increased and as the interdimensional correlation decreased. For the multidimensional data, as had a stronger linear relationship with a than with the individual ahs. However, because riaa = raza there is no way to determine whether a was an estimate of the sum of the dimensional discriminations or the average dimensional discrimination; the equating issue discussed above negates the use of accuracy indices for deciding between Ea and -a-.
Furthermore, the poorer accuracy indices others have found in multidimensional situations may be more a function of the large values that may arise with Ea than anything intrinsic to the taken of a sum. For example, large RMSE values for Ea may be primarily a result of the fact that the data simply do not reflect items that discriminate to a degree characterized by Ea (e.g., the data were generated with 0.8 <a < 2.0 and Ea > 2.5). The fact that the transformation is a sum of ah as oppose to the taking of an average of ah may be irrelevant. What is more important is that the value of the transformation (either a sum or an average) fall within a range represented by the data (e.g., 0.8 to 2.0). Conceptually then, for as that are comparable in magnitude to as the corresponding accuracy indices for Ea and 71 should be similar to one another.
In addition to the equating issue there is an additional problem concerned with rotational indeterminacy. That is, the latent ability space does not have a unique orientation and the dimensions may be rotated without affecting Pxi(8) or pxi(8). Therefore, different 8 and a will produce identical Pxj ( Dimensionality and GR estimation 13 While Hirsch (1989) has explored the equating of multidimensional models to one another, his results were not completely satisfactory and more research needs to be concern with equating with multidimensional models. First, because comparison studies such as this one and the others discussed above require equating and, second, because if multidimensional models are to become a viable approach to measurement, then horizontal and vertical equating issues will need to be addressed. In this regard, Wang's (1987) reference composite may provide a pragmatic approach to this problem when the latent traits are linearly independent. Table 1 Average correlations between a and ai, a2, a3, a. 30, 0.30, 0.30, gpejoi = 0.30, 0.30, 0.75, hpoiej = 0.75, 0.75, 0.75, 'These average correlations between A and a are the same as would be obtained between the a and Ea Note: Ratioa: sample size ratio; *significant at overall a = 0.05 Table 5 Average fidelity coefficients 
