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Abstract
In this paper, we study the 1H -variation of stochastic divergence integrals Xt =
∫ t
0 usδBs
with respect to a fractional Brownian motion B with Hurst parameter H < 12 . Under suit-
able assumptions on the process u, we prove that the 1H -variation of X exists in L
1(Ω)
and is equal to eH
∫ T
0 |us|
1
H ds, where eH = E
[
|B1|
1
H
]
. In the second part of the paper,
we establish an integral representation for the fractional Bessel Process ‖Bt‖, where Bt
is a d-dimensional fractional Brownian motion with Hurst parameter H < 12 . Using a
multidimensional version of the result on the 1H -variation of divergence integrals, we
prove that if 2dH2 > 1, then the divergence integral in the integral representation of
the fractional Bessel process has a 1H -variation equals to a multiple of the Lebesgue
measure.
Key words: Fractional Brownian motion, Malliavin calculus, Skorohod integral, Fractional Bessel
processes.
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1 Introduction
The fractional Brownian motion (fBm for short) B = {Bt , t ∈ [0,T ]} with Hurst parameter
H ∈ (0,1) is a Gaussian self-similar process with stationary increments. This process was
introduced by Kolmogorov [13] and studied by Mandelbrot and Van Ness in [16], where a
stochastic integral representation in terms of a standard Brownian motion was established.
The parameter H is called Hurst index from the statistical analysis, developed by the clima-
tologist Hurst [7]. The self-similarity and stationary increments properties make the fBm an
appropriate model for many applications in diverse fields from biology to finance. From the
properties of the fBm, it follows that for every α > 0
E(|Bt −Bs|α) = E(|B1|α) |t− s|αH .
As a consequence of the Kolmogorov continuity theorem, we deduce that there exists a ver-
sion of the fBm B which is a continuous process and whose paths are γ-Hölder continuous
for every γ < H . Therefore, the fBm with Hurst parameter H 6= 12 is not a semimartingale
and then the Itô approach to the construction of stochastic integrals with respect to fBm is
not valid. Two main approaches have been used in the literature to define stochastic integrals
with respect to fBm with Hurst parameter H . Pathwise Riemann-Stieltjes stochastic integrals
can be defined using Young’s integral [21] in the case H > 12 . When H ∈ (14 , 12), the rough
path analysis introduced by Lyons [15] is a suitable method to construct pathwise stochastic
integrals.
A second approach to develop a stochastic calculus with respect to the fBm is based
on the techniques of Malliavin calculus. The divergence operator, which is the adjoint of
the derivative operator, can be regarded as a stochastic integral, which coincides with the
limit of Riemann sums constructed using the Wick product. This idea has been developed
by Decreusefond and Üstünel [6], Carmona, Coutin and Montseny [4], Alòs, Mazet and
Nualart [1, 2], Alòs and Nualart [3] and Hu [8], among others. The integral constructed
by this method has zero mean. Different versions of the Itô formula have been proved by
the divergence integral in these papers. In particular, if H ∈ (14 ,1) and f ∈ C2(R) is a
real-valued function satisfying some suitable growth condition, then the stochastic process
{ f ′(Bt)1[0,t],0 ≤ t ≤ T} belongs to domain of the divergence operator and
f (Bt) = f (0)+
∫ t
0
f ′(Bs)δBs +H
∫ t
0
f ′′(Bs)s2H−1ds. (1)
For H ∈ (0, 14 ], this formula still holds, if the stochastic integral is interpreted as an extended
divergence operator (see [5, 14]). A multidimensional version of the change of variable
formula for the divergence integral has been recently proved by Hu, Jolis and Tindel in [9].
Using the self-similarity of fBm and the Ergodic Theorem one can prove that the
fBm has a finite 1H -variation on any interval [0, t], equals to eHt, where eH = E
[
|B1|
1
H
]
(see,
2
for instance, Rogers [19]). More precisely, we have, as n tends to infinity
n−1
∑
i=0
|Bt(i+1)/n −Bit/n|
1
H
L1(Ω)
−→ t eH . (2)
This result has been generalized by Guerra and Nualart [11] to the case of divergence integrals
with respect to the fBm with Hurst parameter H ∈ (12 ,1).
The purpose of this paper is to study the 1H -variation of divergence processes X =
{Xt , t ∈ [0,T ]}, where Xt =
∫ t
0 usδBs, with respect to the fBm with Hurst parameter H < 12 .
Our main result, Theorem 4.1, states that the 1H -variation of X exists in L
1(Ω) and is equal
to eH
∫ T
0 |us|
1
H ds, under suitable assumptions on the integrand u. This is done by proving an
estimate of the Lp-norm of the Skorohod integral
∫ b
a usδBs, where 0 ≤ a ≤ b ≤ T . Unlike the
case H > 12 , here we need to impose Hölder continuity conditions on the process u and its
Malliavin derivative. We also derive an extension of this result to divergence integrals with
respect to a d-dimensional fBm, where d ≥ 1.
In the last part of the paper, we study the fractional Bessel process R= {Rt , t ∈ [0,T ]},
defined by Rt := ‖Bt‖, where B is a d-dimensional fractional Brownian motion with Hurst
parameter H < 12 . The following integral representation of this process
Rt =
d
∑
i=1
∫ t
0
B(i)s
Rs
δB(i)s +H(d−1)
∫ t
0
s2H−1
Rs
ds, (3)
has been derived in [11] when H > 12 . Completing the analysis initiated in [10], we establish
the representation (3) in the case H < 12 , using a suitable notion of the extended domain of the
divergence operator. Applying the results obtained in the first part of the paper and assuming
2dH2 > 1, we prove that the 1H -variation of the divergence integral of the process
Θt :=
d
∑
i=1
∫ t
0
B(i)s
Rt
δB(i)s ,
exists in L1(Ω) and is equal to
∫
Rd
[∫ T
0
∣∣∣∣
〈
Bs
Rs
,ξ
〉∣∣∣∣
1
H
ds
]
ν(dξ ), where ν is the normal distri-
bution N(0, I) on Rd. We also discuss some other properties of the process {Θt , t ∈ [0,T ]}.
The paper is organized as follows. Section 2 contains some preliminaries on Malli-
avin calculus. In Section 3, we prove an Lp-estimate for divergence integral with respect to
fBm. Section 4, is devoted to the study the 1H -variation of the divergence integral with re-
spect to fBm, for H < 12 . Section 5, deals with the
1
H -variation of the divergence integral with
respect to d-dimensional fBm. An application to fractional Bessel process has been given in
Section 6.
3
2 Preliminaries on Malliavin calculus
Here we describe the elements from stochastic analysis that we will need in the paper. Let
B = {Bt , t ∈ [0,T ]} be a fractional Brownian motion with Hurst parameter H ∈ (0,1) defined
in a complete probability space (Ω,F ,P), where F is generated by B. That is, B is a centred
Gaussian process with covariance function
RH(t,s) := E(BtBs) =
1
2
(t2H + s2H −|t− s|2H),
for s, t ∈ [0,T ]. We denote by H the Hilbert space associated to B, defined as the closure
of the linear space generated by the indicator functions {1[0,t], t ∈ [0,T ]}, with respect to the
inner product
〈1[0,t],1[0,s]〉H = RH(t,s), s, t ∈ [0,T ].
The mapping 1[0,t] → Bt can be extended to a linear isometry between H and the Gaussian
space generated by B. We denote by B(ϕ) =
∫ T
0 ϕtdBt the image of an element ϕ ∈H by this
isometry.
We will first introduce some elements of the Malliavin calculus associated with B.
We refer to [17] for a detailed account of these notions. For a smooth and cylindrical ran-
dom variable F = f (B(ϕ1), . . . ,B(ϕn)), with ϕi ∈ H and f ∈ C∞b (Rn) ( f and all its partial
derivatives are bounded), the derivative of F is the H-valued random variable defined by
DF =
n
∑
j=1
∂ f
∂x j
(B(ϕ1), . . . ,B(ϕn))ϕ j.
For any integer k≥ 1 and any real number p≥ 1 we denote by Dk,p the Sobolev space defined
as the the closure of the space of smooth and cylindrical random variables with respect to the
norm
‖F‖pk,p = E(|F|
p)+
k
∑
j=1
E(‖D jF‖p
H⊗ j).
Similarly, for a given Hilbert space V we can define Sobolev spaces of V -valued random
variables Dk,p(W ).
The divergence operator δ is introduced as the adjoint of the derivative operator.
More precisely, an element u ∈ L2(Ω;H) belongs to the domain of δ , denoted by Domδ , if
there exists a constant cu depending on u such that
|E(〈DF,u〉H)| ≤ cu‖F‖2,
for any smooth random variable F ∈ S . For any u ∈ Domδ , δ (u) is the element of L2(Ω)
given by the duality relationship
E(δ (u)F) = E(〈DF,u〉H),
4
for any F ∈ D1,2. We will make use of the notation δ (u) = ∫ T0 usδBs, and we call δ (u) the
divergence integral of u with respect to the fBm B. Note that E(δ (u)) = 0. On the other hand,
the space D1,2(H) is included in the domain of δ , and for u ∈ D1,2(H), the variance of δ (u)
is given by
E(δ (u)2) = E(‖u‖2H)+E(〈Du,(Du)∗〉H⊗H),
where (Du)∗ is the adjoint of Du in the Hilbert space H⊗H. By Meyer’s inequalities (see
Nualart [17]), for all p > 1, the divergence operator is continuous from D1,p(H) into Lp(Ω),
that is,
E(|δ (u)|p)≤Cp
(
E(‖u‖p
H
)+E(‖Du‖p
H⊗H)
)
. (4)
We will make use of the property
δ (Fu) = Fδ (u)+ 〈DF,u〉H, (5)
which holds if F ∈ D1,2, u ∈ Domδ and the right-hand side is square integrable. We have
also the commutativity relationship between D and δ
Dδ (u) = u+
∫ T
0
DusδBs,
which holds if u ∈D1,2(H) and the H-valued process {Dus,s ∈ [0,T ]} belongs to the domain
of δ .
The covariance of the fractional Brownian motion can be written as
RH(t,s) =
∫ t∧s
0
KH(t,u)KH(s,u)du,
where KH(t,s) is a square integrable kernel, defined for 0 < s < t < T . In what follows, we
assume that 0 < H < 12 . In this case, this kernel has the following expression
KH(t,s) = cH
[( t
s
)H− 12
(t− s)H−
1
2 − (H−
1
2
)sH−
1
2
∫ t
s
uH−
3
2 (u− s)H−
1
2 du
]
,
with cH =
(
2H
(1−2H)β(1−2H,H+ 12 )
) 1
2
and β (x,y) :=
∫ 1
0
tx−1(1− t)y−1dt for x,y > 0. Notice also
that
∂KH
∂ t (t,s) = cH(H −
1
2
)
( t
s
)H− 12
(t− s)H−
3
2 .
From these expressions it follows that the kernel KH satisfies the following two estimates∣∣∣∣∂KH∂ t (t,s)
∣∣∣∣ ≤ cH(t− s)H− 32 , (6)
5
and
|KH(t,s)| ≤ dH
(
(t− s)H−
1
2 + sH−
1
2
)
, (7)
for some constant dH .
Let E be the linear span of the indicator functions on [0,T ]. Consider the linear
operator K∗H from E to L2([0,T ]) defined by
K∗H(ϕ)(s) = KH(T,s)ϕ(s)+
∫ T
s
(ϕ(t)−ϕ(s))∂KH∂ t (t,s)dt. (8)
Notice that
K∗H(1[0,t])(s) = KH(t,s)1[0,t](s).
The operator K∗H can be expressed in terms of fractional derivatives as follows
(K∗Hϕ)(s) = cHΓ(H +
1
2
)s
1
2−H(D
1
2−H
T− u
H− 12 ϕ(u))(s).
In this expression, D
1
2−H
t− denotes the left-sided fractional derivative operator, given by
D
1
2−H
t− f (s) :=
1
Γ(12 +H)
(
f (t)
(t− s)
1
2−H
+
(
1
2
−H
)∫ t
s
f (s)− f (y)
(y− s)
3
2−H
dy
)
,
for almost all s ∈ (0, t) and for a function f in the image of Lp([0, t]), p ≥ 1, by the left-sided
fractional operator I
1
2−H
t− (see [20] for more details). As a consequence Cγ([0,T ]) ⊂ H ⊂
L2([0,T ]). It should be noted that the operator K∗H is an isometry between the Hilbert space
H and L2([0,T ]). That is, for every ϕ ,ψ ∈H,
〈ϕ ,ψ〉H = 〈K∗Hϕ ,K∗Hψ〉L2([0,T ]). (9)
Consider the following seminorm on the space E
‖ϕ‖2K =
∫ T
0
ϕ2(s)[(T − s)2H−1 + s2H−1]ds
+
∫ T
0
(∫ T
s
|ϕ(t)−ϕ(s)|(t− s)H− 32 dt
)2
ds.
(10)
We denote by HK the completion of E with respect to this seminorm. From the estimates (6)
and (7), there exists a constant kH such that for any ϕ ∈ HK ,
‖ϕ‖2H = ‖K∗H(ϕ)‖2L2([0,T ]) ≤ kH‖ϕ‖
2
K . (11)
As a consequence, the space HK is continuously embedded in H. This implies also that
D
1,2(HK)⊂D
1,2(H)⊂ Domδ .
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One can show also that H= I
1
2−H
T− (L2([0,T ])) (see [6]). Then, the space H is too small
for some purposes. For instance, it has been proved in [5], that the trajectories of the fBm
B belongs to H if and only if H > 14 . This creates difficulties when defining the divergence
δ (u) of a stochastic process whose trajectories do not belong to H, for example, if ut = f (Bt)
and H < 14 , because the domain of δ is included in L2(Ω;H). To overcome this difficulty, an
extended domain of the divergence operator has been introduced in [5]. The main ingredient
in the definition of this extended domain is the extension of the inner produce 〈ϕ ,ψ〉H to
the case where ψ ∈ E and ϕ ∈ Lβ ([0,T ]) for some β > 12H (see [14]). More precisely, for
ϕ ∈ Lβ ([0,T ]) and ψ = ∑mj=1 b j1[0,t j ] ∈ E we set
〈ϕ ,ψ〉H =
m
∑
j=1
b j
∫ T
0
ϕs
∂R
∂ s (s, t j)ds. (12)
This expression coincides with the inner produce in H if ϕ ∈H, and it is well defined, because
|〈ϕ ,1[0,t]〉H|=
∣∣∣∣
∫ T
0
ϕs
∂R
∂ s (s, t)ds
∣∣∣∣ ≤ ‖ϕ‖Lβ ([0,T ]) sup
0≤t≤T
(∫ T
0
|
∂R
∂ s (s, t j)|
α ds
) 1
α
< ∞.
We will make use of following notations: for each (a,b) ∈R2, a∧b = min(a,b) and
a∨b = max(a,b).
3 Lp-estimate of divergence integrals with respect to fBm
Let V be a given Hilbert space. We introduce the following hypothesis for a V -valued stochas-
tic process u = {ut , t ∈ [0,T ]}, for some p ≥ 2.
Hypothesis (A.1)p Let p ≥ 2. Then, sup
0≤s≤T
‖us‖Lp(Ω;V ) < ∞ and there exist constants L > 0,
0 < α < 12 and γ >
1
2 −H such that,
‖ut −us‖Lp(Ω;V ) ≤ Ls−α |t− s|γ ,
for all 0 < s ≤ t ≤ T .
For any 0 ≤ a < b ≤ T , we will make use of the notation
‖u‖p,a,b = sup
a≤s≤b
‖us‖Lp(Ω;V ).
The following lemma is a crucial ingredient to establish the Lp-estimates for the divergence
integral with respect to fBm.
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Lemma 3.1 Let u = {ut ,0≤ t ≤ T} be a process with values in a Hilbert space V , satisfying
assumption (A.1)p for some p ≥ 2. Then, there exists a positive constant C depending on H,
γ and p such that for every 0 < a ≤ b ≤ T
E
(
‖u1[a,b]‖
p
H⊗V
)
≤C
(
‖u‖pp,a,b(b−a)
pH +Lpa−pα(b−a)pγ+pH
)
. (13)
Moreover if a = 0, then
E
(
‖u1[0,b]‖
p
H⊗V
)
≤C
(
‖u‖pp,0,bb
pH +Lpb−pα+pγ+pH
)
. (14)
Proof. Suppose first that a > 0. By equalities (9) and (8) we obtain
E
(
‖u1[a,b]‖
p
H⊗V
)
= E
(
‖K∗H(u1[a,b])‖
p
L2([0,T ];V )
)
= E
(∥∥∥∥KH(T,s)us1[a,b](s)+
∫ T
s
(
ut1[a,b](t)−us1[a,b](s)
)∂KH
∂ t (t,s)dt
∥∥∥∥
p
L2([0,T ];V )
)
.
Consider the decomposition
∫ T
s
(
ut1[a,b](t)−us1[a,b](s)
)∂KH
∂ t (t,s)dt =
[∫ b
s
(ut −us)
∂KH
∂ t (t,s)dt
]
1[a,b](s)
+
[
−
∫ T
b
us
∂KH
∂ t (t,s)dt
]
1[a,b](s)+
[∫ b
a
ut
∂KH
∂ t (t,s)dt
]
1[0,a](s)
:= I1 + I2 + I3.
Therefore
E
(
‖u1[a,b]‖
p
H⊗V
)
≤C
3
∑
i=0
Ai,
where A0 = E
[
‖KH(T, ·)u1[a,b]‖
p
L2([0,T ];V )
]
and for i = 1,2,3, Ai = E
[
‖Ii‖pL2([0,T ];V )
]
. Let us
now estimate the four terms Ai, i = 0,1,2,3, in the previous inequality. By estimate (7),
Minkowski inequality and Hypothesis (A.1)p we obtain
A0 ≤ CE
(∫ b
a
[(T − s)2H−1 + s2H−1]‖us‖2V ds
) p
2
≤ C
(∫ b
a
[(T − s)2H−1 + s2H−1]‖us‖2Lp(Ω;V )ds
) p
2
≤ C‖u‖pp,a,b(b−a)
pH , (15)
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where we have used that (T − a)2H ≤ (T − b)2H + (b− a)2H and b2H − a2H ≤ (b− a)2H .
Using Minkowski inequality, Hypothesis (A.1)p and estimate (6), it follows that
A1 ≤
(∫ b
a
∥∥∥∥
∫ b
s
(ut −us)
∂KH
∂ t (t,s)dt
∥∥∥∥
2
Lp(Ω;V )
ds
) p
2
≤
(∫ b
a
(∫ b
s
‖ut −us‖Lp(Ω;V )
∣∣∣∣∂KH∂ t (t,s)
∣∣∣∣dt
)2
ds
) p
2
≤ CLp
(∫ b
a
(∫ b
s
s−α(t− s)γ+H−
3
2 dt
)2
ds
) p
2
. (16)
We have
∫ b
a
(∫ b
s
s−α(t− s)γ+H−
3
2 dt
)2
ds = 1
(γ +H− 12)2
∫ b
a
s−2α(b− s)2γ+2H−1ds
≤
1
(γ +H− 12)2(2γ +2H)
a−2α(b−a)2γ+2H .
Substituting this expression into inequality (16), yields
A1 ≤CLpa−pα(b−a)pγ+pH . (17)
By the same arguments as above, it follows from Minkowski inequality and Hypothesis
(A.1)p that
A2 =
(∫ b
a
∥∥∥∥
∫ T
b
us
∂KH
∂ t (t,s)dt
∥∥∥∥
2
Lp(Ω;V )
ds
) p
2
≤ C
(∫ b
a
(∫ T
b
‖us‖Lp(Ω;V )(t− s)
H− 32 dt
)2
ds
) p
2
≤ C‖u‖pp,a,b
(∫ b
a
(
(T − s)H−
1
2 − (b− s)H−
1
2
)2
ds
) p
2
≤ C‖u‖pp,a,b
(
(T −a)2H − (T −b)2H)+ (b−a)2H
) p
2
≤ C‖u‖pp,a,b(b−a)
pH , (18)
where we have used that (T −a)2H − (T −b)2H ≤ (b−a)2H .
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Finally, for the term A3, we obtain in the same way
A3 ≤
(∫ a
0
(∫ b
a
‖ut‖Lp(Ω;V )|
∂KH
∂ t (t,s)|dt
)2
ds
) p
2
≤ C‖u‖pp,a,b
(∫ a
0
(∫ b
a
(t − s)H−
3
2 dt
)2
ds
) p
2
≤ C‖u‖pp,a,b
(∫ a
0
(
(a− s)H−
1
2 − (b− s)H−
1
2
)2
ds
) p
2
≤ C‖u‖pp,a,b(b−a)
pH . (19)
For the last inequality we have used the following computations
∫ a
0
(
(a− s)H−
1
2 − (b− s)H−
1
2
)2
ds
=
1
2H
(
b2H +a2H − (b−a)2H
)
−2
∫ a
0
(a− s)H−
1
2 (b− s)H−
1
2 ds
≤
1
2H
(
b2H +a2H − (b−a)2H
)
−2
∫ a
0
(b− s)2H−1ds
≤
1
2H
(
(b−a)2H − (b2H −a2H)
)
≤
1
2H
(b−a)2H .
The inequality (13) follows from the estimates (15), (17), (18) and (19). The case a = 0 can
be proved using similar arguments. The proof of Lemma 3.1 is then completed. 
We are now in the position to prove the following theorem which gives an estimate
of the Lp-norm of the Skorohod integral of a process u with respect to a fBm with Hurst
parameter H ∈ (0, 12). We first need the following assumption on the process u.
Hypothesis (A.2)p Let u ∈ D1,2(H) be a real-valued stochastic process, which satisfies
Hypothesis (A.1)p with constants Lu, α1 and γ for a fixed p ≥ 2. We also assume that the
H-valued process {Dus,s ∈ [0,T ]} satisfies Hypothesis (A.1)p with constants LDu, α2 and γ
for the same value of p.
Hypothesis (A.2)p means that us and Dus have bounded Lp norms in [0,T ] and satisfy
‖ut −us‖Lp(Ω) ≤ Lus−α1 |t− s|γ (20)
‖Dut −Dus‖Lp(Ω;H) ≤ LDus−α2 |t− s|γ , (21)
for all 0 < s ≤ t ≤ T .
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Theorem 3.1 Suppose that u ∈D1,2(H) is a stochastic process satisfying Hypothesis (A.2)p
for some p ≥ 2. Let 0 < a ≤ b ≤ T . Then, there exists a positive constant C depending on H,
γ and p such that
E
(∣∣∣∣
∫ b
a
usδBs
∣∣∣∣
p)
≤ C
(
(‖u‖pp,a,b +‖Du‖
p
p,a,b)(b−a)
pH +(Lpua
−pα1 +LpDua
−pα2)(b−a)pγ+pH
)
. (22)
If a = 0, then
E
(∣∣∣∣
∫ b
0
usδBs
∣∣∣∣
p)
≤C
(
(‖u‖pp,a,b +‖Du‖
p
p,a,b)b
pH +(Lpub−pα1 +L
p
Dub
−pα2)bpγ+pH
)
. (23)
Proof. By inequality (4), we have
E
(∣∣∣∣
∫ b
a
usδBs
∣∣∣∣
p)
≤Cp
(
E(‖u1[a,b]‖
p
H
)+E(‖Ds(ut1[a,b](t))‖
p
H⊗H
)
.
The first and the second terms of the above inequality can be estimated applying Lemma
3.1 to the processes u and Du, with V = R and V = H, respectively. Theorem 3.1 is then
proved. 
Remark 3.1 If we suppose that α1 = α2 = 0 in Hypothesis (A.2)p, that is, u and Du are
Hölder continuous in Lp on [0,T ], then estimate (22) in Theorem 3.1 can be written as
E
(∣∣∣∣
∫ b
a
usδBs
∣∣∣∣
p)
≤C‖u‖p1,p,γ (b−a)
pH ,
where
‖u‖1,p,γ = sup
0≤s<t≤T
‖ut −us‖1,p
|t− s|γ
+ sup
0≤s≤T
‖us‖1,p.
4 The 1H -variation of divergence integral with respect to fBm
Fix q ≥ 1 and T > 0 and set tni := iTn , where n is a positive integer and i = 0,1,2, . . . ,n. We
need the following definition.
Definition 4.1 Let X be a given stochastic process defined in the complete probability space
(Ω,F ,P). Let V qn (X) be the random variable defined by
V qn (X) :=
n−1
∑
i=0
|∆ni X |q,
where ∆ni X := Xtni+1 −Xtni . We define the q-variation of X as the limit in L1(Ω), as n goes to
infinity, of V qn (X) if this limit exists.
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As in the last section we assume that H ∈ (0, 12). In this section, we need the follow-
ing assumption on the process u.
Hypothesis (A.3) Let u ∈ D1,2(H) be a real-valued stochastic process which is bounded in
Lq(Ω) for some q > 1H and satisfies the Hölder continuity property (20) with p = 1H , that is
‖ut −us‖L
1
H (Ω)
≤ Lus−α1 |t− s|γ . (24)
Suppose also that the H-valued process {Dus,s∈ [0,T ]} is bounded in L
1
H (Ω;H) and satisfies
the Hölder continuity property (21) with p = 1H , that is
‖Dut −Dus‖L 1H (Ω;H) ≤ LDus
−α2 |t− s|γ . (25)
Moreover, we assume that the derivative {Dtus,s, t ∈ [0,T ]} satisfies
sup
0≤s≤T
‖Dsut‖L 1H (Ω) ≤ Kt
−α3 , (26)
for every t ∈ (0,T ] and for some constants 0 < α3 < 2H and K > 0.
Consider the indefinite divergence integral of u with respect to the fBm B, given by
Xt =
∫ t
0
usδBs := δ (u1[0,t]). (27)
The main result of this section is the following theorem.
Theorem 4.1 Suppose that u ∈ D1,2(H) is a stochastic process satisfying Hypothesis (A.3),
and consider the divergence integral process X given by (27). Then, we have
V
1
H
n (X)
L1(Ω)
−→ eH
∫ T
0
|us|
1
H ds,
as n tends to infinity, where eH = E
[
|B1|
1
H
]
.
Proof. We need to show that the expression
Fn := E
(∣∣∣∣∣
n−1
∑
i=0
∣∣∣∣
∫ tni+1
tni
usδBs
∣∣∣∣
1
H
− eH
∫ T
0
|us|
1
H ds
∣∣∣∣∣
)
,
converges to zero as n tends to infinity. Using (5), we can write∫ tni+1
tni
usδBs =
∫ tni+1
tni
(us −utni )δBs +
∫ tni+1
tni
utni δBs
=
∫ tni+1
tni
(us −utni )δBs−〈Dutni ,1[tni ,tni+1]〉H+utni (Btni+1 −Btni ).
:= A1,ni −A
2,n
i +A
3,n
i .
(28)
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By the triangular inequality, we obtain
Fn ≤ E
(
n−1
∑
i=0
∣∣∣|A1,ni −A2,ni +A3,ni | 1H −|A3,ni | 1H ∣∣∣
)
+Dn, (29)
where
Dn = E
(∣∣∣∣∣
n−1
∑
i=0
|A3,ni |
1
H − eH
∫ T
0
|us|
1
H ds
∣∣∣∣∣
)
.
Using the mean value theorem and Hölder inequality, we can write
E
(
n−1
∑
i=0
∣∣∣|A1,ni −A2,ni +A3,ni | 1H −|A3,ni | 1H ∣∣∣
)
≤
1
H
E
(
n−1
∑
i=0
|A1,ni −A
2,n
i |
[
|A1,ni −A
2,n
i +A
3,n
i |
1
H −1 + |A3,ni |
1
H −1
])
≤C
[
E
(
n−1
∑
i=0
|A1,ni −A
2,n
i |
1
H
)]H
×
[
E
(
n−1
∑
i=0
|A1,ni −A
2,n
i +A
3,n
i |
1
H
)
+E
(
n−1
∑
i=0
|A3,ni |
1
H
)]1−H
. (30)
Substituting (30) into (29) yields
Fn ≤CAHn (Bn +Cn)1−H +Dn,
where
An = E
(
n−1
∑
i=0
|A1,ni −A
2,n
i |
1
H
)
,
Bn = E
(
n−1
∑
i=0
|A1,ni −A
2,n
i +A
3,n
i |
1
H
)
,
Cn = E
(
n−1
∑
i=0
|A3,ni |
1
H
)
.
The proof will be divided into several steps. Along the proof, C will denote a generic constant,
which may vary from line to line and may depend on the processes u and Du and the different
parameters appearing in the computations, but it is independent of n.
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Step 1. We first prove that Bn and Cn are bounded. Remark that
Bn = E


∣∣∣∣∣
∫ T
n
0
usδBs
∣∣∣∣∣
1
H

+E
(
n−1
∑
i=1
∣∣∣∣
∫ tni+1
tni
usδBs
∣∣∣∣
1
H
)
:= Kn1 +K
n
2 .
Using estimate (23) with p = 1H , it follows that
Kn1 ≤ C
(
‖u‖
1
H
1
H ,0,
T
n
+‖Du‖
1
H
1
H ,0,
T
n
)
n−1 +
(
L
1
H
u n
α1
H +L
1
H
Dun
α2
H
)
n−
γ
H −1
≤ C
(
n−1 +n
α1
H −
γ
H −1 +n
α2
H −
γ
H −1
)
.
Therefore, Kn1 is bounded since α1 < γ +H and α2 < γ +H . In a similar way, estimate (22)
leads to
Kn2 ≤ C
n−1
∑
i=1
{(
‖u‖
1
H
1
H ,t
n
i ,t
n
i+1
+‖Du‖
1
H
1
H ,t
n
i ,t
n
i+1
)
(tni+1− t
n
i )
+
(
L
1
H
u (tni )
−
α1
H +L
1
H
Du(t
n
i )
−
α2
H
)
(tni+1 − t
n
i )
γ
H +1
}
≤ C
(
1+n
α1
H −
γ
H −1
n−1
∑
i=1
i−
α1
H +n
α2
H −
γ
H −1
n−1
∑
i=1
i−
α2
H
)
.
This proves that Kn2 is bounded and so is Bn. Using Hölder inequality and the fact that u is
bounded in Lq(Ω) for q > 1H , we obtain
Cn =
n−1
∑
i=0
E
(
|utni |
1
H |Btni+1 −Btni )|
1
H
)
≤
n−1
∑
i=0
[
E
(
|utni |
q)] 1qH [E(|Btni+1 −Btni )| qqH−1)]1−
1
qH
≤ C
n−1
∑
i=0
(tni+1− t
n
i ) =CT,
and this proves the boundedness of Cn.
Step 2. We prove that An converges to zero. Consider the decomposition
n−1
∑
i=0
|A1,ni |
1
H =
∣∣∣∣∣
∫ T
n
0
(us−u0)δBs
∣∣∣∣∣
1
H
+
n−1
∑
i=1
|A1,ni |
1
H .
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Using estimate (23) with p = 1H , it follows that
E


∣∣∣∣∣
∫ T
n
0
(us−u0)δBs
∣∣∣∣∣
1
H


≤C
[
‖u−u0‖
1
H
1
H ,0,
T
n
+‖Du−Du0‖
1
H
1
H ,0,
T
n
]
n−1 +
[
L
1
H
u n
α1
H +L
1
H
Dun
α2
H
]
n−
γ
H −1
≤Cn−1
(
1+n
α1
H −
γ
H +n
α2
H −
γ
H
)
.
Therefore E
(∣∣∣∫ Tn0 (us−u0)δBs∣∣∣
1
H
)
converges to zero as n tends to infinity, since α1 < γ +H
and α2 < γ +H . We can also prove that E
(
∑n−1i=1 |A1,ni |
1
H
)
converges to zero. In fact, using
estimate (22) with p = 1H , we obtain
E
(
n−1
∑
i=1
|A1,ni |
1
H
)
≤ C
n−1
∑
i=1
[(
‖u−utni ‖
1
H
1
H ,t
n
i ,t
n
i+1
+‖Du−Dutni ‖
1
H
1
H ,t
n
i ,t
n
i+1
)
(tni+1 − t
n
i )
+
(
L
1
H
u (tni )
−
α1
H +L
1
H
Du(t
n
i )
−
α2
H
)
(tni+1− t
n
i )
γ
H +1
]
≤Cn−
γ
H −1
(
n
α1
H
n−1
∑
i=1
i−
α1
H +n
α2
H
n−1
∑
i=1
i−
α2
H
)
,
where we have used the fact that
‖u−utni ‖ 1H ,t
n
i ,t
n
i+1
≤ LuT γ−α1 i−α1nα1−γ ,
and
‖Du−Dutni ‖ 1H ,tni ,tni+1 ≤ LDuT
γ−α1i−α2nα2−γ .
From the above computations, it follows that E
(
∑n−1i=1 |A1,ni |
1
H
)
converges to zero as n goes
to infinity. Therefore, we conclude that
lim
n→∞
E
(
n−1
∑
i=1
|A1,ni |
1
H
)
= 0. (31)
Second, let us prove that E
(
∑n−1i=1 |A2,ni |
1
H
)
converge to zero as n tends to infinity. It follows
from (12) that each term A2,ni can be expressed as
A2,ni =
∫ T
0
Dsutni
∂
∂ s
(
R(s, tni+1)− (R(s, t
n
i )
)
ds.
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Therefore we have the following decomposition
A2,ni := J
i,n
1 + J
i,n
2 + J
i,n
3 ,
where
Ji,n1 =
1
2
∫ tni
0
Dsutni
∂
∂ s
(
((tni − s)
2H − (tni+1− s)
2H))
)
ds,
Ji,n2 =
1
2
∫ tni+1
tni
Dsutni
∂
∂ s
(
((s− tni )
2H − (tni+1− s)
2H))
)
ds,
Ji,n3 =
1
2
∫ T
tni+1
Dsutni
∂
∂ s
(
((s− tni )
2H − (s− tni+1)
2H))
)
ds.
Using Minkowski inequality and assumption (26), we obtain
E
(
n−1
∑
i=0
|Ji,n1 |
1
H
)
≤ H
n−1
∑
i=0
[∫ tni
0
‖Dsutni ‖L 1H (Ω)
∣∣(tni+1− s)2H−1− (tni − s)2H−1)∣∣ds
] 1
H
≤ C
n−1
∑
i=1
(tni )
−
α3
H
[∫ tni
0
[
(tni − s)
2H−1− (tni+1− s)
2H−1]ds] 1H
= C
n−1
∑
i=1
(tni )
−
α3
H
[
(tni+1 − t
n
i )
2H −
[
(tni+1)
2H − (tni )
2H]] 1H
≤ C
n−1
∑
i=1
(tni )
−
α3
H (tni+1− t
n
i )
2
≤ Cn
α3
H −2
n−1
∑
i=1
i−
α3
H .
Taking into account that α3 < 2H , we obtain that E
(
∑n−1i=0 |Ji,n1 |
1
H
)
converges to zero as n
tends to infinity. By means of similar arguments, we can show that E
(
∑n−1i=0 |Ji,n2 |
1
H
)
and
E
(
∑n−1i=0 |Ji,n3 |
1
H
)
converge to zero as n tends to infinity. Therefore,
lim
n→∞
E
(
n−1
∑
i=1
|A2,ni |
1
H
)
= 0. (32)
Consequently, from (31) and (32) we deduce that that An converge to zero as n goes to infinity.
Step 3. In order to show that the term Dn converges to zero as n tends to infinity, we replace
n by the product nm and we let first m tend to infinity. That is, we consider the partition of
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interval [0,T ] given by 0 = tnm0 < · · ·< tnmnm = T and we define
Zn,m :=
∣∣∣∣∣
nm−1
∑
i=0
|utnmi |
1
H |∆nmi B|
1
H − eH
n−1
∑
j=0
|utnj |
1
H (tnj+1− t
n
j )
∣∣∣∣∣
=
∣∣∣∣ n−1∑
j=0
[ ( j+1)m−1
∑
i= jm
(
|utnmi |
1
H −|utnj |
1
H
)
|∆nmi B|
1
H
+|utnj |
1
H
(
( j+1)m−1
∑
i= jm
|∆nmi B|
1
H − eH(t
n
j+1− t
n
j )
)]∣∣∣∣.
≤
n−1
∑
j=0
( j+1)m−1
∑
i= jm
∣∣∣|utnmi | 1H −|utnj | 1H
∣∣∣ |∆nmi B| 1H
+
n−1
∑
j=0
|utnj |
1
H
∣∣∣∣∣
( j+1)m−1
∑
i= jm
|∆nmi B|
1
H − eH(t
n
j+1− t
n
j )
∣∣∣∣∣
:= Zn,m1 +Z
n,m
2 .
By the mean value theorem, we can write
Zn,m1 ≤
1
H
n−1
∑
j=0
( j+1)m−1
∑
i= jm
∣∣∣utnmi −utnj
∣∣∣(|utnmi | 1H −1 + |utnj | 1H −1) |∆nmi B| 1H .
Using Hölder inequality, assumption (24) as well as the boundedness of u in Lq(Ω) for some
q > 1H , we obtain
E(Zn,m1 )≤Cn
−1m−1
n−1
∑
j=0
( j+1)m−1
∑
i= jm
(tnj )
−α1(tnmi − t
n
j )
γ ≤Cnα1−γ−1
n−1
∑
j=0
j−α1 ,
which implies
lim
n→∞
sup
m≥1
E(Zn,m1 ) = 0. (33)
On the other hand, using Hölder inequality and the fact that u is bounded in Lq(Ω) for some
q > 1H , we have
E(Zn,m2 ) ≤
n−1
∑
j=0
[
E(|utnj |
q)
] 1
qH

E


∣∣∣∣∣
( j+1)m−1
∑
i= jm
|∆nmi B|
1
H − eH(t
n
j+1− t
n
j )
∣∣∣∣∣
qH
qH−1




1− 1qH
≤ C
n−1
∑
j=0

E


∣∣∣∣∣
( j+1)m−1
∑
i= jm
|∆nmi B|
1
H − eH(t
n
j+1− t
n
j )
∣∣∣∣∣
qH
qH−1




1− 1qH
.
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For any fixed n≥ 1, by the Ergodic Theorem the sequence ∑( j+1)m−1i= jm |∆nmi B|
1
H −eH(tnj+1− t
n
j )
converges to 0 in Ls as m tends to infinity, for every s > 1. This implies that, for any n ≥ 1,
lim
m→∞
E(Zn,m2 ) = 0. (34)
Therefore, it follows from (33) and (34) that
lim
n→∞
lim
m→∞
E(Zn,m) = 0. (35)
By the mean value theorem, we can write
∣∣∣ n−1∑
j=0
|utnj |
1
H (tnj+1− t
n
j )−
∫ T
0
|us|
1
H ds
∣∣∣≤ n−1∑
j=0
∫ tnj+1
tnj
∣∣∣|utnj | 1H −|us| 1H
∣∣∣ds
≤
1
H
n−1
∑
j=0
∫ tnj+1
tnj
|utnj −us|
(
|utnj |
1
H −1 + |us|
1
H −1
)
ds.
Then, applying Hölder inequality and assumption (24), yields
E
(∣∣∣∣∣
n−1
∑
j=0
|utnj |
1
H (tnj+1− t
n
j )−
∫ T
0
|us|
1
H ds
∣∣∣∣∣
)
≤ C
n−1
∑
j=1
∫ tnj+1
tnj
(tnj )
−α1(tnj+1− t
n
j )
γ ds+Cn−1
≤ Cnα1−γ−1
n−1
∑
i=1
i−α1 +Cn−1.
This proves that ∑n−1j=0 |utnj |
1
H (tnj+1 − t
n
j ) converge in L1 to
∫ T
0
|us|
1
H ds as n tends to infinity.
This convergence, together with (35), imply that Dn converges to zero as n goes to infinity,
which concludes the proof of the theorem. 
5 Divergence integral with respect to a d-dimensional fBm
The purpose of this section is to generalize Theorem 4.1 to multidimensional processes. In
order to proceed with this generalization, we first introduce the following notation. Consider
a d-dimensional fractional Brownian motion (d ≥ 2)
B = {Bt , t ∈ [0,T ]}= {(B(1)t ,B
(2)
t , . . . ,B
(d)
t ), t ∈ [0,T ]}
with Hurst parameter H ∈ (0,1) defined in a complete probability space (Ω,F ,P), where
F is generated by B. That is, the components B(i), i = 1, . . . ,d, are independent fractional
Brownian motions with Hurst parameter H . We can define the derivative and divergence
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operators, D(i) and δ (i), with respect to each component B(i), as in Section 2. Denote by
D
1,p
i (H) the associated Sobolev spaces. We assume that these spaces include functionals
depending on of all the components of B and not only the ith component.
The Hilbert space Hd associated with B is the completion of the space Ed of step
functions ϕ = (ϕ (1), . . . ,ϕ (d)) : [0,T ]→ Rd with respect to the inner product
〈ϕ ,φ〉Hd =
d
∑
k=1
〈ϕ (k),φ (k)〉H.
We can develop a Malliavin calculus for the process B, based on the Hilbert space Hd . We
denote by Sd the space of smooth and cylindrical random variables of the form
F = f (B(ϕ1), . . . ,B(ϕn)) ,
where f ∈C∞b (Rn), ϕ j = (ϕ (1)j , . . . ,ϕ (d)j ) ∈ Ed , and B(ϕ j) =
d
∑
k=1
B(k)(ϕ (k)j ).
Denote by 〈·, ·〉 the usual inner product on Rd. The following result has been proved
in [11] using the Ergodic Theorem.
Lemma 5.1 Let F be a bounded random variable with values in Rd . Then, we have
V
1
H
n (〈F,B〉)
L1(Ω)
−→
∫
Rd
[∫ T
0
|〈F,ξ 〉| 1H ds
]
ν(dξ ),
as n tends to infinity, where ν is the normal distribution N(0, I) on Rd .
The following theorem is the multidimensional version of Theorem 4.1.
Theorem 5.1 Suppose that for each i = 1, . . . ,d, u(i) ∈ D1,2(H) is a stochastic process satis-
fying Hypothesis (A.3). Set ut = (u(1)t , . . . ,u(d)t ) and consider the divergence integral process
X = {Xt , t ∈ [0,T ]} defined by Xt := ∑di=1
∫ t
0 u
(i)
s δB(i)s . Then, we have
V
1
H
n (X)
L1(Ω)
−→
∫
Rd
[∫ T
0
|〈us,ξ 〉| 1H ds
]
ν(dξ ),
as n tends to infinity, where ν is the normal distribution N(0, I) on Rd .
Proof. This theorem can be proved by the same arguments as in the proof of Theorem 4.1.
We need to show that the expression
Fn := E


∣∣∣∣∣∣
n−1
∑
i=0
∣∣∣∣∣
d
∑
k=1
∫ tni+1
tni
u
(k)
s δB(k)s
∣∣∣∣∣
1
H
−
∫
Rd
[∫ T
0
|〈us,ξ 〉| 1H ds
]
ν(dξ )
∣∣∣∣∣∣

 ,
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converges to zero as n tends to infinity. Using the decomposition (28) for
∫ tni+1
tni
u
(k)
s δB(k)s , and
applying the same techniques as in the proof of Theorem 4.1, it is not difficult to see that
Fn ≤CAHn (Bn +Cn)1−H +Dn,
where Bn, Cn are bounded, An converges to zero as n tends to infinity, and Dn is given by
Dn := E
(∣∣∣∣∣
n−1
∑
i=0
|〈utni ,∆
n
i B〉|
1
H −
∫
Rd
[∫ T
0
|〈us,ξ 〉| 1H ds
]
ν(dξ )
∣∣∣∣∣
)
.
It only remains to show that Dn converges to zero as n tends to infinity. To do this, as in the
proof of Theorem 4.1, we introduce the partition of interval [0,T ] given by 0 = tnm0 < · · · <
tnmnm = T , and we write
V n,m :=
∣∣∣∣∣
nm−1
∑
i=0
|〈utnmi ,∆
nm
i B〉|
1
H −
n−1
∑
j=0
∫
Rd
|〈utnj ,ξ 〉|
1
H (tnj+1− t
n
j )ν(dξ )
∣∣∣∣∣
≤
n−1
∑
j=0
( j+1)m−1
∑
i= jm
|〈utnmi −utnj ,∆
nm
i B〉|
1
H
+
n−1
∑
j=0
∣∣∣∣
( j+1)m−1
∑
i= jm
|〈utnj ,∆
nm
i B〉|
1
H −
∫
Rd
|〈utnj ,ξ 〉|
1
H (tnj+1− t
n
j )ν(dξ )
∣∣∣∣
:= V n,m1 +V
n,m
2 .
Then, using the same arguments as in Theorem 4.1, we have
lim
n→∞
sup
m≥1
E(V n,m1 ) = 0. (36)
On the other hand, Lemma 5.1 implies that for all n ≥ 1
lim
m→∞
E(V n,m2 ) = 0. (37)
Moreover, it is not difficult to show that
lim
n→∞
E
∣∣∣∣∣
n−1
∑
j=0
∫
Rd
|〈utnj ,ξ 〉|
1
H (tnj+1− t
n
j )ν(dξ )−
∫
Rd
[∫ T
0
|〈us,ξ 〉| 1H ds
]
ν(dξ )
∣∣∣∣∣= 0.
Finally, this convergence, together with (36) and (37), imply that Dn converges to zero as n
tends to infinity. This completes the proof of Theorem 5.1. 
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6 Fractional Bessel process
In this section, we are going to apply the results of the previous section to the fractional
Bessel process. Let B be a d-dimensional fractional Brownian motion (d ≥ 2). The process
R= {Rt , t ∈ [0,T ]}, defined by Rt = ‖Bt‖, is called the fractional Bessel process of dimension
d and Hurst parameter H . It has been proved in [5] that, for H > 12 , the fractional Bessel
process R has the following representation
Rt =
d
∑
i=1
∫ t
0
B(i)s
Rs
δB(i)s +H(d−1)
∫ t
0
s2H−1
Rs
ds. (38)
This representation (38) is similar the one obtained for Bessel processes with respect to stan-
dard Brownian motion (see, for instance, Karatzas and Shreve [12]). Indeed, if W is a d-
Brownian motion and Rt = ‖Wt‖, then
Rt =
d
∑
i=1
∫ t
0
W (i)s
Rs
dW (i)s +
d−1
2
∫ t
0
ds
Rs
.
The goal of this section is to extend the integral representation (38) to the case H < 12 .
We cannot apply directly the Itô’s formula because the function ‖x‖ is not smooth at the
origin. We need the following extension of the domain of the divergence operator to processes
with trajectories in Lβ ([0,T ],Rd), where β > 12H .
Definition 6.1 Fix β > 12H . We say that a d-dimensional stochastic process u=(u(1), . . . ,u(d))∈
L1(Ω;Lβ ([0,T ],Rd)) belongs to the extended domain of the divergence Dom∗δ , if there exists
q > 1 such that
|E〈u,DF〉Hd |=
∣∣∣∣∣
d
∑
i=1
E(〈u(i),D(i)F〉H)
∣∣∣∣∣≤ cu‖F‖Lq(Ω), (39)
for every smooth and cylindrical random variable F ∈ Sd, where cu is some constant de-
pending on u. In this case δ (u) ∈ Lp(Ω), where p is the conjugate of q, is defined by the
duality relationship
E(〈u,DF〉H) = E(δ (u)F),
for every smooth and cylindrical random variable F ∈Sd.
Notice that the inner product in (39) is well defined by formula (12). If u1[0,t] belongs to the
extended domain of the divergence, we will make use of the notation
δ (u1[0,t]) =
d
∑
i=1
∫ t
0
u
(i)
s δB(i)s .
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Remark 6.1 Notice that, since β > 12H , we have Hd ⊂ Lβ ([0,T ],Rd)) and then Domδ ⊂
Dom∗δ .
Remark 6.2 It should be noted that the process R satisfies the following
E(R−qt ) =Ct−Hq
∫
∞
0
yd−1−qe
−y2
2 dy := Kqt−Hq, (40)
for every q < d, where Kq is a positive constant. This property will be used later.
We recall the following multidimensional Itô formula for the fBm (see [9]). This
formula requires a notion of extended domain of the divergence operator, DomEδ introduced
in [9, Definition 3.9], which is slightly different from Definition 6.1, because we require u ∈
L1(Ω;Lβ ([0,T ],Rd)) (instead of u ∈ L2(Ω× [0,T ];Rd) and the extended divergence belongs
to Lp(Ω) (instead of L2(Ω)). Our notion of extended domain will be useful to handle the
case of the fractional Bessel process. Moreover, the class of test functionals is not the same,
although this is not relevant because both classes are dense in Lp(Ω).
Theorem 6.1 Let B a d-dimensional fractional Brownian motion with Hurst parameter H <
1
2 . Suppose that F ∈C
2(Rd) satisfies the growth condition
max
x∈Rd
{
|F(x)|,
∥∥∥∥∂F∂xi (x)
∥∥∥∥ ,
∥∥∥∥∂ 2F∂x2i (x)
∥∥∥∥ , i = 1, . . . ,d
}
≤ ceλx
2
, (41)
where c and λ are positive constants such that λ < T
−2H
4d . Then, for each i = 1, ...,d and
t ∈ [0,T ], the process 1[0,t]
∂F
∂xi
(Bt) ∈ DomEδ , and the following formula holds
F(Bt) = F(0)+
d
∑
i=1
∫ t
0
∂F
∂xi
(Bs)δB(i)s +H
d
∑
i=1
∫ t
0
∂ 2F
∂x2i
(Bs)s2H−1ds, (42)
where DomEδ is the extended domain of the divergence operator in the sense of Definition
3.9 in [9].
The next result is a change of variable formula for the fractional Bessel process in
the case H < 12 .
Theorem 6.2 Let H < 12 , and let R = {Rt ,∈ [0,T ]} be the fractional Bessel process. Set
uit =
Bit
Rt and ut = (u
(1)
t , . . . ,u
(d)
t ), for t ∈ [0,T ]. Then, we have the following results:
(i) For any t ∈ (0,T ], the process {us1[0,t](s),s ∈ [0,T ]} belongs to the extended domain
Dom∗δ and the representation (38) holds true.
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(ii) If H > 14 , for any t ∈ [0,T ], the process u1[0,t] belongs to L2(Ω;Hd) and to the domain
of δ in Lp(Ω) for any p < d.
Proof. Let us first prove part (i). Since the function ‖x‖ is not differentiable at the origin,
the Itô formula (42) cannot be applied and we need to make a suitable approximation. For
ε > 0, consider the function Fε(x) = (‖x‖2 + ε2)
1
2 , which is smooth and satisfies condition
(41). Applying Itô’s formula (42) we have
Fε(Bt) = ε +
d
∑
i=1
∫ t
0
B(i)s
(R2s + ε2)
1
2
δB(i)s +Hd
∫ t
0
s2H−1
(R2t + ε2)
1
2
ds−H
∫ t
0
s2H−1R2s
(R2s + ε2)
3
2
ds. (43)
Clearly, Fε(Bt) converges to Rt in Lp for any p ≥ 1. Let 1 ≤ p < d. Using Minkowski’s
inequality, and taking into account Remark 6.2, we have
E
(∣∣∣∣
∫ t
0
s2H−1R−1s ds
∣∣∣∣
p)
≤
(∫ t
0
s2H−1(E(R−ps )
1
p ds
)p
≤ Kp
(∫ t
0
s−Hs2H−1ds
)p
≤ KpH−pt pH .
Since for every ε > 0, s2H−1
(R2s+ε2)
1
2
≤ s2H−1R−1s , the dominated convergence theorem leads to the
fact that
∫ t
0
s2H−1
(R2s+ε2)
1
2
ds converges to
∫ t
0
s2H−1
Rs ds in L
p for any 1≤ p < d, as ε converges to zero.
In the same way, we prove that
∫ t
0
s2H−1R2s
(R2s+ε2)
3
2
ds converges to
∫ t
0
s2H−1
Rs ds in L
p for any 1≤ p < d,
as ε converges to zero. Coming back to (43), we deduce that ∑di=1
∫ t
0
B(i)s
(R2t +ε2)
1
2
δB(i)s converges
in Lp for any 1 ≤ p < d, to some limit Gt , as ε tends to zero.
We are going to show that the process u1[0,t] belongs to the extended domain of the
divergence and δ (u1[0,t]) = Gt . Let F be a smooth and cylindrical random variable in Sd .
For i = 1, . . . ,d, let uε ,(i)s = B
(i)
s
(R2t +ε2)
1
2
, and uεs = (u
ε ,(1)
s , . . . ,u
ε ,(d)
s ). By the duality relationship
we obtain
E(〈uε 1[0,t],DF〉Hd ) = E(δ (uε 1[0,t])F).
Taking into account that δ (uε 1[0,t]) converges to Gt in Lp, and that
lim
ε→0
E(〈uε 1[0,t],DF〉Hd ) = E(〈u1[0,t],DF〉Hd ),
since the components of u are bounded by one, we deduce that
E(〈u1[0,t],DF〉Hd ) = E(GtF).
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This implies that u1[0,t] belongs to the extended domain of the divergence and δ (u1[0,t]) = Gt .
To show part (ii), let us assume that H > 14 . We first show that for any i = 1, . . . ,d,
u(i) ∈ L2(Ω;H). We can write
|u
(i)
t −u
(i)
s | ≤ |B
(i)
t −B
(i)
s |R−1t + |Rs−Rt||B
(i)
s |R−1t R
−1
s
≤ ‖Bt −Bs‖R−1t + |Rs−Rt|‖Bs‖R
−1
t R
−1
s
≤ 2‖Bt −Bs‖R−1t ,
where we have used the fact that
|Rs−Rt|= |‖Bt‖−‖Bs‖| ≤ ‖Bt −Bs‖.
Since |u(i)t −u
(i)
s | ≤ 2, we obtain
|u
(i)
t −u
(i)
s | ≤ 2
(
‖Bt −Bs‖R−1t ∧1
)
,
which implies
|u
(i)
t −u
(i)
s | ≤ 2‖Bt −Bs‖α R−αt , (44)
for every α ∈ [0,1]. We can write, using (11),
E(‖u
(i)
t ‖
2
H) ≤ kHE
(∫ T
0
(u
(i)
s )
2[(T − s)2H−1 + s2H−1]ds
)
+kHE
(∫ T
0
(∫ T
s
|u
(i)
t −u
(i)
s |(t− s)H−
3
2 dt
)2
ds
)
:= kH [N1 +N2].
Since |uit | ≤ 1, it is clear that N1 is bounded. To estimate N2, choose α , q and p such that
1
2H −1<α ≤ 1, 1< q<
d
2α , and
1
p +
1
q = 1. Using inequality (44) and Minkowski and Hölder
inequalities, we get
N2 ≤ 2
∫ T
0
E
(∫ T
s
‖Bt −Bs‖α R−αt (t− s)
H− 32 dt
)2
ds
≤ 2
∫ T
0
(∫ T
s
[
E(‖Bt −Bs‖2α p)
] 1
2p
[
E(R−2αqt )
] 1
2q
(t− s)H−
3
2 dt
)2
ds
≤ C
∫ T
0
(∫ T
s
(t− s)αHt−αH(t− s)H−
3
2 dt
)2
ds
≤ C
∫ T
0
s−2αH(T − s)2(α+1)H−1ds
= CT 2Hβ (−2αH +1,2(α +1)H).
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Hence, for i = 1, . . . ,d, E(‖u(i)t ‖2H)< ∞ and, therefore, u ∈ L2(Ω,Hd). Moreover, by the first
assertion, it follows that for every F ∈Sd and for p < d,
E(〈DF,u1[0,t]〉Hd ) = E(GtF)≤ ‖Gt‖p‖F‖q.
Therefore, u1[0,t] belongs to the domain of δ in Lp(Ω). 
Notice that, if d > 2, then we can take p = 2 in part (ii), and u1[0,t] belongs to Domδ .
Also, we remark that although u1[0,t] belongs to the (extended) domain of the divergence,
this does not imply that each component u(i)1[0,t] belongs to the domain of δ (i). In the next
theorem, we show that under the stronger condition 2dH2 > 1, each process u(i) belongs to
D
1,2
i (H), and satisfy the Hypothesis (A.3) of Section 4.
Theorem 6.3 Suppose that 2dH2 > 1. Let R = {Rt , t ∈ [0,T ]} be the fractional Bessel pro-
cess. Then, for i = 1,2, . . . ,d, the process u(i)t =
B(i)t
Rt
satisfies Hypothesis (A.3).
Proof. Fix i = 1, . . . ,d. The random variable u(i)t is bounded and so, it is bounded in Lq(Ω)
for all q > 1H . The Malliavin derivative D
(i)u(i) is given by
D(i)s u
(i)
t =
(
−R−3t (B
(i)
t )
2 +R−1t
)
1[0,t](s) := φt1[0,t](s).
Notice that
‖D(i)u(i)t ‖H ≤ 2R−1t tH .
This implies D(i)u(i)t is bounded in L
1
H (Ω;H) because dH > 1. Indeed, we have
‖D(i)u(i)t ‖L 1H (Ω;H) ≤ 2
(
E[R−
1
H
t ]
)H
tH ≤C.
Let us now prove that u(i) satisfies the inequalities (24) and (25), with p = 1H . Let 0 < s≤ t ≤
T . Using estimate (44) and choosing 12H − 1 < α < Hd∧ 1, it follows that for 1 < q < Hdα
and p1 > 1 such that 1p1 +
1
q = 1,
‖u
(i)
t −u
(i)
s ‖L
1
H (Ω)
≤ 2
[
E
(
‖Bt −Bs‖
α p1
H
)] H
p1
(
E(R−
αq
H
t )
)H
q
≤C(t− s)αHs−αH .
Hence inequality (24) is satisfied with α1 = αH < 12 and γ = αH > 12 −H . In order to show
inequality (25) with p = 1H , we first write for 0 < r ≤ t ≤ T ,
‖φt1[0,t]−φr1[0,r]‖H ≤ ‖φt(1[0,t]−1[0,r])‖H+‖(φt −φr)1[0,r]‖H
= |φt |‖1[0,t]−1[0,r]‖H+ |φt −φr|‖1[0,r]‖H
≤ C
(
R−1t (t− r)
H + |φt −φr|rH
)
. (45)
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We have
|φt −φr| ≤
∣∣∣R−3t (B(i)t )2 −R−3r (B(i)r )2∣∣∣+ |R−1t −R−1r |
≤ R−3t R
−3
r
(
|R3t −R
3
r |(B
(i)
r )
2 +R3t |(B
(i)
t )
2− (B(i)r )2|
)
+R−1t R
−1
r |Rt −Rr|
≤ ‖Bt −Br‖
(
2R−1t R−1r +2R−3t Rr +R−2t +R−2r
)
,
and
|φt −φr| ≤ |φt |+ |φr| ≤ 2(R−1t +R−1r ).
Put Rtr := R−1t R−1r +R−3t Rr +R−2t +R−2r . Then, the above inequalities imply
|φt −φr| ≤ 4
[
(‖Bt −Br‖Rtr)∧
(
R−1t ∨R
−1
r
)]
.
By using the same argument as above one can find also that
|φt −φr| ≤ 4
[
(‖Bt −Br‖Rrt)∧
(
R−1t ∨R
−1
r
)]
.
Therefore, for every α ∈ [0,1], we can write
|φt −φr| ≤ 4
[
(‖Bt −Br‖(Rtr ∧Rrt))∧
(
R−1t ∨R
−1
r
)]
≤ 4‖Bt −Br‖α(Rαtr ∧Rαrt)
(
Rα−1t ∨R
α−1
r
)
≤ C‖Bt −Br‖α
(
R−α−1t ∨R
−α−1
r
)
. (46)
Then, substituting (46) into (45) yields
‖φt1[0,t]−φr1[0,r]‖H ≤C
(
R−1t (t− r)
H +‖Bt −Br‖α
(
R−α−1t ∨R
−α−1
r
)
rH
)
.
Choose α , p1 and q such that 12H − 1 < α < (Hd− 1)∧ 1, 1 < p1 <
dH
α+1 and
1
p1 +
1
q = 1.
Then, we can write
E
(
‖φt1[0,t]−φr1[0,r]‖
1
H
H
)
≤CE
[
R−
1
H
t (t− r)+ r‖Bt −Br‖
α
H
(
R−
α+1
H
t ∨R
− α+1H
r
)]
≤C
[
Ct−1(t− r)+ r
[
E
(
‖Bt −Br‖
αq
H
)] 1
q
[
E
((
R−
α+1
H
t ∨R
− α+1H
r
)p1)] 1p1 ]
≤C
(
r−1(t− r)+ r−α(t− r)α
)
≤ 2C max(r−1(t− r),r−α(t− r)α),
and inequality (25) is satisfied with α2 = H and γ = αH . Finally, for every s ≤ t, we have
‖D(i)s u
(i)
t ‖L
1
H (Ω)
≤
(
E(R−
1
H
t )
)H
=Ct−H ,
and then assumption (26) is satisfied with α3 = H . This ends the proof of Theorem 6.3. 
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Remark 6.3 If Hd > 1, we can show, using the same arguments as in the proof of Theorem
6.3, that u(i) ∈ D1,2i (H), for i = 1,2, . . . ,d.
We now discuss the properties of the process Θ = {Θt , t ∈ [0,T ]} defined by
Θt :=
d
∑
i=1
∫ t
0
B(i)s
Rt
δB(i)s .
By Theorem 6.3, we have that for every i = 1, . . . ,d, u(i)t =
B(i)t
Rt
satisfies Hypothesis (A.3) if
2dH2 > 1. Therefore, applying Theorem 5.1, we have the following corollary.
Corollary 6.1 Suppose that 2dH2 > 1. Then we have the following
V
1
H
n (Θ)
L1(Ω)
−→
∫
Rd
[∫ T
0
∣∣∣∣
〈
Bs
Rs
,ξ
〉∣∣∣∣
1
H
ds
]
ν(dξ ),
as n tends to infinity, where ν is the normal distribution N(0, I) on Rd .
Proposition 6.1 The process Θ is H-self-similar.
Proof. Let a > 0. By the representation (38) and the self-similarity of fBm, we have
Θat = Rat −H(d−1)
∫ at
O
s2H−1
Rs
ds
d
= aHRt −H(d−1)aH
∫ t
0
u2H−1
Ru
du = aHΘt ,
where the symbol d= means that the distributions of both processes are the same. This proves
that Θ is H-self-similar. 
Remark 6.4 1. Corollary 6.1 and Proposition 6.1 imply that the process Θ and the fBm
have the same 1H -variation, if 2dH2 > 1, and they are both H-self-similar. These results
generalize those proved by Guerra and Nualart in [11] in the case H < 12 .
2. Let us note that although Θ and the one-dimensional fBm are both H-self-similar and
have the same 1H -variation, as it is shown in [10], it is not a fractional Brownian
motion with Hurst parameter H. The proof of this fact is based on the Wiener chaos
expansion. Whereas, in the classical Brownian motion case it is well known, from
Lévy’s characterization theorem, that the process Θ is a Brownian motion.
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