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Abstract
Assume that we have two populations (X1, Y1) and (X2, Y2) satisfying two gen-
eral nonparametric regression models Yj = mj(Xj) + εj , j = 1, 2, where m(·) is
a smooth location function, εj has zero location and the response Yj is possibly
right-censored. In this paper, we propose to test the null hypothesis H0 : m1 = m2
versus the one-sided alternative H1 : m1 < m2. We introduce two test statistics
for which we obtain the asymptotic normality under the null and the alternative
hypotheses. Although the tests are based on nonparametric techniques, they can
detect any local alternative converging to the null hypothesis at the parametric rate
n−1/2. The practical performance of a bootstrap version of the tests is investigated
in a simulation study. An application to a data set about unemployment duration
times is also included.
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1 Introduction and motivation of the test
Comparing two populations is an important problem in statistics. When several variables
enter the study in each population, regression models are commonly used to describe the
relationship between two or more of them. In that case it is interesting to compare the
corresponding regression models.
In this article we work with two fully nonparametric regression models, which de-
scribe the relation between a response variable and a covariate. We also assume that the
responses may be right censored.
More precisely, let (X1, Y1) and (X2, Y2) be two independent pairs of variables, where,
for j = 1, 2, the relation between the response variable, Yj, and the covariate, Xj, is
established in terms of a general nonparametric regression model of the type
Yj = mj(Xj) + εj, (1.1)
where mj is an unknown conditional location function and εj is a regression error with zero
conditional location (see (1.3) hereunder). Note that no structure is imposed between the
error and the covariate, so the model includes heteroscedasticity and covariate-dependent
errors.
In each population, the response variable may be right censored. This means that
there exists a censoring variable, Cj, such that only the minimum of Yj and Cj is observ-
able. Hence, the observations will not come from the pair (Xj, Yj), but from the vector
(Xj, Zj,∆j), where Zj = min{Yj, Cj} and ∆j = I(Yj ≤ Cj), j = 1, 2. (I(·) denotes the
indicator function.)
Several regression models for censored data have been considered in the literature. For
our purposes, we will assume that the response variable, Yj, and the censoring variable,
Cj, are independent, given a value of the covariate, Xj = x. Under this censoring model,
the conditional location function of model (1.1) is defined as
mj(x) =
∫ 1
0
F−1j (s|x)J(s)ds, (1.2)
where Fj(·|x) is the conditional distribution of Yj givenXj = x, F−1j (s|x) = inf{t;Fj(t|x) ≥
s} is the corresponding quantile function, and J(s) is a given score function satisfying∫ 1
0
J(s)ds = 1. This definition implies that the conditional location of the errors in (1.1)
is ∫ 1
0
F ε
−1
j (s|x)J(s)ds = 0, (1.3)
where F εj (y|x) = P (Yj −mj(x) ≤ y|Xj = x), j = 1, 2. Different choices of the function
J lead to different conditional location functions. In particular, if J(s) = I(0 ≤ s ≤ 1),
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then mj(x) = E(Yj|Xj = x) is the conditional mean function. However, it may happen
that this choice for the function J is not appropriate because of the inconsistency of the
estimator of the conditional distribution Fj(·|x) in the right tail due to the censoring. A
useful choice is J(s) = (q−p)−1I(p ≤ s ≤ q), with 0 ≤ p < q ≤ 1, which leads to trimmed
means. The conditional median or other conditional quantiles can be seen as limits of
trimmed means.
The development of analytical tools is especially motivated when censoring is present
in the data. Indeed, as pointed out in Fan and Gijbels (1994), visual tools for regression
(scatter plots, residuals plots, etc.) are not directly applicable to check the shape of
the regression curves due to censoring. For instance, when comparing models which are
clearly different (one above the other one), the censoring mechanism may transform the
data from the first model in small values, as if those data were generated by the second
model, making impossible any visual decision about equality of curves.
In this article we will introduce a test for the equality of the regression curves given in
model (1.1) against one-sided alternatives. In order to make this comparison, we assume
that the covariates X1 and X2 have common support, RX , and that m1(x) ≤ m2(x) for
all x ∈ RX . In the test, the null hypothesis states that the regression curves given in
model (1.1) are equal
H0 : m1(x) = m2(x) for all x ∈ RX , (1.4)
and the alternative hypothesis states that one of the curves is above the other one
H1 : m1(x) < m2(x) on some open interval of RX . (1.5)
The practical motivation of this kind of tests comes from the fact that, in certain
situations, we may have some additional information about the alternative hypothesis.
For example, in an economical context, that would be the case when one of the groups
to be compared receives an incentive and it is assumed that this incentive will never lead
to undesired effects, but at worst will not have any impact on the considered response
variables. For more details on this motivation, see the example in Section 5.
The problem of testing for the equality of regression curves in nonparametric setups
has been widely treated in the literature. We can basically distinguish two classes of
articles: the ones dealing with general alternatives (that is, testing for the equality versus
the inequality) and papers considering one-sided alternatives. Among the first group, see
for example the articles by Neumeyer and Dette (2003) Pardo-Ferna´ndez et al. (2007),
and, more recently, Sriheda and Stute (2010). The testing procedures proposed in the first
two cited papers are somehow related to the ones we will introduce in the present paper
because they are based on estimation of the residuals of the regression models. In the
group of articles dealing with one-sided alternatives, we can cite Hall et al. (1997), Koul
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and Schick (1997, 2003), Neumeyer and Dette (2005) and Neumeyer and Pardo-Ferna´ndez
(2009).
All the previous references are concerned with testing procedures for completely ob-
served data. Up to now, very little literature has been devoted to the comparison of curves
when censored data are present. In this context, Pardo-Ferna´ndez and Van Keilegom
(2006) developed testing procedures for general alternatives (equality versus inequality).
These authors worked under models where the response is right-censored and the error
term is multiplicative (of the form σ(X)ε, where σ(X) is an unknown scale function and
ε is independent of X), and their test statistics are based on the comparison of estima-
tors of the error distribution. In the present paper we will extend the ideas introduced
in Neumeyer and Pardo-Ferna´ndez (2009) to a censored data context when one-sided
comparison of curves tests are required.
The paper is organized as follows. In the next section, two testing procedures are
described in detail. Section 3 summarizes the main asymptotic results, including the
asymptotic normality of the proposed statistics under the null as well as under the alter-
native hypotheses. In Section 4, the practical performance of bootstrap versions of the
proposed testing procedures are investigated by means of some simulations. Section 5
contains an application to a data set related with unemployment duration times. Finally,
the Appendix contains the assumptions, functions and proofs needed to obtain the main
results of Section 3.
2 Description of the testing procedures
As mentioned in Section 1, we now develop two methods that enable to test H0 versus
H1 when right censoring in the response variables is present. The first statistic tries
to compute the differences between the responses of both samples and some “reference”
curve while the second one directly estimates the difference between both curves. That
can lead to different practical behaviors that will be displayed in Section 4.
The first procedure is based on an extension of Neumeyer and Pardo-Ferna´ndez (2009)
to the censored data case. First, we will explain the basic ideas of the test before intro-
ducing the estimators needed to construct the final test statistic. Let us define mR(·) as
some “reference” curve satisfying m1(x) ≤ mR(x) ≤ m2(x) for all x ∈ RX and
εRj = Yj −mR(Xj),
which can also be expressed as
εRj = εj + (mj(Xj)−mR(Xj)).
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Under the null hypothesis, we clearly have εRj = εj since mj(Xj) = mR(Xj), j = 1, 2.
This implies
E[(Yj −mR(Xj))J(Fj(Yj|Xj))] = E[mj(Xj)−mR(Xj)] = 0, j = 1, 2,
where (1.2) and the definition of J(·) are used (see Section 1). However, under the
alternative hypothesis, we have either
E[εR2 J(F2(Y2|X2))] > 0 and E[εR1 J(F1(Y1|X1))] ≤ 0,
or
E[εR1 J(F1(Y1|X1))] < 0 and E[εR2 J(F2(Y2|X2))] ≥ 0,
since under H1, m2(x) > m1(x) on some open interval of x ∈ RX . That suggests to
construct a test statistic based on the difference
E[w2(X2)ε
R
2 J(F2(Y2|X2))]− E[w1(X1)εR1 J(F1(Y1|X1))], (2.1)
where wj(·), j = 1, 2, are given positive weight functions. Indeed, the above quantity
becomes greater and greater when H1 goes away from H0.
Now, for j = 1, 2, suppose that we have nj i.i.d. replications {(Xij, Zij,∆ij), i =
1, . . . , nj} of (Xj, Zj,∆j). Let n = n1 + n2. Since Yj, j = 1, 2, is possibly right-censored,
we cannot estimate the two expectations of (2.1) with simple averages. We therefore use
the idea of artificial data points already developed, for example, in Heuchenne and Van
Keilegom (2007). In the present case, it consists of the following steps:
1. replacing each unknown censored εRijJ(Fj(Yij|Xij)) (where εRij = Yij −mR(Xij)) by
a quantity that takes censoring into account,
2. introducing the obtained data points into a classical estimator for the mean (here
the simple average).
To achieve step 1 above, define
(x, z, δ, F ) =
{
δzJ(F (z|x)) + (1− δ)
∫ +∞
z
yJ(F (y|x))dF (y|x)
1− F (z|x)
}
,
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and note that
E[(Xj, Zj −mR(Xj),∆j, F εRj )|Xj]
=
∫ +∞
−∞
∫ +∞
mR(Xj)+e
eJ(F εRj (e|Xj))dGj(u|Xj)dF εRj (e|Xj)
+
∫ +∞
−∞
∫ +∞
u−mR(Xj)
∫ +∞
u−mR(Xj) yJ(F
εR
j (y|Xj))dF εRj (y|Xj)
1− F εRj (u−mR(Xj)|Xj)
dF εRj (e|Xj)dGj(u|Xj)
=
∫ +∞
−∞
eJ(F εRj (e|Xj))[1−Gj(mR(Xj) + e|Xj)]dF εRj (e|Xj)
+
∫ +∞
−∞
∫ mR(Xj)+e
−∞
eJ(F εRj (e|Xj))dGj(u|Xj)dF εRj (e|Xj)
= E[εRj J(Fj(Yj|Xj))|Xj] (2.2)
for F εRj (y|Xj) = P (εRj ≤ y|Xj) and Gj(u|Xj) = P (Cj ≤ u|Xj), j = 1, 2. As a consequence,
replacing εRj J(Fj(Yj|Xj)) for j = 1, 2, by (Xj, Zj − mR(Xj),∆j, F εRj ) in (2.1) will not
change its value.
Next, we estimate the quantities in (2.2). The distribution Fj(y|x), which is needed
to estimate F εRj (y|Xj) = Fj(y + mR(Xj)|Xj), is replaced by the Beran (1981) estimator,
defined by (in the case of no ties):
Fˆj(y|x) = 1−
∏
Zij≤y,∆ij=1
{
1− Wij(x, an)∑nj
k=1 I(Zkj ≥ Zij)Wkj(x, an)
}
, (2.3)
where
Wij(x, an) =
K
(
x−Xij
an
)
∑nj
k=1K
(
x−Xkj
an
) ,
K is a kernel function and {an} is a bandwidth sequence. For the sake of simplicity
we present the method and the theory with a single bandwidth an, but in practice two
bandwidth sequences are required, one for each population (say a1n and a2n).
Given a deterministic function p such that 0 ≤ p(x) ≤ 1 for all x ∈ RX , we propose
to estimate mR(x) by
mˆR(x) = p(x)mˆ1(x) + (1− p(x))mˆ2(x),
where
mˆj(x) =
∫ 1
0
Fˆ−1j (s|x)J(s) ds (2.4)
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estimates mj(x) and Fˆ
−1
j (s|x) = inf{t; Fˆj(t|x) ≥ s}, j = 1, 2. That leads to the test
statistic
Tn1 =
(n1n2
n
)1/2 ∑
j=1,2
(−1)jn−1j
nj∑
i=1
wj(Xij)(Xij, Zij − mˆR(Xij),∆ij, Fˆ εRj ), (2.5)
where Fˆ εRj (y − mˆR(Xij)|Xij) = Fˆj(y|Xij), for all y.
Finally, the second procedure can be simply seen as a weighted sum of differences
between both curves at all the data points
Tn2 =
(n1n2
n
)1/2 ∑
j=1,2
n−1j
nj∑
i=1
wj(Xij)(mˆ2(Xij)− mˆ1(Xij)). (2.6)
As it turns out, both statistics estimate
D =
(n1n2
n
)1/2 ∫
RX
(m2(x)−m1(x))f(x)dx, (2.7)
where either
f(x) = fX1(x)(1− p(x))w1(x) + fX2(x)p(x)w2(x)
for Tn1, or
f(x) = fX1(x)w1(x) + fX2(x)w2(x)
for Tn2, and fXj(·) denotes the density of Xj, j = 1, 2. Obviously, both f(x) can be made
equal by appropriate choices of wj and p, j = 1, 2.
3 Asymptotic theory
In the next results, we obtain the asymptotic distributions of the test statistics under the
alternative hypothesis H1 and local alternatives of the type
H1n : m2(x) = m1(x) + n
−1/2r(x), where r(x) ≥ 0 for all x ∈ RX , (3.1)
which includes the null hypothesis H0 when r = 0.
The assumptions mentioned in the results below, as well as their proofs, are given in
the Appendix.
Theorem 1 Assume (A1)–(A5), nj/n → κj, j = 1, 2, and the function p(·) is twice
continuously differentiable. Under H1n,
Tn1
L→ N((κ1κ2)1/2d, γ20),
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where
d =
∫
r(x)f(x)dx <∞,
γ20 = E[κ1(w2(X2)(X2, Z2 −m2(X2),∆2, F ε2 )− φ2(X2, Z2,∆2))2
+κ2(w1(X1)(X1, Z1 −m1(X1),∆1, F ε1 )− φ1(X1, Z1,∆1))2]
and φj(x, z, δ), j = 1, 2, is defined in the Appendix. Under H1,
Tn1 −D L→ N(0, γ21),
where
γ21 = κ1V ar[w2(X2)(X2, Z2 −mR(X2),∆2, F εR2 )− φ2(X2, Z2,∆2)]
+κ2V ar[w1(X1)(X1, Z1 −mR(X1),∆1, F εR1 )− φ1(X1, Z1,∆1)].
Theorem 2 Assume (A1), (A2) (i), the function J(·) is continuously differentiable,
(A3)–(A5) and nj/n→ κj, j = 1, 2. Under H1n,
Tn2
L→ N((κ1κ2)1/2d, τ 20 ),
where
τ 20 = E[f
2(X2)κ1η
2
2(Z2,∆2|X2) + f 2(X1)κ2η21(Z1,∆1|X1)]
and ηj(z, δ|x), j = 1, 2, is defined in the Appendix. Under H1,
Tn2 −D L→ N(0, τ 20 + τ 21 ),
where τ 21 = κ1V ar[w2(X2)(m2(X2)−m1(X2))] + κ2V ar[w1(X1)(m2(X1)−m1(X1))].
Remark 1. The previous theorems give the asymptotic distributions of the test statistics
Tn1 and Tn2 under both null and alternative hypotheses. The null hypothesis corresponds
to r(x) = 0, for all x ∈ RX , which implies d = 0, and hence the asymptotic distribution of
Tn1 is N(0, γ
2
0) and the asymptotic distribution of Tn2 is N(0, τ
2
0 ). Therefore, the test that
rejects the null hypothesis H0 versus the alternative H1 when the observed value of Tn1
(respectively, Tn2) is larger than z1−αγ0 (respectively, z1−ατ0), has asymptotic significance
level α, where z1−α denotes the (1− α)-quantile of the standard normal distribution. On
the other hand, the above theorems show that our tests can detect any local alternative,
H1n, converging to the null hypotheses at the parametric rate n
−1/2, since d is positive in
that case. Finally, under the alternative hypotheses H1, the theorems show that both test
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statistics are shifted and both asymptotic variances are modified due to the introduction
of the differences between the curves. Also note that the testing procedures are only
reasonable when κ1 > 0 and κ2 > 0.
Remark 2. The proposed testing procedures can be obviously extended to the case where
the order of the curves under the alternative is unspecified. In this context, we need to
assume either m2(x) ≥ m1(x) for all x ∈ RX , or m2(x) ≤ m1(x) for all x ∈ RX . Under
the null hypothesis, H0 : m1 = m2 and under the alternative
H1 : m2 > m1 or m1 > m2
on some open interval of RX . The test statistics given in (2.5) and (2.6) may still be used
but at the significance level α, the null hypothesis is rejected when their values are either
larger than z1−α/2γ0 (or z1−α/2τ0) or smaller than zα/2γ0 (or zα/2τ0).
Remark 3. In some situations, as explained in Section 1, it may happen that the con-
ditional location function (1.2) for a given function J(·) cannot be consistently estimated
due to the presence of censoring. It is typically the case if two conditional means have
to be compared, with J(s) = I(0 ≤ s ≤ 1). However, this problem can be avoided in
many situations if the models (1.1) satisfy stronger assumptions. For example, in the
classical homoscedastic case, where the error distribution is the same in both models and
independent of the covariate, the null hypothesis is equivalent to the equality of two re-
gression curves with a function J˜(·) (having the same properties as J(·)) chosen in an
appropriate way. Indeed, for j = 1, 2, consider the models Yj = mj(Xj) + εj, where
mj(x) =
∫ 1
0
F−1j (s|x)J(s)ds and εj is independent of Xj, and suppose that ε1 and ε2 have
the same distribution Fε. In that case, it easy to prove that F
−1
j (s|x) = mj(x) + F−1ε (s).
Now consider a score function J˜(·). The conditional location functions defined with re-
spect to J˜(·) are, for j = 1, 2,
m˜j(x) =
∫ 1
0
F−1j (s|x)J˜(s)ds =
∫ 1
0
(mj(x) + F
−1
ε (s))J˜(s)ds = mj(x) + c
where c =
∫ 1
0
F−1ε (s)J˜(s)ds. This means that if the null hypothesis holds for a particu-
lar choice of the score function J(·), it will necessarily hold for any other choice of J(·).
Therefore this function can be chosen in a convenient way in order to have consistent
estimators of the location functions.
Remark 4. An interesting extension is the problem of testing the equality of k regression
curves versus an ordered alternative. We have
H0 : m1 = m2 = m3 = · · · = mk,
9
versus
H1 : m1 ≤ m2 ≤ m3 ≤ · · · ≤ mk,
where some of the above inequalities have to be strict on some open interval. A direct
way to generalize our procedures would be to define a “reference” curve between two
consecutive curves:
mR(x) = p(x)mj(x) + (1− p(x))mj+1(x),
for some particular j, 1 ≤ j ≤ k − 1. This choice guarantees that
E[εR1 J(F1(Y1|X1))] ≤ E[εR2 J(F2(Y2|X2))] ≤ . . . ≤ E[εRk J(Fk(Yk|Xk))],
with some of the inequalities being strict under the alternative hypothesis (and the same
is obviously true for E[ms(Xs) −mR(Xs)], s = 1, . . . , k). Therefore, based on these re-
lations, estimators of the above quantities (computed in the same way as in Section 2)
can be constructed and compared to test the equality of the k curves versus an ordered
alternative.
Remark 5. In order to use the testing procedures described above, the variances of the
statistics Tn1 and Tn2 under the null hypothesis are needed. Unfortunately, those variances
are too complicated and contain too many unknown quantities. Alternatively, we use a
bootstrap procedure to estimate the critical values of the tests in practical situations. The
method is based on a smoothed version of the naive bootstrap described in Efron (1981)
adapted to the regression context.
The main idea of the smooth bootstrap consists of replacing the regular bootstrap
observations resampled from an empirical estimator of a distribution function by observa-
tions resampled from an estimator of the corresponding density. Suppose that bootstrap
resamples are needed from a general distribution estimator Hˆ. Under the naive bootstrap,
the bootstrap observations, say ν∗b , are simulated according to the discrete probability
mass function given by Hˆ. Instead, under the smooth bootstrap, the bootstrap observa-
tions are of the form ν∗b +ωSb, where ν
∗
b are drawn from Hˆ, Sb are random variables with
mean zero and variance one simulated independently from ν∗b , and ω is a small constant.
The term ωSb adds a small perturbation to the original bootstrap observation, and makes
the procedure equivalent to resampling from a density estimator.
In our case, the general idea described above will be applied to the residuals of the
regression models. Basically, we will need to reconstruct the regression models on the basis
of bootstrap samples. For that purpose, in each population, we need to draw resamples of
residuals from the estimator of the conditional distribution of the error given the covariate.
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The idea of the smooth bootstrap appears when those bootstrap residuals are drawn from
a smoothed version of the empirical estimators of the conditional distribution by using
the method described above.
More precisely, the bootstrap algorithm for our testing procedure consists of the fol-
lowing steps. For B fixed and b = 1, . . . , B,
1. For j = 1, 2 and i = 1, . . . , nj:
• Let Y ∗ijb = mˆR(Xij) + εˆ∗ijb, where εˆ∗ijb is drawn from a smoothed version of the
empirical distribution Fˆ εj (·|Xij), as described above (that is, εˆ∗ijb = νˆ∗ijb+ωjSijb,
with νˆ∗ijb simulated from Fˆ
ε
j (·|Xij), Sijb is a random variable with mean zero
and variance one, and ωj is a small constant).
• Similarly, select C∗ijb from a smoothed version of Gˆj(·|Xij), the Beran (1981)
estimator of the distribution Gj(·|Xij) = P (Cj ≤ ·|Xij) obtained by replacing
∆ij by 1−∆ij in the expression of Fˆj(·|Xij).
• Let Z∗ijb = min(Y ∗ijb, C∗ijb) and ∆∗ijb = I(Y ∗ijb ≤ C∗ijb).
2. The two bootstrap samples are {(Xij, Z∗ijb,∆∗ijb), i = 1, . . . , nj} for j = 1, 2.
3. Compute T ∗n1b and T
∗
n2b, the test statistics calculated with both above bootstrap
samples.
Let T ∗n1(b) be the b−th order statistic of T ∗n11, . . . , T ∗n1B, and analogously for T ∗n2(b). Then
T ∗n1(b(1−α)Bc+1) and T
∗
n2(b(1−α)Bc+1) (where b·c denotes the integer part) approximate the
(1 − α)−quantiles of the distributions of Tn1 and Tn2 under H0, respectively. Note that
the bootstrap samples are constructed under the null hypothesis.
Similar bootstrap procedures were used in other testing problems in nonparametric
regression (see, for instance, Pardo-Ferna´ndez et al., 2007, or Pardo-Ferna´ndez and Van
Keilegom, 2006). Neumeyer (2006, 2009) proved the consistency of this type of smooth
bootstrap mechanisms in nonparametric regression problems with complete data. A for-
mal proof of the consistency of the described bootstrap in the present context of censored
regression is beyond the scope of the present article, although we believe that some of the
ideas used in Neumeyer (2009) could be borrowed to the present setting.
4 Simulations
In this section we present the results of a simulation study which illustrates the practical
performance of the proposed tests based on the bootstrap mechanism described in Re-
mark 5. For the sake of simplicity, the function p is chosen to be the constant p(x) = 0.5,
and the weight functions are w1(x) = w2(x) = 1, for all x.
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We choose J(s) = 0.75−1I(0 ≤ s ≤ 0.75) as the score function in the definition of
the conditional location functions, which corresponds to conditional trimmed means. The
regression models considered in the simulations are:
(i) m1(x) = sin(2pix); m2(x) = sin(2pix)
(ii) m1(x) = x; m2(x) = x+ 0.25
(iii) m1(x) = 0; m2(x) = 0.5x
(iv) m1(x) = sin(2pix); m2(x) = sin(2pix) + 0.5x
(v) m1(x) = 0; m2(x) = 0.5 exp{−100(x− 0.5)2}
Model (i) corresponds to the null hypothesis, while models (ii), (iii), (iv) and (v) corre-
spond to the alternative hypothesis.
In each population (j = 1 or 2), the distribution of the covariates is Uniform in
[0, 1]. The conditional distribution of the errors εj given Xj = x is exponential of pa-
rameter λj(x), recentered in such a way that
∫ 1
0
F ε
−1
j (s|x)J(s)ds = 0, as established in
(1.3). In each case we consider a homoscedastic and a heteroscedastic situation. In the
homoscedastic case the parameters of the conditional distribution of the errors are
λ1(x) = 0.50
−1 and λ2(x) = 0.75−1, (4.1)
while in the heteroscedastic case we set
λ1(x) = (0.25 + 0.50x)
−1 and λ2(x) = (0.50 + 0.50x)−1. (4.2)
The censoring variables are given by the model Cj = mj(Xj)+ρj, where the conditional
survival function of ρj given that Xj = x is chosen to be 1 − F ρj (y|x) = (1 − F εj (y|x))βj ,
with βj > 0. The value βj controls the amount of censored data. In fact, this censoring
mechanism allows us to have the same amount of censoring over the whole support of
the covariates and it is easy to see that the expected proportion of uncensored data in
each population is (1 + βj)
−1. The case βj = 1/3 (25% of censoring) will be considered in
the simulations. Note that the choice of the function J is reasonable under the proposed
censoring mechanism.
The tables display the observed proportion of rejections in 1000 trials for sample
sizes (n1, n2) = (50, 50), (50, 100) and (100, 100). In all cases we worked with B = 100
bootstrap replications and significance levels α = 0.05 and α = 0.10. For the kernel
needed to calculate the weights that appear in the Beran estimator, we choose the kernel
of Epanechnikov K(u) = 0.75(1− u2)I(|u| < 1).
Concerning the choice of the smoothing parameters ajn, in the tables we show the
results obtained for two choices of the bandwidths, depending on the sample sizes: aj =
1.5n
−3/10
j and aj = 2n
−3/10
j . For nj = 50, the bandwidths are 0.46 and 0.62, respec-
tively; for nj = 100, the bandwidths are 0.38 and 0.50, respectively. The selection of the
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smoothing parameters is still an open question in most testing problems in nonparametric
regression setups, and so far there is no automatic method to choose them, especially in
a censored data setup. In practical applications, as we will do in the next section, the
test can be performed for a large range of bandwidths and a decision can be made on the
basis of the resulting p-values.
The variables Sijb needed in the smooth version of the bootstrap are constructed with
a standard normal random variable multiplied by ωj = 0.1ajn, where ajn is the bandwidth
used to construct the Nadaraya-Watson weights in each population. With these choices,
a small perturbation is added to the values resampled from the empirical distribution
functions, as recommended in the smooth bootstrap.
Table 1 displays the results of the tests for models (i) − (v) under the assumption
of homoscedasticity, according to (4.1). For model (i), the level is well approximated for
both choices of the bandwidth. On the other hand, the tests reach reasonable power under
models (ii)− (v). The power increases as the sample sizes increase. The results for both
test statistics are very similar in most cases, although the test based on Tn2 seems to reach
a slightly better power than the test based on Tn1. Similar comments can be made for
Table 2, which displays the analogous results under the assumption of heteroscedasticity,
according to (4.2).
[ Tables 1 and 2 (at the end of the manuscript) to be placed around here ]
5 Data analysis
In this section, we use the proposed methods to analyze a data set related to unemploy-
ment duration times. The survey Encuesta de Poblacio´n Activa (Labour Force Survey) is
carried out by the Instituto Nacional de Estad´ıstica (Spanish bureau for official statistics)
to collect information about employment in Spain. About 60000 homes are surveyed each
three months for this purpose. Here, the available information corresponds to unemployed
married women in the autonomous region of Galicia (NW of Spain) collected during the
period 1987–1997. For each woman, we observe a certain number of variables, including
her age at the entrance in the study. In total, 1007 observations are considered, with ages
ranging from 19 to 61. Besides, we also know if each woman receives or not any type
of public unemployment subsidy during the observation period. An application to these
data by using statistical techniques related to censoring and length bias can be found in
de Un˜a-A´lvarez, Otero-Gira´ldez and A´lvarez-Llorente (2003).
Each unemployed woman is followed up for the next 18 months after her entrance
in the survey. If a woman is still unemployed when the follow-up ends, then a censored
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observation appears because the true unemployment duration time cannot be observed.
In this data set, 563 observations are censored (55.9%) out of the 1007.
In this framework, if we assume that subsidy can never increase unemployment dura-
tion time (due to characteristics of the different subsidies), the following question can be
asked: for each age, does the subsidy have a global significant positive effect on the unem-
ployment duration time? To answer this question, we create two groups of observations
according to the fact if the woman receives or not a subsidy, and we consider her age as the
covariable. The group of women who receive a subsidy consists of 284 observations (143
censored), with ages ranging from 20 to 59. On the other hand, the group of women who
do not receive any subsidy consists of 723 observations (420 censored), with ages ranging
from 19 to 61. Figure 1 shows the scatter plot of the response variable ‘unemployment
duration time’ (measured in days) versus the covariate ‘age’ (measured in years). The es-
timated conditional location functions for each group with J(s) = 0.75−1I(0 ≤ s ≤ 0.75)
are also included in the graph, obtained with bandwidth equal to 15 in both groups.
We have performed the test based on the statistics Tn1 and Tn2 for ten values of the
bandwidths covering a reasonable range: 11, 12, . . . , 20. The p-values were calculated with
500 bootstrap replications. In all cases, the p-values were less than 0.002. Since several
tests are performed, one should apply some correction to prevent troubles from multiple
testing. In our case, even if the very conservative Bonferroni’s correction is applied to
take into account for multiple testing, the null hypothesis is rejected at a level 0.05. This
fact confirms the difference between the curves in this example, that is, for each age, the
general behavior of the unemployment duration time for the group of women not receiving
any subsidy is significantly globally greater than the corresponding time in the group of
women who receive the subsidy.
[ Figure 1 (at the end of the manuscript) to be placed around here ]
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Appendix
The following notations are needed in the statement of the asymptotic results given in
Section 3.
ξj(z, δ, y|x) = (1− Fj(y|x))
{
−
∫ y∧z
−∞
dH1,j(s|x)
(1−Hj(s|x))2 +
I(z ≤ y, δ = 1)
1−Hj(z|x)
}
,
ηj(z, δ|x) = −f−1Xj (x)
∫ +∞
−∞
ξj(z, δ, v|x)J(Fj(v|x))dv,
ρ1,j(v
1, v2) = −wj(x1)
[
δ1J(Fj(z
1|x1)) + (1− δ1)
∫ +∞
z1
J(Fj(y|x1))dFj(y|x1)
1− Fj(z1|x1)
]
×p(x1)j−1(1− p(x1))2−jη3−j(z2, δ2|x1),
ρ2,j(v
1, v2) = wj(x
1)
{[
−δ1J(Fj(z1|x1))− (1− δ1)
∫ +∞
z1
J(Fj(y|x1))dFj(y|x1)
1− Fj(z1|x1)
]
×p(x1)2−j(1− p(x1))j−1ηj(z2, δ2|x1)
+
[
δ1(z1 −mR(x1))J ′(Fj(z1|x1)) + (1− δ1)
×
∫ +∞
z1
(y −mR(x1))J(Fj(y|x1))dFj(y|x1)
(1− Fj(z1|x1))2
]
ξj(z
2, δ2, z1|x1)
+(1− δ1)
[∫ +∞
z1
(y −mR(x1))J(Fj(y|x1))dξj(z2, δ2, y|x1)
1− Fj(z1|x1)
+
∫ +∞
z1
(y −mR(x1))J ′(Fj(y|x1))ξj(z2, δ2, y|x1)dFj(y|x1)
1− Fj(z1|x1)
]}
,
φj(x, z, δ) =
∑
λ=0,1
∫
ρ1,3−j((x, y, λ), (z, δ))fX3−j(x)dHλ,3−j(y|x)
−
∑
λ=0,1
∫
ρ2,j((x, y, λ), (z, δ))fXj(x)dHλ,j(y|x),
where Hj(·|x) = P (Zj ≤ ·|x), Hδ,j(·|x) = P (Zj ≤ ·,∆j = δ|x), j = 1, 2, δ, λ = 0, 1,
v1 = (x1, z1, δ1), v2 = (z2, δ2), x1, x2 ∈ RX , z1, z2 ∈ IR, δ1, δ2 = 0, 1, and J ′(s) denotes
the first derivative of J(s) with respect to s. For a (sub)distribution L(y|x), we will use
the notations l(y|x) = L′(y|x) = ∂
∂y
L(y|x), L˙(y|x) = ∂
∂x
L(y|x) and similar notations will
be used for higher order derivatives.
The assumptions needed for the results of Section 3 are listed below.
(A1)(i) na3n(log n)
−3 →∞ and na4n → 0.
(ii) RX is a compact interval.
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(iii) K is a density with compact support,
∫
uK(u)du = 0 and K is twice continuously
differentiable.
(A2)(i) Let T jx be any value less than the upper bound of the support of a random variable
with distribution function Hj(·|x) such that infx∈RX (1 − Hj(T jx |x)) > 0, j = 1, 2. There
exist 0 ≤ s0j ≤ s1j ≤ 1 such that s1j ≤ infx Fj(T jx |x), s0j ≤ inf{s ∈ [0, 1]; J(s) 6= 0},
s1j ≥ sup{s ∈ [0, 1]; J(s) 6= 0} and infx∈RX infs0j≤s≤s1j fj(F−1j (s|x)|x) > 0, for j = 1, 2.
(ii) J is three times continuously differentiable,
∫ 1
0
J(s)ds = 1 and J(s) ≥ 0 for all
0 ≤ s ≤ 1.
(A3)(i) FXj(x) (the cumulative distribution function of Xj, j = 1, 2) is three times con-
tinuously differentiable and infx∈RX fXj(x) > 0.
(ii) wj(x), j = 1, 2, is twice continuously differentiable.
(A4)(i) L(y|x) is continuous,
(ii) L′(y|x) = l(y|x) exists, is continuous in (x, y) and supx,y |yL′(y|x)| <∞,
(iii) L′′(y|x) exists, is continuous in (x, y) and supx,y |y2L′′(y|x)| <∞,
(iv) L˙(y|x) exists, is continuous in (x, y) and supx,y |yL˙(y|x)| <∞,
(v) L¨(y|x) exists, is continuous in (x, y) and supx,y |y2L¨(y|x)| <∞,
(vi) L¨′(y|x) exists, is continuous in (x, y) and supx,y |yL¨′(y|x)| <∞,
for L(y|x) = Hj(y|x) and H1,j(y|x), j = 1, 2.
(A5) For the density fXj |Zj ,∆j(x|z, δ) of Xj given (Zj,∆j),
(i) supx,z |fXj |Zj ,∆j(x|z, δ)| <∞,
(ii) supx,z |f˙Xj |Zj ,∆j(x|z, δ)| <∞,
(iii) supx,z |f¨Xj |Zj ,∆j(x|z, δ)| <∞,
for δ = 0, 1, and where f˙Xj |Zj ,∆j(x|z, δ) and f¨Xj |Zj ,∆j(x|z, δ) denote respectively the first
and second derivatives of fXj |Zj ,∆j(x|z, δ) with respect to x.
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Proof of Theorem 1. First, easy calculations show that(
n
n1n2
)1/2
Tn1 =
1
n1n2an
n2∑
i=1
n1∑
j=1
K(
Xi2 −Xj1
an
)ρ1,2((Xi,2, Zi2,∆i2), (Zj1,∆j1))
+
1
n22an
n2∑
i=1
n2∑
j=1
K(
Xi2 −Xj2
an
)ρ2,2((Xi2, Zi2,∆i2), (Zj2,∆j2))
− 1
n1n2an
n1∑
i=1
n2∑
j=1
K(
Xi1 −Xj2
an
)ρ1,1((Xi1, Zi1,∆i1), (Zj2,∆j2))
− 1
n21an
n1∑
i=1
n1∑
j=1
K(
Xi1 −Xj1
an
)ρ2,1((Xi1, Zi1,∆i1), (Zj1,∆j1))
+
∑
j=1,2
1
nj
nj∑
i=1
(−1)jwj(Xij) [∆ij(Zij −mR(Xij))J(Fj(Zij|Xij))
+(1−∆ij)
∫ +∞
Zij
(y −mR(Xij))J(Fj(y|Xij))dFj(y|Xij)
1− Fj(Zij|Xij)
]
+oP (n
−1/2)
= En1,2 + E
n
2,2 − En1,1 − En2,1 + En3 + oP (n−1/2).
En1,2 + E
n
2,2 − En1,1 − En2,1 consists of the random terms caused by the estimators Fˆj(y|x),
j = 1, 2, and mˆR(x) in (2.5). They are therefore obtained by introducing Fj(y|x), j = 1, 2,
and mR(x) in (2.5) and using uniform consistency and asymptotic representations for the
estimators of those quantities. Those properties can be found (with small adaptations),
for example, in Propositions 4.3, 4.5 and 4.8 of Van Keilegom and Akritas (1999) and
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Theorem 2.3 of Gonza´lez-Manteiga and Cadarso-Sua´rez (1994). Next, it is clear that
En3 =
∑
j=1,2
1
nj
nj∑
i=1
(−1)j {wj(Xij) [∆ij(mj(Xij)−mR(Xij))J(Fj(Zij|Xij))
+(1−∆ij)(mj(Xij)−mR(Xij))
∫ +∞
Zij
J(Fj(y|Xij))dFj(y|Xij)
1− Fj(Zij|Xij)
]
−E[wj(Xj)(mj(Xj)−mR(Xj))]}
+
∑
j=1,2
1
nj
nj∑
i=1
(−1)jwj(Xij) [∆ijεijJ(Fj(Zij|Xij)) + (1−∆ij)
×
∫ +∞
Zij−mj(Xij) eJ(F
ε
j (e|Xij))dF εj (e|Xij)
1− Fj(Zij|Xij)
]
+
∫
RX
(m2(x)−m1(x))f(x)dx,
= En3,1 + E
n
3,2 + E3,3,
where f(x) = w2(x)fX2(x)p(x) + w1(x)fX1(x)(1 − p(x)). Note that all the terms of the
above expression are sums of zero mean i.i.d. random variables except the last one.
Next, we treat En1,2, E
n
2,2, E
n
1,1 and E
n
2,1. Since E
n
2,2 and E
n
2,1 are double sums only using
one sample, we first remove terms for which i = j. That leads to
En2,k =
1
n2kan
nk∑
i 6=j
K(
Xik −Xjk
an
)ρ2,k((Xik, Zik,∆ik), (Zjk,∆jk)) + oP (n
−1/2
k ), k = 1, 2.
We go on expanding En2,k, k = 1, 2, with
En2,k = (n
2
kan)
−1∑
i 6=j
{A∗k(Vi, Vj) + E[Ak(Vi, Vj)|Vi] + E[Ak(Vi, Vj)|Vj]− E[Ak(Vi, Vj)]}
+oP (n
−1/2
k )
= T n1,k + T
n
2,k + T
n
3,k + T
n
4,k + oP (n
−1/2
k ),
where
Ak(Vi, Vj) = K(
Xik −Xjk
an
)ρ2,k((Xik, Zik,∆ik), (Zjk,∆jk)),
A∗k(Vi, Vj) = Ak(Vi, Vj) − E[Ak(Vi, Vj)|Vi] − E[Ak(Vi, Vj)|Vj] + E[Ak(Vi, Vj)] and Vi =
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(Xik, Zik,∆ik), for k = 1, 2. Consider
E[Ak(Vi, Vj)|Vi]
=
∑
δ=0,1
∫ ∫
ρ2,k((Xik, Zik,∆ik), (z, δ))K(
Xik − x
an
)hδ,k(z|x)fXk(x) dz dx
= an
∑
δ=0,1
∫ ∫
ρ2,k((Xik, Zik,∆ik), (z, δ))K(u)(hδ,k(z|Xik)− anuh˙δ,k(z|Xik))
×(fXk(Xik)− anuf ′Xk(Xik)) dz du+O(a3n)
= anfXk(Xik)
∑
δ=0,1
∫
ρ2,k((Xik, Zik,∆ik), (z, δ))hδ,k(z|Xik) dz +O(a3n) = O(a3n)(A.1)
i = 1, . . . , nk and k = 1, 2, since∑
δ=0,1
∫
ηk(z, δ|x)hδ,k(z|x)dz =
∑
δ=0,1
∫
ξk(z, δ, y|x)hδ,k(z|x)dz = 0
for all x ∈ RX and for all y ≤ T kx . Note that the term O(a3n) in the second equality of (A.1)
is obtained from the third terms of the Taylor expansions of order two for fXk(Xik−uan)
and hδ,k(z|Xik − uan) which lead after integration to uniformly bounded terms of order
O(a3n) under (A1)-A(5). Hence, we also have E[Ak(Vi, Vj)] = O(a
3
n). In a similar way,
using three Taylor expansions of order 2, we get
E[Ak(Vi, Vj)|Vj] = an
∑
δ=0,1
∫ ∫
K(u)ρ2,k((Xjk + anu, z, δ), (Zjk,∆jk))
×hδ,k(z|Xjk + anu)fXk(Xjk + anu)dzdu
= an
∑
δ=0,1
∫ ∫
K(u) [ρ2,k((Xjk, z, δ), (Zjk,∆jk))
+anuρ˙2,k((Xjk, z, δ), (Zjk,∆jk))]
×[hδ,k(z|Xjk) + anuh˙δ,k(z|Xjk)]
×[fXk(Xjk) + anuf ′Xk(Xjk)]dzdu
+O(a3n)
= anfXk(Xjk)
∑
δ=0,1
∫
ρ2,k((Xjk, z, δ), (Zjk,∆jk)) dHδ,k(z|Xjk)
+O(a3n), (A.2)
where ρ˙2,k((x
1, z1, δ1), (z2, δ2)) denotes the derivative of ρ2,k((x
1, z1, δ1), (z2, δ2)) with re-
spect to x1.
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Note that for T n1,k, E[T
n
1,k] = 0, resulting, by Chebyshev’s inequality, in
P (|T n1,k| > R(nkan)−1) ≤ R−2(nkan)2E[(T n1,k)2]
= R−2n−2k
∑
j 6=i
∑
m6=l
E[A∗k(Vi, Vj)A
∗
k(Vl, Vm)],
for any R > 0. Since E[A∗k(Vi, Vj)] = 0, the terms for which i, j 6= l,m are zero. The
terms for which either i or j equals l or m and the other differs from l and m, are also
zero, because, for example when i = l and j 6= m,
E[A∗k(Vi, Vj)E[A
∗
k(Vi, Vm)|Vi, Vj]] = 0.
Thus, only the 2nk(nk − 1) terms for which (i, j) equals (l,m) or (m, l) remain. Since
A∗k(Vi, Vj) is bounded by CK(
Xik−Xjk
an
) +O(an) for some constant C > 0, we have (in the
case (i, j) equals (l,m)) that
E[A∗k(Vi, Vj)
2] ≤ C2an
∫
f 2Xk(x) dx
∫
K2(u) du+O(a2n) = O(an).
The case (i, j) equals (m, l) is treated similarly. It now follows that
T n1,k = oP (n
−1
k a
−1
n ), (A.3)
which is oP (n
−1/2
k ). By (A.1), (A.2), (A.3), we finally obtain
En2,k =
1
nk
nk∑
i=1
∑
δ=0,1
∫
ρ2,k((Xik, z, δ), (Zik,∆ik))fXk(Xik)dHδ,k(z|Xik)
+oP (n
−1/2), k = 1, 2.
The terms En1,2 and E
n
1,1 are treated in a very similar way such that
En1,3−k =
1
nk
nk∑
i=1
∑
δ=0,1
∫
ρ1,3−k((Xik, z, δ), (Zik,∆ik))fX3−k(Xik)dHδ,3−k(z|Xik)
+oP (n
−1/2), k = 1, 2,
and both first terms of En2,k and E
n
1,3−k are sums of i.i.d random variables with zero means.
Since En1,3−k, E
n
2,k for k = 1, 2, and E
n
3,2 don’t depend on the difference between m2(·) and
m1(·), they are involved in the asymptotic representation for any hypothesis (H0, H1n or
H1). E
n
3,1 is null under H0, negligible under H1n and modifies the variability of the asymp-
totic representation under H1. Applications of the central limit theorem finish the proof.2
20
Proof of Theorem 2. First, write∑
j=1,2
1
nj
nj∑
i=1
wj(Xij)(mˆ2(Xij)− mˆ1(Xij)) =
∑
j=1,2
1
nj
nj∑
i=1
wj(Xij)(m1(Xij)− mˆ1(Xij))
−
∑
j=1,2
1
nj
nj∑
i=1
wj(Xij)(m2(Xij)− mˆ2(Xij))
+
∑
j=1,2
1
nj
nj∑
i=1
wj(Xij)(m2(Xij)−m1(Xij))
= En1 − En2 + En3
Clearly,
En3 =
∑
j=1,2
1
nj
nj∑
i=1
{
wj(Xij)(m2(Xij)−m1(Xij))−
∫
RX
wj(x)(m2(x)−m1(x))fXj(x)dx
}
+
∫
RX
(m2(x)−m1(x))f(x)dx,
for f(x) = fX1(x)w1(x) + fX2(x)w2(x). We now focus on E
n
1 . Using the asymptotic ex-
pansion of mˆ1(·)−m1(·), it can be written as
−1
n21an
n1∑
i=1
n1∑
k=1
w1(Xi1)K(
Xi1 −Xk1
an
)η1(Zk1,∆k1|Xi1)
− 1
n1n2an
n2∑
i=1
n1∑
k=1
w2(Xi2)K(
Xi2 −Xk1
an
)η1(Zk1,∆k1|Xi2) + oP (n−1/2).
Both terms above are therefore double sums and En2 can be treated similarly. Now,
following the lines of Theorem 1 (for the treatment of Enk,l, k, l = 1, 2),
Enj = −
1
nj
nj∑
i=1
ηj(Zij,∆ij|Xij)f(Xij) + oP (n−1/2), j = 1, 2,
where wj(·) is two times differentiable. Therefore, the first term of Enj , j = 1, 2, is a sum
of i.i.d. random variables with zero mean and arguments similar to the end of Theorem 1
finish the proof.
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Figure 1: Scatter plot and estimated conditional location curves of the response variable
‘unemployment duration’ (in days) versus the covariate ‘age’ (in years) of the group
of women receiving any subsidy (in blue) and the group of women not receiving any
subsidy (in red). Circles represent uncensored observations, crosses represent censored
observations.
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Table 1: Empirical proportion of rejections of the test based on the statistic Tn1 and Tn2
under models (i)-(vi). The regression models are homoscedastic, as given in (4.1).
Results for Tn1 Results for Tn2
ajn : ajn = 1.5n
−3/10
j ajn = 2n
−3/10
j ajn = 1.5n
−3/10
j ajn = 2n
−3/10
j
model (n1, n2) α : 0.100 0.050 0.100 0.050 0.100 0.050 0.100 0.050
(i) (50, 50) 0.094 0.040 0.104 0.040 0.096 0.042 0.112 0.040
(50, 100) 0.110 0.060 0.114 0.072 0.086 0.046 0.086 0.046
(100, 100) 0.087 0.044 0.104 0.049 0.067 0.038 0.079 0.040
(ii) (50, 50) 0.882 0.746 0.878 0.746 0.892 0.819 0.886 0.772
(50, 100) 0.958 0.893 0.959 0.906 0.962 0.920 0.962 0.911
(100, 100) 0.986 0.947 0.982 0.951 0.991 0.968 0.987 0.964
(iii) (50, 50) 0.914 0.794 0.904 0.798 0.908 0.799 0.895 0.815
(50, 100) 0.972 0.925 0.975 0.927 0.968 0.924 0.966 0.925
(100, 100) 0.988 0.958 0.986 0.972 0.990 0.974 0.991 0.965
(iv) (50, 50) 0.646 0.481 0.642 0.477 0.709 0.586 0.668 0.533
(50, 100) 0.842 0.712 0.790 0.671 0.851 0.755 0.796 0.679
(100, 100) 0.881 0.766 0.838 0.742 0.911 0.849 0.883 0.801
(v) (50, 50) 0.226 0.115 0.198 0.095 0.243 0.139 0.234 0.110
(50, 100) 0.312 0.191 0.267 0.164 0.327 0.202 0.289 0.173
(100, 100) 0.383 0.242 0.333 0.165 0.387 0.244 0.371 0.187
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Table 2: Empirical proportion of rejections of the test based on the statistic Tn1 and Tn2
under models (i)-(vi). The regression models are heteroscedastic, as given in (4.2).
Results for Tn1 Results for Tn2
ajn : ajn = 1.5n
−3/10
j ajn = 2n
−3/10
j ajn = 1.5n
−3/10
j ajn = 2n
−3/10
j
model (n1, n2) α : 0.100 0.050 0.100 0.050 0.100 0.050 0.100 0.050
(i) (50, 50) 0.093 0.050 0.118 0.058 0.108 0.043 0.110 0.051
(50, 100) 0.088 0.056 0.115 0.057 0.070 0.042 0.089 0.054
(100, 100) 0.054 0.032 0.087 0.044 0.050 0.028 0.086 0.034
(ii) (50, 50) 0.873 0.717 0.882 0.753 0.893 0.799 0.897 0.787
(50, 100) 0.958 0.911 0.955 0.911 0.967 0.922 0.973 0.930
(100, 100) 0.985 0.961 0.983 0.966 0.993 0.980 0.994 0.977
(iii) (50, 50) 0.888 0.775 0.903 0.768 0.905 0.782 0.902 0.775
(50, 100) 0.966 0.925 0.975 0.918 0.968 0.926 0.968 0.927
(100, 100) 0.986 0.955 0.984 0.962 0.989 0.966 0.995 0.963
(iv) (50, 50) 0.646 0.459 0.612 0.439 0.687 0.555 0.621 0.498
(50, 100) 0.807 0.688 0.771 0.625 0.791 0.713 0.756 0.626
(100, 100) 0.879 0.746 0.812 0.712 0.890 0.805 0.852 0.756
(v) (50, 50) 0.239 0.124 0.193 0.107 0.235 0.137 0.225 0.112
(50, 100) 0.329 0.195 0.271 0.152 0.334 0.209 0.301 0.171
(100, 100) 0.383 0.222 0.329 0.199 0.393 0.230 0.351 0.204
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