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ERGODIC THEORY FOR ENERGETICALLY OPEN COMPRESSIBLE FLUID
FLOWS
FRANCESCO FANELLI, EDUARD FEIREISL, AND MARTINA HOFMANOVA´
Abstract. The ergodic hypothesis is examined for energetically open fluid systems represented by
the barotropic Navier–Stokes equations with general inflow/outflow boundary conditions. We show
that any globally bounded trajectory generates a stationary statistical solution, which is interpreted
as a stochastic process with continuous trajectories supported by the family of weak solutions of the
problem. The abstract Birkhoff–Khinchin theorem is applied to obtain convergence (in expectation
and a.s.) of ergodic averages for any bounded Borel measurable function of state variables associated
to any stationary solution. Finally, we show that validity of the ergodic hypothesis is determined
by the behavior of entire solutions (i.e. a solution defined for any t ∈ R). In particular, the ergodic
averages converge for any trajectory provided its ω−limit set in the trajectory space supports a
unique (in law) stationary solution.
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1. Introduction
One of the central open problems in statistical theories of hydrodynamic turbulence is the validity
of the so-called ergodic hypothesis, typically taken for granted by physicists and engineers, see e.g.
[1, Section 2.1]. Roughly speaking, the ergodic hypothesis states the following:
Time averages along trajectories of the flow converge, for large enough times, to an
ensemble average given by a certain probability measure.
Such a measure, if it exists, can be shown to be invariant for the dynamics. In other words,
the ergodic hypothesis postulates that, over the long haul, the system approaches its statistical
equilibrium and the statistics of fully developed turbulence can be completely described by means
of a single invariant measure. More detailed information on the mathematical theory of fluid
turbulence can be found in the survey paper by Constantin [10], Bercovici et al. [2], Constantin
and Procaccia [11], Foias¸ et al. [24], and in the references cited therein.
Another fundamental principle is the Second law of thermodynamics stated in its most flagrant
form by Clausius:
The energy of the world is constant; its entropy tends to a maximum.
Translating “world” as energetically closed system we conclude that its dynamics must approach the
state with maximal entropy that is necessarily an equilibrium. Note that this is perfectly compatible
with the ergodic hypothesis with the associated measure the Dirac mass sitting on the equilibrium
state. Accordingly, the genuine turbulence can persist in the long run only for energetically open
systems, where the coercive effect of dissipation is counterbalanced by the action of external forces.
Indeed, for energetically closed systems of real (dissipative) fluids, the entropy (energy) plays a
role of a Lyapunov function and the dynamics converge towards an equilibrium as predicted by the
Second law, see e.g. the discussion in [21]. To avoid such a boring scenario, a non–conservative
volume force is usually introduced in the literature, either deterministic or even of stochastic type
in the momentum equation. Although this is convenient from the mathematics point of view, the
natural volume force acting in the real world applications is a potential (conservative) gravity field.
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A truly open real fluid must interact with the outer world through the boundary of the physical
space.
Transforming the physically obvious statements in the language of rigorous mathematical theo-
rems is hampered by the fact that the associated mathematical models of fluids are still relatively
poorly understood. The iconic example is the incompressible Navier–Stokes system in the relevant
3D geometry, for which the fundamental questions of uniqueness and even existence of (smooth)
solutions are largely open, see Fefferman [16]. Still the undeniable success of the model in nu-
merical simulations of the real world problems indicates its sound physical background. Note that
well–posedness of the model in the mathematical sense is not fundamental when addressing the
properties of the system in the long run. The only necessary piece of information is the existence
of global–in–time solutions together with a kind of energy/entropy balance equation encoding the
Second law. Both are available in the framework of weak solutions used in the present paper.
Our goal is to investigate the ergodic structure and validity of the ergodic hypothesis in the
context of energetically open fluid systems modeled by the barotropic Navier–Stokes equations with
general outflow/inflow boundary conditions. To the best of our knowledge, this is the first work
addressing this question in such a physically relevant situation. The system describes the time
evolution of the mass density ̺ = ̺(t, x) and the bulk velocity u = u(t, x) of a general compressible
viscous fluid confined to a physical domain Q ⊂ R3:
∂t̺+ divx(̺u) = 0,
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS+ ̺g, (t, x) ∈ (0, T ) ×Q,
(1.1)
where S is the viscous stress tensor given by Newton’s rheological law
(1.2) S(Dxu) = µ
(
∇xu+∇
t
xu−
2
3
divxuI
)
+ λdivxuI, Dxu ≡
1
2
(
∇xu+∇
t
xu
)
,
and g a driving force. The system communicates with the outer world through the inflow/outflow
boundary conditions:
u|∂Ω = ub, ub = ub(x), x ∈ ∂Q,(1.3)
̺|Γin = ̺b, ̺b = ̺b(x), x ∈ Γin, Γin ≡
{
x ∈ ∂Q
∣∣∣ ub · n < 0} .(1.4)
The system (1.1) can be seen as an evolutionary problem in terms of the conservative variables
[̺,m], wherem = ̺u is the linear momentum. Unlike its incompressible counterpart, the barotropic
Navier–Stokes system captures all essential features of problems in continuum fluid mechanics,
notably the “hyperbolic” character of the mass transport combined with the “parabolic” structure
of the momentum equation.
As the problem of well–posedness (in terms of the initial data) of (1.1)–(1.4) is still largely open,
we put forward a different point of view on the dynamical properties, which goes back to Sell [37]
and Ma´lek, Necˇas [34] in the context of the attractor theory, and Itoˆ, Nisio [28] in the framework
of SDE. The leading idea is to consider the whole trajectory as the “initial datum”, whereas the
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dynamics is represented by simple time shifts:
Sτ [̺,m](t, ·) ≡ [̺(t+ τ, ·), m(t+ τ, ·)], τ ≥ 0 (τ ∈ R).
Note that τ < 0 is relevant for entire solutions defined for all t ∈ R.
In fact, a similar strategy has recently been implemented by Foias¸, Rosa and Temam [26, 27]
in studying convergence of time averages for the incompressible Navier–Stokes system driven by a
non–conservative volume force. The investigation of both those works strongly relied on the notion
of stationary statistical solution, which is closely related to the concept of invariant measure for
well–posed problems
Statistical solutions to problems in fluid mechanics have been introduced in the pioneering works
of Foias¸ [23] and Vishik, Fursikov [38] again in the context of incompressible fluid models. Roughly
speaking, they are measures supported by the solution trajectories of the underlying system of
PDE’s. See also [12] and [25] for related studies and additional details. When the measure is
invariant with respect to (positive) time shifts, the statistical solution is said stationary.
More recently, a new class of (dynamical) statistical solutions for the Navier–Stokes system (1.1)–
(1.4) was introduced in [15]. The statistical solutions are identified with the pushforward measure
associated to a semiflow selection among all possible (weak) solutions of the problem emanating from
fixed initial data. Inspired by [15], we advocate the alternative interpretation of a statistical solution
as a stochastic process with continuous paths supported by solutions of the problem. From this
perspective, statistical solutions to deterministic problems can be seen as a special case of solutions
of the related stochastic PDE (SPDE in brief) with a stochastic forcing term and random data, where
the stochastic forcing vanishes. Relevant global–in–time existence results for statistical solutions
can be therefore deduced from the SPDE theory, see e.g. Flandoli [22] for the incompressible case,
and [4, 8] for the compressible case (note, however, that those results concern energetically closed
systems only).
In accordance with the above delineated general strategy, a stationary statistical solution is simply
a stationary stochastic process supported by global–in–time (weak) solutions of the problem. More
precisely, the process is supported by entire solutions (defined for all t ∈ R) and invariant with
respect to the action of the time shift operators Sτ defined above. The probability law of this process
in the trajectory space is the stationary statistical solution in the sense of Vishik and Fursikov [38]
(see also [27]). The standard Krylov–Bogolyubov theory gives rise to a particular class of stationary
solutions generated by “ergodic envelopes” of solutions [̺,m] with globally bounded energy. The
construction relies on tightness of the family of probability measures
(1.5) νT ≡
1
T
∫ T
0
δSτ [̺,m]dτ
and continuity of the shift operators in the trajectory space. Any accumulation point ν for Tn →∞
of νTn in the space of measures (sitting on the trajectory space) represents a law of a stationary
statistical solution. It can be shown that any such measure (stationary solution) is supported on
the ω–limit set ω[̺,m] of [̺,m] in the space of trajectories. As the ω–limit set can be interpreted
as the largest region in the phase space visited by the solution [̺,m] in the long run, the ergodic
hypothesis can be reformulated in the statement:
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The measure ν is ergodic with respect to the shift transformation on ω[̺,m].
Here, ergodic means that for any shift invariant Borel subset B of ω[̺,m] either ν(B) = 1 or
ν(B) = 0. Although the above definition is mathematically acceptable, its formulation is a bit
awkward referring to the concept of trajectory space, time shifts, ω–limit set etc. We therefore
adopt a weaker form. To this end, we need to specify the phase space associated to the Navier–
Stokes system, meaning the function space H in which the solution [̺,m] lives at any time instant,
[̺(t, ·),m(t, ·)] ∈ H for any t.
As the energy associated to the Navier–Stokes system reads
E
(
̺,m
∣∣∣ub) ≡
[
1
2
̺|u− ub|
2 + P (̺)
]
=
[
1
2
|m|2
̺
−m · ub +
1
2
̺|ub|
2 + P (̺)
]
,
m ≡ ̺u, P ′(̺)̺− P (̺) = p(̺),
the phase space H can be identified through suitable “energy” norm. Postponing the details, we
state our working definition of (pointwise) ergodic hypothesis for the Navier–Stokes system (1.1)–
(1.4):
Navier–Stokes system (1.1)–(1.4) complies with the ergodic hypothesis if for any so-
lution [̺,m] defined on a time interval (τ,∞), τ ≥ −∞, the limit
(1.6) lim
T→∞
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt
exists for any bounded continuous functional F on H.
Loosely speaking, we may contrast the ergodic hypothesis for energetically open and closed system
as follows:
• Closed system.
For any global–in–time solution [̺,m], the total energy
∫
QE(̺,m|ub) dx is a Lyapunov
function, and
[̺,m](t, ·)→ [ ˜̺, m˜] as t→∞,
where [˜̺, m˜] is an equilibrium state.
• Open system.
For any global–in–time solution [̺,m], the total energy
∫
QE(̺,m|ub) dx remains bounded
as t→∞, and
1
T
∫ T
0
δ[̺,m](t,·) dt→ V as T →∞, where V is a probability measure on H.
Our strategy can be delineated as follows. Having identified a suitable phase space H, the
trajectory space T is simply defined as the space T = Cloc(R;H) of continuous functions ranging
in H. Note that solutions defined on (τ,∞), τ finite, can be identified with trajectories in T by
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extending them to be constant for t ≤ τ . Adopting this convention, we may define the ω–limit set
associated to a solution [̺,m] as
ω[̺,m] =
{
[r,w] ∈ T
∣∣∣ [̺,m](· + Tn, ·)→ [r,w] in T for some Tn →∞} .
Next, we identify the class of solutions relevant for the long–time dynamics,
U(E) =
{
[̺,m]
∣∣∣ [̺,m]− entire solution, ∫
Q
E
(
̺,m
∣∣∣ ub) (t, ·) dx ≤ E for all t ∈ R
}
.
Our first crucial observation is contained in the following result (see Theorem 3.1 for the precise
statement).
Theorem 1.1. Let [̺,m] be a global–in–time solution of the Navier–Stokes system such that
lim sup
t→∞
∫
Q
E
(
̺,m
∣∣∣ ub) (t, ·) dx ≤ E.
Then
• ∅ 6= ω[̺,m] ⊂ U(E);
• the set U(E) is compact in T .
The above result can be rephrased in terms of sequential compactness of the time shifts of the
solution [̺,m], where actually the choice of the space H plays a marginal role. The crucial observa-
tion is that the bounds provided by the energy are sufficient to show that functions in the ω–limit
set are again solutions of the nonlinear problem (1.1)–(1.4). This property is quite standard in the
class of purely “parabolic” problems, in particular the incompressible Navier–Stokes system, where
compactness is guaranteed by the presence of diffusion terms, and the problem boils down to a
simple modification of the arguments of the existence theory. As a matter of fact, the argument
of compactness in the existence theory for the compressible Navier–Stokes system is rather delicate
because of the density. Indeed the latter satisfies only the equation of continuity (1.1)1 that allows
for propagation of oscillations. Compactness relies on an ingenious argument of Lions [32] that
combines:
• compactness (strong convergence) of the sequence ̺n(0, ·) of the initial data;
• “weak continuity” of the effective viscous flux.
As the information on compactness of the “initial data” is apparently missing for the time shifts of
global–in–time solutions, a more sophisticated argument must be used based on qualitative estimates
of the temporal decay rate of density oscillations.
Another interesting problem, largely open in the case of energetically open systems, is the exis-
tence of a bounded entire solution, namely if U(E) 6= ∅ for some large E. Some sufficient conditions
guaranteeing this property are given in Section 3.2.
Theorem 1.1 is a cornerstone of our investigation, since it opens the road to all the subsequent
analysis. First of all, the existence of an entire solution with globally bounded energy, namely the
fact that the set U(E) is non–empty (for some E > 0), is enough to guarantee the existence of a
stationary statistical solution (see Theorem 5.5 below for details).
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Theorem 1.2. Let [̺,m] be solution with globally bounded energy. Then there exists a stationary
statistical solution supported by the ω−limit set ω[̺,m] ⊂ U(E).
The proof of Theorem 1.2 is performed via the standard Krylov–Bogolyubov’s argument based
on tightness of the probability measures (1.5) defined on the trajectory space T . Any limit point ν
(in the narrow topology) for a suitable Tn →∞ in (1.5) represents the desired law of a stationary
statistical solution. Note that this procedure allows us to avoid the use of generalized limits,
employed in [27], and to work directly with classical limits.
Moreover, it turns out that, with Theorem 1.1 at hand, the theory of dynamical systems becomes
accessible, even in the comfortable setting of dynamical systems with compact state space. Specifi-
cally, Theorems 1.1 and 1.2 together permit us to reformulate the problem as a measure–preserving
dynamical system generated by the action of time shifts on trajectories. The huge machinery of
dynamical systems thus applies (in a quite direct way) to our setting. In particular, we can show
that the collection of all ω−limit sets supports all invariant measures. In addition, as a by–product
of Theorem 1.2, we show the existence of a recurrent solution belonging to its own ω−limit set (see
Corollary 5.8 in this respect).
In the context outlined above, a remarkable feature of stationary statistical solutions, expressed
in terms of the celebrated Birkhoff–Khinchin theorem, is the convergence of the ergodic averages
(we refer to Theorem 6.1 and its extension Theorem 6.4 for the precise statements).
Theorem 1.3. Let [̺,m] be a stationary statistical solution to the barotropic Navier–Stokes system,
and let F be a bounded Borel functional on the state space H. Then the limit
(1.7) lim
T→∞
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt
exists a.s.
At this point, it is tempting to immediately compare this result with the desired ergodic hypoth-
esis. Nonetheless, two different issues show that it does not give a satisfactory answer, yet.
On the one hand, the catch is in the fact that the limit exists only a.s.; in other words, Theorem 1.3
entails only trajectories, with the corresponding (initial) data, that belong to the support of the
stationary solution (measure) ν. Note that speaking about “initial” data in this context is irrelevant,
as the choice of the “initial” time is irrelevant for the stationary solution. In addition, the set of
the corresponding data can be rather small for certain stationary solutions. In particular, if the
stationary solution is deterministically stationary, meaning the trajectory is independent of time,
then the piece of information hidden in (1.7) is trivial as the stationary measure reduces to a Dirac
mass.
On the other hand, Theorem 1.3 only gives a convergence to a random variable, and not to
an ensemble average. As it will be shown in Theorem 7.2, the limit (1.7) can be described by a
conditional expectation with respect to the σ–algebra of shift invariant sets. Hence it becomes a
true expectation exactly when this σ–algebra is trivial for the law of the stationary solution [̺,m],
in other words when the law is ergodic. It turns out that, based on Krein–Milman’s theorem,
we are able to prove existence of such ergodic stationary statistical solutions. In addition, as a
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consequence of the so-called ergodic decomposition (see Theorem 7.3), we will show that the union
of the supports of all invariant measures coincides with the union of the supports of all ergodic
invariant measures, and that different ergodic invariant measures must be singular.
Thus our conclusion for the validity of ergodic hypothesis can be summarized in the following
statement.
Theorem 1.4. Let [̺,m] be a global–in–time solution with uniformly bounded energy.
Then the limit (1.6) exists if the ω–limit set ω[̺,m] supports a unique (ergodic) invariant measure,
i.e., a unique stationary statistical solution. Accordingly, the ergodic hypothesis, i.e., validity of
(1.6) for any trajectory, holds, provided all trajectories admit a uniform energy bound, and all
associated ω–limit sets support a unique (ergodic) invariant measure.
To conclude the introductory discussion, we remark that our result offers only a partial affirmative
answer to the ergodic hypothesis. On the other hand, Theorem 1.4 points at a new direction of
investigation in order to get a better understanding of the ergodic hypothesis, suggesting that the
structure of the ω−limit sets associated to entire solutions with globally bounded energy plays a
crucial role in all this matter.
2. Preliminaries, main hypotheses, weak solutions
We start by stating the precise structural restrictions imposed on the constitutive equations and
the data for the Navier–Stokes system (1.1)–(1.4). To begin, we suppose that the boundary velocity
ub admits an extension in Q. Moreover, we extend the total energy,
E
(
̺,m
∣∣∣ub) =


[
1
2
|m|2
̺ −m · ub +
1
2̺|ub|
2 + P (̺)
]
if ̺ > 0,
∞ if ̺ < 0 or ̺ = 0,m 6= 0,
0 if ̺− 0, m = 0,
to a convex, l.s.c. function of variables (̺,m) ∈ R4.
2.1. Boundary data. We proceed by a list of basic hypotheses to be imposed on the data as well as
the geometry of the spatial domain. They are probably not optimal but necessary for the available
mathematical theory. We focus on the physically relevant 3D setting, similar results can be shown
in the 2D case. We leave apart the 1D geometry, where better results are expected as the problem
is known to be well posed with respect to the initial data.
We suppose that Q ⊆ R3 is a bounded domain of class C2, with a given vector field ub ∈
C1(∂Q;R3). Accordingly, we decompose
∂Q = Γin ∪ Γout, Γin =
{
x ∈ ∂Q
∣∣∣ ub(x) · n(x) < 0} , Γout = {x ∈ ∂Q ∣∣∣ ub(x) · n(x) ≥ 0} ,
and assume
Γout is C
2 −manifold with boundary.
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Finally, we suppose
̺b ∈ C(∂Q), inf
∂Ω
̺b > 0,
and
g ∈ C(Q;R3).
The pressure p = p(̺) is a continuously differentiable function of the density satisfying
p ∈ C1[0,∞) ∩ C2(0,∞), p(0) = 0,
p′(̺) ≥ a̺γ−1 for ̺ > 0, p′(̺) ≤ a̺γ−1 for ̺ > 1, where γ >
3
2
.
(2.1)
The hypothesis γ > 32 is possibly technical, but so far indispensable both for the existence theory
and asymptotic compactness of bounded trajectories.
All hypotheses stated in this section will be tacitly assumed throughout the remaining part of
the paper.
2.2. Weak solutions. Extending ub in Q, ub ∈ C
1(Q;R3), we are ready to introduce the class of
finite energy weak solutions to the Navier–Stokes system.
Definition 2.1 (Finite energy weak solution). We say that [̺,m] is a finite energy weak solution
of the Navier–Stokes system (1.1), (1.2), with the boundary conditions (1.3), (1.4) in (τ,∞), −∞ ≤
τ <∞ if the following holds:
• Regularity class.
̺ ∈ Cweak,loc((τ,∞);L
γ(Q)) ∩ Lγloc((τ,∞);L
γ(∂Q, |ub · n|dSx)), ̺ ≥ 0,
m ∈ Cweak,loc((τ,∞);L
2γ
γ+1 (Q;R3));
there exists a velocity field u such that m = ̺u a.a., and
(u− ub) ∈ L
2
loc((τ,∞);W
1,2
0 (Q;R
3)).
• Equation of continuity.
The integral identity
(2.2)
∫ ∞
τ
∫
Q
[
̺∂tϕ+ ̺u · ∇xϕ
]
dxdt =
∫ ∞
τ
∫
Γout
ϕ̺ub · n dSx dt+
∫ ∞
τ
∫
Γin
ϕ̺bub · n dSx dt
holds for any ϕ ∈ C1c ((τ,∞)× Ω). In addition, a renormalized version of (2.2)∫ ∞
τ
∫
Q
[
b(̺)∂tϕ+ b(̺)u · ∇xϕ−
(
b′(̺)̺− b(̺)
)
divxuϕ
]
dxdt =
∫ ∞
τ
∫
Γin
ϕb(̺b)ub · n dSx dt(2.3)
holds for any ϕ ∈ C1c ((τ,∞)× (Q ∪ Γin)), and any b ∈ C
1[0,∞), b′ ∈ Cc[0,∞).
• Momentum equation.
The integral identity
(2.4)
∫ ∞
τ
∫
Q
[
̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ p(̺)divxϕ− S(Dxu) : ∇xϕ+ ̺g ·ϕ
]
dxdt = 0
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holds for any ϕ ∈ C1c ((τ,∞) ×Q;R
3).
• Total energy balance.
The total energy satisfies
−
∫ ∞
τ
∂tψ
∫
Q
E
(
̺,u
∣∣∣ub) dxdt+ ∫ ∞
τ
ψ
∫
Q
S(Dxu) : Dxu dxdt
+
∫ ∞
τ
ψ
∫
Γout
P (̺)ub · n dSx dt+
∫ ∞
τ
ψ
∫
Γin
P (̺b)ub · n dSx dt
≤ −
∫ ∞
τ
ψ
∫
Q
[̺u⊗ u+ p(̺)I] : Dxub dxdt+
1
2
∫ ∞
τ
ψ
∫
Q
̺u · ∇x|ub|
2 dxdt
+
∫ ∞
τ
ψ
∫
Q
S(Dxu) : Dxub dxdt+
∫ ∞
τ
ψ
∫
Q
̺g · (u− ub) dxdt
(2.5)
for any ψ ∈ C1c (τ,∞), ψ ≥ 0; in addition,
(2.6) lim sup
t→τ+
∫
Q
E
(
̺,u
∣∣∣ub) dx <∞.
The solutions introduced in Definition 2.1 are defined on an open time interval (τ,∞), including
the case τ = −∞. In particular, the initial state of the system at the time τ , if finite, has not been
specified. On the other hand, as the energy at time τ is bounded, cf. (2.6), it is easy to show that
[̺,m] can be extended as
̺ ∈ Cweak,loc([τ,∞);L
γ(Q)), m ∈ Cweak,loc([τ,∞);L
2γ
γ+1 (Q;R3));
whence the initial state is well defined. The total energy, being a convex l.s.c. function of [̺,m], is
weakly l.s.c. on the associated phase space, and, in general,∫
Q
E
(
̺(τ, ·),m(τ, ·)
∣∣∣ub) dx ≤ lim inf
t→τ+
∫
Q
E
(
̺(t, ·),m(t, ·)
∣∣∣ub) dx.
Hypothetically, the energy may experience an “initial jump”, meaning the solution
t 7→ [̺(t, ·),m(t, ·)]
may not be (right) continuous at t = τ with respect to the strong topology of Lγ(Q)×L
2γ
γ+1 (Q;R3).
As we shall see below, such a scenario is excluded for the stationary statistical solutions a.s., see
Section 5.2.
The existence of finite energy weak solutions for τ finite and given initial data has been estab-
lished by Chang, Jin, and Novotny´ [9], see also [15] for the necessary modification of the proof to
accommodate the “differential form” of the energy inequality (2.5).
2.2.1. Strong continuity of the density. The following result is an extension of [18, Proposition 4.3]
to the case of general boundary conditions.
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Proposition 2.2 (Strong time continuity of the density). Let [̺,m] be a finite energy weak solution
defined in (τ,∞) and [t1, t2] ⊂ (τ,∞) be a time interval.
Then ̺ ∈ C([t1, t2];L
1(Q)).
Proof. To begin with, we take a smooth function T such that
T ∈ C∞[0,∞) , T is increasing and concave on [0,∞) ,
T (z) = z for z ∈ [0, 1] and T (z) = 2 for z ≥ 3 .
(2.7)
For any integer k ∈ N \ {0}, we introduce the cut-off functions Tk by the formula
(2.8) Tk(z) = k T
(z
k
)
.
Then, for all t ∈ (τ,∞) and almost every x ∈ Q, we define bk as
bk(t, x) = Tk
(
̺(t, x)
)
.
Notice that the hypotheses formulated on T allow to use the renormalized continuity equation (2.3)
on Tk, for any k fixed. So, we infer that bk = Tk(̺) solves (2.3).
Let now [t1, t2] ⊂ (τ,∞) be a compact time interval. As a consequence of our definitions, of the
properties of ̺ and of (2.3) for bk = Tk(̺), for any k ∈ N \ {0} we get
(2.9) bk ∈ L
∞((t1, t2)×Q) and bk ∈ Cweak([t1, t2];L
q(Q)) for any 1 ≤ q <∞ .
Next, we observe that the following convergence property holds true, in the limit k →∞:
(2.10) bk = Tk(̺) −→ ̺ strongly in L
∞([t1, t2];L
1(Q)) .
In order to see this, we start by remarking that, for any t ∈ [t1, t2] and any k ∈ N \ {0}, by virtue
of the Chebyshev inequality we have
L
{
x ∈ Q
∣∣∣ ̺(t, x) ≥ k} ≤ 1
kγ
∫
{x∈Q|̺(t,x)≥k}
(
̺(t, x)
)γ
dx ,
where we have denoted by L(A) the Lebesgue measure of a set A ⊂ Q. Then, for any t ∈ [t1, t2],
after setting
Ak ≡
{
x ∈ Q
∣∣∣ ̺(t, x) ≥ k } ,
we can estimate∫
Q
|bk(t, ·) − ̺(t, ·)| dx =
∫
Ak
|bk(t, ·) − ̺(t, ·)| dx ≤
∫
Ak
bk(t, ·) dx +
∫
Ak
̺(t, ·) dx
≤ 2 kL(Ak) + ‖̺(t, ·)‖Lγ
(
L(Ak)
)1/γ′
≤ k−(γ−1)
(
2 + ‖̺(t, ·)‖γ−1Lγ
)
,
where, in the last step, we have used Chebyshev inequality and the fact that γ/γ′ = γ − 1. Taking
the sup over [t1, t2] of both sides of the previous inequality completes the proof of (2.10).
Owing to the convergence property (2.10), the proof of the proposition boils down to showing
that bk ∈ C([t1, t2];L
1(Q)) for any k ∈ N \ {0}. Note that the instantaneous values bk(t, ·) ∈ L
1(Q)
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are well defined for any t by its weakly continuous representative. Since the next argument does
not depend on the value of k ≥ 1, for the rest of the proof we drop the index k from the notation
and simply write b = b(̺) for bk = bk(̺) = Tk(̺).
So, let b enjoy properties (2.9), and consider its regularization bε = θε ∗ b by spatial convolution.
Standard properties of mollifying kernels and the same argument which led to (2.9) yield
bε ∈ C([t1, t2];L
q(Q)) and
bε(t, ·)→ b(t, ·) ∈ L
q
loc(Q) as ε→ 0, for any t ∈ [t1, t2], 1 ≤ q <∞.
(2.11)
It follows from the renormalized equation of continuity that
(2.12) ∂tbε + divx(bεu) + θε ∗ f = rε in (a, b)×O, O ⊂ O ⊂ Q,
for all ε > 0 small enough, where
f =
(
b′(̺)̺− b(̺)
)
divxu ∈ L
2((t1, t2)×Q), rε → 0 in L
r((t1, t2)×Q) whenever 1 ≤ r < 2,
cf. DiPerna and Lions [14]. Using the fact that b is bounded, we deduce from (2.12)
(2.13) ∂tF (bε) + divx(F (bε)u) + F
′(bε)θε ∗ f = F
′(bε)rε +
(
F (bε)− F
′(bε)bε
)
divxu
for any continuously differentiable convex function F . On the one hand, in view of (2.11),
F (bε(t, ·))→ F (b(t, ·)) in L
q
loc(Q) for any t ∈ [t1, t2].
On the other hand, in view of (2.13), we get (as done for (2.9) above) that
F (bε)→ F in Cweak([t1, t2];L
q
loc(Q)).
Necessarily, F = F (b) ∈ Cweak([t1, t2];L
q
loc(Q)) for any differentiable convex function. In particular,
we deduce that b2 ∈ Cweak([t1, t2];L
q
loc(Q)); combining this property with (2.9), we infer that
b ∈ C([t1, t2];L
2
loc(Q)) , whence b ∈ C([t1, t2];L
1
loc(Q)) .
The time continuity with values in L1(Q) then follows by using the fact that b ∈ L∞((t1, t2)×Q).
As already remarked, combining this fact together with (2.10), we finally deduce the time conti-
nuity of ̺ with values in L1(Q). 
2.3. Phase space, trajectory space, ω–limit sets. We introduce the phase space
H = L1(Q)×W−k,2(Q;R3),
the trajectory space
T ≡
{
(r,w)
∣∣∣ r ∈ C(R;L1(Q)), w ∈ C(R;W−k,2(Q;R3))}
and the metric on the trajectory space,
dT
[
(r1,w1); (r2,w2)
]
≡
∞∑
M=1
1
2M
supt∈[−M,M ] ‖(r1,w1)(t, ·) − (r2,w2)(t, ·)‖L1×W−k,2
1 + supt∈[−M,M ] ‖(r1,w1)(t, ·) − (r2,w2)(t, ·)‖L1×W−k,2
.
Given regularity of the spatial domain Q, we have W k,2(Q) →֒→֒ C(Q) for k > 32 – a condition
assumed hereafter. It is standard to observe that
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• [T ; dT ] is a Polish space;
• if [̺,m] is a finite energy weak solution in the sense of Definition 2.1, then the trajectory
[˜̺, m˜], defined as
[˜̺(t, ·), m˜(t, ·)] =
{
[̺(t, ·),m(t, ·)] if t > τ,
[̺(τ, ·),m(τ, ·)] if t ≤ τ,
belongs to T as soon as k > 32 .
Next, we recall the definition of the space of bounded entire solutions,
U [E] =
{
[̺,m]
∣∣∣ [̺,m] finite energy weak solution in R such that sup
t∈R
∫
Q
E
(
̺,m
∣∣∣ub) dx ≤ E
}
.
Finally, let [̺,m] be a solution of the Navier–Stokes system in (0,∞) such that
(2.14) sup
t>0
∫
Q
E
(
̺,m
∣∣∣ ub) (t, ·) dx ≤ E.
Extending
̺(t, ·) = ̺(0, ·), m(t, ·) =m(0, ·)
we may assume [̺,m] ∈ T . Note that the ω−limit set
ω[̺,m] =
{
[r,w] ∈ T
∣∣∣ there exists Tn →∞ such that [̺,m](· + Tn)→ (r,w) in T }
is a subset of the trajectory space T in contrast with a more conventional definition that identifies
the ω−limit set with the set of all possible limits of [̺(Tn, ·),m(Tn, ·)] in the phase space L
1(Q) ×
W−k,2(Q;R3).
3. Global solutions with bounded energy
The main effect of general inflow/outflow boundary conditions (1.3) is that there may be energy
or mass exchanges between the system and the exterior. In particular, the energy of solutions may
not be globally bounded in time.
In the first part of this section, we prove a fundamental asymptotic compactness result for tra-
jectories having globally bounded energy. In Subsection 3.2, instead, we show that, under suitable
assumptions on the boundary data, such trajectories indeed exist.
3.1. Asymptotic compactness of bounded trajectories. The following result is absolutely
crucial for the existence of stationary statistical solutions generated by bounded trajectories. It is
new in the context of general inflow/outflow boundary conditions and as such may be of independent
interest. We point out that the proof cannot be done as a simple adaptation of the existence theory,
as the crucial information on compactness of initial densities is missing. Instead, the uniform
temporal decay of the density oscillation defect measure, first observed in [17], must be shown.
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Theorem 3.1 (Asymptotic compactness). Let {̺n,mn}
∞
n=1 be a sequence of finite energy weak
solutions of the Navier–Stokes system in the sense of Definition 2.1 defined in (τn,∞)×Q, with
τn ≥ −∞, τn → −∞ as n→∞,
satisfying ∫
Q
E
(
̺n,mn
∣∣∣ub) (t, ·) dx ≤ E <∞ for all t > τn, n = 1, 2, . . .
Then there is a subsequence (not relabeled) such that the extended trajectories
̺n(t, x) = ̺n(t, x), mn(t, x) =mn(t, x) for t > τn,
̺n(t, x) = ̺n(τn+, x), mn(t, x) =mn(τn+, x) for t ≤ τn, x ∈ Q,
(3.1)
admit a limit in [T , dT ], i.e. there exists [̺,m] ∈ [T , dT ] such that
[̺n,mn]→ [̺,m] in [T , dT ].
In addition, [̺,m] is a finite energy weak solution of the Navier–Stokes system in R × Q, in the
sense of Definition 2.1, with [̺,m] ∈ U [E].
3.1.1. Proof of Theorem 3.1. This paragraph is devoted to the proof of the previous statement. We
proceed in several steps.
Step 1 (uniform bounds and convergence):
We assume that all the trajectories [̺n,mn] have been extended on R×Q by formula (3.1). As
the energy is uniformly bounded, we get immediately
(3.2) ‖̺n(t, ·)‖Lγ (Q) +
∫
Q
|mn|
2
̺n
(t, ·) dx . 1
uniformly for t ∈ R, and, by means of Ho¨lder inequality,
(3.3) ‖mn(t, ·)‖
L
2γ
γ+1 (Q;R3)
. 1
uniformly for t ∈ R. As k > 32 we conclude there there is a compact set K ⊆ W
−k,2(Q) ×
W−k,2(Q;R3) such that
(3.4) [̺n(t, ·),mn(t, ·)] ∈ K for all t ∈ R, n = 1, 2, . . .
Next observe that the energy inequality (2.5) yields the uniform bounds
(3.5)
∫ M
−M
∫
Q
S(Dxun) : Dxun dxdt+
∫ M
−M
∫
∂Q
P (̺n) |ub ·n| dSx dt ≤ C(M) for any 0 < M < −τn,
where we have set ̺n = ̺b on Γin and n is sufficiently large so that τn < 0. Consequently, by means
of Korn–Poincare´ inequality,∫ M
−M
‖un‖
2
W 1,2(Q;Rd) dt ≤ c(M) for any 0 < M < −τn.
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Finally, it follows from the field equations (2.2), (2.4) that
(3.6)
∥∥∥∥ ddt
∫
Q
̺nϕ dx
∥∥∥∥
L∞(−M,M)
+
∥∥∥∥ ddt
∫
Q
mn · ϕ dx
∥∥∥∥
L2(−M,M)
≤ c(M,ϕ,ϕ) for any 0 < M < −τn
and any test functions ϕ ∈ C1c (Q), ϕ ∈ C
1
c (Q;R
3).
In view of (3.4), (3.6), the abstract Arzela`–Ascoli Theorem, and the uniform bounds (3.2), (3.3),
we may infer that
̺n → ̺ in Cweak([−M ;M ];L
γ(Q)),
mn →m in Cweak([−M ;M ];L
2γ
γ+1 (Q;R3)), M > 0 arbitrary,
(3.7)
passing to a suitable subsequence as the case may be. In particular,
[̺n,mn]→ [̺,m] in [T , dT ].
Step 2 (velocity and the limit in the convective terms):
It remains to show that [̺,m] is a weak solution of the Navier–Stokes system in R × Q. First
observe that ̺ ≥ 0, being a (weak) limit of non–negative functions. Moreover, as the total energy
E(̺,m
∣∣∣ub) is a convex l.s.c. function, we deduce∫
Q
E
(
̺,m
∣∣∣ ub) (t, ·) dx ≤ E for t ∈ R.
In view of (3.7), we may suppose, extracting a suitable subsequence,
un → u weakly in L
2(−M,M ;W 1,2(Q;R3)), for any M > 0.
Moreover, as γ > 32 , we deduce from (3.7) that
(3.8) m = ̺u, ̺nun ⊗ un → ̺u⊗ u weakly in L
α((−M ;M) ×Q;R3×3) for some α > 1.
These and several other arguments used in what follows are nowadays quite well understood, and
we refer to [18, Chapter 4] for details.
Step 3 (equation of continuity):
With the previous estimates at hand, it is a routine matter to perform the limit in the equation
of continuity (2.2). Indeed the bound (3.5) yields, up to a subsequence,
̺n → ̺ weakly in L
γ((−M ;M) × ∂Q; |ub · n|dSx);
whence∫
R
∫
Q
[
̺∂tϕ+ ̺u · ∇xϕ
]
dxdt =
∫
R
∫
Γout
ϕ̺ub · n dSx dt+
∫
R
∫
Γin
ϕ̺bub · n dSx dt
for any ϕ ∈ C1c (R×Q).
Step 4 (equi–integrability of the pressure):
In order to perform the limit in the momentum and the energy balance, we need to establish
equi–integrability of the pressure and the pressure potential with respect to the space variable.
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This can be done exactly as in [15, Section 4] (see also [20, Section 6]) obtaining that the sequences
{p(̺n)}
∞
n=1 as well as {P (̺n)}
∞
n=1 are equi–integrable in (−M,M)×Q for anyM > 0. In particular,
we may assume
(3.9) p(̺n)→ p(̺), P (̺n)→ P (̺) weakly in L
1((−M,M) ×Q) for any M > 0.
Here and everywhere in the rest of this section, we use the symbol G(̺) to denote a weak L1−limit
of a sequence {G(̺n)}
∞
n=1.
Similarly, in view of (3.8), we have
(3.10) E
(
̺n,mn
∣∣∣ub) ≡ E (̺n,un∣∣∣ub)→
(
1
2
̺|u|2 + P (̺)
)
weakly in L1((−M,M)×Q).
Step 5 (weak convergence):
With (3.9), (3.10) at hand, we may perform the limit in the remaining family of the field equations:∫
R
∫
Q
[
b(̺)∂tϕ+ b(̺)u · ∇xϕ−
(
b′(̺)̺− b(̺)
)
divxu
]
dxdt =
∫
R
∫
Γin
ϕb(̺b)ub · n dSx dt(3.11)
for any ϕ ∈ C1c (R× (Q ∪ Γin)), and any b ∈ C
1[0,∞), b′ ∈ Cc[0,∞);∫
R
∫
Q
[
̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ p(̺)divxϕ− S(Dxu) : ∇xϕ+ ̺g · ϕ
]
dxdt = 0
for any ϕ ∈ C1c (R ×Q;R
3); and
−
∫
R
∂tψ
∫
Q
E
(
̺,m
∣∣∣ub) dxdt+ ∫
R
ψ
∫
Q
S(Dxu) : Dxu dxdt
+
∫
R
ψ
∫
Γout
P (̺)ub · n dSx dt+
∫
R
ψ
∫
Γin
P (̺b)ub · n dSx dt
≤ −
∫
R
ψ
∫
Q
[
̺u⊗ u+ p(̺)I
]
: Dxub dxdt+
1
2
∫
R
ψ
∫
Q
̺u · ∇x|ub|
2 dxdt
+
∫
R
ψ
∫
Q
S(Dxu) : Dxub dxdt+
∫
R
ψ
∫
Q
̺g · (u− ub) dxdt
(3.12)
for any ψ ∈ C1c (τ,∞), ψ ≥ 0. Here, we have systematically used the symbol G(̺,m) to denote a
weak L1−limit of a sequence {G(̺n,mn)}
∞
n=1, or, equivalently, the expected value of G with respect
to a Young measure associated to {̺n,mn}
∞
n=1. In general, such a process requires extracting a
subsequence if necessary.
Step 6 (a.e. convergence of density):
The next step of the proof is showing strong (a.a. pointwise) convergence of the sequence of
densities {̺n}
∞
n=1, or, equivalently, removing the upper bars over the nonlinearities in (3.11)–(3.12).
The key issue is to show that
(3.13)
∫
Q
(
̺ log(̺) − ̺ log(̺)
)
(t, x) dx ≡ 0 for all t ∈ R .
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Indeed, thanks to the strict convexity of the function ̺ 7→ ̺ log(̺) on [0,∞), the previous property
would imply (see [18, Theorem 2.11]), up to a subsequence, the required a.e. convergence. In order
to obtain (3.13), one would like to use the function b(̺) = ̺ log(̺) in the renormalized continuity
equation (2.3) for the limit density ̺, and compare this with (3.11). Unluckily, this strategy cannot
work directly, due to the lack of integrability of b′(̺)̺− b(̺) = ̺, which does not allow to properly
define the product
(
b′(̺)̺−b(̺)
)
divxu. Instead, one has to implement an approximation procedure.
To begin with, we recall the so–called Lions identity (cf. Lions [32]),
(3.14) p(̺)b(̺) − p(̺) b(̺) =
(
λ+
2d− 2
d
µ
)(
b(̺)divxu− b(̺)divxu
)
for any b ∈ C1[0,∞), b′ ∈ Cc[0,∞), where d denotes the space dimension (recall that d = 3 for us).
As (3.14) is of local character, the proof “does not see” the boundary conditions and can be done
exactly as in [18, Chapter 6].
It follows form (3.14) that the oscillation defect measure introduced in [18, Chapter 6] is bounded:
specifically, after introducing the cut-off functions Tk as in (2.7)–(2.8), we have
(3.15) sup
k≥1
(
lim sup
n→∞
∫ M
−M
∫
Q
|Tk(̺n)− Tk(̺)|
γ+1 dxdt
)
≤ c(M)
for any M > 0. We refer to [18, Chapter 6] for details.
Relations (3.14), (3.15) can be used to show that the limit functions ̺, u satisfy the renormalized
equation of continuity (2.3). The original proof from [18, Chapter 6] has been adapted in a nontrivial
way to the inflow–outflow boundary conditions by Chang, Jin, and Novotny´ [9, Section 3.2]. We
may therefore conclude that
∫
R
∫
Q
[
b(̺)∂tϕ+ b(̺)u · ∇xϕ− ϕ
(
b′(̺)̺− b(̺)
)
divxu
]
dxdt =
∫
R
∫
Γin
ϕb(̺b)ub · n dSx dt,
(3.16)
for any ϕ ∈ C1c (R× (Q ∪ Γin)), and any b ∈ C
1[0,∞), b′ ∈ Cc[0,∞).
Now observe that validity of both (3.11) and (3.16) can be extended to the function
b(̺) = Lk(̺), L
′
k(̺)̺− Lk(̺) = Tk(̺), Tk(̺) = min{̺, k},
that is a compactly supported perturbation of an affine function. Consequently, subtracting (3.16)
from (3.11) gives rise to
∫
R
∫
Q
([
Lk(̺)− Lk(̺)
]
∂tϕ+
[
Lk(̺)− Lk(̺)
]
u · ∇xϕ+ ϕ
[
Tk(̺)divxu− Tk(̺)divxu
])
dxdt = 0
(3.17)
for any ϕ ∈ C1c (R× (Q ∪ Γin)).
Our next goal is to extend validity of (3.17) to spatially homogeneous test functions, meaning
ϕ = ψ(t), ψ ∈ C1c (R). To this end, consider a sequence of test functions {φn}
∞
n=1 such that
φn ∈ C
1
c (Q ∪ Γin), 0 ≤ φn ≤ 1, φn = 1 if dist[x, ∂Q] ≥
1
n
, |∇xφn| . n.
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Plugging ϕ(t, x) = ψ(t)φn(x) in (3.17) we easily observe that∫
R
∫
Q
[
Lk(̺)− Lk(̺)
]
∂tψφn dxdt→
∫
R
∫
Q
[
Lk(̺)− Lk(̺)
]
∂tψ dxdt,∫
R
∫
Q
ψφn
[
Tk(̺)divxu− Tk(̺)divxu
]
dxdt→
∫
R
∫
Q
ψ
[
Tk(̺)divxu− Tk(̺)divxu
]
dxdt
by means of Lebesgue dominated convergence theorem. Finally, we write∫
R
∫
Q
ψ
[
Lk(̺)− Lk(̺)
]
u · ∇xφn dxdt =
∫
R
∫
Q
ψ
[
Lk(̺)− Lk(̺)
]
(u− ub) · ∇xφn dxdt
+
∫
R
∫
Q
ψ
[
Lk(̺)− Lk(̺)
]
ub · ∇xφn dxdt.
As (u− ub) ∈ L
2
loc(R;W
1,2
0 (Q;R
3)), we have
(u− ub)
dist[·, ∂Q]
∈ L2loc(R;L
2(Q)).
Moreover, since Lk is a bounded perturbation of an affine function, the defect Lk(̺) − Lk(̺) is
bounded for any fixed k, and we obtain∫
R
∫
Q
ψ
[
Lk(̺)− Lk(̺)
]
(u− ub) · ∇xφn dxdt→ 0 as n→∞.
As for the last integral, given the assumed regularity of ∂Q and its component Γout, we introduce
the closest point mapping,
PΓout(x) = xΓ ∈ Γout, |x− xΓ| = inf
x̂∈Γout
|x− x̂|,
and the distance function
x ∈ Ω 7→ dist[x,Γin] ∈W
1,∞(Q),
with its gradient
∇xdist[x,Γout] =
x− PΓout(x)
|x− PΓout(x)|
for a.a. x ∈ Q.
Finally, we observe that if
PΓout(x) ∈ int[Γout], meaning ub(PΓout(x)) · n(PΓout(x)) > 0,
then
(3.18)
x− PΓout(x)
|x− PΓout(x)|
= ∇xdist[x,Γout] = −n(PΓout(x)).
Now, consider
φn(x) = min {ndist[x,Γin]; 1} ∈W
1,∞(Q).
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cf. [19, Section 7.2] or Chang, Jin, and Novotny´ [9]. Accordingly, after setting
U
(
Γin,
1
n
)
≡
{
x ∈ Q
∣∣∣ dist[x,Γin] ≤ 1
n
}
,
we have∫
Q
[
Lk(̺)− Lk(̺)
]
ub · ∇xφn dx = n
∫
U(Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(x) ·
x− PΓout(x)
|x− PΓout(x)|
dx
= n
∫
U(Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
(ub(x)− ub(PΓout(x))) ·
x− PΓout(x)
|x− PΓout(x)|
dx
+ n
∫
U(Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx.
As ub is continuously differentiable in Q, we have
|ub(x)− ub(PΓout(x))| .
1
n
for x ∈ U
(
Γin;
1
n
)
,
whence
n
∫
U(Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
(ub(x)− ub(PΓout(x))) ·
x− PΓout(x)
|x− PΓout(x)|
dx→ 0 as n→∞.
Finally,
n
∫
U(Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx
= n
∫
U(Γin,
1
n
)∩U(∂Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx
+ n
∫
U(Γin,
1
n
)∩Uc(∂Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx.
On one hand, as ∂Γin is a C
1−curve and all quantities under the integral are bounded, we get
n
∫
U(Γin,
1
n
)∩U(∂Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx ≈
1
n
.
On the other hand, by virtue of (3.18) and convexity of Lk,
n
∫
U(Γin,
1
n
)∩Uc(∂Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) ·
x− PΓout(x)
|x− PΓout(x)|
dx
= −n
∫
U(Γin,
1
n
)∩Uc(∂Γin,
1
n
)
[
Lk(̺)− Lk(̺)
]
ub(PΓout(x)) · n(PΓout(x)) dx ≤ 0.
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Going back to (3.17) we deduce
(3.19)
d
dt
∫
Q
[
Lk(̺)− Lk(̺)
]
dx+
∫
Q
[
Tk(̺)divxu− Tk(̺)divxu
]
dx ≤ 0
in D′(R).
Now, we use (3.14) to rewrite (3.19) in the form
d
dt
∫
Q
[
Lk(̺)− Lk(̺)
]
dx+ d0
∫
Q
[
p(̺)Tk(̺)− p(̺) Tk(̺)
]
dx
+
∫
Q
(
Tk(̺)− Tk(̺)
)
divxu dx ≤ 0,
(3.20)
where we have set
d0 =
(
λ+
2d− 2
d
µ
)−1
> 0 (d = 3).
Next, in view of (3.15),∫
Q
(
Tk(̺)− Tk(̺)
)
divxu dx→ 0 in L
1(−M,M) as k →∞
for any M > 0, see [18, Chapter 6]. Now, we are in the situation handled in [17, Section 2] or
[18, Chapter 6]. In view of assumptions (2.1) on the pressure function, arguing exactly as in [18,
Chapter 6, Section 6.6.2], we perform the limit k →∞ in (3.20) to conclude
d
dt
∫
Q
[
̺ log(̺)− ̺ log(̺)
]
dx+Ψ
(∫
Q
[
̺ log(̺)− ̺ log(̺)
]
dx
)
≤ 0 in D′(R),
where
Ψ ∈ C(R),Ψ(0) = 0, Ψ(Z)Z > 0 for Z 6= 0.
As the function
t 7→
∫
Q
[
̺ log(̺)− ̺ log(̺)
]
(t, ·) dx
is non–negative and uniformly bounded on R, we conclude∫
Q
[
̺ log(̺)− ̺ log(̺)
]
(t, ·) dx = 0 for all t ∈ R,
which yields the a.e. convergence of {̺n}
∞
n=1.
Step 7 (strong compactness of the density):
Revisiting Step 6 we observe that we have actually proved that
̺n → ̺ strongly in L
q
loc(R;L
q(Q)), 1 ≤ q < γ.
Seeing that, in view of Proposition 2.2, ̺n, ̺ ∈ Cloc(R;L
1(Q)), we show a stronger statement,
namely
̺n → ̺ ∈ Cloc(R;L
1(Q)).
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In particular, we prove that
̺n → ̺ in C([−M,M ];L
1(Q)) for any M > 0.
To this end, consider the cut-off operators
Tk(̺) = min{̺, k}.
Now, pick M > 0 and keep it fixed. As ̺n, ̺ are uniformly bounded in L
γ(Q), we get
‖̺n − Tk(̺n)‖L1(Q) + ‖̺− Tk(̺)‖L1(Q) → 0 as k →∞ uniformly for t ∈ [−M,M ].
Consequently, it is enough to show
Tk(̺n)→ Tk(̺) in C(−M ;M ;L
1(Q)) as n→∞
for any fixed k.
Similarly to the proof of Proposition 2.2, we consider
b(̺n) = Tk(̺n), T
2
k (̺n)
in the renormalized equation of continuity. In view of density compactness established in Step 6
of the proof of Theorem 3.1, we may use the renormalized equation of continuity to show
(3.21) Tk(̺n)→ Tk(̺) in Cweak([−M,M ];L
2(Q)), T 2k (̺n)→ T
2
k (̺) in Cweak([−M,M ];L
1(Q)).
Seeing that
T 2k (̺n)− T
2
k (̺) = 2Tk(̺)
(
Tk(̺n)− Tk(̺)
)
+ |Tk(̺n)− Tk(̺)|
2,
we observe it is enough to show
(3.22) Tk(̺)
(
Tk(̺n)− Tk(̺)
)
→ 0 in Cweak([−M,M ];L
1(Q)).
As the limit density is strongly continuous in L1(Q), the image of the compact set [−M,M ] under
the mapping
t ∈ [0, T ] 7→ Tk(̺)(t, ·) ∈ L
q(Q) is compact for arbitrary 1 ≤ q <∞.
In particular, the curve t 7→ Tk(̺)(t) can be uniformly approximated by a piecewise constant
function ranging in Lγ
′
(Q). In particular,
Tk(̺)
(
Tk(̺n)− Tk(̺)
)
≈
∑
i
1Ii(t)wi(x)
(
Tk(̺n)− Tk(̺)
)
, ∪iIi = [−M,M ], wi ∈ L
γ′(Q);
whence (3.22) follows from (3.21).
Theorem 3.1 is now proved.
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3.2. Existence of trajectories having globally bounded energy. The goal of this subsection
is to give sufficient (non–trivial) conditions on the boundary data ub, which guarantee the existence
of trajectories with globally bounded energy. For the sake of simplicity, we focus on the physically
relevant case of a potential external force,
(3.23) g = ∇xG, G ∈ C
1(Q).
Accordingly, the associated term in the energy inequality (2.5) rewrites as∫
Q
̺u · ∇xG dx =
d
dt
∫
Q
̺G dx+
∫
Γout
̺Gub · n dSx +
∫
Γin
̺bGub · n dSx,
and, similarly,∫
Q
̺u · ∇x|ub|
2 dx =
d
dt
∫
Q
̺|ub|
2 dx+
∫
Γout
̺|ub|
2ub · n dSx +
∫
Γin
̺b|ub|
2ub · n dSx,
Consequently, going back to the energy inequality (2.5), we deduce
d
dt
∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
dx+
∫
Q
S(Dxu) : Dxu dx
≤ −
∫
Q
[̺u⊗ u+ p(̺)I] : Dxub dx−
∫
Q
̺∇xG · ub dx+K,
(3.24)
in D′(τn,∞), with a positive constant K depending solely on the data ub, ̺b, G. We see immediately
that the crucial term is the first integral on the right as it is proportional to the total energy. We
therefore choose a “cheap” solution supposing that Dxub(x) is a positively semi–definite matrix.
Moreover, we shall assume even more, namely that infQ divub > 0. Under these circumstances, we
claim the following result.
Proposition 3.2 (Bounded trajectories). Let the driving force g satisfy (3.23), and let ub admit
an extension satisfying
(3.25) Dxub ≥ 0 , divxub ≥ α > 0 in Q.
Suppose that [̺,m] is a finite energy weak solution of the Navier–Stokes system in (τ,∞), τ ≥ −∞
in the sense of Definition 2.1.
Then there is a constant E, depending solely on the data, such that
lim sup
t→∞
∫
Q
E
(
̺,u
∣∣∣ub) (t, ·) dx ≤ E.
Proof. Under the hypothesis (3.25), we may rewrite the energy inequality (3.24) in the form
(3.26)
d
dt
∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
dx+
α
2
∫
Q
p(̺) dx+
∫
Q
S(Dxu) : Dxu dx ≤ K
in D′(τ,∞), with a constant K, possibly different from its counterpart in (3.24) but still depending
only on the data.
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The first observation is that whenever
α
2
∫
Q
p(̺) dx+
∫
Q
S(Dxu) : Dxu dx ≤ K + 1 for ̺ ∈ L
γ(Q), u ∈W 1,2(Q;R3), u|∂Ω = ub
then ∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
dx ≤ Λ(K).
Going back to (3.26), we deduce for any interval [T, T + 1], T > τ , the following dichotomy: (i)
either there exists t0 ∈ (T, T + 1) such that
(3.27)
∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
(t0, ·) dx ≤ Λ(K),
t0 a Lebesgue point of ∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
dx;
(ii) or one has ∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)
((T + 1)−)
]
dx
≤
∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)
(T+)
]
dx− 1.
From the above, we deduce that there exists t0 > τ such that (3.27) holds. Moreover, as the
modified energy ∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
dx
is bounded from below, there is a sequence tn →∞ such that (3.27) holds for t0 = tn and |tn−tn+1| ≤
L. Finally, revisiting the energy inequality (3.26) we deduce that∫
Q
[
E
(
̺,u
∣∣∣ub)− ̺
(
G+
1
2
|ub|
2
)]
(t, ·) dx ≤ Λ(K) + LK for any t > t0,
which yields the desired uniform bound on the energy. 
4. Dynamical system generated by shifts on trajectories
Consider the action of the shift operator on the trajectory space T :
Sτ (r,w)(·) = (r,w)(· + τ), τ ∈ R.
It is easy to show that:
• Sτ : T → T is a continuous linear operator for any τ ∈ R;
• (Sτ )τ∈R defines a group of operators on T , i.e., S0 = Id, Sτ1+τ2 = Sτ1◦Sτ2 for any τ1, τ2 ∈ R.
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We say that a set A ⊂ T is shift invariant provided SτA ⊂ A for any τ ∈ R. Note that since the
operators (Sτ )τ∈R form a group, shift invariance implies that SτA = A for any τ ∈ R.
Recall from Section 2.3 that U [E] denotes the set of all global solutions with energy uniformly
bounded by E. Note, however, that U [E] may be empty, unless some conditions are imposed on the
boundary data (see Subsection 3.2 above for details). As a consequence of Theorem 3.1, we obtain
in particular the desired compactness of the set of solutions U [E].
Proposition 4.1. The set U [E] is a compact shift invariant subset of [T ; dT ].
Proof. The shift invariance is an immediate consequence of Definition 2.1. It follows from Theo-
rem 3.1 that U [E] is compact. 
In view of the above, restriction of the translation semigroup (Sτ )τ≥0 to the set U [E] together
with its Borel σ-algebra defines a (topological) dynamical system on a compact Polish space. Then
the notion of ω−limit set ω[̺,m] of a finite energy weak solution [̺,m] in (0,∞) with uniformly
bounded energy (see Section 2.3) corresponds to the usual definition of ω−limit set within this
dynamical system. Due to compactness of U [E], we obtain the following result.
Corollary 4.2. Let [̺,m] be a finite energy weak solution in (0,∞) satisfying∫
Q
E
(
̺,m
∣∣∣ub) (t, ·) dx ≤ E for all t > 0.
Then the set ω[̺,m] enjoys the following properties:
• ω[̺,m] is non-empty;
• ω[̺,m] is a closed subset of U [E], in particular it is a compact subset of [T ; dT ];
• ω[̺,m] is shift invariant;
• ω[̺,m] is connected.
Proof. The fact that the set ω[̺,m] is a non-empty closed subset of U [E] follows from Theorem 3.1.
The rest of the proof can be done by classical arguments from the theory of dynamical systems. 
4.1. Non-wandering solutions. With the above description of our model in the language of dy-
namical systems, we may deduce existence of solutions whose neighborhoods are revisited infinitely
often.
Corollary 4.3. Assume that [̺,m] is a global weak solution to the Navier-Stokes system, with
[̺,m] ∈ U(E). Then there exists a non-wandering solution [r,w] ∈ U [E], meaning, for every
ε-neighborhood Bε[r,w] of [r,w] in T and every T > 0, there exists τ > T so that Bε[r,w] ∩
SτBε[r,w] 6= ∅.
Proof. The result is a simple consequence of Corollary 4.2 together with the fact that every point
in ω[̺,m] is non-wandering. 
Once we prove the existence of an invariant measure in the following section, we are able to
deduce a stronger result than Corollary 4.3, namely, existence of the so-called recurrent solution,
see Section 5.3.
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5. Invariant measures - stationary solutions on the space of trajectories
We adopt the approach to statistical solutions via the theory of stochastic processes. Let
{Ω,B,P}
be a measurable space, with the σ-algebra of measurable sets B, and a (complete) probability
measure P. Let us first recall some basic definitions and facts.
• A (stochastic) process [̺,m] ranging in a separable Banach space H is a mapping
[̺,m] : Ω×R→ H
satisfying
[̺(t, ·),m(t, ·)] : Ω→ H
is B-measurable for any t ∈ R.
• A (stochastic) process [̺,m] ranging in H is called measurable provided the mapping
[̺,m] : Ω×R→ H
is B⊗B(R)-measurable where B(R) denotes the Borel set in R.
• For a measurable (stochastic) process [̺,m] ranging in H the path
t ∈ R 7→ [̺(t, ω),m(t, ω)]
is measurable for a.a. ω ∈ Ω.
• A measurable (stochastic) process [̺,m] ranging in H is called continuous provided the
path
t ∈ R 7→ [̺(t, ω),m(t, ω)] ∈ C(R;H) for a.a. ω ∈ Ω.
Alternatively, we may define a continuous (measurable, stochastic) process [̺,m] as a measurable
mapping
[̺,m] : Ω→ Cloc(R;H).
Note that this is equivalent to the previous definition as the measurability of the process follows
from the continuity of paths. Indeed, approximate [̺,m] by a process with piecewise constant
paths, e.g.,
[̺,m]n(ω, t) = [̺,m](ω, t
n
k ) if t ∈ [t
n
k , t
n
k+1),
where {tnk ; k ∈ Z} is a suitable partition of R with vanishing mesh size as n→∞. Then [̺,m]n is
a measurable process converging pointwise to [̺,m]. Hence [̺,m] is measurable.
It is not always convenient to work with stochastic processes as collections of random variables.
Therefore, for the purposes of this paper, we make use of the last definition above, i.e., a stochastic
process is a random variable taking values in the corresponding path space.
Let us now proceed with the definition of statistical solution and stationary statistical solution
to the Navier–Stokes system.
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Definition 5.1 (Statistical solution). A continuous stochastic process [̺,m] ranging in L1(Q) ×
W−k,2(Q;R3) is a statistical solution of the Navier–Stokes system if
[̺,m] is a finite energy weak solution of the Navier–Stokes system in R×Q
P−a.s.
The probability space on which a statistical solution is defined does not play any particular
role for us, since the Navier–Stokes system is deterministic. Therefore, we tacitly consider the
probability space as part of the solution. Strictly speaking, a statistical solution is then a probability
space together with a process satisfying the requirements of Definition 5.1. Statistical solutions are
therefore conveniently described by their laws. In particular, every statistical solution [̺,m] gives
rise to a Borel probability measure on T , i.e. its probability law, which is given as the pushforward
measure of the mapping [̺,m] : Ω→ T . We denote by P(T ) the set of Borel probability measures
on T and for a continuous stochastic process [̺,m], we denote by L[̺,m] its probability law, i.e.,
the Borel probability measure on T satisfying
L[̺,m](B) = P ([̺,m] ∈ B) for any B ⊂ T Borel.
Conversely, statistical solutions in the sense of Definition 5.1 can be obtained from Borel proba-
bility measures supported in the set of finite energy weak solutions to the Navier–Stokes system.
Lemma 5.2. Let ν ∈ P(T ) be such that
supp ν ⊂
{
[̺,m]
∣∣ [̺,m] is a finite energy weak solution of the Navier–Stokes system in R×Q}.
Then there exists a statistical solution [̺,m] such that L[̺,m] = ν.
Proof. Let Ω := T be equipped with its Borel σ-algebra and the probability measure P := ν. Then
the canonical process
[̺,m](ω, t) := ω(t), ω ∈ Ω, t ∈ R,
is a statistical solution in the sense of Definition 5.1 whose law under P is ν. 
Remark 5.3 (Connection to Markov statistical solutions from [15]). Another notion of statistical
solution was introduced in [15]. There, a statistical solution is family of Markov operators {Mt}t≥0
acting on the set of probability measures P(D) where D is the corresponding set of input data, i.e.,
initial and boundary conditions. Since uniqueness for the Navier–Stokes system is an open problem,
the two notions of solution are not equivalent. More precisely, the Markov statistical solution in the
sense of [15] was constructed by means of a selection procedure in the spirit of Krylov [30], see also
[3, 5, 6] for related results on Markov and semiflow selections. Every such solution gives rise to a
statistical solution in the sense of Definition 5.1 through the procedure by Da Prato and Zabczyk [13,
Section 2.2]. On the other hand, not every statistical solution in the sense of Definition 5.1 satisfies
the corresponding Markov property as this is a priori a property of systems with uniqueness, or
alternatively it stems from a suitable selection.
As the next step, we define stationary statistical solution which is the main object of interest of
this paper. The notion is similar to the corresponding SPDE setting, see [7]. In the sequel, we use
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the same notation L(X) for the probability law of a general random variable X : Ω → X taking
values in the target space X . In our setting X will always be a Polish space.
Definition 5.4 (Stationary statistical solution). A statistical solution [̺,m] of the Navier–Stokes
system is stationary if it is a stationary process, meaning the joint laws
L ([̺(t1, ·),m(t1, ·)], . . . , [̺(tn, ·),m(tn, ·)]) ,
L ([̺(t1 + τ, ·),m(t1 + τ, ·)], . . . , [̺(tn + τ, ·),m(tn + τ, ·)])
coincide for any t1 < · · · < tn and any τ ∈ R. Equivalently, we may say that the law on trajectories
L[̺,m] ∈ P(T ) is shift invariant, meaning, L[̺,m] = L(Sτ [̺,m]) for all τ ∈ R.
Note that L ([̺(t1, ·),m(t1, ·)], . . . , [̺(tn, ·),m(tn, ·)]) is the pushforward measure of the random
vector
([̺(t1, ·),m(t1, ·)], . . . , [̺(tn, ·),m(tn, ·)])
which takes values in [L1(Q) ×W−k,2(Q;R)]n, and it is necessary to include an arbitrary number
of times t1, . . . , tn in the definition. On the other hand, L[̺,m] is the pushforward measure of the
whole process [̺,m] : Ω → T . The equivalence of the two above formulations of stationarity was
proved in [4, Section 2.11], see in particular Lemma 2.11.7 and Lemma 2.11.5.
We also remark that, in the language of dynamical systems, a stationary statistical solution [̺,m]
generates a measure–preserving dynamical system through
(T ,B[T ], (Sτ )τ∈R,L[̺,m]).
In other words, the probability measure L[̺,m] is invariant under the transformations (Sτ )τ∈R.
5.1. Existence of stationary statistical solutions. The next result asserts the existence of at
least one stationary statistical solution provided the Navier–Stokes system admits a global solution
with bounded energy.
Theorem 5.5 (Existence of stationary statistical solution). Let A ⊂ U [E] ⊂ T be a non-empty
shift invariant set of trajectories.
Then there exists a stationary statistical solution [̺,m] such that
[̺,m] ∈ A ⊆ U [E] a.s.
In particular, for any finite energy weak solution [ ˜̺, m˜] in (0,∞) such that
lim sup
t→∞
∫
Q
E
(
˜̺, m˜
∣∣∣ub) (t, ·) dx <∞,
there exists a stationary statistical solution [̺,m] such that
[̺,m] ∈ ω[ ˜̺, m˜] a.s.
Proof. The second statement is a consequence of the first one with A = ω[ ˜̺, m˜]. Indeed, according
to Corollary 4.2, the ω–limit set ω[ ˜̺, m˜] is non-empty, closed and shift invariant. In order to prove
the first statement, we observe that in view of Lemma 5.2, it is sufficient to find a shift invariant
probability measure ν ∈ P(T ) which is supported by A. Due to the compactness of the set A, the
28 FRANCESCO FANELLI, EDUARD FEIREISL, AND MARTINA HOFMANOVA´
existence of such a measure follows immediately from Markov–Kakutani’s fixed point theorem [36,
Theorem V.20]. Nevertheless, let us present a constructive proof based on the so-called Krylov–
Bogolyubov argument, which gives more insight into the properties of the measure.
By virtue of Proposition 3.1, the set A ⊆ U [E] is a compact shift invariant subset of the Polish
space T . Thus we may define a family of probability measures
(5.1) T 7→ νT ≡
1
T
∫ T
0
δSt(˜̺,m˜) dt ∈ P(T )
for an arbitrary (˜̺, m˜) ∈ A. Due to shift invariance of A, the approximate measures (5.1) are
all supported in the compact subset A of the Polish space T . Hence the family is tight and by
Prokhorov’s theorem there is a subsequence Tn → ∞ and a probability measure ν ∈ P(T ) such
that
νTn ≡
1
Tn
∫ Tn
0
δSt(˜̺,m˜) dt→ ν narrowly in P(T ),
meaning
(5.2)
1
Tn
∫ Tn
0
G(˜̺(·+ t), m˜(·+ t)) dt→
∫
T
G(r,w)dν(r,w)
for any G ∈ BC(T ).
Moreover, since the approximate sequence was supported in A, also the limit measure ν is sup-
ported on A. Indeed, the narrow convergence νTn → ν is equivalent to
lim sup
n→∞
νTn(C) ≤ ν(C) for any closed set C ⊂ T .
And taking C = A implies ν(A) = 1.
Let us show that ν is shift invariant. To this end, let G ∈ BC(T ) and τ ∈ R. According to the
continuity of the translation operator Sτ : T → T we deduce that G ◦ Sτ ∈ BC(T ). Hence∫
T
G ◦ Sτ (r,w)dν(r,w) = lim
n→∞
1
Tn
∫ Tn
0
G(˜̺(·+ τ + t), m˜(·+ τ + t)) dt
= lim
n→∞
1
Tn
∫ τ+Tn
τ
G(˜̺(·+ s), m˜(·+ s)) ds
= lim
n→∞
1
Tn
∫ Tn
0
G(˜̺(·+ s), m˜(·+ s)) ds
+ lim
n→∞
1
Tn
[∫ τ+Tn
Tn
G(˜̺(·+ s), m˜(·+ s)) ds−
∫ τ
0
G(˜̺(·+ s), m˜(·+ s)) ds
]
.
By boundedness of G, the last line above vanishes. Therefore in view of (5.2) we deduce that∫
T
G ◦ Sτ (r,w)dν(r,w) =
∫
T
G(r,w) dν(r,w)
so ν is shift invariant.
As suggested at the beginning of the proof, we may conclude by the application of Lemma 5.2. 
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5.2. Continuity of the total energy. The total energy∫
Q
E
(
̺,m
∣∣∣ub) dx
is a Borel measurable function on the Banach space L1(Q)×W−k,2(Q;R3) and as such an observable
quantity of any statistical solution. Similarly, for a statistical solution [̺,m] we introduce the
quantities
E(t−) = lim
τ→0+
1
τ
∫ t
t−τ
(∫
Q
E
(
̺(s, ·),m(s, ·)
∣∣∣ub) dx
)
ds
E(t+) = lim
τ→0+
1
τ
∫ t+τ
t
(∫
Q
E
(
̺(s, ·),m(s, ·)
∣∣∣ub) dx
)
ds
and
E(t) =
∫
Q
E
(
̺(t, ·),m(t, ·)
∣∣∣ub) dx.
As [̺,m] satisfies the energy inequality (2.5), all the above quantities are a.s. well defined for any
t ∈ R, and according to weak lower semicontinuity of the total energy, it holds a.s.
(5.3) E(t) ≤ lim inf
s→t
E(s) for all t ∈ R,
hence a.s.
(5.4) E(t) ≤ E(t+), E(t) ≤ E(t−) for all t ∈ R.
Note that here the corresponding set of full probability does not depend on t as it is precisely the
set of full probability where [̺,m] solves the Navier–Stokes system. We recall that equality in both
inequalities in (5.4) implies continuity of the solution [̺,m] at the time t in the strong topology of
the space Lγ(Q)×L
2γ
γ+1 (Q;R3). The following result shows that for a stationary solution (5.4) this
holds a.s. for any fixed t ∈ R.
Theorem 5.6 (Strong continuity of stationary statistical solution). Let [̺,m] be a stationary
statistical solution of the Navier–Stokes system.
Then for any t ∈ R we have a.s.
E(t) = E(t+) = E(t−).
Proof. Let us first assume that E[E(0)] <∞ which by stationarity implies E[E(t)] <∞ for all t ∈ R.
Given t ∈ R, consider the random variable
1
2
[E(t+) + E(t−)]− E(t) = lim
τ→0+
1
2τ
∫ t+τ
t−τ
(∫
Q
E
(
̺,m
∣∣∣ub) dx
)
ds− E(t) ≥ 0 a.s.
Passing to expectations and using stationarity, we deduce
E
[
1
2
[E(t+) + E(t−)]− E(t)
]
= lim
τ→0+
1
2τ
∫ t+τ
t−τ
E
[∫
Q
E
(
̺,m
∣∣∣ub) dx
]
ds− E[E(t)] = 0.
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This implies that
1
2
[E(t+) + E(t−)] = E(t) a.s.
and the claim follows due to (5.4).
If the total energy is not in L1(Ω), we include a suitable cut-off function. Namely, let β : [0,∞)→
[0,∞) be a strictly increasing, smooth and bounded function such that β(0) = 0. Then (5.3) implies
β(E(t)) ≤ lim inf
s→t
β(E(s)) for all t ∈ R,
and defining analogously
β(E(t−)) = lim
τ→0+
1
τ
∫ t
t−τ
β(E(s)) ds, β(E(t+)) = lim
τ→0+
1
τ
∫ t+τ
t
β(E(s)) ds
we deduce that a.s.
β(E(t)) ≤ β(E(t+)), β(E(t)) ≤ β(E(t−)) for all t ∈ R.
Hence, repeating the above with E replaced by β(E) completes the proof. 
Remark 5.7. Note that the set of zero probability in the statement of Theorem 5.6 possibly
depends on t. In other words, while at every time t the energy is a.s. continuous, it does not follow
that a.e. trajectory is continuous.
5.3. Recurrent solutions. With the existence of an invariant measure at hand, we are able to
deduce existence of a recurrent solution.
Corollary 5.8. Assume there exists a solution [̺,m] with uniformly bounded energy. Then there
exists a recurrent solution [r,w] ∈ ω[̺,m], meaning, [r,w] belongs to its own ω–limit set, i.e.,
[r,w] ∈ ω[r,w]. In particular, for every ε > 0 there exists T > 0 such that
dT
[
[r,w](· + T ); [r,w](·)
]
< ε.
Proof. A simple reduction to the discrete time setting permits to apply Poincare´’s recurrence the-
orem [33, Theorem I.2.3]. It yields that for every invariant measure ν the set of recurrent points is
of full measure. Since by Theorem 5.5 there exists an invariant measure supported on the ω–limit
set ω[̺,m] whenever [̺,m] is a finite energy weak solution with (2.14), it follows that every ω[̺,m]
contains at least one recurrent solution [r,w]. 
6. Ergodic theory, application of Birkhoff–Khinchin Theorem
At this level, it is convenient to work in the abstract setting. Recall that a stationary statistical
solution [̺,m] can be identified with a stationary process ranging in H with continuous paths,
or, equivalently with its law L[̺,m], a shift invariant Borel probability measure on the space of
trajectories [T , dT ].
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6.1. Birkhoff–Khinchin theorem. For a stationary statistical solution [̺,m], we consider the
ergodic limit
lim
T→∞
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt,
where F : H → R is a bounded Borel measurable function. The following result is a straightforward
application of Birkhoff–Khinchin ergodic theorem.
Theorem 6.1 (Ergodic property). Let [̺,m] be a stationary statistical solution of the Navier–Stokes
system, and let F be a bounded Borel measurable function on H.
Then there is an observable1 function F such that
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt → F as T →∞ a.s.
In particular,
E
[∣∣∣∣ 1T
∫ T
0
F (̺(t, ·),m(t, ·)) dt − F
∣∣∣∣
]
→ 0 as T →∞.
Proof. The first statement concerning the a.s. convergence of the ergodic averages is the version
of Birkhoff–Khinchin’s ergodic theorem for stochastic processes proved by Kolmogorov [29, Chap-
ter 39]. Next, since
E
[∣∣∣∣ 1T
∫ T
0
F (̺(t, ·),m(t, ·))
∣∣∣∣
]
dt ≤ E [|F (̺(0, ·),m(0, ·))|] ≤ ‖F‖L∞(H),
dominated convergence and stationarity imply the convergence in L1(Ω). 
Remark 6.2. As we have seen in Theorem 5.5, there are stationary solutions supported by U [E].
The total energy
E =
∫
Q
E
(
̺,m
∣∣∣ub) dx
is then a bounded Borel measurable function to which the conclusion of Theorem 6.1 applies.
Theorem 6.1 can be extended to more general functions F . We proceed through an auxiliary
lemma, whose main idea is due to Kolmogorov [29, Chapter 39].
Lemma 6.3. Let U : Ω× [0,∞)→ R be a measurable stationary stochastic process such that
E[|U(0)|] <∞ and U ∈ L1loc[0,∞) a.s.
Then
lim
T→∞
1
T
∫ T
0
U(t) dt→ U a.s. and in L1(Ω).
1A measurable function F : Ω→ R is called observable.
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Proof. Splitting U into its positive and negative part, we observe that it is enough to show the
result for non-negative U . The integral averages
Un =
∫ n+1
n
U(t) dt, n = 0, 1, . . .
are well defined and represent a stationary discrete process in the sense of Krylov [31, Chapter 4,
Section 6, Definition 1]. Thus applying the discrete version of Birkhoff–Khinchin’s Theorem [31,
Chapter 4, Section 6, Theorem 11] we obtain the existence of U : Ω → R such that for N → ∞
where N takes only discrete values N = 1, 2, . . . ,
1
N
N−1∑
n=1
Un =
1
N
∫ N
0
U(t) dt→ U a.s. and in L1(Ω).
Finally, denoting by [T ] the largest integer less than or equal to T and using non-negativity of
U , we get
U ←
[T ]
T
1
[T ]
∫ [T ]
0
U(t) dt ≤
1
T
∫ T
0
U(t) dt ≤
[T ] + 1
T
1
[T ] + 1
∫ [T ]+1
0
U(t) dt→ U,
in the limit for for T →∞. 
With this result in hand, we are able to prove the generalization of Theorem 6.1.
Theorem 6.4. Let [̺,m] by a stationary statistical solution of the Navier–Stokes system and F :
H → R Borel measurable such that
E
[
|F (̺(0, ·),m(0, ·))|
]
<∞.
Then there is an observable function F such that
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt→ F as T →∞ a.s. and in L1(Ω).
Proof. The proof follows from Lemma 6.3 as long as we observe that t 7→ F (̺(t, ·),m(t, ·)) is locally
integrable a.s. To see this, write
E
[∫ M
−M
|F (̺(t, ·),m(t, ·))| dt
]
=
∫ M
−M
E
[
|F (̺(t, ·),m(t, ·))|
]
dt ≤ 2ME
[
|F (̺(0, ·),m(0, ·))|
]
<∞.
Hence, we deduce that
P
{∫ M
−M
|F (̺(t, ·),m(t, ·))| dt <∞
}
= 1 for any M = 1, 2, . . . ,
and consequently
P
{
F (̺(t, ·),m(t, ·)) ∈ L1loc(R)
}
= P


⋂
M=1,2,...
{∫ M
−M
|F (̺(t, ·),m(t, ·))| dt <∞
}
 = 1,
which completes the proof. 
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Remark 6.5. Beware that the set of probability zero in Theorem 6.4 in general depends on F .
7. Ergodic stationary solutions
Of essential interest in turbulence theory is the so–called ergodic hypothesis, which is usually
assumed by physicists and engineers, based on some empirical evidences. Roughly speaking, it
assures that time averages along solution trajectories coincide with ensemble averages with respect
to a putative probability measure. This measure can then be shown to be invariant for the dynamics.
In our context, since the energetically open Navier–Stokes system may admit multiple equilibrium
states, hence multiple invariant measures, the limit in the ergodic hypothesis necessarily depends on
the chosen trajectory [̺,m]. For instance, in the simplest case when ub ≡ 0 and g ≡ 0, then there
exists infinitely many deterministic stationary (i.e. time independent) solutions, given by m ≡ 0
and ̺ ≡ ̺0, for every ̺0 ∈ [0,∞). Every such solution generates a stationary statistical solution in
the sense of Definition 5.4 and its law L[̺,m] is given by the Dirac mass supported on [̺,m].
Therefore, we formulate the ergodic hypothesis as follows: for an finite energy weak solution
[̺,m] with globally bounded energy, the limit of time averages
(7.1) lim
T→∞
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt
exists for any bounded continuous function F : H → R. Note that the quantity in (7.1) then defines
a probability measure on H which is invariant for the dynamics.
It will be seen below that the convergence of the ergodic averages (7.1) corresponds to the
ergodicity property of the corresponding invariant measure. This motivates our next definition.
Definition 7.1 (Ergodic stationary statistical solution). A stationary statistical solution [̺,m], or
its law L[̺,m] on T , is called ergodic, if the σ-field of shift invariant sets is trivial, specifically,
L[̺,m](B) = 1 or L[̺,m](B) = 0 for any shift invariant Borel set B ∈ B[T ].
As a direct consequence of Theorem 6.1 and Theorem 6.4, we get the following result for ergodic
stationary statistical solutions.
Theorem 7.2 (Ergodicity). Let [̺,m] be an ergodic stationary statistical solution of the Navier–
Stokes system. Let F : H → R be a Borel measurable function such that
E
[
|F (̺(0, ·),m(0, ·))|
]
<∞.
Then
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt → E[F (̺(0, ·),m(0, ·))] as T →∞ a.s.
Proof. Let us first prove the claim for the case of the the canonical process on T , i.e.,
(Ω,B,P) := (T ,B[T ],L[̺,m]), [̺,m](t, ω) = ω(t), for t ∈ R, ω ∈ T .
Let us show that the limit of the ergodic averages given by Theorem 6.1 satisfies
(7.2) F = E
[
F (̺(0, ·),m(0, ·))
∣∣∣BS [T ]] ,
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where BS [T ] is the σ-algebra of shift invariant sets in T . To this end, we first observe that as an
immediate consequence of Theorem 6.4 together with the shift invariance of L[̺,m], we obtain
F ∈ L1(Ω), E
[
F
]
= E [F (̺(0, ·),m(0, ·))] .
Next, we prove that F is invariant with respect to time shifts Sτ , τ ∈ R. Indeed, if F is bounded
then
F ◦ Sτ = lim
T→∞
1
T
∫ T
0
F (Sτ [̺,m](t, ·)) dt = lim
T→∞
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt = F
by the same argument as when proving the shift invariance of the limiting measure ν in the proof
of Theorem 5.5. If F is not bounded but only F ∈ L1(H,L[̺(0, ·),m(0, ·)]) by the assumption, then
F can be approximated in L1(H,L[̺(0, ·),m(0, ·)]) by bounded functions Fn. Let Fn denote the
associated limits of ergodic averages. Then we have
E
[∣∣Fn − F ∣∣] ≤ E
[∣∣∣∣Fn − 1T
∫ T
0
Fn(̺(t, ·),m(t, ·)) dt
∣∣∣∣
]
+E
[∣∣∣∣ 1T
∫ T
0
Fn(̺(t, ·),m(t, ·)) dt −
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt
∣∣∣∣
]
+E
[∣∣∣∣ 1T
∫ T
0
F (̺(t, ·),m(t, ·)) dt − F
∣∣∣∣
]
.
For every n, the first term vanishes as T →∞, by stationarity the second term vanishes as n→∞
uniformly in T , and the last term is small for T →∞. Therefore, we deduce that Fn → F in L
1(Ω).
Since all approximations Fn are shift invariant, the same remains valid for F .
As a consequence of the shift invariance, F is measurable with respect to BS [T ]. Moreover, if
SτA = A for all τ ∈ R then
E
[
F1A
]
= lim
T→∞
1
T
∫ T
0
E [F (̺(t, ·),m(t, ·))1A] dt = E [F (̺(0, ·),m(0, ·))1A ] .
Thus, (7.2) follows. By the assumption of ergodicity of the measure L[̺,m], all the sets in BS [T ]
are of zero or full measure. Hence we deduce that
E
[
F (̺(0, ·),m(0, ·))
∣∣∣BS [T ]] = E[F (̺(0, ·),m(0, ·))],
which proves the claim.
Assume now that the stationary statistical solution [̺,m] is defined on some general probability
space (Ω,B,P). Then the law of the ergodic average
(7.3)
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt
under P coincides with the law of the ergodic average of the canonical process [r,w] under L[̺,m].
According to the previous part of the proof, it therefore follows that the ergodic averages (7.3)
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converge in law to the constant given by
(7.4)
∫
T
F (r(0, ·),w(0, ·)) dL[̺,m](r,w) = E[F (̺(0, ·),m(0, ·))].
Therefore, the a.s. limit of (7.3) is also given by (7.4) and the proof is complete. 
7.1. Existence of ergodic solutions and ergodic decomposition. As a consequence of The-
orem 7.2, the ergodic hypothesis is valid for ergodic stationary statistical solutions. As the next
step, we prove existence of such an ergodic solution and investigate the ergodic structure of the set
of all stationary statistical solutions.
For a shift invariant Borel set A ⊂ U [E], we denote by I(A) the set of all invariant probability
measures for the group (Sτ )τ∈R on A. According to Lemma 5.2, the set I(A) can be identified with
the set of stationary statistical solutions in the sense of Definition 5.1.
Theorem 7.3. Let A ⊂ U [E] be a shift invariant set of trajectories.
(1) There exists an ergodic stationary statistical solution in I(A).
(2) The law of every stationary statistical solution in I(A) is the barycenter of a probability
measure supported on the set Ie(A) of ergodic stationary solutions in I(A).
Proof. By Theorem 5.5, the set I(A) is non-empty. Moreover, it is easy to check that it is convex and
compact with respect to the weak convergence of probability measures. Hence according to Krein–
Milman’s theorem, there exists at least one extremal point of I(A). It is classical to show that the
extremal points are exactly the ergodic invariant measures in I(A), see e.g. [35, Proposition 12.4].
So the first statement is proved.
Let ν ∈ I(A). By Choquet’s version of Krein–Milman’s theorem [35, Section 3], ν is the barycen-
ter of a probability measure m supported by the extremal points of I(A), i.e., by the ergodic
measures on A. Thus, we can write
(7.5) ν =
∫
Ie(A)
µ dm(µ),
where Ie(A) denotes the set of all ergodic measures on A. 
Alternatively to the second statement in Theorem 7.3, one may say that every invariant measure
in I(A) is approximated by finite convex combinations of ergodic measures in I(A). We call (7.5)
the ergodic decomposition of ν.
Recall that the pointwise ergodic theorem, Theorem 6.1, yields a.s. convergence of the ergodic
averages for every stationary statistical solution. This is not fully satisfactory as the example at
the beginning of this section shows. Indeed, in a certain setting, the time independent solutions
̺ ≡ ̺0 > 0, m ≡ 0 generate invariant measures δ[̺,m] whose support is a singleton. Accordingly,
Theorem 6.1 does not bring any interesting information. However, it can be observed that these
trivial invariant measures are ergodic and further invariant measures are obtained by their convex
combinations.
As a consequence of the ergodic decomposition, we obtain the following result on the structure
of the support of all the invariant measures.
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Corollary 7.4. Let A ⊂ U [E] be a shift invariant set of trajectories. Then
(7.6) ∪
{
supp ν; ν ∈ I(A)
}
= ∪
{
supp ν; ν ∈ Ie(A)
}
.
Moreover, two distinct ergodic invariant measures are singular.
Proof. Since Ie(A) ⊂ I(A), the right hand side of (7.6) is a subset of the left hand side. To show
the converse inclusion, we recall that, by the ergodic decomposition (7.5), if a point [̺,m] belongs
to the support of some invariant measure ν then it belongs to the support of at least one ergodic
invariant measure, hence (7.6) follows.
It remains to show that any two different ergodic invariant measures are singular. Indeed, if there
are two distinct invariant measures ν, µ, then there exists a Borel set B ⊂ A such that ν(B) 6= µ(B).
According to Theorem 6.1 and Theorem 7.2 applied to the canonical process on T and F = 1B, it
follows that the ergodic averages converge ν-a.s. to ν(B) and µ-a.s. to µ(B). If the two measures
are not singular, there exists a Borel set C ⊂ A such that ν(C) > 0, µ(C) > 0 and we obtain a
contradiction. 
7.2. Minimality and ergodicity. Recall that Theorem 5.5 can be applied on an arbitrary shift
invariant set A ⊂ U [E]. Due to Proposition 4.1, the whole set U [E] is one possibility and in view
of Corollary 4.2, another natural possibility is any ω–limit set ω[̺,m]. Since all these examples are
non-empty closed subsets of the compact set U [E], we may consider a partial ordering given by the
relation (. A non-empty, closed and shift invariant set A ⊂ U [E] is called minimal provided it does
not contain any proper subset, which is also non-empty closed and shift invariant. It turns out that
the minimal elements are intimately related to ergodic invariant measures.
Proposition 7.5. The following statements hold true:
(1) every non-empty closed and shift invariant set A ⊂ U [E] contains a minimal set;
(2) any two minimal sets are disjoint;
(3) if A ⊂ U [E] is minimal then there is at most one invariant measure on A and it is ergodic.
Proof. The first point is a consequence of Zorn’s lemma, whereas the second one is an immediate
consequence of minimality. From minimality we know that if E ⊂ A is closed and shift invariant
then either E = ∅ or E = A. As a consequence, every invariant measure on A is ergodic. If
there were two different ergodic invariant measures, then their strict convex combination cannot be
ergodic as it is not an extremal point. Hence we get a contradiction and there is only one invariant
measure which is ergodic. 
The above lemma gives a recipe for the construction of ergodic invariant measures by restricting
to minimal sets. Let us conclude this section with a result describing the structure of the minimal
sets. The proof is not complicated and can be found in the literature on dynamical systems. To
formulate the result, we recall that the set {Sτ [̺,m]; τ ∈ R} is called orbit of [̺,m] ∈ U [E].
Lemma 7.6. Let A ⊂ U [E] be non-empty, closed and shift invariant. Then the following are
equivalent:
(1) A is minimal;
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(2) A is the orbit closure of every one of its points;
(3) A is the ω-limit of every one of its points.
8. Validity of ergodic hypothesis
To summarize our investigations, by Corollary 4.2 and Theorem 5.5, every finite energy weak
solution [̺,m] with a uniformly bounded energy converges (for a sequence of time shifts) to a
solution [r,w] ∈ ω[̺,m] which belongs to the support of some invariant measure. According to
Corollary 7.4, this solution [r,w] belongs to the support of at least one ergodic invariant measure
and Theorem 7.2 provides the description of the limit of the corresponding ergodic averages.
On the other hand, since also the set U [E] is compact, we could apply the Krylov–Bogolyubov
procedure as in the proof of Theorem 5.5 directly to the family of measures
T 7→
1
T
∫ T
0
δSt(̺,m)dt.
In other words, for every finite energy weak solution [̺,m] with uniformly bounded energy, the
ergodic averages converge – up to a subsequence – and define an invariant measure. The principle
question of convergence of the whole sequence remains open in general. However, we may formulate
the following ergodic localization principle, which permits to reduce the problem of validity of the
ergodic hypothesis to investigation of the structure of the ω–limit sets.
Theorem 8.1. Let [̺,m] be a finite energy weak solution with uniformly bounded energy and assume
that there is a unique invariant measure ν on its ω–limit set ω[̺,m] ⊂ U(E) ⊂ T . Then the ergodic
hypothesis holds for [̺,m].
In particular, for every bounded continuous function F : H → R, one has
1
T
∫ T
0
F (̺(t, ·),m(t, ·)) dt →
∫
H
F dν0 as T →∞,
where ν0 = ν ◦ π
−1
0 is the pushforward measure on H generated by the projection π0 : T → H at
time t = 0.
Proof. By Krylov–Bogolyubov’s argument, there is a sequence of times Tn → ∞ and a measure
ν ∈ P(U [E]) such that
1
Tn
∫ Tn
0
δSt(̺,m) dt→ ν narrowly in P(U [E]).
Next, we claim that supp ν ⊂ ω[̺,m]. If [r,w] ∈ supp ν, then for every ε > 0 it holds ν(Bε[r,w]) >
0, where Bε[r,w] is the open ε-neighborhood of [r,w] in T . Since Bε[r,w] is open, the narrow
convergence implies
lim inf
n→∞
1
Tn
∫ Tn
0
δSt(̺,m)(Bε[r,w]) dt ≥ ν(Bε[r,w]) > 0,
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hence
lim inf
n→∞
∫ Tn
0
δSt(̺,m)(Bε[r,w]) dt =∞.
The integrand only takes values 0, 1 and therefore there is an arbitrarily large time τε > 0 so that
[̺,m](·+ τε) ∈ Bε[r,w].
In other words, [r,w] ∈ ω[̺,m].
Since there is at most one invariant measure on ω[̺,m] by our assumption, ν is this measure and
we get the convergence of the whole sequence
1
T
∫ T
0
δSt(̺,m)dt→ ν narrowly in P(U [E]).
Accordingly, for every bounded continuous function G ∈ BC(T ) it holds
(8.1)
1
T
∫ T
0
G(̺(·+ t),m(· + t)) dt→
∫
T
G(r,w) dν(r,w) as T →∞.
At this point, if F ∈ BC(H) then taking G = F ◦ π0 in (8.1) completes the proof. 
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