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 Adam Christopher Overvig 
 Diffractive optical elements (DOEs) are thin, light-weight devices capable of shaping 
light both spatially and spectrally. Classical light is a multivariate vector field: at each 
wavelength and at each point in space, it is characterized an amplitude and phase for two 
orthogonal polarizations. “Metasurfaces” are a class of DOEs composed of subwavelength 
structures engineered to alter a featureless wavefront into a custom wavefront; a multivariate 
metasurface may control several parameters simultaneously and independently. If limited to low-
loss dielectric materials, metasurfaces promise functionalities and efficiencies unparalleled in 
other DOEs, and are manufacturable by mature micro- and nanofabrication methods.  
Here, we expand the capabilities of metasurfaces to generate multivariate wavefronts. By 
engineering both the phase and the phase dispersion, we experimentally demonstrate 
metasurfaces focusing light to a single point independently of wavelength or polarization. By 
tuning the structural birefringence and in-plane orientation angle of rectangular nanostructures, 
we experimentally demonstrate arbitrary control of both phase and amplitude, enabling 
holography as it was originally envisioned. By maximizing the in-plane Bragg scattering of a 
Photonic Crystal Slab, and then successively adding symmetry-breaking perturbations to the 
otherwise perfect lattice, we may control angular dependence, optical lifetime, and polarization 
dependence of up to four optical resonances simultaneously and independently (which we study 
using Group Theory and fullwave simulations). By spatially varying the perturbations, the 
wavefronts at the resonance frequencies may be spatially tailored while the non-resonant 
frequencies are unaffected, promising DOEs uniquely suited to augmented reality applications. 
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A metasurface is a diffractive optical element (DOE) composed of subwavelength 
building blocks called “meta-units”. These meta-units are designed individually with the goal to 
construct a library of structures capable of controlling an optical parameter (typically, phase) at 
will. If the desired phase profile of a DOE is known, simple mapping from this library prescribes 
the geometry of the final DOE to be fabricated. Metasurfaces employing this rational design 
scheme are a highly versatile platform for shaping an optical wavefront.   
To achieve widespread adoption, metasurface design aims for (1) high efficiency devices, 
(2) compatibility with standard fabrication procedures, and (3) expanded functionality of DOEs 
past simple phase control. The first two conditions compel complementary metal oxide 
semiconductor (CMOS) compatible fabrication processes using low-loss materials. The 
metasurfaces in this thesis therefore have a binary height profile and are composed of simple 
dielectric materials such as Silicon and its oxide. The third condition motivates theoretical 
understanding of how geometric degrees of freedom may simultaneously control more than one 
optical parameter (which include optical amplitude, phase, and polarization state). A metasurface 
controlling more than one optical parameter at once is called a “multivariate metasurface”. A 
metasurface producing a multivariate wavefront designed to perform several functions 
simultaneously may be called a “multifunctional metasurface”. 
The goal of this thesis is to advance CMOS-compatible, multivariate dielectric 
metasurfaces with novel rational design principles. Chapter 1 provides relevant background and 
perspective of the field of metasurfaces. In particular, three types of metasurfaces are delineated: 
Type-I, which offer spatial control of a wavefront with limited spectral control; Type-II, which 
offer spectral control with limited spatial control of a wavefront; and Type-III, which offer 
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spatial control of a wavefront at an optical resonant frequency without affecting non-resonant 
light.  
The contributions of this thesis towards this goal are the introduction of rational design 
schemes enabling novel multivariate metasurfaces of each of these types: (1) two novel Type-I 
multivariate metasurfaces are demonstrated experimentally, (2) an approach based on symmetry 
breaking is theoretically shown to enable highly multivariate Type-II metasurfaces, and (3) the 
first rational design approach for Type-III metasurfaces is introduced and is readily extended to 
multivariate control. 
Chapter 2 describes experimental work involving two classes of multivariate Type-I 
metasurfaces operating in the near-infrared regime. The first are broadband achromatic dielectric 
metasurface lenses, which control both phase and phase dispersion by structural dispersion 
engineering of four-fold symmetric meta-units, and thereby collect light to a single focal spot 
irrespective of wavelength or incident polarization. The second are metasurface holograms 
controlling phase and amplitude simultaneously and independently by varying structural 
birefringence and the geometric phase, which enables three-dimensional holography and two-
dimensional holography free of artifacts. 
Chapter 3 describes theoretical work involving both multivariate Type-II and Type-III 
metasurfaces using Quasi-Bound States in the Continuum (Quasi-BICs). A BIC is a mode of a 
periodic system that has infinite radiative lifetime despite having momentum that is matched to 
free-space radiation. A Quasi-BIC is a perturbed BIC with a finite lifetime controlled by the 
magnitude of the perturbation. The spectral feature associated with a Quasi-BIC has an 
asymmetric lineshape, characteristic of Fano resonances, and abides selection rules (based on 
symmetry) constraining the free-space polarization that yields this spectral feature. By 
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exhaustively cataloguing the unique perturbations (delineated by their symmetries) using Group 
Theory, this thesis provides a full picture of the degrees of freedom controlling an optical 
spectrum with Quasi-BICs using in-plane perturbations. By successively adding independent 
perturbations, multivariate control surpassing the state-of-the-art of Type-II metasurfaces is 
demonstrated. By spatially varying perturbations, a rational design scheme for Type-III 
metasurfaces is possible for the first time. By adding successive independent perturbations of this 
kind, multivariate Type-III metasurfaces are possible controlling up to four resonant wavelengths 
at once. 
Finally, Chapter 4 briefly summarizes related contributed research. We conclude with a 





Chapter 1: Background 
This work extends the study a class of diffractive optical elements called “metasurfaces.” 
This chapter provides a brief description of the relevant background to all of the metasurfaces 
studied within this thesis, with the aim to provide a broad context within which the contributions 
fit. More specific context for the particular devices studied will be provided at the beginning of 
each chapter. First, a few basic principles of diffractive optics are reviewed: (1) the Huygens-
Fresnel Principle and a related numerical method used throughout this thesis are reviewed; (2) 
diffraction orders supported by periodic structures are reviewed in the context of band diagrams; 
and (3) the concept of a metasurface is introduced. Then, three types of metasurfaces are 
delineated; the first two are commonly studied in the literature, and the third is rarely studied. 
 
1.1 Diffractive Optics 
1.1.1 The Huygens-Fresnel Principle 
An optical wavefront contains information related to the polarization, phase, amplitude, 
and impedance of an oscillating complex electromagnetic field (light). A wavefront can be 
decomposed into a basis of orthogonal sets of this information, e.g., a single polarization at a 
single wavelength. Within such a basis, the evolution of the wavefront to a future time and 
different location may be calculated with the Fresnel Integral: if the complex field, 𝐸(𝑥, 𝑦, 𝑧) is 
known at an 𝑥𝑦 plane at position 𝑧 = 0, the field at a parallel plane 𝑧 = 𝑑 is well-approximated 
as 
𝐸(𝑥, 𝑦, 𝑑) = ∫ 𝑑𝑥′𝑑𝑦′𝐸(𝑥′, 𝑦′, 0)𝐾(𝑥 − 𝑥′, 𝑦 − 𝑦′, 𝑑)
∞
−∞
,                                (1.1) 
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where the propagation kernel, 𝐾(𝑥, 𝑦, 𝑑) is defined for a given frequency (with free-space 
wavevector 𝑘0) as: 
𝐾(𝑥, 𝑦, 𝑑) =
𝑒𝑖𝑘0√𝑥
2+𝑦2+𝑑2
√𝑥2 + 𝑦2 + 𝑑2
.                                                      (1.2) 
 The Fresnel Integral, Eq. (1.1), may be understood as the convolution of this propagation 
kernel with the initial field. The kernel itself describes the forward propagating half of a 
spherical wavelet. Equation (1.1) therefore abides the interpretation that the field at the 𝑑 is the 
superposition of an infinite number of spherical wavelets spaced in the 𝑥𝑦 plane but modulated 
by the complex weight of the initial wavefront at each position. The summation of spherical 
wavelets to propagate a complex field from one position to another is known as the Huygens-
Fresnel Principle, and is foundational to conceptualizing diffractive optics. 
In the approximate form seen in Eq. (1.1), the kernel is translationally invariant. This 
means that with the Convolution Theorem, simple, quick numerical evaluation is possible in the 
Fourier domain. In particular, the so-called 3-FFT method formulates Eq. (1.1) as: 
𝐸(𝑥, 𝑦, 𝑑) = ℱ−1{ℱ{𝐸(𝑥, 𝑦, 0)}ℱ{𝐾(𝑥, 𝑦, 𝑑)}},                                            (1.3) 
where ℱ{𝑥} is the Fourier Transform of 𝑥 and ℱ−1{𝑥} is the inverse Fourier Transform of 𝑥. As 
an elementary example, Figure 1.1 shows diffraction through an aperture at normal and off-
normal incident angles, conceptually sketched using the Huygens-Fresnel Principle and 
numerically calculated by Eq. (1.3) (with the kernel approximated by 𝐾(𝑥, 𝑦, 𝑑) =
 𝑒𝑖𝑘0√𝑥





Figure 1.1. Huygens-Fresnel Principle and Fresnel Propagation. The top row shows 
Huygens’ wavelets of uniform phase (Left) and tilted phase corresponding to an angle 𝛉 =
𝟐𝟎° (Right) propagating from an aperture 𝟓𝛌 wide. The bottom rows show the real part of the 
Electric field, 𝐑𝐞[𝐄] for the corresponding cases. Overlaying the top and bottom rows would 
show the apparent wavefront from the top row overlaying the positive (red) portions of the 
fields in the bottom row. 
1.1.2 Periodic Structures: Band Diagrams and Diffraction Orders 
A prototypical diffractive optical element (DOE) is a grating, which is a material 
structured with a periodic set of grooves. Because of the periodicity (which we will consider to 
be in the x direction), the analysis of such a DOE is aided by considering the Reciprocal space. 
That is, from Bloch’s Theorem, the modes within a device may be understood by looking only at 
eigenstates within the First Brillouin Zone (FBZ) of the device. However, if a device with period 
𝑃 is excited by a planewave with wavevector, 𝑘0 larger the grating vector, 𝑘𝐺 = 2𝜋/𝑃, then 




|𝑘𝑥 + 𝑚𝑘𝐺| < 𝑘0,                                                              (1.4) 
the planewaves with in-plane quasi-momentum 𝑘𝑥 + 𝑚𝑘𝐺  are each momentum-matched to 
modes supported by the grating with Bloch vector 𝑘𝑥. Therefore, optical power present in such a 
mode may couple to any of the planewaves with diffraction orders 𝑚 satisfying Eq. (1.4). 
The allowed diffraction orders can be mapped in the extended zone scheme of the 
grating. Figure 1.2 depicts a device of period 𝑃 excited by a planewave with wavevector 𝑘0 and 
in-plane momentum 𝑘𝑥. The device is represented in the Band diagram in Fig. 1.2 by the black 
circle. This location is above the light cones (contours satisfying Eq. 1.4 but with an equality) 
corresponding to values of 𝑚 in the range of −3: 2, consistent with the drawn orders in the left 
panel of Figure 1.2. The allowed diffraction orders may be easily found by analogy for any 
combination of 𝑘0, 𝑘𝑥, and 𝑘𝐺  by reference to Figure 1.2. 
If the function of a DOE is considered to be diffracting optical power to a desired 
diffraction order, this function is then constrained by the periodicity. That is, the device’s 
structural repetition determines which deflection angles are possible, but not which are 
efficiently coupled to. The diffraction efficiencies to each order will depend on the structure of 





Figure 1.2. Diffraction orders and the First Brillouin Zone.  (Left) Device with period 𝑷 
sustaining diffraction orders in the range −𝟑:𝟐 given an incident wavevector 𝒌𝟎 and in-plane 
wavevector 𝒌𝒙. (Right) Extended Zone Scheme (FBZ is the white region) defining the allowed 
diffraction orders based on the 𝒌𝟎 and 𝒌𝒙 relative to the grating vector 𝒌𝑮 = 𝟐𝝅/𝑷. The device on 
the left is shown by the black dot. 
1.1.3 Metasurfaces 
Since the function of a DOE is defined by its spatial repetition (e.g., the period of a 
grating, or the zone spacing of a Fresnel Zone plate), and the efficiency of that functionality is 
determined by the details of the repeated units (e.g., the proper duty cycle of a grating), a rational 
design scheme to determine a geometry with high efficiency is of key importance to the utility of 
DOEs. Such a scheme is exemplified in the literature of a class of DOEs called “metasurfaces” 
[1],  which are quasi-two-dimensional structures (with the out of plane dimension smaller or 
comparable to the wavelength) composed of building blocks, or “meta-units”, arranged with a 
repetition determined by the designed functionality.  
The canonical example is a phase gradient metasurface, which deflects incident light to 
one of the 𝑚 = ±1 diffraction orders. From the Huygens-Fresnel Principle, we may describe the 
output wavefront as one made of spherical wavelets of uniform amplitude but with a gradient of 
phase (see Fig. 1.1). The design principle behind metasurfaces to achieve this is to (1) construct a 
library of meta-units of varying geometry, which together are capable of providing any phase 
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shift in the range [0,2𝜋), (2) invert the mapping to a “look-up table” prescribing the geometry 
that produces a desired phase shift, and then (3) map the required phase profile to a final 
metasurface. This design principle assumes that the optical response of individual meta-units is 
minimally affected by its optical context, or nearest neighbors. It may therefore be viewed as a 
“first-pass” design paradigm [2]. 
For a phase gradient metasurface with unity efficiency (that is, all of the incident light is 
coupled to the desired diffraction order), the interface on which the metasurface sits acts in an 
anomalous way compared to an un-patterned interface. That is, the refraction follows a 
Generalized form of Snell’s Law [1]: 





,                                                     (1.5)  
describing how light with wavevector 𝑘0 is incident from a material of index 𝑛1 and angle 𝜃1, 
seeing a phase gradient 
𝑑𝜙
𝑑𝑥
, will refract to an angle 𝜃2 in the medium on the transmission side of 
index 𝑛2. The interface therefore acts as an ideal and generalized blazed grating: while blazed 
gratings are periodically spaced prisms with a continuously varying height profile along the 
device, a metasurface may have a binary height profile with the phase control coming from 
variance of in plane geometry (e.g. the radius of a pillar). 
 A common generalization of a phase gradient metasurface is a metasurface lens, or 
“meta-lens” [3]. If a phase gradient metasurface is the metasurface analogue of a blazed grating, 
a meta-lens is the metasurface analogue of a Fresnel lens. It can be thought of as a series of phase 
gradient metasurfaces, where the deflection angle changes with position. Specifically, a meta-
lens without spherical aberration focusing light to a focal plane at 𝑧 = 𝑓 may be defined by the 
phase function 
ϕ(x, y) =  −𝑘0(√𝑥2 + 𝑦2 + 𝑓2 − 𝑓),                                                (1.6)  
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.                                                       (1.7)  
 Another way to interpret the function of a meta-lens is by the principle of Holography: 
that a DOE producing a complex field 𝐸(𝑥, 𝑦, 𝑑) at its output is optically indistinguishable from 
an object producing a field 𝐸(𝑥, 𝑦, 0) according to Eq. (1.1). In this case, the object in question is 
a point source located at the focal spot: a meta-lens is a hologram of a point of light. More 
complex holograms are also possible [4]: if the complex field that reconstructs a holographic 
object is known, and a library of meta-units is known that create the required range of optical 
responses to produce that field, then a metasurface serves as a hologram for that object. 
 This consideration of metasurfaces as ideal holograms suggests a broader view of 
metasurfaces as complex transparencies producing an output electromagnetic field with designer 
spatial profiles of amplitude and phase at select frequencies and polarizations. By including 
birefringent structures within the meta-units, polarization conversion is also possible. That is, a 
metasurface may be described by a matrix 
𝜏(𝑥, 𝑦, 𝜆) = [
𝜏𝑖𝑖 𝜏𝑖𝑗
𝜏𝑗𝑖 𝜏𝑗𝑗
],                                                             (1.7) 
designed with complex elements 𝜏𝑖𝑗 transforming incident polarization 𝑗 to an output orthogonal 
polarization 𝑖 with an amplitude |𝜏𝑖𝑗| and phase ∠𝜏𝑖𝑗. A designer wavefront, 𝐸(𝑥, 𝑦, 𝜆), may 















].                                                       (1.7) 
For complete control of the output 𝐸(𝑥, 𝑦, 𝜆), the metasurface must control four degrees of 
freedom simultaneously: the amplitude and phase of each the 𝑥 and 𝑦 polarizations. The simple 
phase gradient metasurface and meta-lens controlled only one of these degrees of freedom: the 
optical phase of either polarization state. A multivariate metasurface is a metasurface capable of 
simultaneously controlling more than a single of these degrees of freedom, e.g., both the optical 
amplitude and phase. Figure 1.3 artistically depicts a multivariate metasurface.  
 
Figure 1.3. Mutivariate wavefront generated by a dielectric metasurface. Here, the hue 
represents phase and the saturation represents intensity, and the wavefront is produced by the 
metasurface (composed of complex cross-sectional pillars on a glass substrate) from an incident 
featureless beam (shown in white). 
1.2 Type-II Metasurfaces 
The preceding description of metasurfaces considered spatially tailoring an output 
wavefront (typically locally describable by 𝑚 = ±1) at a discrete set of wavelengths. However, 
metasurfaces with a period smaller than the free-space wavelength may not support any but the 
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0th order, 𝑚 = 0, as seen in Fig. 1.2. While, consequently, the spatial profile of the output 
wavefront is not tailorable, the spectral properties of the output are. That is, the amplitude, phase, 
and polarization state as a function of wavelength may be tuned, producing designer spectra. To 
help delineate these two classes of metasurfaces, we call the former Type-I metasurfaces 
(spatially tailoring a wavefront with limited spectral control) and the latter Type-II metasurfaces 
(spectrally tailoring a wavefront with limited spatial control).  
Classic examples of Type-II metasurfaces include guided mode resonance (GMR) filters 
and high contrast gratings (HCGs). A GMR filter is a 0th-order grating (that is, it is designed to 
operate in the diamond labeled “0” in the band diagram in Fig. 1.2) in which weak coupling from 
external light into and out of an in-plane guided mode interferes with the stronger, direct Fabry-
Perot resonance characteristic of a thin film with an averaged refractive index across a period of 
the device. The interference of a strongly coupled (bright) mode and a weakly coupled (dark) 
mode produces an optical Fano resonance, with a characteristic asymmetric lineshape whose 
linewidth is inversely related to the coupling strength into the dark mode [5]. A GMR filter 
utilizes the resonant reflection of such a Fano resonance to perform as a “notch filter”, excluding 
a narrow bandwidth of light while letting the remainder through [6]. They are typically made of a 
thin film with a shallow etch, or corrugation. Because of the weak in-plane Bragg reflection of 
the guided mode, GMR filters typically exhibit strong angular dispersion, and require large 
spatial footprints. 
An HCG, on the other hand, is completely corrugated (for instance, high aspect ratio 
pillars of Silicon), and have strong in-plane Bragg reflection. Consequently, they may be small in 
spatial footprint. HCGs typically are used for broadband features, such as flat form-factor 
resonant mirrors [7]. However, they also support Bound States in the Continuum [8], which are 
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guided modes with infinite radiative Q-factor despite being momentum-matched to free space. 
As such, they have seen use applications such as refractive index sensing [9] and novel lasers 
[10]. 
 
1.3 Type-III Metasurfaces 
Finally, a third class of metasurfaces may be distinguished from Type-I and Type-II, 
which we refer to as Type-III metasurfaces. Figure 1.4 compares the three types of metasurfaces. 
Type-III metasurfaces may be considered a hybrid of both Type-I and Type-II, in that they 
involve both spectral and spatial manipulation of a wavefront. In particular, a Type-III 
metasurface may spatially tailor an output wavefront at a single resonance frequency, while 
leaving the majority of the spectrum unchanged (passing to the 0th order without being altered).  
This is markedly distinct from Type-I metasurfaces, which are known for their relatively 
broad bandwidth of operation. While the optical response of Type-I metasurfaces is designed for 
discrete, target wavelengths, the behavior of a Type-I metasurfaces off of a design wavelength 
will follow the usual diffractive dispersion. For instance, a phase gradient metasurface 
dispersively refracts incident light, according to the 𝑘0 dependence in the Generalized Snell’s 
Law, Eq. (1.5). This is identical to the diffractive dispersion of a grating. Similarly, a meta-lens 
has chromatic aberration following other diffractive lenses (such as Fresnel Lenses and Fresnel 





Figure 1.4. Metasurface Types.  Type-I (left) are conventional metasurface spatially shaping 
an output metasurface in a way that changes little across neighboring frequencies (visualized by 
red, green, and blue). Type-II (middle) are metasurfaces with subwavelength periodicity, incapable 
of spatial manipulation of a wavefront, but supporting optical resonances that spectral shape (or 
filter) a broadband wavefront. Type-III (right) are metasurfaces that spatially shape resonant light 
(green) while leaving unaffected the wavefronts of non-resonant light (red and blue). 
A Type-III metasurface, on the other hand, is composed of resonant meta-units, only 
acting as a complex transparency for a very narrow range of frequencies. This is possible only 
through mediation by a supermode: the meta-unit library in a Type-III metasurface must be 
designed to tailor the coupling into and out of a supermode collectively supported by many 
adjacent meta-units. This is in stark contrast to the assumption key to Type-I metasurfaces, 
which approximates the collective response as being due to the sum of each meta-unit in 
isolation.  
Following the trend of metasurfaces as analogues to conventional DOE elements, a Type-
III metasurface can be thought of the metasurface analogue of a category of resonant waveguide 
gratings [11], which support collective resonances that couple in from the 0th order but 
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preferentially couple to higher diffraction orders (as opposed to the 0th order characteristic of 
Type-II metasurfaces). Type-III metasurfaces are not well studied, and are in want of a rational 
design scheme to account for nearest neighbor effects. The few examples of Type-III 
metasurfaces in the literature instead rely on brute force optimization, or inexplicably come out 
of inverse design processes [2]. 
Lastly, two edge cases merit mention: (1) plasmonic metasurfaces [1], [3], [4] using 
resonant metallic antennas and (2) Huygens’ Metasurfaces, using dielectric resonators supporting 
both electric and magnetic dipole resonances [12]. Both of these operate somewhere in between 
Type-I and Type-III, but are arguably closer to Type-I in their design approach (how to construct 
and conceptualize a meta-unit library), operation bandwidth (the bandwidth of the underlying 





Chapter 2: Multivariate Type-I Metasurfaces 
This Chapter details theoretical and experimental efforts to extend Type-I metasurface 
functionality to control more than one optical parameter simultaneously and independently 
(multivariate control). In the first section, the natural dispersion of metasurface lenses 
(metalenses) is corrected for by simultaneously controlling the phase and the phase dispersion. In 
the second section, both the optical amplitude and the optical phase are controlled 
simultaneously and independently by using the geometric phase in structurally birefringent meta-
atoms with varying conversion efficiency of circularly polarized light. 
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2.1 Broadband Achromatic Dielectric Metalenses 
2.1.1 Introduction and Motivation 
Expanding the control of a light wavefront is the promise of a class of engineered two-
dimensional materials called “metasurfaces” [1], [13]–[17]. Composed of subwavelength 
scatterers with tailored optical responses, or “meta-units”, a metasurface can realize a variety of 
device functions [4], [18]–[36] with a completely flat form-factor if the library of meta-units is 
sufficiently diverse. The flat form-factor is a particular advantage for devices such as lenses, 
enabling compact imaging systems to be fabricated with CMOS-compatible processes.  
However, as with lenses based on bulk materials, metasurface lenses [3], [37]–[47], or 
“metalenses”, must be designed to minimize aberrations for use in high-performance imaging 
systems. Recent work [48], [49] has substantially reduced monochromatic aberrations by using 
two parallel metasurfaces, yielding compound metalenses with a large field of view. Initial 
efforts to correct chromatic aberrations inherent to diffractive optical systems have led to 
demonstrations of multiwavelength metalenses [50]–[53]. More recent endeavors have focused 
on extending the correction to a continuous range of wavelengths but have been limited to 
reflective lenses [54]–[56], polarization-dependent focusing [56], [57], and/or limited operation 
bandwidths [54], [55]. 
Here, we introduce a CMOS-compatible platform achieving diffraction-limited, 
polarization-independent focusing in the transmission mode across a broad bandwidth (up to  
= 450 nm) in the near-infrared wavelength range. We clarify the role of the spectral degree of 
freedom [50], [58], 𝐶(𝜔), which determines the reference phase at each frequency. We 
incorporate this understanding into a framework for dispersion-engineered metalenses that maps 
the design challenge onto filling a parameter space we call “phase-dispersion” space. We 
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introduce novel meta-unit geometries that fill this space to a much greater degree than 
conventional meta-unit geometries. Using this new framework, we explore the fundamental 
limitations of chromatic aberration correction in metalenses and experimentally 
implement several metalenses reaching these limits. 
Chromatic dispersion is the dependence of focal length on the wavelength of 
light. Conventional, bulky lenses are based on refraction and exhibit positive dispersion 
(higher frequencies have smaller focal lengths). Diffractive focusing elements (such as 
Fresnel zone plates) exhibit the opposite (negative) dispersion [59]. In imaging systems, 
both types of dispersion lead to a degradation of image quality due to blurring, an effect 
known as chromatic aberration. In both schemes, chromatic aberration correction can be 
achieved by careful design of a composite system of numerous optical elements, with the 
drawback of increased complexity, size, weight, and cost. 
Diffractive lenses have an advantage over refractive lenses in that they are flat and 
lightweight and can be fabricated with conventional nanofabrication techniques at low cost. 
However, these lenses have a much lower focusing efficiency due to the presence of high 
diffractive orders. Metalenses can be thought of as diffractive lenses with only one diffractive 
order, which eliminates this disadvantage while inheriting all the advantages of a conventional 
diffractive element over their bulky, refractive counterparts. Furthermore, the meta-units 
comprising metalenses are vastly more tailorable than those that make up simple diffractive 




2.1.2 Spectral Degrees of Freedom 
 In its most general form, a broadband achromatic metasurface represents a 
daunting challenge. Each meta-unit must be designed to simultaneously satisfy the phase 
requirement at all design wavelengths. Since the phase profiles for each frequency are 
potentially entirely independent, each meta-unit should provide a unique phase response (never 
to be re-used elsewhere in the metasurface). The size of the meta-unit library will therefore 
generally be equal to the number of elements of the metasurface. This fact compels the careful, 
joint consideration of meta-unit library design combined with the optical functionality desired.  
For converging achromatic metalenses, the spatial and spectral phase profiles follow a 
simple relation up to a spectral degree of freedom, 𝐶(𝜔): 
𝜙(𝑟, 𝜔) = −
𝜔
𝑐
(√𝑟2 + 𝑓2) + 𝐶(𝜔),                                                      (2.1.1) 
where 𝑓 is the focal length, 𝑟 is the radial position, c is the speed of light, and 𝜔 is the angular 
frequency. The conventional choice is 𝐶(𝜔) =
𝜔
𝑐
𝑓, which renders the required phase 0 for all 
frequencies at the center of the lens (𝑟 = 0), a convenient and intuitive option. Figure 2.1 
summarizes the difference between the conventional design approach, which achieves focusing 
with chromatic aberration (Figure 2.1a), and a novel design approach introduced herein, which 
produces dispersionless focusing (Figure 2.1b). Figure 2.1c depicts the required spatial phase 
profiles based on the conventional choice for three select frequencies, as well as the spectral 
phase profiles (phase dispersion) at three selected positions along the metalens. We propose a 





2 + 𝑓2 + 𝐶0,                                                                (2.1.2) 
which makes the required phase 𝜙(𝑟0, 𝜔) = 𝐶0 for all frequencies at the reference position 𝑟 =
𝑟0. Figure 1d depicts the equivalent phase profiles of Figure 1c for comparison. 
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To understand the difference caused by this choice, we first note that Equation 2.1.1 is a 
simple linear function with respect to frequency. This feature suggests parameterizing the 
spectral phase required at each position as 
       𝜙(𝑟, 𝜔) = ϕ0(𝑟) +
𝑑𝜙
𝑑𝜔
(𝑟)(𝜔 − 𝜔0 ),                                                     (2.1.3) 
where ϕ0(𝑟) is the phase at a reference frequency ω0 and 
𝑑𝜙
𝑑𝜔
(𝑟) is the dispersion required at that 
frequency. In other words, a given meta-unit to be placed at position 𝑟 can be described by two 
parameters: phase, ϕ0, and dispersion, 
𝑑𝜙
𝑑𝜔
. This aspect motivates the exploration of both meta-
unit libraries and the choice of 𝐶(𝜔) in a parameter space defined by these two quantities, which 
we call “phase-dispersion” space. At each position on a metalens, Equation 2.1.1 specifies the 
required values of phase and dispersion relative to a reference phase and a reference dispersion 
set by 𝐶(𝜔). These requirements can be plotted in the phase-dispersion space to visualize the 





Figure 2.1. Comparison between monochromatic metasurface lenses and achromatic lenses.  
(a) Schematic of a monochromatic metalens composed of simple cylindrical meta-units, showing 
diffractive dispersion (focal length proportional to frequency). (b) Schematic of a broadband 
achromatic metalens composed of meta-units with complex cross-sections, showing dispersionless 
focusing. (c) Spatial (left panel) and spectral (right panel) phase profiles required for a sample 
achromatic metalens (radius of 50 µm, focal length of 100 µm, operating in the wavelength range of 
 = 1.3 - 1.8 µm) designed with the conventional choice of 𝑪(𝝎). Three different frequencies are 
represented by three colors, and three positions are represented by different symbols. (d) Similar 
diagrams as in (c) but for our choice of 𝑪(𝝎). (e, f) Requirements of meta-units for the metalens in 




𝜟𝝎 for a given bandwidth 𝜟𝝎 is the difference in phase between the largest and smallest 
frequencies. 
 
2.1.3 Meta-atom Library: Structural Dispersion Engineering 
Figure 2.2 complements Figure 2.1 by summarizing the area in the phase-dispersion 
space achievable by our meta-unit libraries. Figures 2.2a-c show three meta-unit libraries based 
on dielectric pillars of a variety of cross-sectional shapes, and Figures 2.2d-f map the coverage of 
22 
 
these libraries in the phase-dispersion space. Note in particular that all values of 




as it prescribes only negative values of dispersion relative to the center of the metalens 
(see Figure 1e). In contrast, the proposed form of 𝐶(𝜔) prescribes positive values of 
dispersion by setting the reference as a position 𝑟0 (see Figure 2.1f and Sections A.1 and 
A.2). The dielectric libraries can now match the required phase over a continuous 
bandwidth for positions 𝑟 < 𝑟0 but not outside of that domain. This suggests making 𝑟0 





 as zero and causes the dispersion to increase towards the center of the lens. 






increases with metalens radius.  










)Δ𝜔, covered by a meta-
unit library therefore limits the maximum radius 𝑅𝑚𝑎𝑥 of an achromatic metalens that can 
be achieved with that library. Specifically, this limitation is given by the following 










,                                                      (2.1.4) 
which simplifies to 
𝑅𝑚𝑎𝑥𝑁𝐴Δ𝜔 ≤ 2cΔΦ
′,                                                    (2.1.5) 
when the numerical aperture NA<<1.  
Equation 2.1.5 imposes the tradeoffs in this design problem and indicates that metalenses 
with a larger diameter, higher NA, and/or broader operational bandwidth, Δ𝜔, require a larger 
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ΔΦ′ and therefore a more diverse meta-unit library. The challenge, then, is to populate our 
library with meta-units with the largest range of dispersive responses possible within a 
fabrication scheme.  
To meet this challenge, we employ a dielectric metasurface platform of amorphous 
silicon nanostructures on a quartz substrate for proof-of-principle demonstrations. We model 
meta-units operating in transmission mode as dielectric waveguides with frequency-dependent 
effective refractive indices, 𝑛𝑒𝑓𝑓(𝜔) (Section A.4). For each frequency, 𝑛𝑒𝑓𝑓(𝜔) is calculated by 
eigenmode analysis on a finite difference grid and recorded for each choice of meta-unit cross-
sectional shape. The phase is then obtained by an analytical thin film interference model with the 
meta-unit layer having an index of 𝑛𝑒𝑓𝑓(𝜔) and thickness of 𝐻. This technique differs from 
previous approaches46,47 that rely on sharp resonances exhibited by infinitely periodic meta-units 
(Section A.5). 
Figure 2.2a shows the first generation of our meta-unit library, called Generation 1A, 
with a thickness of 𝐻 = 800 𝑛𝑚. Three archetypical cross-sections are used: singular pillars, 
annular pillars, and concentric pillars. Each archetype is parameterized by the relevant radii and 
therefore represents a sub-class of meta-units. It is evident that each sub-class characteristically 
fills a different area of the phase-dispersion space (Figure 2.2d). In particular, singular pillars 
(the conventional choice for dielectric meta-units) provide the highest dispersion for each phase 
value. However, this approach is limited to a singular value of dispersion for each phase, 
suggesting that the conventional meta-unit library composed of only this sub-class is a poor 
choice. Annular pillars allow for varied and slightly lower values of dispersion for each phase in 
comparison, while concentric pillars allow for even lower values of dispersion (Figure 2.2d). 





Figure 2.2. Meta-unit libraries for phase-dispersion control. (a – c) Schematics showing 
meta-unit archetypes, each representing a sub-class of meta-units composed of the archetype’s 
basic shape but with varying in-plane geometrical parameters (e.g., inner and outer radii of 
annular pillars). (d) Calculated phase, 𝜱𝟎, of the lowest frequency (or largest wavelength,  = 1.6 
µm) and dispersion, 𝜟𝜱 =
𝒅𝝓
𝒅𝝎
𝜟𝝎, for the chosen bandwidth 𝜟𝝎 (i.e.,  = 1.2 - 1.6 µm) of each 
meta-unit used in the Generation 1A library: singular pillars (red squares), annular pillars (green 
circles), and concentric rings (blue dots). The meta-units are composed of silicon, with a height of 
800 nm. Note the expansive coverage of phase-dispersion space compared to that obtained by 
employing only the conventional choice of singular pillars. (e) Calculated phase and dispersion for 
the Generation 1B library, differing from the Generation 1A library only by increasing the height 
to 1,400 nm. The range of dispersion achieved is nearly doubled. (f) Calculated phase and 
dispersion for the Generation 2 library, keeping the same height as the Generation 1B library but 
switching to archetypes with four-fold symmetry instead of rotational symmetry. This change 
expands the number of archetypes to include crosses (black crosses) and inscribed crosses (purple 
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triangles). The two orange curves define the upper and lower boundaries that can be reached by 
dielectric meta-units, found by an exhaustive computational search (see Supplementary 
Information Section VIII). Our choice of meta-unit cross-sections fully populates the possible area 
in the phase-dispersion space, while being feasible for nanofabrication. (g, h) Scanning electron 
microscope images of fabricated metalenses using Generation 1A and Generation 2 meta-units, 
respectively. 
 
The extended coverage offered by these new archetypes can be understood as structural 
dispersion engineering [60]. High-dispersion meta-units (such as singular pillars) retain more 
short-wavelength light within the silicon compared to longer-wavelength light; in contrast, low-
dispersion meta-units (such as concentric pillars) retain nearly the same amount of short- and 
long-wavelength light within the silicon, acting similar to dispersionless effective media (mode 
profiles of sample meta-units are provided in Section A.4).  
Further improvement of the coverage of the phase-dispersion space, in particular, the 
extent of ΔΦ′, requires an increase in the height of the meta-units. Figure 2.2b shows meta-unit 
library Generation 1B. Its cross-section archetypes are identical to those of Generation 1A, but 
they differ in height, 𝐻 = 1,400 𝑛𝑚. A comparison of Figures 2.2d and e reveals that taller 
meta-units greatly expand the coverage of the phase-dispersion space, at the cost of increased 
fabrication challenge.  
Figure 2.2c depicts meta-unit library Generation 2. This library has the same height as 
Generation 1B but has four-fold symmetry rather than rotational symmetry. This reduction of 
symmetry allows for additional sub-classes not available in rotationally symmetric schemes 
without sacrificing polarization-independent performance. In particular, we explore crosses and 
inscribed crosses as two additional archetypes. The former more densely populates the medium-
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high dispersion range, while the latter extends the lowest dispersion range at large phases 
(acting more like an effective material than any other archetype in that phase range) 
(Figure 2.2f). 
 
2.1.4 Experimental Results 
To explore the impact of meta-unit libraries on metalens performance, we 
fabricated and characterized metalenses using all three generations of libraries (the 
parameters of the fabricated metalenses are summarized in Table A). We fabricated these 
metalenses using a standard electron-beam lithography, lift-off and etch procedure. SEM 
images of two sample fabricated metalenses are shown in Figures 2.2g, h. Using the 
custom-built setup shown in Figure 2.3a, we characterized the 3D intensity distribution of 




Figure 2.3. Experimental characterization of achromatic metalenses.  (a) Schematic 
depicting the optical setup. The optics for mapping the 3D far-field of the metalenses are mounted 
on a motorized stage. A flip mirror allows light to pass from a target focal plane to a power meter 
for efficiency measurements. (b) Optical image of a sample metalens. Scale bar: 25 𝝁𝒎. (c) 
Measured far-field intensity distributions of metalens M1A, composed of Generation 1A meta-units 
and with diameter 𝑫 = 𝟏𝟎𝟎 𝝁𝒎 and target focal length 𝒇 = 𝟐𝟎𝟎 𝝁𝒎, corresponding to 𝑵𝑨 = 𝟎. 𝟐𝟒. 
Measured normalized intensity distributions in the axial plane (x-z cross-section) are shown for 
select wavelengths spanning from 1,300 nm to 1,660 nm. The x-y cross-sections are shown at the 
target focal plane for each wavelength. (d) Corresponding experimental results for metalens M1B, 
composed of Generation 1B meta-units, showing substantially suppressed parasitic focal spots, little 
elongation of the depth of focus as observed in (c), and larger operational bandwidth. 
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Using the Generation 1A library, we realized an achromatic metalens, M1A, with a 
diameter of 100 µm, designed focal length of 200 µm (NA ≈ 0.24), and operational bandwidth of 
 = 1,300 – 1,650 nm. The measured intensity distributions in the focal (x-y cross-section) and 
axial (x-z cross-section) planes at different wavelengths for M1A are plotted in Figure 2.3c. 
From the axial intensity distributions, we can see that the chromatic aberration is significantly 
reduced across the entire operating bandwidth, with the focal planes for all wavelengths lying 
very close to one another. It is important to stress that this is a continuous aberration correction 
over the entire designed wavelength range, not just at the selected wavelengths. However, we 
can see parasitic focal spots for wavelengths shorter than 1,400 nm and an elongation of the 
depth of focus (DOF) for wavelengths longer than 1,450 nm. We attribute these features to the 
limited coverage of the phase-dispersion space provided by the Generation 1A library (Figure 
2.2d) for this lens.  
We therefore designed and fabricated metalens M1B, with the same size and NA as M1A, 
using the taller meta-units from the Generation 1B library. The corresponding measured focal 
and axial intensity distributions are plotted in Figure 2.3d and show substantially suppressed 
parasitic focal spots and little elongation of the DOF. The wavelength range over which the 
chromatic aberration is corrected is also expanded to  = 1,200 – 1,650 nm, a 100-nm 
improvement over the operational bandwidth of M1A. The combination of size, NA, and 
bandwidth of M1B reaches the fundamental limitation described by Equation 2.1.5 (Figure 2.4a). 
The predicted benefits of expanded coverage of the phase-dispersion space are clearly 
demonstrated, despite the increased challenges involved in the fabrication. We believe that this is 
the best reported result for a broadband polarization-independent achromatic metalens working 
in transmission mode.   
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Using the Generation 1B library, we investigated metalens M2, with a diameter of 200 
µm and a focal length of 800 µm (NA ≈ 0.13), with chromatic aberration correction over the 
same wavelength range of 1,200 – 1,650 nm (Figure 2.4b). This larger lens (marked by a black 
square in Figure 2.4a) still falls within the limits set by the phase-dispersion coverage of our 
Generation 1B library and represents an alternative choice in the tradeoff between metalens size 
and NA described by Equation 2.1.5 (Figure 2.4a). 
Increasing the NA of metalenses comes at a cost of the operational bandwidth. We used 
the Generation 2 library and demonstrated a high-NA metalens M3, with a diameter of 100 µm 
and a focal length of 30 µm (NA ≈ 0.88), with chromatic aberration correction over a reduced 





Figure 2.4. Exploring the fundamental limitations in designing achromatic metalenses.  (a) 










)𝜟𝝎, achieved by a meta-
unit library sets an upper limit on the achievable combinations of 𝑵𝑨 and radius, 𝑹𝒎𝒂𝒙. In 
particular, the solid and dashed curves represent the limitations on achievable metalenses using the 
Generation 1B and 1A libraries, respectively. Two demonstrated metalenses M1B and M2, 
indicated in the diagram by triangle and square symbols, respectively, reach the fundamental 
limits. (b) Measured far-field intensity distributions for metalens M2 (𝑫 = 𝟐𝟎𝟎 𝝁𝒎 and 𝑵𝑨 =
𝟎. 𝟏𝟐), implemented with the Generation 1B library. (c) Measured far-field intensity distributions 





Figure 2.5. Measured figures of merit of the metalenses.  (a) Focal plane intensity 
distributions of metalens M1B (𝑫 = 𝟏𝟎𝟎 𝝁𝒎 and 𝑵𝑨 = 𝟎. 𝟐𝟒) at select wavelengths. Scale bar: 
𝟓 𝝁𝒎. (b) Horizontal (blue curves) and vertical (red curves) cuts across the measured focal spots in 
(a) compared with an ideal Airy spot (black dashed curves). (c) Focal lengths as a function of 
wavelength for the four metalenses demonstrated. (d) Measured focusing efficiencies of the 
metalenses, excluding M3 because its NA exceeds that of the measurement setup. (e) Extracted 
FWHM of focal spots for the four metalenses. Straight lines represent the theoretical FWHM. (f) 
Calculated Strehl ratios for the metalenses, excluding M3 because Strehl ratio measurements are 
not applicable for high-NA lenses. 
 
Figure 2.5 summarizes important figures of merit, including the focal length, focusing 
efficiency, focal spot size, and Strehl ratio, for all of the fabricated metalenses. Figure 2.5a 
shows focal plane intensity profiles at the selected wavelengths shown in Figure 2.3d for 
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metalens M1B; Figure 2.5b shows corresponding horizontal and vertical cuts of the measured 
focal spots with an ideal Airy disk overlaid for comparison. The results show nearly diffraction-
limited focal spots for all wavelengths with no obvious distortion. 
Figure 2.5c shows the measured focal lengths of the metalenses at sampled wavelengths, 
with the maximum shift from the mean focal length limited to 2-5% for the entire design 
bandwidth. Measured focusing efficiencies, defined as the percentage of power incident on the 
metalens and transmitted through a circular aperture positioned on the focal plane of the 
metalens with a radius equal to a few times the full-width half-maximum (FWHM) of the focal 
spot, are plotted in Figure 2.5d.  
The efficiencies of our metalenses are not as high as those of the best 
monochromatic metalenses based on dielectric resonators [44]–[46], [61] but are 
significantly higher than those of metalenses based on plasmonic scatterers [3], [19], 
[40], [53], [56] and recent reports of dielectric achromatic metalenses [54]–[57]. In all 
cases, sources of reduced efficiencies in achromatic metalenses include amplitude 
variations (not all meta-units have the same scattering efficiency), phase errors due to 
mismatch between the required and actual phase responses of the meta-units, nearest-
neighbor effects (the optical response of a meta-unit is perturbed by adjacent meta-units, 
more pronounced for the taller library due to the increased interaction length), and 
fabrication errors (such as sidewall roughness and slope). In our transmission mode 
metalenses, backscattering from meta-units can further reduce the overall efficiency. 
Another symptom of these errors is the presence of multiple parasitic focal spots, 
appearing in varying degrees in the fabricated devices but with significantly smaller 
intensity than the primary focal spots. These spots are commonly seen in recent 
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achromatic metalens attempts, and the present results are of comparable magnitude to previous 
efforts.   
Diffraction-limited focal spots are important for high-performance imaging systems. We 
measured the FWHM of the focal spots of all of the metalenses at sampled wavelengths and 
compared them with the theoretical limit (~
𝜆
2𝑁𝐴
). The results are plotted in Figure 5e and show 
that for all of the lenses based on the 1400-nm library, the focal spots are at or near the 
diffraction limit for the entire operational wavelength range of the lenses. The focal spots for 
M1A, which is based on the 800-nm library, are slightly larger than the diffraction limit for some 
wavelengths. The performance can be further quantified by measuring the Strehl ratio [47], [48] 
of the focal spots. The calculated Strehl ratios for the entire bandwidth of metalenses M1A, 
M1B, and M2 are plotted in Figure 2.5f; the ratios are above 0.8 for M1B and M2 for all 
wavelengths, satisfying the condition for diffraction-limited focal spots. 
 
2.1.5 Discussion 
We conclude with a discussion on the utility of the present work for compact imaging 
systems. We believe that a combination of the present framework with the approach of recent 
work on achieving wide-angle monochromatic imaging [48], [49] can simultaneously reduce or 
eliminate chromatic and monochromatic aberrations, fully realizing the promise of metalenses. 
Our approach is equally capable of realizing diverging lenses (Section A.10), which are also 
utilized in imaging systems. Additionally, a combination of several metalenses can substantially 
improve achromatic performance past the theoretical limitation of a singlet. For instance, 
stacking N achromatic metalenses would decrease the achievable focal length for the same 
diameter, bandwidth, and meta-unit library by approximately the same factor N (Section A.8).  
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Singlet metalenses merit consideration as stand-alone devices as well, despite their well-
known off-axis aberrations. A singlet achromatic metalens is suitable for broadband collimation 
in a flat form-factor (a collimator does not have to operate off-axis). Such a metalens could be 
packaged on the end of fiber optics for broadband and compact functionality [62], [63]. 
Additionally, high-NA microlens arrays are of considerable interest for applications such as light-
field cameras and CMOS camera sensors. 
We also note that the present approach is directly applicable to other optical frequencies 
with a change of material platform. For instance, visible metalenses could be realized using TiO2 
on quartz [45], [46], [54], [57] or GaN on sapphire [64]. The magnitude of the refractive index, 
intrinsic material dispersion, and aspect ratio achievable in nanofabrication are important 
considerations for choosing a platform. A larger refractive index enables an increased diversity 
of optical response from structural dispersion engineering, and intrinsic material dispersion can 
add to structural dispersion to improve coverage of the phase-dispersion space. For a given 
dielectric material, the ultimate limiting factor on metalens performance using the present 
approach is the height of the meta-units, which sets the maximum range of phase dispersion. 
Without incorporating plasmonic or Mie resonance or meta-units with anomalous dispersion, we 
believe that the meta-unit libraries presented here fully utilize the phase-dispersion variety within 
a given height (Section A.9). For crystalline silicon, very high aspect-ratio structures are 






In conclusion, we have demonstrated continuous diffraction-limited achromatic focusing 
across a broad near-infrared bandwidth. In particular, our metalenses work in the transmission 
mode with incident light of any arbitrary polarization state, which is highly desirable for 
shrinking imaging systems. We introduced a clarifying framework for understanding the 
limitations on chromatic aberration correction and the tradeoffs therein and have developed an 
approach that jointly utilizes the spectral degrees of freedom in the lens phase profiles and the 
geometric degrees of freedom in the meta-units to create achromatic metalenses reaching these 
limits. We describe and employ a phase-dispersion space that proves integral to framing and 
solving this problem. Our experimental results validate this approach, and these new metalenses 
offer a novel method for achieving chromatic aberration correction across a continuous and 




2.2 Phase-Amplitude Metasurface Holography 
2.2.1 Introduction and Motivation 
Structuring materials for arbitrary control of an optical wavefront is a long sought-after 
capability, enabling any physically possible linear optical functionality. Four key properties of a 
light wave are amplitude, phase, polarization, and optical impedance. The ability to tune these 
properties at specific frequencies with subwavelength spatial resolution is the goal and promise 
of a class of metamaterials known as “metasurfaces”: flat optical components composed of 
subwavelength structures with tailored optical responses [1]. By engineering these individual 
structures, or “meta-atoms”, and properly arranging them on a surface, a wide range of desired 
linear optical functionalities can be achieved [18], [20], [66], [67]. 
In practice, device functionality is limited by our ability to completely control these four 
properties arbitrarily and independently. This limitation comes down to the challenge of 
engineering the individual meta-atoms with widely varying desired responses at desired 
frequencies within a single achievable fabrication scheme. For this reason, most of the effort in 
the field of metasurfaces has focused on a single property at a time. Since phase is arguably the 
single most important property for wavefront control, metasurfaces engineering the phase profile 
of a wavefront dominate the published works [1], [18], [20], [66], [67]. While metallic scatterers 
are often used due to their strong light-matter interactions [19], [24], [68]–[70], to overcome the 
inherent optical losses involved with metals, lossless dielectric material platforms are commonly 
employed for high efficiency phase control [12]–[14], [29], [71]–[75]. 
Expanding the gamut of achievable flat optical devices requires control of more than just 
phase. For this reason, recent efforts have pushed for simultaneous control of more than one 
parameter at a time. A number of works have shown the flexibility of controlling phase and 
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polarization independently, enabling devices such as polarimeters [76], polarization dependent 
lensing [29], [77], [78], and polarization dependent holography [29], [75], [79], [80]. Of 
considerable recent interest is controlling phase at different frequencies independently from each 
other, enabling multi-wavelength or achromatic metasurfaces [54], [55], [58], [81], dispersion-
engineered devices [55], and multi-color holograms [82]–[84]. 
The most general of linear optical devices is the hologram, originally conceived as a 
microscopic principle encoding the amplitude and phase simultaneously [85]. Due to constraints 
in the ability to control an optical wavefront, metasurface holography is conventionally 
performed with a meta-atom library that controls only phase [86]. Recent efforts have 
demonstrated meta-atom geometries allowing simultaneous amplitude and phase control, and 
explored the benefits thereof for holography [87]–[90]. However, these efforts have been limited 
in efficiency or achieve the results with unnecessary complexity.  
Here, we present a metasurface platform with arbitrary and simultaneous control of 
amplitude and phase at telecommunications frequencies in a transmission type device. The 
amplitude is controlled by varying the conversion efficiency of circularly polarized light of one 
handedness into the circular polarization of the opposite handedness via structurally birefringent 
meta-atoms, while the phase is controlled by the in-plane orientation of the meta-atoms. This 
approach is a generalization of the well-studied metasurface platform employing the “geometric” 
or “Pancharatnam-Berry” phase [91], and we stress the conceptual and practical simplicity of this 
approach for achieving simultaneous and independent control of amplitude and phase. This 
approach is easily generalizable to visible frequencies, and the fabrication of such dielectric 
metasurfaces is CMOS compatible. To demonstrate the advantage of simultaneous amplitude and 
phase control, we compare computer-generated holograms implemented with Phase and 
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Amplitude (PA) metasurfaces and holograms implemented with Phase Only (PO) metasurfaces, 
and show that only the former are capable of creating artifact-free holographic images. To 
demonstrate the ability of PA holography to enable artistically interesting and complex scenes, 
we create metasurface holograms to generate high-fidelity three-dimensional (3D) holographic 
objects with distinct surface textures. To explore the utility of having two degrees of freedom per 
pixel, we create metasurfaces controlling both amplitude and phase at the object plane, and 
create a metasurface that has a grayscale image in amplitude distribution and whose phase 
distribution produces a distinct holographic image at the object plane. Finally, we extend this 
simple scheme to include structural dispersion engineering of meta-atoms and demonstrate 
controlling phase and amplitude at two colors simultaneously. 
 
2.2.2 Meta-atom Library Construction 
A long-employed approach for spatially varying the phase of light is to use the geometric 
phase [14], [74], [91], which is associated with the orientation of the linear polarization basis 
used to decompose circularly polarized light, and can be simply altered by changing the 
orientation of the “fast axis” of a birefringent material. In the context of metasurfaces, “structural 
birefringence” is realized with metallic or dielectric scatterers with a different optical response in 
one in-plane direction compared to the orthogonal in-plane direction, and the orientation of these 
in-plane directions is tuned to control the phase of output circularly polarized light.  
The operation of such a metasurface on a wavefront is best described by using the Jones 
calculus [92]. In metasurfaces based on the geometric phase, the outgoing polarization state is 
modified from an incoming one as: 
|𝜓2⟩ = Γ(−𝛼)𝑀Γ(𝛼)|𝜓1⟩,                                             (2.2.1) 
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where |𝜓1⟩ and |𝜓2⟩ are Jones vectors in an (𝑥, 𝑦) basis describing the incoming and 
outgoing polarization states, respectively, Γ(𝛼) is the 2 × 2 matrix rotating a unit vector in-plane 
by an angle 𝛼, and 𝑀 is a matrix accounting for the outgoing amplitudes (𝐴𝑜 and 𝐴𝑒) and phases 






].                                                 (2.2.2) 
Here, we take the phase accumulated to be due to propagation within a meta-atom, which 
can be thought of as a short, vertically oriented dielectric waveguide, and assume unity 
transmittance (or forward scattering efficiency, 𝜂𝑓𝑜𝑟𝑤𝑎𝑟𝑑) for both polarizations, which 
corresponds to 𝐴𝑜 = 𝐴𝑒 = 1. We can simplify 𝑀 and write the relevant phases in terms of the 
effective refractive indices, 𝑛𝑜 and 𝑛𝑒, meta-atom height 𝑑, and free-space wavevector, 𝑘0 =
2𝜋/𝜆 corresponding to wavelength 𝜆: 
𝜙𝑜,𝑒 = 𝑘0𝑛𝑜,𝑒𝑑.                                                   (2.2.3) 
We take the incident polarization state to be circularly polarized light of one handedness 
(here, left circularly polarized, or LCP, with Jones vector denoted |𝐿⟩) and the signal (outgoing) 
state to be the opposite handedness (here, right circularly polarized, or RCP, with Jones vector 
denoted |𝑅⟩). As schematically depicted in Figure 2.6a, a polarization filter in the experimental 
setup selects only the RCP component of the outgoing wave, yielding a signal, 𝑆 (see Section 
2.2.8 for a detailed derivation): 
𝑆 =  ⟨𝑅|Γ(−𝛼)𝑀Γ(𝛼)|𝐿⟩ = 𝑖 sin (
𝑘0𝑑(𝑛𝑜−𝑛𝑒)
2
) exp (𝑖 (
𝑘0𝑑(𝑛𝑜+𝑛𝑒)
2
+ 2𝛼))          (2.2.4) 
This signal is therefore a complex value with both an amplitude and a phase. The 
amplitude is solely dependent on the sine term, the argument of which depends in particular on 
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the degree of birefringence of the meta-atom, (𝑛𝑜 − 𝑛𝑒). This amplitude can also be thought of as 
the conversion amplitude,  
𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 = sin (
𝑘0𝑑(𝑛𝑜−𝑛𝑒)
2
),                                  (2.2.5) 
from LCP to RCP. It is unity when |𝑛0 − 𝑛𝑒|𝑑 = 𝜆/2 and is zero when the meta-atom has 
no birefringence, |𝑛0 − 𝑛𝑒|𝑑 = 0. Every other amplitude in between is achievable by varying the 
degree of birefringence between these two extremes.  
The conventional choice for metasurfaces based on the geometric phase is to tune the 
birefringence to the half-wave plate condition, yielding maximum optical amplitude. Then, the 
optical phase is controlled through the rotation angle, 𝛼. Here, we generalize this approach by 
creating a meta-atom library utilizing both 𝛼 and the degree of birefringence of the meta-atoms, 
visualized in Figure 2.6b. The amplitude is controlled entirely by the degree of form 
birefringence, while the phase is a sum of the propagation phase, 
𝑘0𝑑(𝑛𝑜+𝑛𝑒)
2
, and the geometric 
phase 2𝛼 (Equation 2.2.4). In this way both amplitude and phase can be completely and 
independently controlled. 
The action this meta-atom library performs on input circularly polarized light can be 
visualized by paths along the Poincaré sphere (Figure 2.6c). The incident LCP light is placed at 
the south pole of the Poincaré sphere. The birefringence of the meta-atom determines the 
“latitude” of the output state, while the rotation angle 𝛼 determines the “longitude” on the 
Poincaré sphere. In this way, incident LCP light can be converted into any polarization state (see 
Section B.1). With the addition of a polarization filter (selecting for RCP light and absorbing the 
remaining LCP light), the output state on the Poincaré sphere is mapped to amplitude and phase 




Figure 2.6. Two degrees of freedom enabling independent and complete control of optical 
amplitude and phase. (a) Schematic of the holographic experiment: circularly polarized light is 
partially converted by the metasurface to its opposite handedness, which is then filtered by an 
analyzing polarization filtered before forming an image on the camera. (b) Geometrical parameters 
of the meta-units sweep the amplitude (black-white gradient axis) and phase (rainbow axis) of the 
signal component of the output. (c) The unit cells in (b) can take incident left circularly polarized 
light (south pole) to any other point on the Poincaré sphere with near-unity efficiency representing 
two independent degrees of freedom controlled by the metasurface. (d) Geometric parameters of a 
meta-unit. (e) Full-wave simulations varying 𝑾𝒚 and 𝜶 for 𝑯 = 𝟖𝟎𝟎 𝒏𝒎, 𝑾𝒙 = 𝟐𝟎𝟎 𝒏𝒎, 𝑷 =
𝟔𝟓𝟎 𝒏𝒎, and 𝝀 = 𝟏. 𝟓𝟓 𝝁𝒎. The colormap depicts amplitude, 𝑨, of converted light by saturation 
and phase, 𝝓, by hue. (f) “Look-up table” inverting an interpolated version of (e) to specify the 
values of 𝑾𝒚 (saturation) and 𝜶 (hue) required to achieve a desired 𝑨 and 𝝓. 
For a proof-of-concept implementation, we choose an operating wavelength of 𝜆 =
1.55 𝜇𝑚 and a CMOS-compatible platform of amorphous Silicon (a-Si) metasurfaces on fused 
silica substrates. The metasurface holograms consist of a square lattice of meta-atoms with 
rectangular in-plane cross-sections, with geometric parameters defined in Figure 2.6d. The 
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lattice constant of 𝑃 = 650 𝑛𝑚 and the meta-atom height of 𝑑 = 800 𝑛𝑚 are chosen so that for 
a large variation of 𝑊𝑥 and 𝑊𝑦 (in-plane widths of the meta-atoms) the forward scattering 
amplitudes, 𝜂𝑓𝑜𝑟𝑤𝑎𝑟𝑑, for both 𝑥 and 𝑦 polarized light are near unity (see Section B.3). This 
ensures that 𝐴𝑜 ≅ 𝐴𝑒 ≅ 1 and that the conversion amplitude is identical to the amplitude of the 
output signal: 
|𝑆| = 𝜂𝑓𝑜𝑟𝑤𝑎𝑟𝑑𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 ≅ sin (
𝑘0𝑑(𝑛𝑜−𝑛𝑒)
2
).                       (2.2.6) 
To find suitable combinations of 𝑊𝑥 and 𝑊𝑦 of the target meta-atom library, a set of 
finite-difference time-domain (FDTD, Lumerical Solutions) simulations are performed and a 
contour through the simulated parameter space is chosen that closely satisfies the condition of 
𝜂𝑓𝑜𝑟𝑤𝑎𝑟𝑑 = 1, while providing 𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 that continuously varies from 0 to 1. The specific 
chosen contour has 𝑊𝑥 = 200𝑛𝑚, and 𝑊𝑦 varying from 200 𝑛𝑚 to 480 𝑛𝑚 (refer to Section 
B.3).  
The amplitude and phase of the RCP component of the output are then recorded for each 
combination of 𝑊𝑦 and 𝛼 and are shown in Figure 2.6e. Note that the converted amplitude is 
essentially independent of the orientation angle, indicating that the effect of coupling between 
neighboring meta-atoms on effective refractive indices 𝑛0 and 𝑛𝑒 is negligible, and validating the 
absence of 𝛼 in Equation 2.2.6. For ease of use, the simulation results are inverted into a “look-
up” table (Figure 2.6f) (see Section B.4 for this process), wherein a desired amplitude and phase 
combination can be converted to the required geometric parameters, 𝑊𝑦 and 𝛼. The successful 
inversion from Figure 2.6e to Figure 2.6f numerically demonstrates the arbitrary control of 




2.2.3 Experimental Holograms 
To showcase the complete control of the amplitude and phase, computer-generated 
holograms (CGHs) are implemented experimentally. Five CGHs are demonstrated: the first 
generates a two-dimensional (2D) holographic images and demonstrates improved fidelity of the 
image produced with PA holography over those produced with two versions of PO holography 
(Figure 2.7); the second is a CGH that creates a simple 3D holographic scene consisting of a 
collection of points and demonstrates 3D holography by the dependence of the reconstructed 
holographic scene on the focal plane and observation angle of the imaging optics (Figure 2.8); 
the third CGH demonstrates the faithful reconstruction of complex 3D holographic object 
(Figure 2.9); the fourth demonstrates the ability to separately encode phase and amplitude at the 
object plane (Figure 2.9); and the fifth demonstrates encoding a holographic image with the 
phase distribution of a grayscale hologram, itself an image in amplitude distribution (Figure 
2.9). Detailed information about the CGHs can be found in Table B. 
To generate the 2D CGH, a target image (the Columbia Engineering logo) is discretized 
into dipole sources with amplitudes of 1 (corresponding to the inside area of the logo) and 0 
(corresponding to the background), and uniform phase. A Gaussian filter is then applied to blur 
the sharp boundaries between values of 0 and 1, because such boundaries represent information 
encoded at higher momenta than the free-space momentum (see Section B.5 for the effect of 
skipping this blurring step). The interference of these dipole sources is recorded at a distance 
𝐷 = 750 𝜇𝑚 from the target image, which corresponds to the location of the metasurface that 
will reconstruct this target image. The result is a complex transmission function, ?̃?(𝑥, 𝑦), required 
at the metasurface plane: 
?̃?(𝑥, 𝑦) = ∑
exp(𝑖 𝑘0 𝑅𝑖𝑗(𝑥,𝑦))
𝑅𝑖𝑗(𝑥,𝑦)
𝑖,𝑗 ,                                        (2.2.7)  
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where 𝑅𝑖𝑗(𝑥, 𝑦) is the distance from the (𝑖, 𝑗)𝑡ℎ dipole source to a position (𝑥, 𝑦) on the 
metasurface. Finally, ?̃?(𝑥, 𝑦) is normalized: ?̃?𝑛𝑜𝑟𝑚(𝑥, 𝑦) = ?̃?(𝑥, 𝑦)/ |?̃?(𝑥, 𝑦)|𝑚𝑎𝑥. For the first PO 
hologram, the amplitudes are simply set to unity.  
 
 
Figure 2.7. Experimental comparison of Phase-Amplitude (PA, top row), Phase-Only (PO, 
middle row), and Gerchberg-Saxton (GS, bottom row) holography.  (a-c) The required amplitude 
and phase across each metasurface, where saturation of the image corresponds to amplitude and 
hue corresponds to phase. (d-f) Optical images of fabricated holograms. Scale bars are 150µm. (g-i) 
Simulated reconstruction of the holograms. (j-l) Experimental reconstruction of the holograms, 
with counts shown for comparison. Note the marked improvement in image quality in the PA over 





For the second PO hologram, which we refer to as the GS hologram, an alternate 
approach (called the Gerchberg-Saxton algorithm [93]) is used, which sets amplitude responses 
to unity and iteratively corrects the phase at the metasurface plane to generate the desired 
intensity distribution of the target image. No such iteration is necessary in the PA holography, as 
we can faithfully reproduce both the phase and amplitude of the desired hologram, the 
advantages and disadvantages of which are discussed below.  
The resulting ?̃?(𝑥, 𝑦) for PA, PO, and GS holograms are depicted in Figure 2.7a-c. The 
devices are fabricated using a CMOS-compatible process, described in Section B.6. Resulting 
optical images of the 2D holograms are shown in Figure 2.7d-f. They consist of a layer of 
nanostructured amorphous Silicon 0.8 m in height patterned on a fused quartz substrate. The 
overall size of each hologram is 750 m × 750 m. 
The reconstruction of each holographic image is performed both by numerical simulation 
(Figure 2.7g-i) and experimentally (Figure 2.7j-l, see Section B.7 for experimental details). The 
improvement of image quality in the PA compared to either PO or GS is readily apparent, 
reflecting the uncompromised reconstruction of a target image. The PO hologram can be seen to 
highlight the edges of the logo, suggesting that a role of amplitude variation in the PA hologram 
is to correctly modulated the amplitudes of the high spatial frequencies in the reconstructed 
image. This can be seen visually by comparing the ?̃?(𝑥, 𝑦) of PA and PO: where the outer edges 
of the hologram for the PA (representing large bending angle) have low amplitude, the PO 
hologram must have unity amplitude. The GS hologram solves this limitation of the PO 
hologram by employing the iterative algorithm described above. However, it appears “grainy” or 
“splotchy” due to unwanted destructive interference within the logo boundaries, a well-known 
limitation of GS holography. The dependence on wavelength for a 2D PA and PO hologram is 
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shown in Figure B.4, demonstrating that the broad bandwidth of the geometric phase approach 
extends to PA holography. 
A further showcase of the capabilities of PA holography can been seen in Figure 2.8 and 
Figure 2.9, where 3D holography is demonstrated. Figure 2.9a shows ?̃?(𝑥, 𝑦) for generating a 
3D coil, calculated by discretizing the coil into an array of dipole sources and recording their 
interference pattern at the metasurface plane. To show the depth of the 3D coil, three focal planes 
are chosen for experimental reconstruction, depicted in Figure 2.8b. The individual dipole 
sources are discernible at the farthest focal plane of 300 𝜇𝑚, where the target image the 
distribution of the dipoles is sparsest, while at the nearest focal plane of 100 𝜇𝑚, they are nearly 
continuous. As seen in Figure 2.8c, parallax is demonstrated by changing the viewing angle of 
the camera (maintaining normally incident light to the metasurfaces), with a recognizable image 
observed at an angle as high as 60° (approximate corresponding focal planes are drawn in Figure 
2.8c). This verifies the true holographic nature of the experiment: the reconstruction simulates 
looking through a window into a virtual world populated by the 3D coil.  
To demonstrate the ability of PA holography to enable more artistically interesting and 
complex scenes, a target 3D-modeled cow is converted into a hologram and then reconstructed. 
Figure 2.9a depicts the computation of ?̃?(𝑥, 𝑦) for generating the cow, computed with a 
simulation interfering light waves scattered off the 3D surface of the cow. This method of CGH, 
described in Section B.9, includes realistic physical effects such as occlusion and surface 
textures. In particular, rough or smooth surface textures are simulated by choosing a random or 
uniform distribution of scattered phase over the surface of the cow. Three ?̃?(𝑥, 𝑦) are calculated 
in this manner, and shown in Figures 2.9b-d. Figure 2.9b depicts ?̃?(𝑥, 𝑦) for a cow with a rough 
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surface at an oblique perspective, while Figures 2.9c,d depict, respectively, ?̃?(𝑥, 𝑦) for a cow 
with a rough and a smooth surface at an edge-on perspective. 
The optical reconstruction is performed both computationally (Figure 2.9e) and 
experimentally (Figure 2.9f). The excellent agreement, even in the details of the speckle pattern, 
affirms the fidelity with which the PA holography platform can capture effects such as surface 
roughness. See Section B.10 for details on the simulated reconstruction. Reconstruction using an 
LED (linewidth ~120 nm centered around 1.55 m) shows a reduction in the speckle contrast 
due to the increased bandwidth and incoherence of the source (see Section B.11). 
 
Figure 2.8. Experimental demonstration of depth and parallax in a 3D holographic object.  
(a) Complex transmission function, 𝝉, of a 3D coil that is 𝟒𝟎𝟎 × 𝟒𝟎𝟎 𝝁𝒎 in size. (b) Experimental 
reconstruction of the coil at three depths, showing the 3D nature of the coil. Approximate focal 
plane position relative to the metasurface plane and point sources representing the coil are shown 
for reference. Note that the focal plane is tilted roughly 15° to the metasurface to reduce spurious 
back reflections that were present. (c) Reconstruction of the coil at varying observation angles with 




Figure 2.9. 3D computer generated holographic objects with controlled surface textures. (a) 
Schematic depicting the calculation of the complex transmission function, 𝝉, of a metasurface 
hologram to generate a complex 3D holographic object (a cow). An illuminating beam is scattered 
by the mesh of the cow and interfered at the plane of the metasurface. (b) 𝝉 for the cow with rough 
surface texture at the viewing angle shown in (e) and (f). (c) 𝝉 for the cow with rough texture at the 
viewing angle shown in (g). (d) 𝝉 for the cow with smooth texture at the viewing angle shown in (h). 
(e) Simulated reconstruction of the cow, showing excellent agreement with (f) the experimental 
reconstruction with a diode laser. (g,h) Simulated reconstructions from a different perspective 
showing the effect of surface textures on the reconstruction: for the smooth cow in (h), only the 
specular highlights are apparent. 
Figures 2.9g,h contain the simulated reconstructions of the rough and smooth cows, 
respectively, with the outline of the cow shown for reference. Notably, for the smooth cow only 
the specular highlights (that is, the portions of the cow such that the angle of incidence of the 
illumination is equal to the angle of observation) are apparent, while the rough cow shows a 
speckle pattern nearly filling the silhouette of the cow. We note that this speckle phenomenon is 
physically accurate, and un-intuitive only because of the rarity of coherent sources as the sole 
illumination source in everyday experience. The agreement with physical expectation 
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demonstrates PA holography’s control over surface texture of complex 3D holographic objects. 
The control over surface texture is possible because of the simultaneous control of the object’s 
amplitude and phase, uniquely possible in PA holography.  
 
 
Figure 2.10. Controlling amplitude and phase of holographic images simultaneously. (a,b) 
Complex transmission functions, 𝝉, of two holograms. (c,d) Simulated reconstructed complex 
amplitudes, ?̃?, of (a,b), yielding holographic images with identical intensity distributions but 
distinct phase distributions: one has a phase gradient and the other has a uniform phase. (e,f) 
Experimental reconstructions of two holograms corresponding to (a,b) at an observation angle of 
𝜽 = −𝟐𝟎° from the surface normal. (g,h) Experimental reconstructions of two holograms 
corresponding to (a,b) at an observation angle of 𝜽 =  𝟎° from the surface normal. The dependence 
on observation angles is a proof that the holographic images have distinct phase gradients, which 
correspond to distinct far-field projection angles. 
 
PO holography uses only one degree of freedom (phase) at the hologram plane to control 
one degree of freedom (intensity) at the object plane. PA holography has no such limitations, 
and, as seen in Figure 2.10, may separately encode the amplitude and phase of a holographic 
image. Figures 2.10a,b contain the complex transmission functions of two holograms that 
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encode the same object intensity profiles but distinct object phase profiles (as shown in Figure 
2.10c,d). Therefore, not only is the fidelity of the intensity profile improved in PA holography 
over PO holography (as seen in Figure 2.7), but an entirely parallel channel of information 
(phase) can be faithfully encoded simultaneously. In this case, the phase profiles chosen are 
simple gradients, meaning that the holographic objects are observable from distinct angles. This 
is experimentally verified in Figures 2.10e-h, where the holographic images are formed only if 
the information projected by the holograms is within the range of angles collected by the 
imaging objective.  
 
Figure 2.11 Two images encoded by a modified Gerchberg-Saxton algorithm allowing 
grayscale amplitude at the metasurface plane.  (a) Schematic showing illumination of a metasurface 
with an amplitude profile depicting an image of a sphere on a flat surface. The phase profile of the 
metasurface (not shown) encodes a holographic object (Columbia Engineering logo) at the object 
plane (3 mm away). (b,f) Target intensity profiles (before blurring) at the metasurface and object 
planes, respectively. (c,g) Intensity and phase profiles encoded on the metasurface. (d,h) Simulated 
reconstructions when focused at the metasurface and object planes, respectively. (e,i) Experimental 
reconstructions when focused at the metasurface and object planes, respectively. The metasurface 




Another use of the two degrees of freedom present in PA holography is to control the 
amplitude profiles at two separate planes rather than the amplitude and phase at a single plane. 
To demonstrate this, we modify the GS algorithm to enforce a grayscale amplitude distribution 
(instead of the conventional uniform amplitude distribution), and iteratively recover the phase 
required to produce a target holographic image at the object plane given the chosen non-uniform 
amplitude distribution. In other words, as depicted in Figure 2.11a, the metasurface can be 
encoded with a grayscale image (Figure 2.11b), while simultaneously producing a holographic 
image (Figure 2.11f). The intensity and phase profiles of the resulting metasurface are shown in 
Figures 2.11c,g. Experimental reconstructions (Figures 2.11e,i) are in good agreement with 
simulated reconstructions (Figures 2.11d,h), showing recognizable target images with artifacts 
inherent to GS holography (destructive interference due to lack of phase control at each plane). 
Section B14 explores the trade-offs in image quality at the two planes and the qualitatively 
different nature of the “speckle” at the metasurface plane (born of the phase discontinuities) 
compared to that at the object plane (born of the rapidly changing phase profile). 
 
2.2.4 Two-color Phase-Amplitude Metasurface Holograms 
Finally, we extend this simple approach to control amplitude and phase independently at 
two separate wavelengths. This represents control of four wavefront parameters simultaneously 
at each meta-atom, and therefore requires more degrees of freedom in meta-atom design than the 
two degrees of freedom (aspect ratio and orientation of rectangular meta-atoms) used above. We 
have shown previously that structural dispersion engineering of meta-atoms by widely varying 
their cross-sectional shapes (while keeping rotational symmetry or four-fold symmetry) can yield 
a library controlling the phase of a wide range of wavelengths at a time [81]. We extend this past 
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effort to include form birefringence in the design of meta-atoms, allowing expansive control of 
the phase response of the ordinary and extraordinary polarizations at two wavelengths.  
Specifically, four archetypes of meta-atoms supporting form birefringence are used, each 
representing a sub-class of meta-atoms with the geometric degrees of freedom marked by arrows 
in Figure 2.12a. In addition, we (1) increase the thickness of the amorphous Silicon layer from 
0.8 m to 1 m to increase the range of phase dispersion resulting from propagation, (2) choose 
relatively widely separated wavelengths representing “red” (=1.65 m) and “blue” (=0.94 m) 
channels to enhance the dispersion of the optical response, and (3) set the input handedness of 
circularly polarized light in the “red” to be opposite that as in the “blue”, so that the dependence 
of phase on 𝛼 is opposite for each color (further expanding the range of responses possible). 
The phase, 𝜙𝑅 , and dispersion, 𝜙𝐵 − 𝜙𝑅, due to propagation through the meta-atom 
library are depicted in Figure 2.12a, demonstrating dense and degenerate coverage of this space. 
Such degeneracy (many meta-atoms providing the same phase-dispersion but different 
amplitudes) is key, since amplitude must also vary widely and independently. The geometric 
phase is an additional degeneracy in phase to be exploited, and can be included by analytical 
extension of the numerical simulations. To visually explore how well the combinations of 
amplitude and phase (𝐴𝑅 , 𝐴𝐵, 𝜙𝑅 , 𝜙𝐵) at the two wavelengths are achieved, Figure 2.12b breaks 
the amplitudes into bins of (𝐴𝑅 , 𝐴𝐵), and plots the (𝜙𝑅 , 𝜙𝐵) within each bin. The apparent filling 
of every space in the (𝜙𝑅 , 𝜙𝐵) plot at every bin indicates that our meta-atom library can achieve 
every combination of (𝐴𝑅 , 𝐴𝐵 , 𝜙𝑅 , 𝜙𝐵) up to the precision of the bins chosen. These high-aspect 
ratio meta-atoms with widely varying cross-section therefore provide four independent degrees 
of wavefront control within a monolithic fabrication scheme.  
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For a proof-of-concept demonstration, a target two-color image (Figure 2.12g) is 
converted as before into the required amplitude and phase on the metasurface plane at each 
wavelength (where the red channel of the image is used for 𝜆 = 1.65 𝜇𝑚 and the blue channel of 
the image is used for 𝜆 = 0.94 𝜇𝑚), as depicted in Figure 2.12c and Figure 2.12d, respectively. 
Example scanning electron micrographs of the fabricated devices are seen in Figures 2.12e,f, 
exemplifying the diversity of cross-sections optically encoding four independent variables at 
each pixel. The two-color experimental reconstruction (Figure 2.12h) is acquired by aligning the 
results with LCP excitation at 𝜆 = 1.65 𝜇𝑚 (Figure 2.12i) and RCP excitation at 𝜆 = 0.94 𝜇𝑚 
(Figure 2.12j). We note that the performance of the “red” wavelength shows good agreement 
with the target image, while the “blue” wavelength shows significant, yet poorer agreement. We 
attribute the difference in performance across wavelengths to primarily the poorer accuracy of 
the assumptions for the smaller wavelength involved in producing the meta-atom library seen in 
Figure 2.12b. In particular, at the smaller wavelength, the structures support higher order modes 
and resonances arising from the complex interactions thereof, which degrades the reliability of 
the “single-pass approximation”[45]. Due to the number of meta-atoms needed to be simulated 
(Figure 2.12a represents ~60,000 meta-atoms), more accurate characterizations of the response 
of each meta-atom represents a daunting computational problem. We therefore restrict ourselves 




Figure 2.12. Control of amplitude and phase at two colors simultaneously.  (a) Archetypes 
of meta-unit cross-sections with many geometric degrees of freedom (each represented by a double-
sided arrow) degenerately cover “phase-dispersion” space of the propagation phase. (b) 
Visualization of the coverage of (𝑨𝑹, 𝑨𝑩, 𝝓𝑹, 𝝓𝑩)due to the meta-atoms in (a) with bins of 10% in 
amplitude and circular polarization that is opposite for each color. (c) Complex transmission 
function of a two-color hologram for the red wavelength (𝝀𝑹𝒆𝒅 = 𝟏. 𝟔𝟓𝝁𝒎). (d) Complex 
transmission function of a two-color hologram for the blue wavelength (𝝀𝑩𝒍𝒖𝒆 = 𝟎. 𝟗𝟒𝝁𝒎).  (e) 
Scanning electron micrograph (SEM) of example hologram, showing many instances of the 
archetypes from (a) with variable in-plane orientation angles. Scale bar is 3 μm. (f) SEM with 
perspective view of the 1 μm tall pillars in (e). Scale bar is 2 μm. (g) Target two-color image. (h) 
Experimental reconstruction overlaying the separately measured red wavelength shown in (i) and 




The advantages of PA over PO holographic metasurfaces are clear in the above 
demonstrations, but merit a more detailed discussion. Notably, PO holography has the advantage 
of an improved power efficiency. This comes from the fact that all of the light incident on the PO 
hologram contributes to the final image, unlike in PA holography, where amplitude is 
continuously modulated between 0 and 1, filtering a portion of the power out. We note, however, 
that this reduction in efficiency is (1) highly case dependent (e.g., different illumination patterns 
and target holographic objects will use the input power differently), and (2) ambiguous in direct 
comparison to PO holography. In particular, there is a trade-off between the reduction of “ringing 
artifacts” (see Section 2.2.12) and the amount of power contributing to the final image: ringing 
artifacts (related to Gibb’s overshoot) can be reduced at the cost of lower overall efficiency 
(Section B.12). The choice of what counts as sufficient elimination of the artifacts will therefore 
determine the maximum efficiency of the hologram, meaning that there is no unambiguous 
comparison between PO and PA holography, as PO holography involves no such choice. Indeed, 
PO holography can be thought of as the choice within PA holography with maximal efficiency at 
the cost of maximal artifacts.  
Additionally, the cost of the increased power efficiency in PO holography is at least 
threefold. First, a substantially lower density of information is encoded by a PO hologram 
compared to its PA counterpart. This is because a PO hologram only controls the phase at each 
pixel in the metasurface plane, while a PA hologram controls both amplitude and phase, which 
has the consequence that the phase at the object plane can be independently controlled by a PA 
hologram (Figure 2.10), but not by a PO hologram. This could allow, for example, increasing the 
difficulty of counterfeit in security applications by using holographic images of identical 
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appearance (intensity) but with detectable differences in phase profile that require special 
equipment to decode, such as an interference-based apparatus. Furthermore, in an application 
involving holographic data storage, there is a multiplicative effect on the storable bits per pixel: a 
system capable of reading out M distinct values of phase from a PO hologram would allow 
storage of M states per pixel, while a system using a PA hologram that simultaneously reads out 
N values of amplitude would allow storage of M×N states per pixel.  
Second, although phase is not recorded directly by a camera or the human eye, the phase 
distribution on the optical wavefront does contribute to the visual textures of a virtual object. As 
an example, a diffuse surface will have random phase, while a glossy surface has some degree of 
phase uniformity. Such texture detail is lost (or must be mimicked) by the PO approach, but 
effortlessly retained in the PA approach (Figure 2.9), where both the desired phase and 
amplitude of the holographic object are faithfully reproduced.  
Third, a Gerchberg-Saxton-like algorithm is necessary to reduce the unwanted distortions 
to the image (seen in Figure 2.7). While straightforward for reconstructing simple 2D scenes, the 
computational requirements make general PO holography (such as reconstructing 2D and 3D 
scenes [94]–[96] with controlled textures) difficult and often impractical to implement, 
especially in dynamic holography. As shown in Figures 2.8 and 2.9, no correction algorithm is 
necessary in 3D PA holography, which retains complete phase and amplitude information in the 
final 3D holographic scene. In other words, PA holography is true to the original imagination of 
holography: the PA hologram generates the wavefront produced by a virtual object, and therefore 
is effectively a window into a virtual world. 
In conclusion, we have demonstrated metasurface holograms using low-loss dielectric 
metasurfaces operating in transmission mode with complete and independent phase and 
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amplitude control at one and two wavelengths. Structural dispersion engineering of meta-atoms 
and the geometric phase are employed to enable control of up to four wavefront parameters at 
each pixel of the metasurface holograms. This design principle is a simple but powerful 
extension of the long-employed geometric-phase metasurfaces, opening up a degree of control 
over optical wavefronts useful in many applications. We implemented monochromatic 2D and 
3D phase-amplitude holograms using a library of meta-atoms with rectangular cross-sections 
supporting a wide range of form birefringence. We showed that the quality of 2D phase-
amplitude holographic images was significantly improved over that of phase-only holography. 
We also showed that a PA metasurface may encode entirely separate profiles of phase and 
amplitude at the object plane, and that for 3D holographic objects this allows surface textures to 
be straightforwardly realized. We demonstrated holography using a generalized GS algorithm 
enabling holographic encoding with a grayscale hologram. We further implemented 2D 
holograms providing complete control of optical phase and amplitude at two colors 
simultaneously using a library of meta-atoms with complex cross-sectional shapes. This work 
offers a robust and generalizable method towards realizing the primary promise of metasurfaces: 




Chapter 3: Multivariate Type-II and Type-III Metasurfaces 
This Chapter details work done to extend Type-II and Type-III metasurfaces using Group 
Theory to understand the role of symmetry-breaking in controlling Quasi-Bound States in the 
Continuum. Section 3.1 details the basics in the simple case of one-dimensional dielectric 
gratings with a period doubling perturbation applied to them. Section 3.2 details the advanced 
case of two-dimensional gratings of either square or hexagonal lattice families. A Group Theory 
approach is used to fully catalogue the selection rules (polarization dependence) of all unique 
perturbations to high symmetry two-dimensional photonic crystal slabs. Sections 3.2 and Section 
3.3 demonstrate the utility of this Group Theory approach by demonstrating how multivariate 
control of optical resonances is enabled by successive perturbations, guided by the catalogue. 
 
This Chapter contains and reproduces work from the following publications: 
Adam Overvig, Sajan Shrestha, and Nanfang Yu. “Dimerized high contrast gratings.” 
Nanophotonics, Vol. 7, no. 6 (2018). 
 
Adam Overvig, Stephanie Malek, Sajan Shrestha, Michael Carter, and Nanfang Yu. “Selection 
Rules for Quasi-Bound States in the Continuum” [Submitted. arXiv:1903.11125 ]. 
 
Adam Overvig, Stephanie Malek, and Nanfang Yu. “Multivariate Resonant Metasurfaces Using 




3.1 Dimerized High Contrast Gratings 
3.1.1 Introduction and Motivation 
Enhancement of light-matter interactions is desirable for many nanophotonic devices. 
This is typically achieved with optical cavities, which trap photons for many optical cycles 
before the photons escape. This allows, for instance, a photon to interact with an active optical 
material for a longer time, advantageous for many applications. Increasing light-matter 
interactions allows optical modulators to be smaller and faster [97]–[102], nonlinear effects to be 
observed with a smaller volume of material [103], [104], lasers to emit with a weaker pump [10], 
[105]–[107], optomechanical devices to be actuated with a smaller input optical power [108], 
[109], and enhanced quantum optical effects [110]. Enhanced optical lifetime also has the 
consequence of increasing the group delay of light passing through the optical cavity, 
corresponding to increasingly dispersive responses. 
Recently, a class of flat optical devices called metasurfaces (and in particular, 
metasurface lenses [111]) has seen interest in controlling both the phase and phase dispersion of 
the output wavefront [54], [55], [58], [112]. This can be achieved by incorporating sharp spectral 
features with varying photon lifetime [54], [55], [112]. However, the traditional metasurface 
approach assumes that the individual building blocks, or “meta-units”, operate independently [1]. 
This is starkly in contrast to the physical mechanism responsible for the sharp resonances 
employed in these recent efforts, i.e., periodic effects, which are traditionally the purview of 
another class of flat optical devices called planar photonic crystals [113]. Yet the success of these 
metasurfaces suggests there is room to explore a relaxation of the metasurface assumption, and 
motivates study of long lifetime states in finite-size planar optical cavities. In other words, it 
suggests that design of dispersion-engineered metasurface may benefit from approaching the 
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problem using diffractive optical elements on the boundary between traditional metasurfaces and 
planar photonic crystals. 
The building blocks of such metasurfaces may be thought of as subwavelength photonic 
crystal slabs, which are known to act as planar optical cavities, trapping light incident from out 
of plane before either reflecting, transmitting, or absorbing. As planar photonic crystals, they are 
commonly used for free-space optical devices requiring sharp spectral features [6], [114]–[116]. 
First observed in metallic gratings and called “Wood’s Anomalies” [117], [118], these 
resonances have a characteristic asymmetric line-shape, a feature of the well-known Fano 
resonance [119]–[121]. These resonances involve the interference of direct reflection from the 
metallic structure, or “bright” mode, with surface plasmon polaritons confined to the metallic 
grating, or “dark” mode.  
Later work in dielectric gratings (of interest for the absence of optical losses) called these 
cavity modes “guided mode resonances” (GMR), referring to the coupling in and out of laterally 
travelling slab waveguide modes [6], [114]–[116]. These are of considerable interest, because the 
lifetime of the mode is easily controlled by the strength of the corrugation of the gratings: 
sharper spectral features are obtained for weaker corrugations. An inherent tradeoff in weakly 
corrugated gratings, however, is the total area required to observe the phenomenon: the larger the 
photon lifetime, the farther the waveguide modes travel laterally before being scattered out, and 
hence the larger the planar footprint required for interference with the bright mode, in this case, 
the Fabry-Perot resonant mode in the slab. 
This problem is solved by a class of subwavelength gratings with deep corrugation, called 
“High Contrast Gratings” (HCGs) [7], [107], [122], [123], in which the refractive index contrast 
between grating fingers and neighboring media is large, and the lateral distance travelled by the 
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guided modes is small due to in-plane Bragg reflection. Mostly utilized for their broad spectral 
features [122], HCGs are also known to support sharp spectral features [7], [124], a particular 
manifestation of the phenomenon referred to as a “bound state in the continuum” (BICs) [125]–
[128]. These can be differentiated into two categories: BICs where coupling to free space at 
normal incidence is forbidden due to symmetry, and BICs that can occur at any angle of 
incidence born of a mechanism unrelated to symmetry. The lifetimes of the latter type of BIC are 
a complex function of the angle of incidence and the height, index, duty cycle, and surrounding 
media of the gratings. From a design point of view, then, the improvement of the performance 
(e.g., resonance visibility and Q-factor) for a finite-size grating comes at a cost of decreased ease 
of control of the sharp spectral features. We will show that this disadvantage can be avoided by 
purposefully accessing the symmetry-forbidden category of BICs.  
In particular, we explore a class of subwavelength gratings (or planar photonic crystal 
slabs) we call “Dimerized High Contrast Gratings” (DHCGs), which employ symmetry breaking 
by a periodic perturbation to control the line-shape of sharp spectral features while inheriting the 
advantages of compact device footprint from their unperturbed counterparts (HCGs). We review 
the physics of symmetry breaking in one-dimensional (1D) and two-dimensional (2D) photonic 
crystals, and explore the finite-size effects (i.e., the consequences of having a finite number of 
periods) in the DHCGs. We introduce a design approach that allows for maximizing the lateral 
confinement in the un-perturbed structure, and control of the sharp spectral feature with the 
perturbation. We perform full-wave simulations of finite-size devices illuminated by Gaussian 
beams to confirm the design approach. We conclude with numerically demonstrating a couple of 




3.1.2 Symmetry-Broken One-Dimensional Photonic Crystal Slabs 
Symmetry breaking in planar photonic crystals results in a well-known phenomenon of 
introducing sharp Fano resonances excitable by free-space illumination [121], [129]–[135]. 
There are two requirements for such a feature to be observed at normal incidence: (1) a mode 
must exist in the band diagram at the center (“Gamma point”) of the First Brillouin Zone (FBZ), 
and (2) the mode must not be excluded by symmetry considerations. For instance, a normally 
incident planewave (which has even in-plane symmetry) cannot excite a mode with odd 
symmetry; this odd-even symmetry must be broken to satisfy requirement (2). A trivial version 
of symmetry breaking is excitation by a planewave incident at an angle slightly off the surface 
normal of the planar device, breaking the even symmetry of the incident light. Alternatively, the 
odd symmetry of the mode can be broken, allowing excitation at normal incidence, by breaking 
the mirror symmetry of the unit cell of the photonic crystal (e.g., skewed rather than rectangular 
grating fingers) [135]–[137]. In such approaches, a small perturbation can yield a sharp spectral 
feature with a linewidth controlled by the magnitude of the perturbation (i.e., the degree of 
symmetry breaking) via changing the coupling strength into and out of the grating, a useful 
design tool analogous changing the corrugation depth in low contrast gratings (LCGs). 
We focus on periodic symmetry breaking [131]–[133], [135], [138], [139], wherein every 
other period is slightly perturbed. In a simple 1D grating, this can take two forms, which we call 
“gap-perturbation” (every other grating finger is displaced laterally) and “width-perturbation” 
(every other grating finger is changed in size). The resulting structure (a DHCG) has two nearly 
identical grating fingers (a dimer) in each period: a dimerizing perturbation to a high contrast 
grating. Figure 3.1 summarizes the differences in real space and quasi-momentum space (“k-
space”) between LCGs, HCGs, and both versions of DHCGs, and shows the resulting spectra 
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due to transverse electric (TE) and transverse magnetic (TM) excitation of these subwavelength 
gratings at normal incidence. 
A major departure from the above methods of symmetry breaking (e.g., oblique 
excitation, skewed grating fingers) is the impact on the band diagram (seen in Figure 3.1): 
because the period has been doubled in the DHCGs, the FBZ has halved in size compared to the 
corresponding HCG. Modes previously at the edge of the FBZ now lie at the Gamma point, a 
phenomenon known as “Brillouin Zone Folding”. This causes the previously inaccessible modes 
(“bound” modes) to be above the light-line, and therefore excitable by free-space illumination. 
Figure 3.1 depicts the movement of two such modes by marking them in the HCG and DHCGs 
with open and closed circles. Importantly, in the gratings of Figure 3.1 these lowest two modes 
are also below the diffraction line, meaning that only one output diffractive order is allowed 
upon coupling back into free space (useful for an optical device). We focus on these so-called 





Figure 3.1. Comparison of four subwavelength gratings. Rows 1-4 depict the physics of, 
respectively, low contrast gratings (LCGs), un-perturbed high contrast gratings (HCGs), width-
perturbed dimerized HCGs (w-DHCGs), and gap-perturbed DCHGs (g-DHCGs). Columns 1-4 
depict, respectively, the typical geometry, band diagrams for 𝒉 = ∞ calculated by a 1D plane-wave 
expansion method (where the white diamond represents the 0th order domain), and spectral 
reflectance maps (calculated by Rigorous Coupled-Wave Analysis) with TE and TM incidence for 
different aspect ratios, 𝒉/𝒂. LCGs can be seen to have very pointed bands near 𝒌𝒙 = 𝒌𝟎 𝒔𝒊𝒏(𝜽) =
𝟎, while having sharp spectral lines throughout the reflectance maps. HCGs have flat bands, but 
primarily exhibit broad spectral features. DHCGs have flat bands but consistent sharp spectral 
features. Brillouin zone folding occurs upon doubling the period of an HCG, folding modes at the 
edge of the first Brillouin Zone (FBZ) (marked by a closed and open circle for bonding and anti-
bonding, respectively) onto the center of the FBZ in DHCGs. The band shapes are retained, but the 
modes are now accessible to free-space excitation with a coupling strength controlled by the 
magnitude of the perturbation. TE light excites the modes marked as red, and TM light excites 
modes marked as light blue. 
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Odd-even symmetry must be considered to properly understand DHCGs. This is starkly 
apparent upon comparison of the behaviors of TE and TM excitation of gap-perturbed and width-
perturbed DHCGs (see the spectral maps in Figure 1, calculated by Rigorous Coupled Wave 
Analysis). TE light (polarized as 𝐸𝑧 in Figure 3.2) couples into a mode at the top of the second 
band in width-perturbed DHCGs (w-DHCG) (colored red in Figure 3.1); but it couples into the 
bottom of the third band in the gap-perturbed DHCG (g-DHCG) (colored red in Figure 3.1). The 
opposite is true for TM light (polarized as 𝐻𝑧), corresponding to the modes colored light blue in 
Figure 3.1. This can easily be understood by mirror symmetry of the mode profiles, depicted in 
Figure 3.2(a), and can be shown to be a consequence of symmetry constraints on the first-order 
correction to the mode profile (see Section 3.1.7). Considering TE polarization, we choose the 
high symmetry point of each DHCG (i.e., the center of a grating finger for a w-DHCG and the 
center of a gap for a g-DHCG) to be 𝑥 = 0, as shown in Figure 3.2(a). By symmetry, the 𝐸𝑧 must 
have a node or an anti-node at 𝑥 =  0. For normal incidence, 𝐸𝑧 of a leaky mode must have even 
symmetry in order to couple to free space, so 𝐸𝑧 of the mode must have an anti-node at the 𝑥 =
0. The resulting large overlap with a high refractive index material in the w-DHCG is analogous 
to a low energy “bonding” states in atomic systems. In contrast, for the g-DHCG, 𝐸𝑧 lies in the 
air gaps between adjacent fingers; the exclusion of the electric field from the center of a high 
index material is analogous to high energy “anti-bonding” states in atomic systems. The same 
considerations apply to 𝐻𝑧 in the case of TM light. However, since the electric field overlap with 
the material determines the energy level of the mode, and since the magnetic field and electric 
field have opposite symmetries, for TM light the bonding mode occurs in g-DHCGs and the anti-
bonding in w-DHCGs (Figure 3.2(a) shows the overlap of 𝐸𝑦 with the center of the gratings or 
the exclusion of 𝐸𝑦 from the center of the grating fingers).  
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It is evident from the spectral maps in Figure 3.1 that rather than single bonding or anti-
bonding modes being excited, sets of similar modes are excited. These additional modes are due 
to the finite height of the grating allowing modes with several anti-nodes in the y-direction, and 
are omitted (for clarity) in the band diagrams in Figure 3.1 by calculating an infinitely tall 
grating with a plane-wave expansion method. Also possible are modes with more anti-nodes in 
the x-direction (the grating direction), which correspond to, e.g., the 4th, 5th, and higher bands in 
the band diagrams. It is apparent from the spectral maps in Figure 3.1 that the DHCGs contain all 
the broad and sharp spectral features of the un-perturbed HCGs (especially in the region near 
𝜆/𝑎 ~ 1 − 2), but with many additional features due to Brillouin zone folding (especially in the 
region with 𝜆/𝑎 >  2). In other words, a subset of the higher frequency modes of a DHCG are 
inherited from the un-perturbed grating. The possible modes for a grating with a finite height can 
be calculated with the Scattering Matrix Method or finite difference eigenvalue analysis (see 
Section 3.1.8) and catalogued by their characteristics. Examples for TE excitation of gratings 
with varying heights and a fixed duty-cycle are given in Figure 3.2(b). Bonding modes are 
denoted 𝐵𝑚𝑛, where (𝑚, 𝑛) correspond to the order in the x- and y- directions, respectively. 
Similarly, anti-bonding modes are denoted 𝐴𝑚𝑛. Example mode profiles calculated with the 
Finite-Difference Time-Domain (FDTD) Method are shown for reference in Figure 3.2(a). We 
note that the choice to label the modes by “bonding” and “anti-bonding” is a choice to emphasize 
eigenfrequency of the modes; an alternative classification scheme emphasizing symmetry by 




Figure 3.2. Mode properties of dimerized gratings. (A) Example mode profiles for w-
DHCGs (left) and g-DHCGs (right). TE light (𝑬𝒛 component shown) excites bonding modes and 
TM light (𝑬𝒚 component shown) excites anti-bonding modes for w-DHCGs. Instead, TM light 
excites bonding modes and TE light excites anti-bonding modes for g-DHCGs. (B) Mode dispersion 
of TE excitation calculated by the Scattering Matrix Method. Several distinct sets of modes are 
apparent, and can be catalogued as Bonding (𝑩𝒎𝒏) and Anti-Bonding (𝑨𝒎𝒏), where (𝒎, 𝒏) are the 
number of lobes in the (𝒙, 𝒚) directions in each grating finger. A similar plot can be constructed for 
TM. (C) The Q-factor, 𝑸, is extracted from FDTD simulations for a w-DHCG, where the 
perturbation 𝜹 is the difference in widths of each finger. At small perturbation the expected 




Another feature of the spectral maps in Figure 3.1 is the varying linewidths for the two 
different methods of perturbation and two incident polarizations. Despite having the same 
magnitude of perturbation 𝛿 = 0.15𝑎 compared to the period, 𝑎, of the un-perturbed HCG 
(where 𝛿 is the difference of gap widths in g-DHCGs and the difference of finger widths in w-
DHCGs), some DHCGs primarily exhibit very sharp spectral features (e.g., TE excitation for w-
DHCGs) and others primarily exhibit broad spectral features (e.g., TM excitation for g-DHCGs). 
In all cases, however, the relationship between the linewidth, d𝜔, (parameterized by the quality 
factor, 𝑄 = 𝜔/d𝜔) and the magnitude of the perturbation can be shown by a combination of 




,                                                                                          (3.1.1) 
for small 𝛿. The value of the constant 𝐶 depends on the interactions between DHCG modes, the 
Fabry-Perot mode, and free-space waves mediated by evanescent waves at the output ports of the 
grating [7], and therefore differs substantially across different classes of gratings and excitation 
polarizations. If 𝛿 is too large, these complex interactions will change, and Equation (3.1.1) is 
invalidated by the dependence of 𝐶 on 𝛿. FDTD simulations (Figure 3.2(c)) confirm the 1/ 𝛿2 
behavior at low 𝛿, and show deviation from this curve when 𝛿 becomes large. Choosing 𝛿 to be 
smaller for the g-DHCGs with TM excitation can yield equally sharp resonances as the width-
perturbed DHCGs with TE excitation; the value of 𝐶 for the former case is simply much smaller. 
Note that when the perturbation vanishes, the Q-factor diverges according to Equation (3.1.1), 
corresponding to the zero coupling strength to free space of the un-perturbed grating, as expected 
of bound modes. 
Similar spectra can be achieved by periodic symmetry breaking in 2D photonic crystals. 
Due to the greater number of degrees of freedom, there are many more symmetries to be 
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considered compared to the simple 1D case. Figure 3.3 depicts a few examples of dimerizing 
perturbations in 2D photonic crystals. It is beyond the scope of this paper to catalogue periodic 
symmetry breaking in 2D photonic crystals (which we note is not limited to just a dimerizing 
perturbation, nor to square lattices, and allows many more types of perturbations than just width 
or gap perturbations). Interestingly, 2D photonic crystals can exhibit polarization dependent 
(second row in Figure 3.3) or independent (third row in Figure 3.3) resonances, unlike their 1D 
counterparts. Furthermore, in 2D photonic crystals there is considerably more freedom to 
engineer the band structures before applying the perturbation: note in particular the very flat 
bands near the Gamma point in the third row of Figure 3.3. As we will show, the band structure 
strongly impacts the performance of finite-size devices, suggesting 2D DHCGs as an excellent 






Figure 3.3. 2D DHCGs. Three example 2D gratings are shown in real space (column 1, 
black dashed box representing the unit cell of the structure) and k-space (column 2, showing the 
first Brillouin zone (FBZ) and arrows tracing the path through k-space for band diagram 
calculations), and their band diagrams are calculated for an infinitely tall grating with the electric 
field pointed out of plane (column 3, light gray areas representing bound modes, dark gray areas 
representing modes with high diffractive orders, and closed/open markers denoting bonding/anti-
bonding modes). The top row shows an un-perturbed grating, with a few modes of interest marked 
for comparison with the two DHCGs in the second and third row. The second row shows a 
dimerizing perturbation doubling the period in the x-direction; the FBZ has halved in the kx-
direction. The blue portion of the un-perturbed FBZ is translated into the new, perturbed FBZ by 
reciprocal lattice vector of the perturbed grating (indicated by the large dark arrow). Modes at the 
original 𝑴𝒙 point (marked by red circles) have now moved to the new 𝜞 point, making them 
accessible to free-space excitation. The modes at the original 𝑿 point (marked by red squares) 
moved to the new 𝑴𝒚
′   point, still under the light line. The third row shows a dimerizing 
71 
 
perturbation changing the period by √𝟐, and rotating it by 𝟒𝟓°. The original 𝑴𝒙 point has now 
moved to the 𝑿′′ point, and the original X point has moved to the 𝜞 point. Since the band near the 
original 𝑿 point is very flat, the resulting modes at the new 𝜞 point have very flat bands 
(particularly that marked with an open red square). Overlaid in the final panel is the spread of 
power in k-space of a Gaussian beam with frequency of the closed red square, with two different 
values of 𝑵𝑨. 
3.1.3 Finite Size Effects 
To begin exploring the finite-size effects of planar photonic crystals, we review the 
physics of finite-size LCGs. In such devices, the resonance arises from the interference between 
the vertical, broadband Fabry-Perot resonances (the “bright” mode), with the laterally travelling 
waveguide mode (the “dark” mode). After many optical cycles, the waveguide mode may be 
scattered out, interfering with the Fabry-Perot mode at all output ports. This physical process is 
well-modelled by a coupled mode theory, and the bandwidth, dω, of the resulting line-shape is 
related to the photon lifetime of the guided mode, 𝜏, in the canonical way: dωτ ~ 1. This 
lifetime, 𝜏, will naturally be related to the scattering strength out of the waveguide: the larger the 
scattering strength, the sooner the mode couples out, and thus the shorter the lifetime. Since a 
weaker corrugation corresponds to a decreased scattering strength of the guided mode, 𝜏 varies 
inversely to the degree of corrugation. 
For a finite device to exhibit a sharp spectral feature, both the incident beam and the 
device must be larger than the lateral distance, 𝐷, that the guided mode travels before coupling 
out. Otherwise, the spatial overlap between the out-coupled wave (dark mode) and the Fabry-
Perot mode (bright mode) will decrease, resulting in reduced interference. A simple model 
estimates the characteristic size needed to observe a spectral feature with lifetime 𝜏. The group 
velocity of the travelling mode will be approximately equal to its phase velocity because the 
corrugation is weak (Bragg scattering is negligible). The characteristic lateral distance 𝐷 the 
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mode has travelled after a time 𝜏 is therefore 𝐷 =
𝑐
𝑛𝑔𝑟𝑜𝑢𝑝
𝜏 ≅  
𝑐
𝑛𝑝ℎ𝑎𝑠𝑒
𝜏. This can be written in a 
more suggestive form as: 




 is the effective wavelength of the mode. In other words, the device footprint 
scales (in linear dimension) proportionally to the qualify factor of the spectral feature. For 
instance, for 𝑄 = 1,000 and 𝜆 = 1 𝜇𝑚, the approximate size needed is of the order of 
millimeters; for 𝑄 = 106, it is meters. 
In deeply corrugated gratings (HCGs and DHCGs), on the other hand, the group velocity 
can be much smaller than the phase velocity due to strong in-plane Bragg scattering. Therefore, 
the distance required, 𝐷 =
𝑐
𝑛𝑔𝑟𝑜𝑢𝑝
𝜏 can be much smaller than that in the weakly corrugated case. 
This is related to the set of phenomena known as “slow light” effects [141], [142], and 
corresponds to flat bands in the band diagram (i.e., where 
𝑑𝜔
𝑑𝑘
 is small). In simple 1D HCGs, the 
flat bands typically used for slow light effects occur at the edge of the FBZ, which are under the 
light-line and inaccessible to free-space excitation (“bound” modes). In DHCGs, however, these 
modes are made accessible via the perturbation with little change to the shape of the band, 
meaning that the group velocity is retained. This suggests that the number of periods required to 
observe the sharp spectral features in Figure 3.1 will be much smaller than that required to 
observe equivalent features based on LCGs. 
To better understand the impact of the band diagram on the number of periods required to 
observe a sharp spectral feature, we consider the incident light in k-space. A planewave has 
infinite extent in real-space (Δ𝑥 = ∞), and correspondingly an infinitesimal extent in k-space 
Δ𝑘 = 1/∞. This means that an incident planewave will excite a single mode along a given band, 
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and therefore a single resonance frequency. A finite Gaussian beam, on the other hand, will have 
a finite spread of both Δ𝑥 and Δ𝑘, and will excite a range of modes along the band, 
corresponding to a range of resonance frequencies Δ𝜔 (see the last panel in Figure 3 for 
reference). The resulting spectrum will consequently be a weighted combination of all the 𝑘 
components’ respective resonances, 𝜔(𝑘) (see Section C.5). Only if Δ𝜔 is smaller than the 
linewidth 𝑑𝜔 of each resonance will the resonances at each (𝜔, 𝑘) spectrally overlap and 𝑑𝜔 be 
observed. The more compact the Gaussian beam is, the larger Δ𝑘 will be, and so the larger Δ𝜔 
becomes. The band diagrams in Figure 3.1 show that LCGs have very sharp bands at the center 
of the FBZ, meaning that the allowed Δ𝑘 is very small; the HCGs and DHCGs have very flat 
bands in comparison, suggesting that a much larger Δ𝑘 is permissible. 
The minimization of the finite-size effects in a 1D DHCG can thus be mapped to a 
problem of maximizing the flatness of the band in the unperturbed grating. Since the first 
derivative 𝑑𝜔/𝑑𝑘 is zero at the Gamma point upon periodic perturbation, the second derivative 
is needed to characterize the shape of the band. The spread of resonance frequencies can be 
approximated by a Taylor expansion as Δ𝜔 ≅ 
𝑑2𝜔
𝑑𝑘2




will obtain a grating with minimal required footprint. Figure 3.4(a) depicts the impact of duty 




 (calculated by plane-wave expansion and extracted by fitting to a polynomial) at the 
edge of the FBZ in the un-perturbed HCG. Different combinations of duty cycle and aspect ratio 
will have different amounts of silicon, and therefore exhibit different resonance frequencies. 
Contours of constant resonance frequency are overlaid on Figure 3.4(a) for reference. The white 
circle shows the minimal value possible for TE light, and therefore the optimal device 





Figure 3.4. Finite-size effects in DHCGs.  (A) Magnitude of the curvature of the band 
associated with the 𝑩𝟏,𝟏 mode of a w-DHCG for a range of aspect ratios, 𝒉/𝒂, and duty cycles, 𝒘/𝒂. 
The white circle highlights the optimal choice (minimal band curvature), and colored contours 
represent curves of constant resonance wavelengths. (B) Finite-Difference Time-Domain (FDTD) 
simulations of the grating chosen in (a) for various finite lengths, 𝑫, of the device. (C) Comparison 
of a selected device with 𝑫 = 𝟏𝟎𝟎 𝝁𝒎 (blue curve) to an infinitely periodic grating (black curve). 
Power leaked out the sides of the finite device (red curve) is shown for comparison. The inset shows 
the field profiles of the finite device at the two peaks seen in the blue curve. (D) Peak values of the 
reflection peak and side leakage, and Q-factor as a function of 𝑫. 
A set of FDTD simulations are performed with varying device sizes from 30 μm to 
250 μm (𝑎 is set to 1 μm for concreteness) and proportionally varying Gaussian beam radii 
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(fixed to be 1/4th the device size in order to fully fit the beam within the simulation boundaries), 
and the results are reported in Figure 3.4(b). Figure 3.4(c) compares an example device with a 
size of 100 μm to an infinite device, confirming a great reduction in size compared to that 
predicted by Equation (3.1.2) for LCGs, which is roughly 𝐷 ≅  5,000 × 2 𝜇𝑚 = 10 𝑚𝑚. This 
corresponds to a reduction of linear dimension of 100. The slightly reduced Q-factor and 
resonance visibility can be explained by the incomplete flatness of the band near the Gamma 
point: there is a small spread of resonance frequencies excited, slightly smearing the resulting 
spectral peak. This effect increases as the number of periods decreases, resulting in changing 𝑄, 
peak reflectance (resonance visibility), and amount of power leaked out of the sides of the finite 
device (Figure 3.4(d)). Evidently, the value of 𝑄 converges already at a device size of 𝐷 =
150 𝜇𝑚, where the side leakage also reaches a negligible value. However, until roughly 𝐷 =
250 𝜇𝑚, a secondary peak is apparent in the spectra in Figure 3.4(b). The inset of Figure 3.4(c) 
shows that this secondary peak has an envelope showing both a Gaussian and sinusoidal feature: 
it is a supermode of the finite grating [111], and correspondingly shifts in frequency for different 
size simulations. FDTD simulations (omitted here) placing a dipole at the center of a finite 
grating show that higher order sinusoidal envelopes are possible, with decreasing strength at 
higher orders. The supermodes can be understood to be due to large ±𝑘𝑥 components of the 
incident beam forming a standing wave at a frequency lower than the primary peak, consistent 
with the concavity of the band for bonding modes. Finite simulations of anti-bonding modes 
(corresponding band concave up) have secondary peaks at higher frequencies than the primary 
peak. The primary peak can be thought of as the first order of these supermodes, and is the only 
one of significance as the device becomes sufficiently large. 
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In an experimental device, the dimension along the grating finger direction must also be 
taken into account. Since 1D gratings have no corrugation in this direction (the z-direction in 
Figure 1), they have no controllable lateral localization in that direction. Computational 
constraints make studying these effects in full-wave simulations difficult, but the physics 
confirmed by simulations of 1D gratings suggests that using 2D gratings (wherein both 
𝑑2𝜔
𝑑𝑘𝑥
2  and 
𝑑2𝜔
𝑑𝑘𝑦
2  in Figure 3 can be minimized) can properly confine the resonant mode. For instance, the 
second row of Figure 3 shows a 2D grating with a band corresponding to bonding modes of 
similar concavity in the 𝑘𝑥 direction to the 1D grating studied in Figure 3.4, but with much flatter 
bands in the 𝑘𝑦 direction. This implies that the required number of periods in the y-direction will 
be less than that demonstrated in Figure 3.4 for the x-direction. The third row of Figure 3.3 
shows a 2D grating with a very flat band in both the 𝑘𝑎 and 𝑘𝑏 directions, implying an even 
further reduction of device size. Future work could explore optimizing the flatness of the band of 
such a 2D DHCG (for instance, by computational methods [143], [144]) for extremely compact 
planar photonic devices, including meta-units for constructing metasurfaces.  
 
3.1.4 Applications 
To demonstrate the utility of DHCGs, we present a brief numerical study of two 
applications of engineering sharp spectral features with compact DHCGs. First, we explore 
multiphysics simulations of a CMOS-compatible optical modulator operating in the near-
infrared. By incorporating a vertical p-i-n junction in a Silicon grating, the free-carrier dispersion 
effect can be employed to change the refractive index. The magnitude of the change in refractive 
indices is very small at near-infrared wavelengths, and therefore requires increasing light-matter 
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interactions to achieve appreciable modulation. Speed considerations, on the other hand, demand 
the device have a small footprint, which makes LCGs incompatible. Since DHCGs are a platform 
in which sharp resonances can be controlled in a compact total size, they offer an excellent 
solution to a planar optical modulator with fast switching speeds using CMOS-compatible 
fabrication processes. We note a similar approach with experimental verification has been 
achieved but by utilizing an adiabatic photonic crystal cavity to reduce the device’s lateral size 
[138]. 
Figure 3.5(a) depicts a schematic of a DHCG modulator based on commercially available 
silicon-on-insulator (SOI) substrates. As depicted in Figure 3.5(b), the device layer is 250 𝑛𝑚 
and the buried oxide layer is 3 𝜇𝑚. Leaving an n+ doped, 50 𝑛𝑚 thick layer of silicon at the 
bottom of the etched trenches and doping the top of the fingers p+ allows for injection of carriers 
vertically into the intrinsic region. The carrier distributions are calculated by solving the drift-
diffusion equations on a finite-element grid with applied voltages of 0 and 1V (Figure 3.5(c)). 
The TE 𝐵1,1 bonding mode of a w-DHCGs is chosen because of its excellent overlap with this 
intrinsic region. Figure 3.5(d) shows that a modulator of the size 50 𝜇𝑚 provides appreciable 
intensity modulation around a telecommunications band. The results demonstrate the utility of 





Figure 3.5. Applications of DHCGs.  (A) Schematic of an optical modulator based on a 
corrugated w-DHCG incorporating p-type doping (purple) at the top of the fingers and n-type 
doping (green) at the bottom of the etched trenches, leaving intrinsically doped (gray) centers of the 
fingers. Electrodes (gold) allow for forward biasing of the resulting p-i-n junction, injecting carriers 
into the intrinsic region. (B) Geometrical parameters of a period of a 1D modulator portrayed in 
(A). (C) Solutions to the drift-diffusion equations on a finite element grid, showing hole (p) and 
electron (n) concentrations (𝒄𝒎−𝟐) on a log scale for applied voltages of 𝟎 𝑽 and 𝟏 𝑽. (D) 
Transmission spectra near the 𝑩𝟏,𝟏mode of a device 𝟓𝟎 𝝁𝒎 in size, with 𝑸 ≅ 𝟏, 𝟓𝟎𝟎 for applied 
voltages of 𝟎 𝑽 and 𝟏 𝑽. The spectra are calculated using FDTD and a free-carrier model for the 
complex refractive indices based on the distributions of holes and electrons in (C). This simulation 
fully takes into account material losses as well as finite-size effects in the x-direction. The 
corrugation of the fingers in the z-direction is expected to localize the mode along the grating 
fingers. (E) 𝑨𝟏,𝟏mode of a Silicon DHCG on oxide showing excellent field overlap with an external 
gas when TM (x-polarized) light is incident from above. (F) Reflectance peaks (𝑸 ≅ 𝟑, 𝟓𝟎𝟎) near 
the mode in (E) with surrounding refractive indices of 1.0002 (air) and 1.001 (CO2). 
 
Second, we utilize the excellent overlap with the air in the anti-bonding mode of TE-
excited g-DHCGs to numerically demonstrate sensing of refractive indices of surrounding media. 
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Figure 3.5(c) shows the spectra resulting from having air (refractive index of 1.0002) and carbon 
dioxide (refractive index of 1.001) surrounding the grating. This is generalizable to refractive 
index sensing of anything placed in the air gaps, such as for use in bio-sensors [145], [146]. The 




We conclude with a discussion on the utility of the physics of DHCGs for the field of 
metasurfaces. Metasurfaces can be thought of as diffractive optical devices engineered to have a 
desired spatial response of the 0th diffractive order of the device, with minimal energy lost to 
higher diffraction orders. Traditionally, such a feat is achieved by engineering the form-factor (or 
shape) of the subwavelength meta-units composing a metasurface (e.g., the cross-sectional shape 
of a dielectric pillar) for a given subwavelength meta-unit spacing. This contrasts with the focus 
of traditional planar photonic crystals, which is principally to engineer the array-factor (periodic 
arrangement) of subwavelength diffractive elements. It is becoming increasingly clear [147], 
[148] that metasurfaces with optimal performance (especially those based on dielectric meta-
units, chosen to minimize optical losses) will benefit greatly from incorporate engineering of 
both form-factor and array-factor. Metasurface design will therefore benefit from an 
understanding of the finite-size effects in periodic arrangements of dielectric structures, as well 
as a robust method to tune photon lifetimes.  
We note a number of advantages offered by DHCGs over un-perturbed HCGs operating 
near bound states in the continuum. First, the sharp spectral features of DHCGs are substantially 
more robust to deviations in height, duty cycle, index of refraction, and angle of incidence 
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(Section C.5) than HCGs, which require specific combinations thereof for sharp spectral features 
to arise. Second, DHCGs allow ease and flexibility of design not present in HCGs due to the 
constraints of these geometrical parameters: there is no requirement on any geometric parameter 
except perturbation in a DHCG to get a desired Q-factor, allowing the remaining parameters to 
be used for other design purposes. For example, the design process of the modulator in Figure 
3.5 tailored the duty cycle and grating period (given a fixed height and index of refraction of a 
commercial SOI wafer) to align the background Fabry-Perot resonance with the sharp spectral 
feature, maximizing peak visibility. Third, the strong dependence of Q-factor on angle of 
incidence in HCGs deteriorates resonance visibility when the waist of the incident Gaussian 
beam is too small (the in-plane wavevector spreading is too large). This occurs at a smaller beam 
waist for DHCGs due to the independence of Q-factor on angle of incidence (Section C.5), 
allowing a smaller device footprint for the same resonance visibility. Finally, for a given set of 
geometrical parameters (notably, duty cycle), the TE 𝐵1,1 mode supported by a w-DHCG (as 
used in the modulator in Figure 3.5) has the lowest eigenfrequency and correspondingly the 
maximal overlap with the grating fingers (in the case of the modulator, the active material) of 
any leaky mode. This implies it is the optimal choice for enhancing light-matter interactions 
required for such an active device operating on free-space light. 
We believe the physical principles reviewed here, along with the approach presented to 
control lateral localization simultaneously with optimal lifetime, are fundamental to proper 
design of such metasurfaces. For instance, future dispersion-engineered metasurfaces may do 
well to incorporate band structure engineering to control the finite number of elements required 
to reliably reproduce the optical response calculated by infinitely periodic simulations. 
Additionally, symmetry breaking is an excellent tool for controlling sharp resonances required 
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by dispersion-engineered metasurfaces. Achieving a perfectly flat band for a wide range of the 
FBZ (such as in the third row of Figure 3.3) represents a significant blurring of device 
classification: device design may truly require the language of both metasurfaces and planar 
photonic crystals. 
Dimerized High Contrast Gratings therefore offer a promising platform for engineering 
sharp spectral features in compact 1D and 2D devices. We demonstrated that DHCGs combine 
the benefits of LCGs (which allow for easy tuning of the sharp spectral features though the 
corrugation depth) and HCGs (which allow for compact devices due to strong in-plane Bragg 
scattering) by performing full-wave simulations on infinite and finite gratings. We introduced a 
simple design approach that maximizes the lateral localization in the un-perturbed grating and 
controls the sharp spectral features via a period-doubling perturbation. We catalogued and 
clarified the possible resonant modes in 1D DHCGs and pointed to the utility of expanding this 
effort to 2D DHCGs. We numerically demonstrated two applications as examples of a class of 




3.2 Selection Rules for Quasi-Bound States in the Continuum 
3.2.1 Introduction and Motivation 
Enhancement of light-matter interactions is a key capability for improving and expanding 
the functionality of a wide gamut of photonic devices. Spatially and temporally confining light 
enables compact planar optical modulators with fast switching speeds [98], [99], [101], [102], 
narrowband bandpass filters [6], [114]–[116], [136], sensitive biological and refractive index 
sensors [9], [145], [146], efficient optical microelectrical mechanical devices [108], [109], novel 
lasers [10], [105], [107], [142], [149], and enhanced nonlinear [103], [104], [150], [151] and 
quantum optical phenomena [151], [152]. This is conventionally achieved by the introduction of 
an optical cavity, which circulates optical energy, affording a photon many passes through a 
material. 
Planar diffractive optics enable uniquely compact optical confinement in lightweight 
quasi-two-dimensional systems fabricated by mature micro- and nano-fabrication technologies. 
Traditional plasmonic materials such as Gold enable impressive light-matter interaction in 
metasurfaces [1], [129], [130], [151], [153], [154], but are incompatible with standard 
complementary metal-oxide semiconductor (CMOS) foundries. Alternative plasmonic materials 
are an active area of study [155], [156], but without exception introduce significant optical losses 
that reduce the efficiency of a photonic device. These limitations motivate exploring methods of 
confining optical energy without metals, restricting the optical materials to common dielectric 
materials such as Silicon and its oxide. 
A classic example of a dielectric diffractive optical element with enhanced light-matter 
interactions is the low contrast grating (LCG), or guided mode resonance filter [6], [114]–[116]. 
By periodically corrugating a thin slab with subwavelength periodicity, a laterally propagating 
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waveguide mode supported by the slab may couple to normally incident light. The leakage back 
out of the slab interferes with the direct optical pathways (here, the Fabry-Perot resonance), 
producing a well-known Fano resonance [119]–[121]. Related phenomena have been studied for 
over a century, beginning with Wood’s anomalies [117], [118], [157]. In an LCG, the degree of 
corrugation can be easily controlled experimentally, and is a design parameter that directly 
controls the linewidth of the resonant spectral feature. In particular, for small corrugation the Q-
factor of the resonance is known to be inversely related to the depth of the corrugation [5]. 
However, this attractive design feature comes with an inherent drawback: the long optical 
lifetime comes from the long distance the guided mode travels within the device before coupling 
back to free space; the device therefore needs to be of a lateral size larger than this characteristic 
travel distance in order to observe a significant spectral feature. In other words, LCGs are 
constrained by a tradeoff between spatial confinement (device size) and temporal confinement 
(Q-factor). 
Another well-studied diffractive optical element is the high contrast grating (HCG) [7], 
[122], [123], known to allow compact devices due to large in-plane Bragg reflection laterally 
confining optical energy. Since the corrugation is deep (and, typically, complete) in HCGs, the 
ease of control of the Q-factor by the method present in LCGs is lost. HCGs are best-known for 
their broadband spectral features for this reason. However, HCGs are also known to support 
sharp spectral features in the form of Fano resonances [123], [124], [127]. In particular, for 
certain combinations of optical materials, geometries, wavelength, angle, and polarization, the Q-
factor may become infinite, a phenomenon known as a “bound state in the continuum” (BIC) [8], 
[125], [128], [158]. Operating near a BIC in the relevant multi-dimensional parameter space 
allows tuning of a resonance with finite Q-factor born of interference involving the mode 
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responsible for the BIC. Unfortunately, because of the complex and sensitive dependence on 
many parameters simultaneously, this control is not robust in comparison to the control in an 
LCG. 
However, HCGs can support two classes of BICs: those excluded from coupling to free 
space due to symmetry constraints (or “symmetry-protected”), and those excluded for reasons 
unrelated to symmetry (or “accidental” [159]). It has been argued recently [160] that symmetry-
protected BICs in HCGs are better suited than accidental BICs for creating compact optical 
devices with sharp spectral features. It is well-known that by reducing the symmetry [132], 
[135], [137]–[139], [153], [160]–[166] of an HCG or PCS, symmetry-protected BICs can be 
accessed at normal incidence, resulting in Fano resonances with Q-factors controlled by the 
magnitude of the perturbation. This restores a robust design paradigm for controlling the Q-
factor of a sharp spectral feature. Additionally, because the BICs are associated with modes in an 
HCG, the modes are localized in a manner related to the flatness of the band structure. It has also 
recently been shown [135], [166] that proper perturbation (including breaking vertical symmetry) 
allows excellent control of the band structure. Therefore, a symmetry-broken HCG inherits the 
benefits of both LCGs and HCGs relevant to sharp spectral features in finite devices [160]. 
In particular, a period doubling perturbation (a dimerization of an HCG) allows modes 
previously bound (under the light line at the edge of the first Brillouin zone (FBZ)) to be brought 
into the continuum, coupling to a range of angles near normal incidence to a degree controlled 
solely by the perturbation [131], [131]–[133], [135], [138], [139], [160], [166]. Consequently, a 
“dimerized high contrast grating” (DHCG [160]) is an excellent candidate platform for planar 
optical devices with both spatial and temporal confinement of light. Much of the study of 
DHCGs has focused on simple, one-dimensional devices, enabling control of the mode in one in-
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plane direction, but not the orthogonal direction. Two-dimensional PCSs in high index contrast 
systems with periodic perturbations are the natural extension of DHCGs that solve this 
limitation, and are the subject of this paper. The number of symmetries in a two-dimensional 
PCS is significantly greater than the simple one-dimensional case; the wealth of modal 
interactions between free space and two-dimensional PCSs with periodic perturbation therefore 
requires detailed exploration. 
In this paper, we study the optical response due to planar perturbations applied to high-
symmetry PCS lattices. In Sec. 3.2.2, we review symmetry-protected BICs and how they 
spatially and temporally confine light. In Section 3.2.3, we review the classification in the 
language of Group Theory of the three types of high symmetry modes supported by each square 
and hexagonal PCS (six types of modes in total). Section 3.2.4 explores six classes of perturbed 
lattices chosen to target the six high symmetry modes. To determine the impact of these 
perturbations, Sec. 3.2.5 derives the symmetry constrained coupling condition specifying which, 
if any, free space polarization couples upon perturbation. The degenerated space groups 
compatible with each unperturbed lattice are exhaustively listed, and in Sec. 3.2.6 the 
polarization dependence for each mode and each space group is written down by applying Group 
Theory principles. The result is a catalogue of the selection rules for symmetry protected BICs 
describing all the unique ways that the six highest symmetry modes of square and hexagonal 
photonic crystal lattices may be accessed by in-plane symmetry breaking. Finally, we discuss 




3.2.2 Quasi-Bound States in the Continuum 
Symmetry-protected BICs are commonly studied in monatomic PCSs, where even/odd 
symmetry conditions may preclude coupling to free space at normal incidence. Breaking the 
relevant symmetries (e.g., exciting by off-normal incident light, or obliquely etching a PCS) can 
then allow coupling to free space, appearing in the transmittance, reflectance, and absorbance (in 
the presence of loss) spectra as a Fano resonance. The BICs in diatomic PCSs (e.g., DHCGs) are 
subject to the analogous even/odd symmetry conditions, so that once the period doubling has 
folded the bound modes into the continuum, they may still be left bound in the continuum. If the 
relevant even/odd symmetry is broken, the perturbation allows coupling to the BIC. Both the 
monatomic and diatomic approaches fall under the same category of accessing symmetry-
protected BICs, but access distinct high symmetry modes (that is, modes with distinct periodicity 
and field profiles). Therefore, to fully utilize the available perturbations and modes, we study 




Figure 3.6. Symmetry-broken 2D Photonic Crystal Slab.(a) Artistic rendering of a 
symmetry-protected bound state in the continuum in a periodically perturbed square lattice. (b) 
Geometry of the unperturbed lattice. (c) Geometry of the perturbed lattice. (d) First Brillouin zone 
of the unperturbed lattice, with red arrows tracing the path used in the band diagram of (i). (e) 
First Brillouin zone of the perturbed lattice, showing band folding. (f,g) Out-of-plane magnetic field 
and in-plane electric field components of the fundamental mode of the perturbed lattice. (h) 
Dependence of the Q-factor on the perturbation, δ = g2 − g. (i) Band diagram (with target band 
highlighted in red) of the folded modes in a finite height PCS with D = 0.411µm, H = 0.295µm, P = 
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0.527µm. These parameters correspond an operating wavelength of λ = 1.58µm with the optimal 
(minimal) figure of merit |F| as found by the parameter sweep in (j), in which |F| is mapped for 
varying D/P and H/P. (k) Transmittance, T, near the fundamental mode of an infinitely periodic 
device and a finite device (30 × 30µm) with δ = 80nm excited by a Gaussian beam with e−2 waist 
radius of w0 = 7µm. Both devices show Q ≈ 1,000 and excellent resonance visibility, indicating that 
the performance of the device is maintained despite the finite size. 
As an example of a design process of a finite-sized DHCG, we explore a BIC in a 
diatomic lattice artistically depicted in Fig. 3.6(a). Figure 3.6(b) and 3.6(c) define the geometric 
parameters of the unperturbed and perturbed lattices, respectively. The two “atoms” (here, pillars 
of Silicon) in the perturbed lattice are identical in height, 𝐻, and diameter, 𝐷, and sit in a lattice 
of period 2𝑃, where 𝑃 is the period of the unperturbed lattice. The perturbation can be quantified 
by the difference in the gaps between atoms in both cases: the perturbed gap is 𝑔2 =  𝑔 +  𝛿, 
where 𝑔 is the unperturbed gap (𝑔 =  (𝑃 −  𝐷)/2) and 𝛿 is the perturbation. The FBZ of the 
unperturbed and the perturbed lattices are shown in Fig. 3.6(d) and 3.6(e) with high symmetry 
points defined and the primed coordinates representing the perturbed lattice. The effect of the 
lattice transformation (taking the period in real space from 𝑃 to 2𝑃 and rotating the basis vectors 
by 45°) is to shrink the extent of the FBZ and rotate it by 45°. The states belonging to sections of 
the unperturbed FBZ that lie outside of the new, perturbed FBZ are, by Bloch’s Theorem, 
equivalent to states within the new FBZ. They are brought into the new FBZ by translation of a 
reciprocal lattice vector (a process known as Brillouin Zone folding) as depicted graphically in 
Fig. 3.6(e) for the shaded area near the 𝑋 point. The bound modes that were at the 𝑋 point are 
now at the 𝛤 point (that is, in the continuum) due to the perturbation. 
The new modes brought into the continuum may now couple and produce Fano-like 
sharp spectral features for normally incident light. By construction, the coupling strength is 
related to the magnitude of the perturbation. It has been shown [160] that the coupling strength 
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for small perturbations is of the order of 𝛿. Since the Q-factor of a sharp resonance is inversely 





,                                                                (3.2.1) 
where the constant 𝐶 can vary depending on the mode, geometry, materials, and polarization. 
Figure 3.6(f) and 3.6(g) show the mode profiles for the fundamental mode depicted in Fig. 3.6 
(a). Figure 3.6(h) shows fullwave simulations of the Q-factor for the fundamental mode as a 
function of perturbation strength, agreeing well with Eq. (3.2.1) with 𝐶 ≈  6.5𝑃2. Figure 3.6(i) 
contains the band diagram for the structure calculated by the planewave expansion method 
(PWEM) using the supercell method, with high symmetry points defined relative to both the 
unperturbed and perturbed lattices. 
The band structure in Fig. 3.6(i) can help predict the accuracy of Eq. (3.2.1) for finite 
devices. In an infinite device, a planewave corresponds to a single state (for instance, a mode at 
the Γ point) and the band curvature is irrelevant. However, a finite device excited by a Gaussian 
beam will behave as some combination of responses excited by the planewaves composing that 
Gaussian beam. One simple model for predicting the behavior of a finite device is to perform a 
weighted sum of the spectra of the constitutive planewaves [160]. We model a band by a Taylor 
expansion about the 𝛤 point, 𝜔𝑟𝑒𝑠(𝑘)  =  𝜔0  +  𝑏𝑘
2, where 𝜔0 is the angular frequency of the 





 . A Gaussian beam with a characteristic spread in wavevector 
of ∆𝑘 will excite a characteristic spread of frequencies ∆𝜔 =  𝑏∆𝑘2. It is natural to expect that if 
this spread of frequencies is larger than the linewidth of the resonance, 𝑑𝜔, excited in an infinite 
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device by a planewave, the spectral feature will be washed out, lowering the observed 𝑄 and 










.                                                            (2) 
In other words, there is an upper limit on the Q-factor attainable in a finite device due to the band 
curvature near the 𝛤 point. 
While this simple model does not account for all of the possible finite size effects, the 
derived constraint suggests that optimizing the band flatness will tend to allow for the most 
compact devices. In particular, the factor to minimize is 𝐹 =  |𝑏|/𝜔0, which serves as a figure 
of merit when designing a device by computing its band structure. Figure 3.6(j) maps F as 
calculated for a variety of diameters and heights (relative to the period) of Silicon pillars sitting 
on a Silicon Dioxide substrate. While the curvature is different along 𝛤 −  𝑀, or the 𝑘𝑥 
direction, compared to along 𝛤 − 𝑋, or the 𝑘𝑎 direction, this band is limited by its curvature in 
the 𝑘𝑥 direction; we therefore restrict the calculation of 𝐹 to the band along the 𝑘𝑥 direction. 
We choose a design with the smallest 𝐹 according to Fig. 3.6(j) and scale its geometrical 
parameters by a factor 𝜆/𝜆𝑟𝑒𝑠 such that the operating resonance wavelength is 𝜆 =  1.58µ𝑚 for 
a calculated resonance wavelength, 𝜆𝑟𝑒𝑠. Figure 3.6(k) shows reflectance spectra calculated by 
fullwave simulations of an infinitely periodic device excited by a planewave of either 𝑥 or 𝑦 
polarization, demonstrating that this coupling only occurs for 𝑦 polarization. Figure 3.6(k) also 
shows a simulated reflectance spectrum of a device calculated by full-wave simulations of finite 
size (30µ𝑚 × 30µ𝑚) excited by a Gaussian beam with a waist radius of 𝑤0  =  7µ𝑚. The 
spectral feature remains intact, confirming that the flat band calculated in Fig. 3.6(i) allows for 
compact devices with moderately high 𝑄 ≈  103. Figure 3.6 overviews the design process of a 
compact optical device (a two-dimensional DHCG) supporting a sharp spectral feature due to a 
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symmetry-protected BIC. However, this process represented just one high symmetry mode not 
accessible by monatomic PCSs, and explored the behavior as a result of only one specific 
perturbation. This behavior was shown to be weakly dependent on incident angle (Fig. 3.6 (i)), 
but strongly dependent on incident polarization (Fig. 3.6(k)). The remainder of this paper will 
provide a theoretical description allowing prediction of the polarization behavior (selection rules) 
of all high symmetry modes and perturbations. 
 
3.2.3 Classification of High Symmetry Modes 
The first step to determining the selection rules of perturbed PCSs is to classify the 
modes present. Since the selection rules arise from symmetry breaking, a mode classification 
scheme employing the symmetries of the allowed modes is the natural choice. Although the final 
devices of interest are three-dimensional in nature (having a finite thickness in the out-of-plane 
direction, 𝑧), it considerably simplifies the analysis to begin with Maxwell’s equations in two-
dimensions. In this case, Maxwell’s six curl equations decouple into two separate sets of three 
equations, each set defining modes characterized by either the out-of-plane magnetic field, 𝐻𝑧, 
(referred to as TE modes) or the out-of-plane electric field, 𝐸𝑧 (referred to as TM modes). Each 
mode is then definable by this single field component. We therefore select, review, and carry out 
a Group Theory approach detailed in Ref. [140] to classify the modes by in-plane symmetries of 
the out-of-plane field component. 
Since the fields exist in a periodic lattice, they are characterized by planewaves with 
magnitudes and directions corresponding to high symmetry points of the reciprocal lattice. When 
the index contrast is low, this characterization is excellent; when the index contrast is large (such 
as a Silicon and air system), significant deviations in resonance frequencies occur relative to the 
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low index contrast systems, but the symmetries of the possible modes remain unchanged. The 
modes can therefore be studied with reference to the extended zone scheme. 
Figure 3.7(a) depicts the extended zone scheme for a square lattice, with notable high 
symmetry points marked. In particular, the 𝛤 points, 𝑀 points, and 𝑋 points are labeled by an 
index pertaining to their distance from the origin, 𝛤(0). These points have point group 
symmetries 𝐶4𝑣, 𝐶2𝑣, and 𝐶4𝑣, respectively (see Section D.1 for the character tables and other 
relevant Group Theory tables), and the modes decomposable by planewaves corresponding to 
these points are describable by these point groups. These three sets of points are the highest 
symmetry points in the reciprocal lattice, and therefore correspond to the modes of interest in the 
square lattice. The three analogous sets of points in the hexagonal lattice (Fig. 3.7(b)) are the 





Figure 3.7. Extended zone scheme mode classification. (a,b) Extended zones in reciprocal 
space of the square and hexagonal lattices. (c,d) Mode classification tables for the square and 
hexagonal lattices detailing the point group (column labeled “Group”), extended zone (column 
labeled “Point”), number of modes (column labeled “𝑵”), characteristic magnitude of the 
planewave (column labeled “𝒌”), and the irreducible representations (mode symmetries) present at 
each extended zone for each. 
A Group Theory approach [140], [167], [168] predicts the number and nature of the 
modes from each set of high symmetry points in the extended zone scheme. Figure 3.7(c) 
94 
 
contains a table summarizing the modes possible at each of the high symmetry points in the 
square lattice. The degeneracy of a set of high symmetry points, 𝑁, is also the number of modes 
corresponding to that set. The magnitude of the wavevectors, 𝑘, of the planewaves of a set will 
correspond to the expected eigenfrequencies of the modes (however, as noted above, this 
correspondence is poor in high index contrast systems). Lastly, the irreducible representations 
describe the mode symmetries. That is, modes that “transform like” (share all the symmetries of) 
each irreducible representation listed in an extended zone will be present at that extended zone. 
Note that the 𝐸 irreducible representations are doubly degenerate, and so account for two modes. 
Figures 3.8 and 3.9 depict the TM modes from the first four extended zones of each high 
symmetry point in the square and hexagonal lattices, respectively. An analogous set exists for TE 
modes, identical in symmetries (in 𝐻𝑧 instead of 𝐸𝑧) but spatially distorted and differing in 
eigenfrequency. The modes are organized by the extended zone order (columns) and irreducible 
representation (rows). Reference to the relevant character tables (Section D.1) shows that modes 
labeled by a given irreducible representation transform the same way as the corresponding row in 
the character table: a 1 in a column of this row means the mode will be symmetric under the 
class of operations of that column; a −1 means anti-symmetric; a 0 means not symmetric; and a 





Figure 3.8. Modes at the high symmetry points in the square lattice, classified by in-plane 
symmetries (column-wise) and extended zone (row-wise). The three tables correspond to the modes 
at the Γ, M, and X points, respectively. Modes are calculated by planewave expansion method for 
the electric field out of plane; an analogous set exists with magnetic field out of plane. 
 
Figure 3.9. Modes at the high symmetry points in the hexagonal lattice, classified by in-
plane symmetries (column-wise) and extended zone (row-wise). The three tables correspond to the 
modes at the Γ, M, and K points, respectively. Modes are calculated by planewave expansion 
method for the electric field out of plane; an analogous set exists with magnetic field out of plane. 
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Finally, the out-of-plane property of the modes is characterized by the order, or of 
number of anti-nodes, per atom of the PCS in the 𝑧 direction. The inclusion of out-of-plane 
characteristics captures all the relevant features of the modes within the scope of this paper if the 
PCS has mirror symmetry about an 𝑥𝑦 plane. However, if this symmetry is broken (for instance, 
by the presence of a substrate), then the simplification used here to analyze the modes in two 
dimensions is not strictly valid. For instance, two-dimensional PCS with a substrate are known to 
exhibit chiral behavior: incident circularly polarized light can behave in a manner depending on 
the handedness [131], [169]. This behavior of circularly polarized light is omitted here; for linear 
polarization, the present description suffices even with a substrate. 
With the in-plane and out-of-plane features of each mode classified, we are motivated to 
provide a naming scheme. We call a mode: 
𝜓𝑅,𝑆
𝑚,𝑛                                                                        (3.2.3), 
where 𝜓 is TM or TE if the mode is characterized by 𝐸𝑧 or 𝐻𝑧 respectively, 𝐿 signifies the 
reciprocal lattice point (e.g., 𝛤), 𝑆 is the irreducible representation (e.g., 𝐴1), 𝑚 is the extended 
zone order, and 𝑛 is the out-of-plane order. For instance, the mode in the 𝐵2 row and 
𝑋(1) column in Fig. 3.8, with a single out-of-plane anti-node per unit cell of the PCS would be 
called TM , which is the lowest frequency 𝐸𝑧 mode in this square lattice. TE𝑋,𝐵2
1,1 , is the mode 
explored in Fig. 3.6. 
Finally, we note that the 𝐾 point modes for the hexagonal lattice are more complex than 
the other five high symmetry modes. In particular, the 𝐾 point in the unperturbed lattice has site 
symmetry of 𝐶3𝑣, as evident in Fig. 3.7(b). However, there are two identical sets of these 𝐾 
points; the set not pictured in Fig. 3.7(b) can be obtained by reflection about the 𝑘𝑦 axis. As 
demonstrated in Fig. 3.6, the modes only become BICs once folded to the 𝛤 point by an 
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appropriate perturbation. For 𝐾 point modes, the analogous perturbation results in a triatomic 
lattice and therefore triple the number of modes at the new 𝛤 point compared to the unperturbed 
monatomic lattice. At the perturbed 𝛤 point, a set of modes originating from each set of 𝐾 points 
will mix in pairs. The symmetries of the mixed modes are described by the direct product group 
𝐶𝑠 ⊗ 𝐶3𝑣, corresponding to the relationship of the two sets of 𝐾 points. This direct product group 
is isomorphic to (shares the same character table as) the group 𝐶6𝑣, allowing the modes to be 
named in 𝐶6𝑣. Naming the modes according to 𝐶6𝑣 is inconsistent with the modes in an 
unperturbed lattice at a single 𝐾 point, but consistent with the modes upon folding to the 𝛤 point 
and mixing in the relevant perturbed lattice. Since our goal is to study these modes in the 
perturbed lattice, defining the modes in 𝐶6𝑣 is the more fruitful choice. 
 
3.2.4 Target Space Groups 
By proper periodic perturbation, any of the six classes of high symmetry modes can be 
accessed from free space if additional symmetry constraints are satisfied. These symmetry 
constraints can be treated with a Group Theory approach, and result in a catalogue detailing how 
each high symmetry mode classified above couples to free space under a given planar 
perturbation. In the following, we identify six lattice types chosen to target the six high 
symmetry modes (Fig. 3.10), list all the degenerated space groups compatible with those lattice 
types (Fig. 3.11), and then derive the selection rules for every case (exemplified in Figs. 3.12 and 
3.13). The resulting catalogues (Figs. 3.14 and 3.15) can be used as a high-level roadmap in the 
design of planar photonic devices. 
The six types of high symmetry modes described above motivate six types of lattices, 
each one uniquely targeting one of the six high symmetry mode types. For each of these lattices, 
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an exhaustive list of lattices with lower symmetry attainable by planar perturbation is explored. 
The symmetry degeneration from higher symmetry to lower symmetry will constrain which 
polarization, if any, may couple to free space for each high symmetry mode. 
 
Figure 3.10. Six lattices target six distinct high symmetry modes. They are named for their 
lattice family (Sq for square lattices and Hex for hexagonal lattices) and the high symmetry mode 
they uniquely target (e.g., SqM folds the M point modes of a square lattice into the continuum by a 
period doubling perturbation). An example unit cell with a perturbation is given with high 
symmetry points defined (γ,µ,ξ, and κ). The FBZ is also given with high symmetry points defined 
(Γ,M,X, and K), dashed lines denoting the FBZ of the unperturbed lattice and solid lines that of 
perturbed lattice. Lastly, an example band diagram is shown for infinitely tall PCSs for the TM 
polarization, showing generally the presence of flat bands at the Γ point and band folding in the 
relevant cases. The red arrows in the SqΓ and HexΓ FBZs depict a representative path taken 
through the FBZ for the band diagrams. Modes in the light shaded area are bound. Modes in the 
white areas are in the continuum accessible to a single diffractive order (“0th order diffraction”) 
and are the focus of this paper. Modes in the dark shaded area are higher order diffractive modes. 
99 
 
The six lattice types, depicted in Fig. 3.10, are named based on the modes they target and 
whether they begin with square or hexagonal symmetries. For instance, the 𝑆𝑞Γ is a monatomic 
photonic crystal with a square lattice where the perturbation has periodicity equal to that of the 
unperturbed lattice. This lattice is labeled by 𝛤 because it supports none of the other types of 
mode of interest supported by the square lattice (that is, 𝑀 and 𝑋 modes) in the continuum. 
Figure 3.10 (top left) depicts an example real space lattice, First Brillouin Zone (FBZ), and band 
diagram for 𝑆𝑞Γ lattice. The white region in the band diagram is the region of the continuum of 
interest, wherein only the 0th diffractive order is allowed. We constrain ourselves to the area near 
the 𝛤 point of the white region, where the symmetry-protected BICs can produce sharp spectral 
features described above. 
The 𝑆𝑞𝑀 lattice (top middle of Fig. 3.10), on the other hand, is a photonic crystal with 
perturbations with periodicity double that of the unperturbed lattice in a single direction. This 
period doubling (in the x direction in Fig. 3.10) halves the extent of the FBZ in the kx direction. 
The shaded portion outside the new FBZ is then translated into the FBZ by a reciprocal lattice 
vector. As a result, the 𝑀 point of the unperturbed lattice overlaps with the 𝛤 point, bringing the 
𝑀 point modes into the continuum in an analogous way described in the example in Fig. 3.6. 
This Brillouin Zone folding also changes the shape of the 0th order diffraction region of the band 
diagram. The 𝛤 point will now have both the modes at the unperturbed 𝛤 point as well as the 𝑀 
points. The 𝑆𝑞𝑀 lattice is the only lattice in Fig. 3.10 to bring the 𝑀 point modes of a square 
lattice into the continuum, motivating its name. The remaining lattices target 𝑋 modes of the 
square lattice (𝑆𝑞𝑋, which is the lattice type explored in Fig. 3.6), and 𝛤, 𝑀, and 𝐾 point modes 
of the hexagonal lattice (𝐻𝑒𝑥𝛤, 𝐻𝑒𝑥𝑀, and 𝐻𝑒𝑥𝐾, respectively) in an analogous way. Notably, 
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two distinct regions are folded in the FBZ of the 𝐻𝑒𝑥𝐾 lattice: as discussed above, two sets of 
modes are folded to the 𝛤 point, one from each distinct 𝐾 point. 
We note that the six lattices chosen in Fig 3.10 are not an exhaustive set: lattices with any 
number of atoms per unit cell are possible. Ordering this list of lattices by number of atoms per 
unit cell, the six chosen lattices are the lowest order lattices uniquely targeting the six high 
symmetry modes of interest. Section 3.2.14 describes three examples of higher order lattices. 
The approach described in what follows may be used to generate the catalogue for any higher 
order lattice. 
 
Figure 3.11. Space group compatibility table. Different lattice families (column 1) are 
compatible with various point groups (column 2), each of which can be further subdivided into the 
17 “wallpaper groups” (or two-dimensional space groups, column 3). The remaining columns track 
the compatible space groups of each degenerated lattice studied. A blank entry means that 
corresponding space group is excluded due to a mismatch in lattice family; a greyed entry means it 
is excluded because it has an incompatible glide symmetry. 
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Next, the space groups of degenerated lattices that are compatible (attainable through 
perturbation) with each lattice are determined and reported in Fig. 3.11, the space group 
compatibility table. First, all 17 “wallpaper groups” are listed and categorized by the compatible 
lattice family (e.g., “Rectangular”). The point group of each of these is given for reference. Then, 
for each target lattice type (e.g., 𝑆𝑞𝑀) the space groups compatible with the lattice class (that is 
square or hexagonal) are listed. For instance, the space group p6mm requires hexagonal tiling, 
and is therefore omitted as a possibility for any 𝑆𝑞 lattice. Likewise, a 𝐻𝑒𝑥 lattice cannot be 
perturbed into a square lattice without distortion of the lattice vectors, but it can be perturbed into 
a rectangular lattice. The space groups of the square lattice family are therefore omitted from all 
Hex lattices, but those of the rectangular lattice family are not. 
Next, the glide reflection operation (a reflection and a translation by a fraction of a unit 
cell) is tested for each type of lattice. Glide reflections are present in only some two-dimensional 
space groups and are not compatible with all of the six target lattice types. As an example, it is 
quickly found by inspection that 𝑆𝑞𝛤 do not support glide symmetries in directions other than 
along the diagonals (more rigorously, in the language of crystallography, monatomic PCSs are 
incompatible with non-symmorphic space groups). This excludes the space groups 𝑝𝑔, 𝑝𝑔𝑔, and 
𝑝𝑚𝑔, which are correspondingly greyed out in the column for 𝑆𝑞𝛤. For the same reason, for the 
𝑆𝑞𝑀 lattice, glide planes along the direction where the lattice is unperturbed (and therefore 
monatomic) are incompatible (the 𝑦 direction in Fig. 3.10). Additionally, all diagonal glides are 
incompatible for the 𝑆𝑞𝑀 lattice because they correspond to reflection axes that are not included 
in the point group of any 𝑆𝑞𝑀 lattice. This excludes 𝑐𝑚, 𝑝𝑔, and 𝑐𝑚𝑚 for 𝑆𝑞𝑀, which are 
greyed out accordingly. There are no such constraints for the 𝑆𝑞𝑋 lattice, which can be 
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degenerated into a lattice of any space group (except the hexagonal ones). Similar arguments can 
be made for the 𝐻𝑒𝑥 lattices, and the results are reported in Fig. 3.11. 
Finally, it must be noted that there exist multiple high symmetry points in each real space 
lattice. These are given names in Fig. 3.10 for each case. For instance, the 𝑆𝑞𝛤  lattice has two 
points having the full symmetry of the 𝐶4𝑣 point group, named 𝛾 and 𝜉. Both are perfectly 
acceptable to choose as the reference point: in the mode naming scheme in Sec. 3.2.3, the 𝜉 point 
is the reference point, but the modes may all be renamed according to the 𝛾 point if desired. 
Similarly, a degenerated space group may choose either of these points to have in common with 
the unperturbed lattice. Generally speaking, every degenerated space group may be tried with 
each of the high symmetry points in common with the unperturbed lattice, thereby allowing for 
more than a single unique example of each space group in each lattice. For instance, there are 
three distinct 𝑐𝑚𝑚 space groups in the 𝑆𝑞𝑋 catalogue (see Fig. 3.14): one with the γ point as the 
high symmetry point in common, one with 𝜉, and the last with µ (which is the space group of the 
perturbation in Fig. 3.6). As shown in Fig. 3.14, though these have identical space groups, they 
do not have identical selection rules because they are attained through distinct perturbations. 
Therefore, to determine all of the unique symmetry degenerations possible, an attempt is made to 
construct each compatible space group (Fig. 3.11) with each high symmetry point in common 
between the unperturbed and perturbed lattice. The successful attempts comprise the set of all 
degenerated lattices compatible with those chosen in Fig. 3.10. This proof by exhaustion is 
omitted here. For each of these degenerated lattices, the modes derived in the previous section 
can be studied, and their selection rules derived. The results are tabulated in Figs. 3.14 and 3.15 




3.2.5 Deriving the Coupling Condition 
To derive the selection rules reported in Figs. 3.14 and 3.15, we begin by determining the 
coupling from free space to vertically propagating waveguide modes with symmetries classified 
in Section 3.2.4. In particular, we determine under which conditions the free-space coupling 
coefficient, 𝛾𝑒, is non-vanishing: 
𝛾𝑒 ∝ ∫𝑑𝑥𝑑𝑦 [𝐸𝑖𝑛𝑐
∗ × 𝐻𝑚𝑜𝑑𝑒 + 𝐸𝑚𝑜𝑑𝑒 × 𝐻𝑖𝑛𝑐
∗ ] ∙  ?̂?
𝐴
.                              (3.2.4) 
where we exclude a normalization factor for simplicity (it does not affect whether 𝛾𝑒 vanishes) 
and evaluate the integral over the area, 𝐴, of a unit cell. Here, we take the incident field to be a 







and magnetic field 






















where 𝛽 is the propagation constant satisfying the dispersion relation 𝜔 =  𝑐𝛽. Evaluating the 
cross-products in Eq. (3.2.4), the free-space coupling coefficient is written as 
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𝛾 ∝ ∫𝑑𝑥𝑑𝑦 [𝐴𝑥(𝜂0𝐻𝑦 + 𝐸𝑥) + 𝐴𝑦(𝜂0𝐻𝑥 + 𝐸𝑦)] .                               (3.2.5) 
Using Maxwell’s curl equations, the in-plane components (𝐸𝑥, 𝐸𝑦, 𝐻𝑥, 𝐻𝑦) are replaced 
with the out-of-plane components (𝐸𝑧 , 𝐻𝑧) to both simplify the equation and allow the previous 
mode classification scheme (based on the out-of-plane field components) to straightforwardly 
apply. The resulting form is 
𝛾𝑒 ∝ ∫𝑑𝑥𝑑𝑦 [𝐴𝑥(𝑐1𝜕𝑥𝐸𝑧 + 𝑐2𝜕𝑦𝐻𝑧) + 𝐴𝑦(𝑐1𝜕𝑦𝐸𝑧 + 𝑐2𝜕𝑥𝐻𝑧)]
𝐴





1 + 𝑟(𝑥, 𝑦)
1 − 𝑟(𝑥, 𝑦)







1 − 𝑟(𝑥, 𝑦)
,                                             (3.2.8) 
with the replacement 𝑟(𝑥, 𝑦)  =  (𝑥, 𝑦)/ 0 as the relative permittivity. This can be written 
more compactly as 









]⟩.                      (3.2.9) 
where angled brackets indicate integration over a unit cell. While it is possible to proceed with 
this form by considering the symmetries of each component, it is considerably simpler and more 
informative to reduce this to individual choices of incident polarization (e.g., choose 𝐴𝑥  =  0) 
and mode type (i.e., choose either TM modes or TE modes). In this case, we write 
𝛾𝑒 ∝ ∫  𝜕𝑖(𝑐𝑗𝜓),                                                              (3.2.10) 
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where 𝜓 is TM or TE, 𝜕𝑖  refers to the partial derivative in a relevant high-symmetry direction 
(𝑖 =  𝑥, 𝑦, 𝑎, 𝑏), and 𝑐𝑗  is 𝑐1 when 𝜓 is TM and 𝑐2 when 𝜓 is TE. 
We now apply Eq. (3.2.10) to the modes supported by a PCS. The modes in the 
unperturbed lattice can be described as the eigenvectors of an eigenvalue equation 
𝐻0𝜓0 =  ℰ0𝜓0,                                                             (3.2.11) 
where the superscript marks reference to the unperturbed eigenvalue problem. We are interested 
in particular in the 𝜓0 that are uncoupled to free space (i.e., 𝜓0 for which the integral in Eq. 
(3.2.10) vanishes) due to symmetry. To proceed we apply perturbation theory to determine any 
non-vanishing terms present in the generalized eigenvalue problem of a degenerated lattice: 
𝐻𝜓 = ℰ,                                                                       (3.2.12) 
where 𝐻 =  𝐻0 +  𝑉 is perturbed by the perturbation operator, 𝑉, and 𝜓 =  𝜓0  +  𝜓1 is the 
perturbed field profile with 𝜓1 as the first order correction. First order perturbation theory gives 










0 .                                                        (3.2.13) 
That is, the perturbed portion of the field is a superposition of the unperturbed fields. 
(Note that Eq. (3.2.13) is the non-degenerate form of perturbation theory, but it can be applied to 
degenerate states as well if the “correct” orthogonal linear combination of states is known ahead 
of time. Since these will correspond to a high symmetry direction of the perturbed lattice, they 
are easy to predict; we therefore use this form to apply to degenerate modes.) However, 
inspection of the coefficient, ⟨(𝜓𝑚
0 )∗𝑉𝜓𝑛
0⟩ , in front of each 𝜓𝑚
0  reveals that not all 𝜓𝑚
0  will 
contribute. In particular, there are constraints on the factors 𝜓𝑛
0, 𝑉 , and 𝜓𝑚
0  : (1) the contributing 
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ψm0 must have the same period as the product 𝑉𝜓𝑛
0 and (2) the integrand as a whole must not 
have odd symmetry in any in-plane direction. 
The process of determining 𝜓𝑚
0  that satisfy these symmetry constraints can be clarified 
and expedited in the language of Group Theory. Specifically, if we can determine the irreducible 
representations of each factor within the integrand, we can find the symmetries of the total 
integrand by computing the direct product of those irreducible representations. A direct product 
is an abstract way to obtain the symmetries of the product of two functions 𝑓 and 𝑔: if ℎ =  𝑓𝑔, 
the symmetries of h may be obtained by performing the direct product of the representations of 𝑓 
and 𝑔. That is, 𝛤ℎ  = Γ𝑓  ⊗ 𝛤𝑔, where 𝛤ℎ is the representation of ℎ in some point group. Since the 
fields have been classified already in terms of their irreducible representations, we write the 
irreducible representation of 𝜓𝑚,𝑛
0  as 𝛤𝑚,𝑛 and simplify refer to Figs. 3.8 or 3.9. Then, we must 
determine the irreducible representation of 𝑉 , or 𝛤𝑉 , which can be achieved following a process 
described below. We finally write the direct product as 𝛤𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑛𝑑  =  𝛤𝑚  ⊗ 𝛤𝑉  ⊗ 𝛤𝑛. 
A necessary condition (equivalent to constraint (2) above) for this integral to be non-
vanishing is that this direct product must contain a component that transforms as a constant: the 
oscillatory components do not contribute upon integration over a unit cell. Since a constant is 
fully symmetric (that is, it transforms as 𝛤1, which is the highest symmetry irreducible 
representation in every point group), this condition is identical to saying that 𝛤𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑛𝑑 must 
contain 𝛤1. Note that this condition is necessary, but not sufficient. For instance, a cosine 
transforms as 𝛤1 about the origin, but integrates to zero over a period. We can therefore say that 
𝛾𝑒 is nonvanishing only if 𝛤𝑚 ⊗ 𝛤𝑉 ⊗ 𝛤𝑛  =  𝛤1 + .... 
A direct product is easily calculated by referring to the direct product table of the relevant 
point group (see Sec. 3.2.13). A notable feature of these tables is that two irreducible 
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representations 𝛤𝑖 and 𝛤𝑗 satisfying 𝛤𝑖 ⊗ 𝛤𝑗  =  𝛤1 +  . . . ., also satisfy 𝛤𝑖  =  𝛤𝑗. Consequently, we 
can reframe the condition on the integrand, 𝛤𝑚  ⊗ 𝛤𝑉  ⊗ 𝛤𝑛  =  𝛤1  to be 𝛤𝑚  =  𝛤𝑉  ⊗ 𝛤𝑛. In 
other words, a field 𝜓𝑚
0  contributes to the perturbed field 𝜓𝑛
1 only if 𝛤𝑚  =  𝛤𝑉  ⊗ 𝛤𝑛. Since 𝜓𝑛
1 
will transform as the components comprising it (that is, the 𝜓𝑚
0  with nonvanishing integrals), we 
finally arrive at the conclusion that 𝛤𝜓𝑛1 = ΓV ⊗ Γ𝜓0  . Since the index 𝑛 refers to any particular 
mode of interest, we may drop it: 
Γ𝜓1 = Γ𝑉 ⊗ Γ𝜓0 .                                                          (3.2.14) 
In words, the first order perturbed field profile transforms as the direct product of the 
irreducible representations of the perturbation operator and the unperturbed field profile in 
question. Understanding the symmetries of the perturbed portion of the wavefunction allows us 
to simplify the free-space coupling condition, Eq. (3.2.10): 
𝛾𝑒 ∝ ∫  𝜕𝑖(𝑐𝑗𝜓) = ∫  𝜕𝑖(𝑐𝑗(𝜓
0 + 𝜓1)).                                        (3.2.15) 
Since 𝑐𝑗 is a function of in-plane permittivity distribution of a perturbed lattice, it is natural to 
expect that it has a portion that transforms like 𝐻0, which we call 𝑐𝐻0, and a portion that 
transforms like 𝑉, which we call 𝑐𝑉 . We can write these portions explicitly to first order using 








                                                     (3.2.16) 





𝑐𝐻0                                                  (3.2.17) 
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where 𝑟(𝑥, 𝑦) = 𝑟
0(𝑥, 𝑦) + 𝛿 𝑟(𝑥, 𝑦) is decomposed into the unperturbed portion, 𝑟
0(𝑥, 𝑦), and 
perturbed portion, 𝛿 𝑟(𝑥, 𝑦), of the relative permittivity. Since 𝑟
0(𝑥, 𝑦) transforms as 𝛤1 by 
construction of the unperturbed lattices, it is evident that 𝑐𝐻0 transforms as 𝛤1: for an even 
function 𝑓(𝑥), the function 1/(1 − 𝑓(𝑥)) is also even. Decomposing the factors in 𝑐𝑉, it is clear 
that it transforms as 𝛤𝑉 because 𝛿 𝑟(𝑥, 𝑦) transforms as 𝛤𝑉 by definition of the perturbation, and 
the remaining factors in 𝑐𝑉 transform as 𝛤1 (which acts as the identity in direct products). 
A similar argument reveals the equivalent result for 𝑐1. We therefore write 𝛾𝑒 as the sum of four 
terms: 
𝛾𝑒 ∝ ∫  𝜕𝑖(𝑐𝐻0𝜓
0) + ∫  𝜕𝑖(𝑐𝑉𝜓
0) + ∫  𝜕𝑖(𝑐𝐻0𝜓
1) + ∫  𝜕𝑖(𝑐𝑉𝜓
1).         (3.2.18) 
The first term vanishes for symmetry-protected BICs. As described above, 𝛤𝐻0  =  𝛤1, and so, 
using Eq. (3.2.14), the second term’s integrand transforms as 𝛤1 ⊗ 𝛤𝜕𝑖 ⊗ 𝛤𝑉 ⊗ 𝛤𝜓0  =  𝛤𝜕𝑖  ⊗
 𝛤𝑉  ⊗ 𝛤𝜓0. The third term’s integrand straightforwardly transforms as 𝛤𝑉 ⊗ 𝛤𝜕𝑖 ⊗ 𝛤𝜓0, identical 
to the second term (the direct products in question commute). The fourth term vanishes to first-
order, because it is the product of two factors of the perturbation. We are therefore left with two 
non-vanishing terms whose integrands transform identically. 
As before, 𝛾𝑒 is non-vanishing only if the integrand has a component that transforms like 
Γ1. We therefore arrive at the symmetry constrained coupling condition: 
Γ𝜕𝑖 = Γ𝑉 ⊗ Γ𝜓0 .                                                                   (3.2.19) 
Since a partial derivative in the 𝑖 direction transforms like a vector in that direction, it also 
transforms the same as a free space polarization 𝑖. The physical interpretation of the coupling 
condition, Eq. (3.2.19), then, is that the symmetries of the perturbed part of the field (i.e., 𝛤𝑉  ⊗
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𝛤𝜓0) must match the symmetries of a free space polarization (i.e., 𝛤𝜕𝑖). That is to say, the 





3.2.6 Determining the Selection Rules to Generate the Catalogue 
The coupling condition is equivalent to considering whether the integral 
𝛾𝑉 = ∫  𝜕𝑖(𝑉𝜓
0)                                                             (3.2.20) 
vanishes. This form justifies a convenient and insightful graphical method [58] of determining 
whether 𝛾𝑒 is non-zero, without directly determining 𝜓
1, which is not obvious at first glance at 
Eq. (3.2.13). The perturbed mode can be simply drawn by altering the magnitude of the 
unperturbed field according to the shape and sign of the perturbation. Then, this new perturbed 
field is decomposed into the unperturbed portion and the perturbed portion (corresponding to 
𝑉𝜓0). Taking the derivative amounts to treating the product 𝑉𝜓0 as “charges” and the gradient 
as the “moment”; then, if there is a net dipole moment, the mode couples to the corresponding 
free space polarization. Figure 3.12 depicts this process for determining the selection rules of the 
TM𝑋,𝑆
𝑚,𝑛 modes in a 𝑆𝑞𝑋 lattice with a 𝑐𝑚𝑚 space group (the same used in Fig. 3.6). The 
polarization depicted corresponds to the out-of-plane field component. That is, if 𝜓0 is a TE 
(TM) mode, the polarization depicted describes the magnetic (electric) polarization of free space 





Figure 3.12. Graphical derivation of the selection rules for the X point modes in the SqX 
lattice belonging to the cmm space group. The modes are shown in their unperturbed form as 
calculated by the planewave expansion method. Then, they are schematically drawn as perturbed 
by the perturbation and decomposed into the unperturbed portion and perturbed portion. The 
green arrows represent the gradient and predict coupling to a free space planewave excitation if a 
net dipole moment is present. The black arrows represent the corresponding free space polarization 




Figure 3.13. Group Theory derivation of the selection rules for the X point modes in the SqX 
lattice belonging to the 𝒄𝒎𝒎 space group. (a) Graphical depiction (excluding the background 
permittivity for simplicity) of the decomposition such that H = H0 + V for the target degenerated 
SqX lattice. (b) Further decomposing V into portions with different periods. (c) Determining the 
irreducible representation of each component of 𝑽 in 𝑪𝟐𝒗 (character table reproduced for 
reference). (d,e) Worksheet depicting the process of deriving the selection rules. The first column 
shows the irreducible representations of the target modes; the second column shows the 
degenerated irreducible representations of those modes; the third column is the direct product of 
the perturbation operator and each mode; and the fourth column marks the free space 





sA more expedient method to generate the selection rules, however, is to determine the 
irreducible representations present in 𝑉 and then employ the direct product tables (see Section 
3.2.13) to immediately write the selection rules for all modes present at the 𝛤 point of the 
perturbed lattice. This is done by (1) finding the point group in common among 𝑉 and 𝜓, (2) 
writing the irreducible representations of each factor in that point group, and then (3) 
determining if the direct product 𝛤𝑉 ⊗ 𝛤𝜓 matches the irreducible representation of a free space 
polarization (see Section 3.2.13). 
The irreducible representations of 𝑉 can be found by conventional Group Theory 
methods if required, but are generally apparent by inspection. Figure 3.13 depicts the 
decomposition of 𝑉 for the same space group as Fig. 3.12. The process is simplified by properly 
choosing 𝐻0 such that 𝑉 transforms as simply as possible. For instance, in Fig.3.13, 𝐻0 is written 
as a circle with permittivity  shadowing a square cross oriented in the 𝑥, 𝑦 directions with 
permittivity /2, as shown in Fig. 3.13(a). It is then clear to see that the 𝑉 depicted obtains 
𝐻 upon addition of 𝐻0. 
Next, 𝑉 can be decomposed into two portions, one (called 𝑉𝛤) with the periodicity of the 
unperturbed lattice, and one (called 𝑉𝑋, here) with the periodicity of the perturbed lattice (Fig. 
3.13(b)). By the periodicity constraints outlined above, 𝑉𝛤 contributes only to the modes with the 
same periodicity (that is, modes at the 𝛤 point in the unperturbed lattice) while 𝑉𝑋 contributes 
only to the modes with the periodicity of the perturbed lattice (modes at the 𝑋 point in the 
unperturbed lattice). The point group of both 𝑉𝛤 and 𝑉𝑋 is the same as the point group of the 
space group, 𝐶2𝑣
𝑣 . Referring to the character table of 𝐶2𝑣
𝑣  (Fig. 3.13(c)), it is readily apparent that 
𝑉𝛤 transforms as 𝐴1 and 𝑉𝑋 transforms as 𝐵2. 
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Finally, the coupling constraint (Eq. (3.2.19)) is evaluated. However, since the modes of 
interest are defined in a higher group than that of 𝑉 , we must first determine how they 
degenerate into the lower group. This can be done by referring to the symmetry degeneration 
tables (see Section 3.2.13). Then, the direct products 𝛤𝑉Γ ⊗ 𝛤𝜓 are taken with reference to the 
direct product table for the point group 𝐶2𝑣
𝑣 . Since 𝑥, 𝑦 polarized planewaves transforms as 𝐵1, 
𝐵2 in 𝐶2𝑣
𝑣 , the modes for which the product 𝛤𝑉 ⊗ Γ𝜓  =  𝐵1, 𝐵2 couple to 𝑥, 𝑦 polarization, 
respectively. Figures 3.13(d) and 3.13(e) show a worksheet of this process. It bears repeating that 
this polarization corresponds to that of the out-of-plane field component. For example, if 𝜓 is a 
𝐻𝑧 mode, then 𝑥 refers to the 𝐻𝑥 component of the free space planewave, corresponding to 𝑦 
polarized light as conventionally defined by the electric field. The resulting selection rules are in 
agreement with the graphical method in Fig. 3.12, but required a single diagram to decompose 
𝑉 instead of one for each mode, and straightforwardly give the selection rules for the 𝛤 point 
modes as well (for which the graphical method would require another set of diagrams). 
The method detailed throughout this section may be summarized as follows. First, the 
unique space groups compatible with each lattice type are determined by exhaustion. Second, for 
each of these space groups, the perturbation is split into 𝑉𝛤 and 𝑉𝐿, where 𝐿 is the high symmetry 
point of the unperturbed reciprocal lattice that is folded to the 𝛤 point. Third, the irreducible 
representation of each portion of the perturbation is determined. Fourth, the coupling condition, 
Eq. (3.2.19), is evaluated for each mode, using 𝑉𝛤 for 𝜓Γ,S
𝑚,𝑛
 and 𝑉𝐿 for 𝜓L,S
𝑚,𝑛
; the matching 
polarization (if any) is marked down. 
With this method, a catalogue for each of the six lattice types is generated, for each of the 
compatible degenerated space groups described above. The catalogue for each lattice types are 
given in Fig. 3.14 for square lattices, and in Fig. 3.15 for hexagonal lattices. An entry of the 
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catalogue lists the space group by name, the point group used to describe 𝑉, the irreducible 
representations of 𝑉𝛤 and 𝑉𝐿, an example visualization of the degenerated lattice (using the 
“keyhole” motif [163]), and the selection rules for all the modes present at the 𝛤 point in the 
perturbed lattice. Note: the selection rules for the two-fold cyclic space group, 𝑝2, in the 
catalogue are specified by some angle, 𝜙 or 𝜃, which are ill-defined relative to the lattices’ axes: 
the polarization angle must be numerically determined, will generally change with the magnitude 
of the perturbation, and may differ between TM and TE modes of the same symmetry. However, 
for small perturbations, two modes specified by 𝜙 will be “correlated”, or excited by the same 
polarization angle 𝜙, whatever that may be; 𝜃 denotes the angle orthogonal to 𝜙. Note that the 
Group Theory approach in Fig. 3.13 can only say that some polarization couples, but cannot 
specify 𝜙 and 𝜃; for this, the diagrammatic approach in Fig. 3.12 is used. The selection rules for 
𝑝1 are ill-defined in a similar way, but are not generally “correlated” in the same way, and are 
therefore specified as any. The remaining cyclic space groups, 𝑝3, 𝑝4, and 𝑝6, only allow access 





Figure 3.14. Selection rules catalogue of the square lattices.  As depicted by the legend, each 
entry specifies the space group, the point group, the irreducible representations of the two 
components of the perturbation, V, and the selection rules for each high symmetry mode. Example 
TM modes of each irreducible representation are shown for reference. Polarization directions are 
defined by the given axes. Colored squares and ovals denote points with four-fold and two-fold 




Figure 3.15. Selection rules catalogue of the hexagonal lattices. As depicted by the legend, 
each entry specifies the space group, the point group, the irreducible representations of the two 
components of the perturbation, V, and the selection rules for each high symmetry mode. Example 
TM modes of each irreducible representation are shown for reference. Polarization directions are 
defined by the given axes. Colored stars, triangles, and ovals denote points with six-fold, three-fold, 
and two-fold rotational symmetry, respectively. 
117 
 
3.2.7 Nature of Degenerate Modes 
The process described above lays out the derivation of the selection rules for two-
dimensional PCSs with in-plane perturbations applied. The resulting catalogue, split into Figs. 
3.14 and 3.15, contains a great amount of information and warrants further discussion and 
exploration. In particular, a few unique features present in the catalogue readily motivate device 
applications not possible in the simpler one-dimensional PCSs. 
For instance, due to the two-dimensional nature of the device, the band structure can be 
optimized in both in-plane directions, allowing for full optimization of the band structure and 
thereby optimally compact devices. One-dimensional structures (e.g., devices composed of 
rectangular grating fingers, invariant in one in-plane direction) can be understood as a special 
case of a subsection of the 𝑆𝑞𝑀 lattice, but with limited to no control over the behavior along the 
direction of the grating fingers. 
Additionally, the higher in-plane symmetry of two-dimensional structures means the 
presence of degenerate 𝐸-type modes (“partner” modes with identical eigenfrequencies that 
couple to orthogonal polarizations), which do not exist in one-dimensional structures. This 
allows for compact, polarization independent devices such as filters and modulators to be 
designed. The manipulation of degenerate modes is therefore of considerable technological 
interest. With this sort of application in mind, we consider here a number of interesting features 
and applications of the catalogue. 
We first consider the nature of degenerate modes. The degenerate modes generally 
transform as partners of a degenerate irreducible representation (e.g., 𝐸 in 𝐶4𝑣), which are written 
𝐸𝑥 and 𝐸𝑦 corresponding to their dipole moments. Because of this dipole moment, the 𝐸𝑥 and 𝐸𝑦 
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modes in the unperturbed 𝑆𝑞𝛤 lattice generally couple to free space (and the 𝐸1 modes couple in 
the unperturbed 𝐻𝑒𝑥Γ lattice). In other words, the integral 
∫  𝜕𝑖(𝑐𝐻0𝜓
0)                                                         (3.2.21), 
which has an integrand that transforms as 𝛤1 ⊗ 𝛤𝜕𝑖 ⊗ 𝛤𝜓0, is non-vanishing for 𝐸 modes because 
Γ𝜕𝑖  =  𝐸 in 𝐶4𝑣 (likewise, Γ𝜕𝑖 =  𝐸1 in 𝐶6𝑣). The coupling can numerically vanish for certain 
combinations of angle, polarization, and optical materials, but since these are reasons unrelated 
to the symmetry arguments above, they are accidental BICs. All modes other than the 
for 𝑆𝑞𝛤 and for 𝐻𝑒𝑥𝛤  in the mode classification are symmetry-protected. For the modes already 
coupled to free space in the unperturbed lattice, the only significant impact a perturbation has is 
to split the degeneracy upon symmetry degeneration (for instance, perturbing a lattice with 𝐶4𝑣 
down to 𝐶2𝑣). In other words, if the lattice is made structurally birefringent, the 𝐸𝑥 and 𝐸𝑦 modes 
will degenerate into irreducible representations in a lower order point group with different 
eigenfrequencies, but the coupling rate will generally be changed to a negligible degree. For this 
reason, Figs. 3.14 and 3.15 simply label the corresponding entries 𝑥, 𝑦. 
More interesting are the degenerate symmetry-protected BICs. The 𝑀 point modes of 
either square or hexagonal lattices have no such degenerate modes because the 𝐶2𝑣 point group 









 for 𝐻𝑒𝑥𝐾 are degenerate 
symmetry-protected BICs. Therefore, a polarization insensitive filter or modulator must use one 
of these lattices in order to utilize the advantages of symmetry-protected BICs (that is, a Q-factor 
controllable by Eq. (3.2.1) independent of the band structure, following, for instance, the 
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approach outlined in Ref. [50] for one-dimensional, polarization dependent devices). We 
consider the degenerate modes in each of these three lattices in turn. 
The 𝐻𝑒𝑥𝛤 supports the 𝐸2 modes, which are uncoupled to free space in the absence of a 
perturbation (𝐸1  ⊗ 𝐸2  =  𝐵1  +  𝐵2  +  𝐸1, which does not contain 𝛤1 in 𝐶6𝑣) and are therefore 
degenerate BICs. Reference to the catalogue shows that reducing the symmetry to 𝐶3𝑣 or lower 
may allow coupling to these modes. A polarization independent filter or modulator with Q-factor 
following Eq. (3.2.1) could be made utilizing the 𝐸2 modes of a 𝐻𝑒𝑥𝛤 lattice using either the 
𝑝31𝑚 or 𝑝3𝑚1 entry of the catalogue. 
The 𝑆𝑞𝑋 lattice supports degenerate modes that are bound in the unperturbed lattice. 
Upon perturbation, they are brought to the 𝛤 point, allowing coupling to free space at normal 
incidence. Several space groups in the 𝑆𝑞𝑋 lattice leave these modes uncoupled in the 
continuum, making them BICs, while most others allow for coupling with a spectral feature 
obeying Eq. (3.2.1). The space groups with 𝐶4𝑣 and 𝐶4 leave the eigenfrequencies degenerate, 
while lower order symmetry groups have birefringent behavior. Therefore, a polarization 
independent filter or modulator with Q-factor following Eq. (3.2.1) may be made utilizing the 𝐸 




Figure 3.16. Mode “twisting” in a SqX lattice. (a) Example p4m lattice. (b) Example p4g 
lattice. The white dashed boxes in (a) and (b) denote the perturbed unit cell, and the black dashed 
boxes denote the plotting area in (c) and (d). (c) Normalized field distribution for the 𝑻𝑬𝑿,𝑬𝒚
𝟏,𝟏
 
partner excited by a planewave with magnetic polarization in the x direction. (d) Normalized field 
distribution for the 𝑻𝑬𝑿,𝑬𝒙
𝟏,𝟏
 partner excited by the same polarization in (c). 
An interesting feature of the catalogue is the prediction of coupling of the 𝐸𝑥 partner of 
the 𝐸 modes of a 𝑆𝑞𝑋 lattice to either 𝑥 or 𝑦 polarized light (equivalently, 𝑦 polarized light may 
couple into either the 𝐸𝑥 or 𝐸𝑦 partner). Compare, for instance, the 𝑝4𝑚 (Fig. 3.16(a)) and 𝑝4𝑔 
(Fig. 3.16(b)) space groups in the 𝑆𝑞𝑋 lattice. Figure 3.16(c) and 3.16(d) depict, for the 𝑝4𝑚 and 
𝑝4𝑔 cases respectively, the field profiles calculated by full-wave simulations at a resonance 
excited by 𝑦 polarized light (magnetically 𝑥 polarized light) at the frequency of the TE modes. 
The former shows that the magnetically 𝑥 polarized light couples to the 𝐸 mode with the 
apparent dipole in the 𝑦 direction (that is, the 𝐸𝑦 partner, as defined in Fig. 3.12), while for the 
latter it couples to the 𝐸 mode with the apparent dipole in the 𝑥 direction (that is, the 𝐸𝑥 partner). 
This mode “twisting” is written in the catalogue by writing 𝑦, 𝑥 for 𝑝4𝑚, in contrast to the entry 
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of 𝑥, 𝑦 for 𝑝4𝑔, and it is easily predicted by tracking how the partners degenerate to 𝐶2𝑣 in the 
worksheet of Fig. 3.13, or by using the diagrammatic approach in Fig. 3.12. This is a 
phenomenon that does not occur in the more often studied 𝐸 or 𝐸1 degenerate modes of the 𝑆𝑞𝛤 
or 𝐻𝑒𝑥𝛤 lattices, and so is representative of the larger range of behavior present in multi-atomic 
lattices. Notably, the dependence of the polarization angle on the in-plane orientation of elliptical 
structures suggests that a geometric phase is associated with this coupling. This will be explored 
in Section 3.2.10. 
Next, the 𝐻𝑒𝑥𝐾  lattice is a special case, having degenerate modes of two distinct types. 
The unit cell is a trimer, and therefore contains three times the number of modes as the 
unperturbed lattice. As described in Sec. 3.2.3, two sets of modes (corresponding to 𝐾1 and 𝐾2 
points in the FBZ in Fig. 3.10) are folded to the 𝛤 point. Because of the symmetry of the 
unperturbed lattice, a mode in one of the sets has a counterpart in the other set with equal 
eigenfrequency. These pairs mix at the perturbed 𝛤 point, producing a final set of modes 
describable in 𝐶6𝑣. The lattice therefore supports 𝐸1 and 𝐸2 modes newly brought to the 𝛤 point 
by the perturbation, analogous to the 𝐸1 and 𝐸2 modes in the 𝐻𝑒𝑥𝛤 lattice. For these modes, the 
magnitudes of the planewaves composing them are identical, but the directions are not. 
However, inspection of the band diagram for the 𝐻𝑒𝑥𝐾  lattice near the 𝛤 point in Fig. 
3.10 (bottom right) shows many more degeneracies than explainable by the 𝐸1 and 𝐸2 modes 
alone. All of the newly folded modes, in fact, are degenerate, despite the mode classification 
scheme in Fig. 3.9 predicting the presence of modes not describable by 𝐸 irreducible 
representations. In particular, the fundamental modes are degenerate, but have irreducible 
representations 𝐴1 and 𝐵1. Although visibly quite different (see the 𝐾(1) column of Fig. 3.9), 
and having distinct symmetries in 𝐶6𝑣, they are nonetheless identical in eigenfrequency. This 
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degeneracy is born of the trimerization of the lattice: a pair of modes with the same 
eigenfrequency are superposed upon translation to the 𝛤 point, and can be superposed either in 
phase or out of phase, producing a pair of distinct modes with identical eigenfrequency. That is, 
in contrast to the 𝐸1 and 𝐸2 modes, the magnitudes and the directions of the planewaves 
composing the resulting modes are identical, but the phases are not. 
One consequence of this is that in the 𝑝31𝑚 𝐻𝑒𝑥𝐾 lattice with point group 𝐶3𝑣
𝑑 , the 𝐴1 
and 𝐵1 modes form a degenerate pair that together correspond to a spectral feature that is 
polarization insensitive (a similar behavior is seen in the 𝑝3 lattice where 𝑉𝐾 transforms as a 
partner of the 𝐸 irreducible representation). This reveals another way to consider this 
degeneracy: the 𝐴1 and 𝐵1 modes are partners of the 𝐸 irreducible representation of the 𝐶3𝑣
𝑑 point 
group, defined about the κ point in the real space lattice (as defined in the 𝐻𝑒𝑥𝛤 lattice in Fig. 
3.10). Because the 𝛾 point has the full symmetries of 𝐶6𝑣, describing the modes about the κ point 
misses relevant symmetries; nevertheless, the ability to describe them in 𝐶3𝑣
𝑑  as partners of the 𝐸 
modes means their eigenfrequencies are identical. Upon further symmetry degeneration (for 
instance, to 𝑐𝑚𝑚, or 𝑐𝑚 in the 𝐻𝑒𝑥𝐾  lattice), the modes behave differently, splitting in both 
eigenfrequency and polarization dependence. This behavior is unique to the 𝐻𝑒𝑥𝐾 lattice in Figs. 
3.14 and 3.15 because it is the only lattice with more than two atoms per unit cell. Higher order 
lattices, such as those shown in Section 3.2.14, may exhibit similar behavior. 
 
3.2.8 Application: Terahertz Generation 
We explore this feature of the degenerate fundamental modes of the 𝐻𝑒𝑥𝐾 lattice to aid in 
generating Terahertz (THz) frequencies through nonlinear processes enhanced by optical 
resonances. Sketching the design of such a device is a useful exercise to demonstrate the utility 
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and an example use of the catalogue. Figure 3.17 (a) depicts a schematic of the device, with a 
𝐻𝑒𝑥𝐾 lattice made of Silicon pillars in the gap of a bowtie antenna resonant to a THz frequency. 
Figure 3.17(b) shows an example spectrum of the PCS portion of this device, showing two 
closely spaced resonances at 𝜆1  =  3.147µ𝑚 and 𝜆2  =  3.161µ𝑚, both excited by 𝑦 polarized 




 modes. If optical power is 
normally incident at pump wavelengths 𝜆𝑎 and 𝜆𝑏 such that 𝜆𝑎  =  𝜆1 and 𝜆𝑏  =  𝜆2, and a low 
frequency bias (corresponding to a radiofrequency with wavelength 𝜆3) is electrically applied 
across the antenna, four-wave mixing will produce photons at a THz wavelength with improved 
efficiency (compared to a bulk material) due to the enhanced light-matter interactions from the 
resonances and antenna geometry. The case shown in Fig. 3.17(b) corresponds to 𝜆4  =  711µ𝑚, 
but Fig. 3.17(c) shows that 𝜆4 can be easily tuned by the radius of the central pillar, 𝑅1. Figure 
3.17(d) confirms that the figure of merit (defined below) is indeed maximum at 𝜆4 when the 
pump photons have wavelengths of 𝜆1, 𝜆2 (1/𝜆3  =  0 for simplicity, here; it may generally be 
used to finely and actively tune 𝜆4). 
A key advantage of using these degenerate modes is the unique robustness of the control 
of both the spectral spacing and linewidths of the resonances. Since the modes are degenerate in 
the unperturbed lattice, they are necessarily closely spaced in a weakly perturbed lattice. Then, 
by controlling the radius of one of the pillars, the frequency spacing can be finely tuned. The 
spectral map in Fig. 3.17(c) shows the impact of tuning the radius of the central pillar, 𝑅1, 
depicting a classic anti-crossing behavior [5] as the resonance spacing changes. This utilization 
of degenerate modes offers considerably more robust control of closely spaced resonances 
compared to relying on “accidental” alignment of two unrelated resonances by tuning geometric 
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parameters: an accidental resonance alignment is highly sensitive to fabrication errors, while the 
split degeneracy here is guaranteed by symmetry. 
 
 
Figure 3.17. Terahertz generation with nonlinear optics. (a) Schematic of device excited by 
two (narrowband) near-infrared pump lasers (shown in cyan and green), producing Terahertz 




modes, which are 
degenerate in the unperturbed lattice. (c) Map of reflectance, R, showing control of the resonance 
frequency spacing by altering the radius of the center pillar in (e). (d) Map of the figure of ferit, 
FoM, with a dashed contour for 1/λ4 = 1/λ1 −1/λ2 shown. The FoM is maximized along this contour 
for Terahertz generation at the coordinates (λ1, λ2), corresponding to enhancement due to both 
resonances. The maxima along the dotted contour, λb = λa do not correspond to Terahertz 
generation. (e) Successive perturbations to the unperturbed hexagonal lattice. V1 controls the 
resonance frequency spacing in (b), V2 controls the Q-factor of the B1 mode, and V3 controls the 
Q-factor of both the A1 and B1 modes. (f,g) Magnetic field profiles for the TEand TEmodes 
normalized to the magnetic field strength of the incident planewave, 𝑯𝟎. (h) Visualization of the 




 normalized to 
the electric field strength of the incident planewave, 𝑬𝟎.  
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Notably, 𝜆4 (or the spacing of the resonances) can be tuned largely independently of the 
linewidths of the resonances. This is easily understood by considering the portion of the 
perturbation, 𝑉1, that corresponds to changing 𝑅1. Depicted in Fig. 3.17(e), a lattice perturbed by 
𝑉1 alone produces a 𝐻𝑒𝑥𝐾 lattice with the 𝑝6𝑚𝑚 space group; reference to the catalogue (Fig. 
3.15) reveals that no coupling to the target modes is introduced by this perturbation. Tuning the 
radius of the central pillar therefore does not impact the coupling to first order. Then, the 
addition of 𝑉2 degenerates the space group to 𝑐𝑚𝑚, which couples the 𝑇𝐸K,B1
1,1
 mode to the 
magnetic 𝑥 polarization, but not the 𝑇𝐸K,A1
1,1
 mode. Finally, the addition of 𝑉3 creates a lattice with 
the 𝑐𝑚 space group with 𝐶𝑠
𝑣 point group, allowing coupling to 𝑇𝐸K,A1
1,1
 to the magnetic 𝑥 
polarization. Notably, if the other cm space group (with point group 𝐶𝑠
𝑑 in the third table of Fig. 
3.15) were used, the two resonances would be cross-polarized. Tuning these three portions of the 
perturbation therefore allows independent tuning of each of the linewidths and the spacing of the 
two resonances in either a co-polarized or cross-polarized fashion. The co-polarization of the two 
previously degenerate resonances is unique to the 𝐻𝑒𝑥𝐾 lattice in the catalogue, as the 𝐸1 and 𝐸2 
modes for the hexagonal lattices (and 𝐸 modes in the square lattices) are only accessible in a 
cross-polarized fashion. Co-polarized split degenerate states are a unique feature of lattices with 
more than two atoms (such as the lattices containing four atoms seen in, for instance, Section 
3.2.14). In the present application, the freedom to have the pump wavelengths be co-polarized 
allows a single pulse (with bandwidth spanning the two resonances) as the pump. 
To complete the demonstration of the unique advantages of the 𝐻𝑒𝑥𝐾 lattice for 
Terahertz generation, we compute a simple figure of merit related to the efficiency of this 
conversion (see, for instances, Refs. [150], [151]): 
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𝐹𝑜𝑀 = |∫𝑑𝑥𝑑𝑦 𝜒(3)(𝑥, 𝑦)𝐸∗(𝜔1)𝐸(𝜔2)𝐸
∗(𝜔3)𝐸
∗(𝜔4)|,                        (3.2.22) 
where the bounds of integration are over the entire device and 𝜒(3)(𝑥, 𝑦) is the spatially 
dependent third-order nonlinear susceptibility and the electric fields are normalized to the 
corresponding incident fields. Given the scale difference of 𝜆3 to a unit cell (i.e., 𝜆3
2 ≫ 𝐴), a 
reasonable approximation to this integral is that 𝐸∗(𝜔3)  =  𝐹3 𝑎𝑛𝑑 𝐸
∗(𝜔4)  =  𝐹4 are constants 
equal to the electric field enhancement due to the bowtie antenna at each frequency. We may 




∗ ∫𝑑𝑥𝑑𝑦 𝐹𝑦(𝑥, 𝑦)|,                                         (3.2.23) 
where 𝐹𝑦 = 𝐸𝑦
∗(𝜔1)𝐸𝑦(𝜔2)𝐺(𝑥, 𝑦) and 𝐺(𝑥, 𝑦)  =  1 where there is Silicon and is 0 where there 
is vacuum. That is, the figure of merit is proportional to the overlap integral of the two pumps 
within the Silicon portion of a unit cell. The integrand may be calculated from the mode profiles 
taken from full-wave simulations of unit cell of the device. The 𝐻𝑧 component of the modes for 
the spectrum in Fig. 3.17(b) are shown in Figs. 3.17(f) and 3.17(g), corresponding to the choice 
in Fig. 3.17(c) of 𝑅1 =  0.38µ𝑚. The integrand of Eq. (3.2.23) is shown in Fig. 3.17(h), as 
calculated from the 𝐸𝑦 components of the modes (seen in Figs. 3.17(i) and 3.17(j)) and the 
refractive index profile of the device. The numerical value for this case is 𝐹𝑜𝑀/𝜒𝑆𝑖 ≈
 114|𝐹3||𝐹4|, meaning for a modest enhancement of |𝐹3|  =  |𝐹4|  ≈  10 by the bowtie antenna 




4. Figure 3.17 therefore demonstrates a platform 
to produce THz light from two infrared pumps taking advantage of large electric field 
enhancement at every frequency involved in the four-wave mixing process. The phase matching 
condition is guaranteed by the subwavelength scale of the device in the vertical direction, the 
resonance spacing is robustly controlled by the radius of the central pillar, and the resonant 
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linewidths can be tuned largely independently by the successive degeneration from 𝐶6𝑣 to 𝐶2𝑣 to 
𝐶𝑠. We note that there is some partial cancellation upon integration of the integrand of Eq. 
(3.2.23), but not complete cancellation. Future work could optimize the perturbations chosen 
such that this cancellation is minimized. 
 
3.2.9 Application: Mechanically Tunable Optical Lifetimes 
Next, we remark on a type of periodic perturbation achieved by stretching or shearing a 
high symmetry lattice. Since the symmetry of the lattice is reduced, the symmetry-protected 
BICs may be excited. However, the condition on coupling (that is, Eq. (3.2.19)) still applies, and 
therefore this class of perturbation follows the same selection rules as the equivalent point group 
degeneration entries. For instance, by shearing an unperturbed 𝑆𝑞𝛤 lattice’s unit cell from a 
square into a rhombus, the space group is reduced to 𝑝1 and any mode at the 𝛤 point may now 
couple to free space with a strength related to the degree of shear. However, the polarization 
direction of the coupled planewave will be ill-defined in general, changing, for instance, with the 
degree of shear. (Recall that it is for this reason that the 𝑝1 entries are all specified as 𝑎𝑛𝑦, 
because no general comment can be made.) Of more interest is stretching along a high symmetry 
axis, affording well-defined selection rules. This has been explored in Ref. [153] for plasmonic 
heptamers arranged in a square lattice by degenerating the symmetry of the heptamer from 𝐶6𝑣 to 
𝐶2𝑣 by stretching the substrate. Since the Fano resonance in the plasmonic heptamer is both (1) 
well-confined to a unit cell of the overall lattice, and (2) due to the coupling between plasmonic 
modes, analysis of the point group of the unit cell alone suffices to analyze the resonance. 
However, for a low loss, high Q-factor demonstration using dielectric structures, this analysis is 
insufficient because the coupling across unit cells of the array is integral to the presence of BICs. 
128 
 
The catalogue of selection rules derived here provides the necessary information for proper 
analysis in dielectric systems. 
 
Figure 3.18. Mechanically tunable optical lifetime. (a) Schematic of a 𝑯𝒆𝒙𝑲 lattice with a 
𝒑𝟔𝒎𝒎 space group on a stretchable substrate. (b) Full-wave simulations mapping the spectral 
reflectance, R, near the wavelength, λ, of the 𝑻𝑬𝑲,𝑩𝟏
𝟏,𝟏
 mode for various degrees of stretching. (c) The 
unstretched lattice, with spacing P. (d) Stretched lattice, with spacing 𝑷𝟎 along the horizontal. 
Single sided arrows denote the lattice vectors in (c) and (d). 
Inspection of the square catalogue reveals that square lattices afford no interesting cases: 
the only impact of a lattice deformation along a high symmetry axis is to split degeneracies, not 
introduce any new coupling. The same is not true for the hexagonal lattices, however. Figure 
3.18(a) shows a 𝐻𝑒𝑥𝐾 lattice with p6mm space group (one pillar of the trimer has a larger radius 
than the others) on a stretchable substrate. In the unstretched case, the lattice has 𝐶6𝑣 symmetry, 
and the selection rules forbid coupling to any but the 𝐸1 modes at normal incidence. However, 
inspection of the 𝑐𝑚𝑚 lattice reveals that degeneration from 𝐶6𝑣 to 𝐶2𝑣 enables coupling to the 
𝐵1 and 𝐵2 modes. Stretching the 𝐻𝑒𝑥𝐾 lattice with 𝑝6𝑚𝑚 space group along the 𝑥 axis also 
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degenerates the point group from 𝐶6𝑣 to 𝐶2𝑣, and so ought to enable coupling to those modes to a 
degree controlled by the strength of the lattice deformation. Figure 3.18(b) depicts confirmation 
of this prediction via full-wave simulations near the 𝑇𝐸K,A1
1,1
 mode, showing redshift and a 
changing Q-factor as a function of deformation. Inspection of the 𝐻𝑒𝑥𝐾 catalogue (or an 
analogous case in the 𝐻𝑒𝑥𝛤 lattice) therefore motivates a low-loss dielectric-based flexible 
device platform with mechanically tunable resonant lifetime. 
 
3.2.10 Resonant Metasurfaces 
The preceding applications demonstrate the utility of using the catalogue to guide device 
design using successive perturbations. In other words, the key to their design came from 
understanding how the final, lower order space group was constructed from the higher order 
space groups. In this section, we use this principle to demonstrate how select 𝑝2 space groups 
may be constructed from higher space groups. We elucidate a geometric phase that is a 
consequence of the higher order space groups exhibiting mode “twisting” of the sort shown in 
Fig. 3.16, and how if this geometric phase is spatially varied, a device with anomalous reflection 
and transmission may be realized only on resonance. 
We first focus on the relationship between three space groups in the 𝑆𝑞𝑀 lattice, shown in 
Fig. 3.19(a). Two higher order space groups (𝑝𝑚𝑔 and 𝑝𝑚𝑚) are shown on the left. These two 
space groups share no symmetries in common except two-fold rotations at the center of the 
Silicon pillars. Consequently, if the perturbations are added successively, the final space group 
will have only these two-fold rotations, resulting in the 𝑝2 space group shown on the right in Fig. 
3.19(a). This parent-child relationship is very general; the full hierarchies for the 𝑆𝑞𝑀 and 𝑆𝑞𝑋 




Figure 3.19. Meta-unit library controlling polarization angle. (a) Hierarchical relationship 
between a p2 space group and two higher order space groups in the SqM lattice. (b) Schematic of a 
meta-unit composed of ellipses etched into a slab of Silicon, excited by right hand circularly 
polarized (RCP) light incident from the substrate. (c) Reflectance map for a meta-unit library 
constructed by varying α and Db, showing constant resonance frequency. (d) Amplitude and phase 
responses of the LCP and RCP components of the reflected light on resonance. 
Examining the selection rules for the two parent space groups in Fig. 3.19(a) show a 
similar mode “twisting” behavior to the pair of the space groups in Fig. 3.16. That is, the 𝑝𝑚𝑚 
parent space group excites a polarization angle 𝜙 = 0° from the 𝑥 axis (that is, 𝑥 polarization), 
while the 𝑝𝑚𝑔 parent space group excites a polarization angle 𝜙 = 90° from the 𝑥 axis (that 
is, 𝑦 polarization). As seen in the inset of Fig.3.19(a), the child space group may be 
parameterized by an orientation angle, 𝛼, that yields in the 𝑝𝑚𝑚 parent space group when 𝛼 =
0° and the 𝑝𝑚𝑔 parent space group when 𝛼 = 45°. In other words, as 𝛼 varies continuously 
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from 0° to 45°, the corresponding polarization angle must vary from 0° to 90°. The linear 
interpolation of this behavior is highly reminiscent of the well-studied geometric phase: 
 𝜙 ≅ 2𝛼,                                                                 (3.2.24) 
In particular, the geometric phase associated with this linear polarization state can be seen in the 
constituent circularly polarized states. Left hand (LCP) and right hand (RCP) circularly polarized 
light, when summed with equal and opposite phases, 
Φ𝐿𝐶𝑃,𝑅𝐶𝑃
geo
≅ 2𝛼,                                                                 (3.2.25) 
will yield a linear polarization oriented as in Eq. (3.2.24). This suggests analyzing the output 
polarization states of a device with the 𝑝2 space group in Fig. 3.19(a) excited by circularly 
polarized light. 
Figure 3.19(b) shows a schematic of such a device illuminated from the substrate with 
RCP light. Assuming a Fano resonance akin to that in Fig. 3.6(k), we can expect that this device 
resonantly reflect one linear polarization while transmitting orthogonal linear polarization. In 
other words, on resonance, half of the incident power will reflect, and the other half with 
transmit. To understand the phases of the LCP and RCP output components of this device in 
each port, we need to consider two contributions: (1) the phase from coupling in to the resonant 
mode from a given linear polarization angle controlled by, e.g., Eq. (3.2.24), and (2) the phase 
factors of the constituent LCP and RCP components of the resulting linear polarization states, as 
in Eq. (3.2.25). 
By definition of RCP light, the phase of a given linear polarization, and therefore the 
phase from coupling into the resonant mode at a given linear polarization angle, is simply Φ1  =
𝜙 =  2𝛼. The total phase of each output component in the transmission side, then is 
Φ𝐿𝐶𝑃,𝑅𝐶𝑃
t ≅ 2𝛼 ± 2𝛼,                                                                 (3.2.26) 
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That is, for RCP incident light, the converted handedness (LCP light) has a phase with two 
factors of the geometric phase: one from coupling in only a portion of the incident light, and 
another from decomposing the output linear polarization. Meanwhile, these factors cancel for the 
unconverted handedness (the remaining RCP light). A similar argument shows that the phase of 
each component in the reflection side is 
Φ𝐿𝐶𝑃,𝑅𝐶𝑃
r ≅ 2𝛼 ∓ 2𝛼,                                                                (3.2.27) 
where the sign has flipped because direction of travel has reversed. That is, the unconverted 
reflection of RCP is LCP, and correspondingly carries no factor of the geometric phase, while 
the converted handedness again has two factors. 
A 𝑝2 space group therefore has control over a geometric phase of a portion of the output 
state on resonance. The remaining geometric degrees of freedom may be used to maintain a 
constant resonance frequency, suggesting that a device that spatially grades the geometric phase 
of the converted handedness may constructed while maintaining resonance frequency across the 
device despite the variation in structure. In other words, as in conventional metasurface 
approaches, we may construct a library of geometries (“meta-units”) such that full phase 
coverage but constant amplitude is achieved. Then, by spatially arranging these meta-units, an 
output wavefront with a designer phase profile may be realized at the resonance frequency. 
To confirm this approach, we begin by constructing such a meta-unit library targeting 
wavelengths in the telecommunications range. A meta-unit, seen in Fig. 3.19(b), is composed of 
a Silicon slab with etched ellipses, which are identical but for a 90◦ rotation. The chosen 
thickness of the slab is 𝐻 =  250𝑛𝑚, and the lattice constant is 𝑎 =  400𝑛𝑚. The in-plane 
geometric parameters to vary to construct meta-unit library are the semi-major diameter of the 
ellipses, 𝐷𝑎, the same-minor diameter of the ellipses, 𝐷𝑏, and the orientation angle, 𝛼. For 
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simplicity, we keep 𝐷𝑏 constant, and vary 𝐷𝑎 and 𝛼 so as to achieve full phase coverage with 
minimal shift in resonant wavelength. 
A spectral map of reflectance, calculated by fullwave simulations, is shown in Fig. 
3.19(c) showing a near constant resonance wavelength across the meta-unit library. The 
amplitude of phase of the reflected LCP and RCP components are recorded in Fig. 3.19(c) at the 
operating wavelength, 𝜆𝑜𝑝  =  1.52µ𝑚. The amplitude of the LCP and RCP components are 
approximately equal (each representing roughly one quarter of the input power) and vary little 
across the meta-unit library. The phase of the converted handedness (which, for reflection is 
RCP) varies across 2𝜋 as 𝛼 varies across 90°, and follows closely with the predicted Φ =  4𝛼 
dependence. By symmetry, varying 𝛼 between 90° and 180° represents an identical set of 
simulations to those presented in Fig. 3.19(d), and so are omitted for brevity. 
With the meta-unit library constructed, a wavefront with a spatially shaped phase profile 
within a narrow bandwidth near 𝜆𝑜𝑝 may be realized. A common function is to linearly vary the 
output phase so as to create an anomalous reflection and transmission. We may choose either to 
vary the phase profile in the same direction as the dimerization (the x direction in Fig. 3.19(b)), 
or the orthogonal direction. We will begin with the former choice (see the accompanying Letter 
for the latter). 
Figure 3.20(a) shows a schematic of a device deflecting the converted portion of the 
resonant wavelength for incident RCP light from the substrate side at normal incidence. Figure 
3.20(b) depicts the electric field on resonance calculated by fullwave simulations, overlaid with 
ellipses representing the geometry of the device (numerically detailed in Fig. 3.20(e)). Figure 
3.20(c,d) show the output polarization states, and phases of the LCP and RCP components for 
the reflection side and transmission side, respectively. In both cases, the output polarization is 
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approximately linear across the device, and the phase of the unconverted handedness is uniform 
while the phase of the converted handedness varies across 4𝜋, consistent with the behavior in 
Fig. 3.20 and the device graded in the direction orthogonal to the dimerization. 
Figure 3.20 (f) confirms that the resonance remains largely intact, despite the variance of 
nearest neighbors. However, a noticeable blueshift has occurred relative to the originally chosen 
𝜆𝑜𝑝. Nevertheless, at the resonance peak of the device, 𝜆𝑑𝑒𝑣  =  1.46µ𝑚, deflection to the second 
diffractive order occurs for the converted handedness. A device with identical deflection angle is 
shown in the accompanying Letter, but with a gradient applied in the orthogonal direction to the 
dimerization. The blueshift in that case is present, but significantly reduced. 
 
Figure 3.20. Gradient resonant metasurface. (a) Schematic depicting the device and its 
functionality: a thin film of Silicon on top of quartz is patterned with cylindrical holes (inset shows 
top-view of the geometry), resonantly converting and deflecting broadband right-handed circularly 
polarized (RCP) light. (b) Top-view of the resonant metasurface overlaying the complex field on 
resonance. (c,d) Top-view of spatial profiles for the reflection (transmission) side polarization state, 
𝒆𝒓 (𝒆𝒕), phase of RCP, 𝑬𝑹𝑪𝑷
𝒓  (𝑬𝑹𝑪𝑷
𝒕 ), and phase of LCP, 𝑬𝑳𝑪𝑷
𝒓  (𝑬𝑳𝑪𝑷
𝒕 ). (e) Geomtrical parameters for 
the device in (b). (f) Transmission and Reflection spectra of the device in (b). (h-j) Farfield intensity 





Figure 3.21. Dependence of resonant metasurfaces on incidence angle. (a) Schematic of a 
resonant metasurface excited from off normal incidence. (b) Reflectance map varying 𝜽𝒚, showing 
that the resonance follows the dispersive band of the concave up mode. (c) Region of an extended 
zone (shaded gray) band diagram near the resonance of the device in (a) with artificial Brillouin 
zone folding; the red band corresponds to the band shifted by a k-vector equal and opposite to that 
introduced by the phase gradient due to coupling into the mode (i.e., one factor of the geometric 
phase). (d) Reflectance map varying 𝜽𝒙, showing that the resonance follows the band shifted by a 
factor of the geometric phase gradient. 
The explanation for this blueshift comes from a unique feature of this metasurface: that 
the deflection of the converted handedness occurs mediated by a supermode of the device. To 
explore these physics, we consider the dependence of a gradient resonant metasurface on the 
incident angle of the RCP light. Figure 3.21(a) schematically shows a device with a spatial phase 
gradient orthogonal to the dimerization, with light incident from the substrate at a set of angles 
𝜃𝑥 (along the phase gradient) and 𝜃𝑦 (along the dimerization direction). Since the deflection only 
occurs on resonance, and since the underlying resonance follows some dispersion relation (i.e. 
the band structure), the resonance frequency must also follow that band structure. Figure 3.21(b) 
depicts a dispersive resonance varying 𝜃𝑦 from −40° to 40° (corresponding, by Snell’s Law, to 
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±68.7° in air). This mode is concave up, meaning that at higher in-plane momenta, a blueshift 
occurs. 
To understand the blueshift at normal incidence, we must consider (1) the modes 
supported by the device and (2) the in-plane momentum of the resonant mode itself. First, these 
resonant modes exist in the device with 16 total ellipses, having a super-period 𝑃𝑥  =  8𝑎 in the 
phase gradient direction. We therefore consider all of the supermodes supported by a device of 
this super-period. Because the super-period is composed of perturbed versions of the same PCS, 
the supermodes will be well approximated by artificial Brillouin folding corresponding to period 
doubling four times. Figure 3.21(c) depicts such a process for the mode in question, showing the 
band in the 𝑘𝑥  =  𝑘0𝑠𝑖𝑛(𝜃𝑥) direction copied every integer multiple of 𝑘𝐺  =  2𝜋/𝑃𝑥. The 
supermodes present at normal incidence are the modes at 𝑘𝑥  =  0 in this diagram. 
Second, upon coupling in, there is a spatially varying factor of the geometric phase, 
corresponding to the phase of the linear polarization that is coupled at each position. The 







.                                                                 (3.2.28) 
In other words, the resonant supermode is the underlying resonant mode modulated by a 
travelling wave with a net positive propagation constant. This corresponds to a supermode that is 
𝑘𝑔𝑒𝑜 away from the unperturbed 𝛤 point, 𝑘𝑥  =  0. As highlighted by the red band in the 
extended zone scheme in Fig. 3.21(c), the mode at 𝑘𝑥  =  0 that is shifted +𝑘𝑔𝑒𝑜 relative to the 
mode corresponding to the unperturbed 𝛤 point (where the first derivative is zero), sits in a band 
that is shifted by −𝑘𝑔𝑒𝑜. Consequently, as seen in Fig. 3.21(d), as 𝜃𝑥 is varied, the resonance 
follows the dispersion of the band as it existed in the unperturbed lattice, shifted by −𝑘𝑔𝑒𝑜. 
Notably, this also means that the resonance frequencies corresponding to the pairs of incident 
137 
 
momenta 𝑘𝑥 and 𝑘𝑥  −  2𝑘𝑔𝑒𝑜 are identical. This is consistent with the requirements of 
reciprocity: these two momenta are the input and output momenta of the deflection process; 
reversing the output must yield the original input at all frequencies. 
Finally, we generalize the resonant phase gradient metasurfaces just explored to a 
resonant metasurface lens. The angular responses seen in each direction in Fig. 3.21 suggests that 
a lens focusing in the 𝜃𝑥 direction (which corresponds to a considerably flat band) will maintain 
a single resonance frequency over a larger range of deflection angles than in the 𝜃𝑦 direction 
(which has a strong dispersion). Figure 3.22(a) shows the geometrical parameters used to 
construct a cylindrical lens focusing in the direction orthogonal to the dimerization. The device is 
𝐷𝑥  =  200𝜇𝑚 wide, with a target focal length of 𝑓 =  300𝜇𝑚, corresponding to an 𝑁𝐴 =
 0.316 (maximum deflection angle 18.4°). Figure 3.22(b) shows the reflection and transmission 
spectra for tophat excitation of the device with RCP incident light from the substrate side at 
normal incidence. Figure 3.22(c) shows the spatial amplitude and phase profiles of the converted, 
LCP light along the device, and Fig. 3.22(d) shows the farfield projection of this complex field to 
planes near the designed focal plane, confirming a cylindrical lens functionality. The power in 





Figure 3.22. Resonant metasurface lens. (a) Geometry of the meta-units along the 
metasurface designed to encode a converging lens with NA = 0.316. (b) Transmission and Reflection 
spectra of the device in (a) calculated by fullwave simulations. (c) Amplitude and phase profiles of 
the transmitted LCP light at a position z = 2µm away from the device. (d) Farfield projection of the 
data in (c) to values of z near the designed focal plane at z = 300µm. 
 
We note that the resonance visibility is maintained despite the variance of deflection 
angle of the device. We find that increasing the NA gradually reduces the resonance visibility, 
but still, a substantial resonance visibility (a peak reflectance of > 40%) is maintained at a high 
value of NA = 0.7. This is not true for a cylindrical lens focusing in the y-direction, where NA < 
0.1 is required to get appreciable resonance visibility. This is consistent with the constraint on Q-
factor, band flatness, and spread in incident k-vector encapsulated by Eq. (3.2.2). In other words, 
it suggests that by including band structure engineering, a fully radially focusing resonant 
metasurface lens may be realized. 
Given the lack of impact on the non-resonant wavelengths, which may transmit with high 
efficiency irrespective of incident angle, we anticipate these resonantly reflecting and focusing 
metasurfaces to be of significant interest to augmented reality displays, which aim to 
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superimpose a desired image on top of the external world. By further application of the principle 
of successive perturbations, we show in the accompanying Letter that the single-wavelength 
resonant metasurfaces may be extended to multi-wavelength devices with independently tunable 
phase profiles. The hierarchy of the child space group constructed from eight parents is shown 
Section 3.2.15. The eight parents represent eight degrees of freedom to spatially and spectrally 
shape an incident wavefront: the Q-factor and polarization angle of four modes with distinct 
symmetries may be controlled simultaneously. Notably, these eight degrees of freedom are in 
addition to the degrees of freedom present in the unperturbed lattice, which may be used to 
control the resonance frequencies and band curvature of the desired modes. 
 
3.2.11 Conclusion 
We derive the selection rules for Fano resonances due to symmetry-protected bound 
states in the continuum supported in photonic crystal slabs. Targeting the high symmetry modes 
of both square and hexagonal lattices, we explore six lattices designed to bring each class of high 
symmetry mode into the continuum. We exhaustively report the degenerated space groups due to 
in-plane perturbations that are compatible with these six lattices, and catalogue the selection 
rules in each case by applying principles of Group Theory to determine the free space 
polarization of the leaky portion of the perturbed modes. 
Together with band structure engineering, the principles, approach, and results outlined 
here provide a high-level guide to designing compact photonic crystal slabs supporting sharp 
resonances: devices confining light in both space and time, manufacturable by mature fabrication 
technologies. Future work will be well-guided by the rational design principles considered here 
to reduce the search space required to optimize a compact, resonant optical device. In particular, 
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we show that the band structure may be engineered in the unperturbed lattice before a periodic 
perturbation is applied to couple the targeted mode(s) to the desired free space polarization(s). 
We showed, here and in the accompanying Letter, that in addition to the degrees of freedom 
present in choosing the unperturbed lattice, a series of successive perturbations may realize 
multivariate control of the resonances (up to eight parameters at once). The insights of the 
catalogue of selection rules produced by Group Theory arguments has straightforwardly 
motivated novel devices, such as polarization independent planar optical modulators, Terahertz 
generation in photonic crystal slabs with lifted degeneracies, devices with mechanically tunable 
optical lifetimes, and a novel class of metasurfaces that uses two-factors of a geometric phase 
associated with select p2 space groups to spatially shape a resonant wavefront. We therefore 
believe that careful understanding and examination of the patterns and features of the selection 




3.3 Multivariate Resonant Metasurfaces Using Quasi-Bound States in the 
Continuum 
3.3.1 Introduction and Motivation 
Broadly, a metasurface is a structured material with one dimension (the out-of-plane 
direction) comparable to or smaller than the operating wavelength [1]. The in-plane geometry is 
a quasi-two-dimensional pattern composed of building blocks (called “meta-units”) chosen so 
that the collective performs a desired optical functionality. We identify three broad types of 
metasurfaces: type1 devices that spatial manipulate a wavefront with limited spectral control, 
Type-II devices that spectrally manipulate a wavefront but without spatial variation, and Type-III 
metasurfaces that spatially shape the output of a narrowband, resonant supermode. 
A prototypical Type-I metasurface is a phase-gradient metasurface [1], [13], [14], [111], 
which deflects incident light to a desired diffractive order, 𝑚 (usually, 𝑚 =  ±1). Recent 
advances have enabled multivariate Type-I metasurfaces, extending phase-only control at a 
single wavelength to broadband achromatic focusing [54], [55], [81], complete polarization 
control [29], and phase-amplitude control [90], [170]. 
A prototypical Type-II metasurface is a photonic crystal slab (PCS) supporting a sharp 
spectral feature (a Fano resonance) [7], [114], [116], [121], [130]. Recent study of Type-II 
metasurfaces has focused on Bound States in the Continuum (BICs), which are states with 
infinite radiative Q-factor despite having momentum matched to free-space [8], [125], [127], 
[128], [167]. In particular, a widely employed approach [9], [153], [158], [163], applies a 
perturbation to a PCS supporting a BIC, resulting in an altered, Quasi-BIC with a finite Q-factor 
controllable by the strength of that perturbation, 𝛿 [5]: 
𝑄 ∝ 1/𝛿2                                                                     (3.3.1)   
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A key advantage of Quasi-BICs is simultaneous control of the band structure and Q-factor, 
enabling devices with compact footprint to retain sharp spectral features: confining light in both 
space and time [135], [160], [161]. 
A prototypical Type-III metasurface is a resonant waveguide grating [11] designed to 
resonantly diffract light to a desired diffraction order. Type-III metasurfaces are not well-studied, 
and have been constrained to inverse design of the entire diffractive structure (rather than a 
library of meta-units) to achieve this functionality [2]. We note that while plasmonic [1], [4], 
[68] and Huygen’s [12], [73], [171] metasurfaces are also constructed from resonant meta-units, 
we consider their functionality to be closer in degree (low Q-factors) and kind (no mediation by a 
supermode) to Type-I metasurfaces. 
In this Letter, and the accompanying paper [172], we introduce an approach employing Group 
Theory to exhaustively catalogue the selection rules governing Quasi-BICs. We identify and 
explore a key, novel design principle illuminated by this catalogue: by successively applying 
“orthogonal” perturbations (perturbations with nonoverlapping selection rules), multivariate 
control of the output spectrum can be achieved. Our findings advance the capabilities of Type-II 
metasurfaces by enabling multivariate control, including the Q-factors, polarization angles, and 
resonance spacings of up to four modes simultaneously. We also introduce a novel Type-III 
metasurface that, based on rational design principles, spatially shapes light only on resonance 
(leaving the majority of the spectrum unaltered) by encoding a geometric phase into a resonantly 
produced linear polarization state. We immediately demonstrate that this single-wavelength 
control can be extended to shape three wavelengths independently, therefore realizing 




3.3.2 Design Principle: Successive Perturbations 
We begin by considering a general two-dimensional PCS with either square or hexagonal 
lattice symmetry, supporting both TE and TM modes whose in-plane symmetries may be 
classified by their irreducible representations [140]. To determine which modes may couple to 
free-space at normal incidence, and which are BICs due to symmetry, we apply the language of 
Group Theory. As we show in the accompanying paper, the condition for coupling a free-space 
polarization in the 𝑖-direction, to a mode 𝜓0  supported by the un-perturbed grating, via a 
perturbation 𝑉, is 
Γ𝜕𝑖 = Γ𝑉 ⊗ Γ𝜓0                                                                      (3.3.1)   
where 𝛤 refers to the irreducible representations of the subscripted elements, and 𝜕𝑖  refers to a 
partial spatial derivative in the i-direction. For each mode (whose relevant symmetries are 
specified by 𝛤𝜓0), evaluation of Eq. (3.2.2) tells which polarization, 𝑖, is coupled (if any) due to a 
perturbation that breaks in-plane symmetries specified by 𝛤𝑉. By fully classifying the modes 
existing at the high symmetry points in the unperturbed square and hexagonal lattices, and by 
exhaustively listing the unique perturbations, 𝑉, that may be applied, a full catalogue of selection 
rules may be generated, reported in the accompanying paper. To this end, we introduce a mode 
naming scheme: 
𝜓𝐿,𝑆
𝑚,𝑛                                                                     (3.3.1)   
where 𝜓 is TM or TE if the mode is characterized by 𝐸𝑧 or 𝐻𝑧 respectively, 𝐿 signifies the 
reciprocal lattice point that mode is associated with in the unperturbed lattice (𝛤, 𝑀, or 𝑋 for a 
square lattice and 𝛤, 𝑀, or 𝐾 for a hexagonal lattice), 𝑆 is the irreducible representation (e.g., 
𝐴1), 𝑚 is the extended zone order (characteristic of the number of in-plane anti-nodes), and 𝑛 is 





Figure 3.23. Multivariate spectral control. (a) Two perturbations, parameterized by 𝜹𝟏 and 
𝜹𝟐, that break distinct symmetries of the unperturbed structure, controlling the Q-factors of two 
modes independently (c). (b) A 𝒑𝟐 space group, parameterized with two degrees of freedom (𝜹 =
 𝑫𝒂  − 𝑫𝒃 and 𝜶) that control the Q-factor and polarization angle of the optical response (d). 
To demonstrate the utility of this process, we identify and explore a few key insights 
made evident by examining the catalogue. First, while it has been well-studied recently that a 
single perturbation may control the Q-factor of a spectral feature associated with a Quasi-BIC, 
we show here that by applying several properly chosen perturbations, more degrees of freedom 
than a single Q-factor may be controlled simultaneously and independently (to first-order in 
perturbation theory). Figure 3.23 shows two example cases of multivariate control. Figure 
3.23(a) depicts the top-view of a PCS made of Silicon pillars (unperturbed lattice denoted by H0) 
with two perturbations that break distinct symmetries: 𝛤𝑉1   =  𝐴1 and 𝛤𝑉2 = 𝐵1. Reference to the 
catalogue [172] shows that these perturbations allow excitation of distinct modes (𝐴1 or 𝐴2 
modes for 𝑉1, and 𝐵1 or 𝐵2 modes for 𝑉2) with Q-factor following Eq. (3.3.1). When both 𝑉1 and 
𝑉2 are applied, the final space group is 𝑝𝑚, which the catalogue shows may couple any mode 
(𝐴1, 𝐴2, 𝐵1, or 𝐵2), consistent with the “sum” of its parts. A parent-child relationship is therefore 
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evident between the final child perturbation and its two parents: by successively applying two 
“orthogonal perturbations”, a final space group with selection rules constrained by the parents’ 
may be realized. In this case, characterizing the strength of each perturbation 𝑉𝑗  with the 
geometric parameters 𝛿𝑗 (seen in Fig. 1), the Q-factors, 𝑄𝑗, of two modes may be controlled 
simultaneously by the relationship in Eq. (3.3.1). Results of full-wave simulations confirming 
this are seen in Fig. 3.23(c). 
The second example in Fig. 3.23 demonstrates control of both Q-factor and polarization 
angle (varying arbitrarily between 𝑥 and 𝑦). The resulting space group of the device in Fig. 
3.23(b) is 𝑝2, and has symmetries consistent with a space group constructed from two parent 
perturbations with 𝛤𝑉1  =  𝐵1 and 𝛤𝑉1  =  𝐵2. The child space group may be parameterized by two 
degrees of freedom, 𝛿 and 𝛼. For the specific choice of 𝛼 =  0°, the device becomes the 𝑉1 
parent (with space group pmm). Similarly, 𝛼 =  45° yields the 𝑉2 parent (space group 𝑝𝑚𝑔). 
The catalogue shows for the the parent space groups that the 𝐴1 mode is excited by 
𝑥, 𝑦 polarizations for the 𝑝𝑚𝑚,𝑝𝑚𝑔 space groups. This suggests that the intermediate case of 𝛼 
excites a mixture of 𝑥 and 𝑦 polarization. Since the phase on resonance is 𝜋 irrespective of 
polarization angle, this mixture of two linear, 𝑥 and 𝑦, polarizations from the parents will itself 
be a linear polarization with an angle controlled by 𝛼. Figure 3.23(d) confirms this picture, 
showing that the Q-factor may be controlled by 𝛿. 
 
3.3.3 Single-Wavelength Type-III Metasurfaces 
The preceding three examples demonstrated how the control of Quasi-BICs examined 
through the lens of Group Theory enables multivariate Type-II metasurfaces. We now introduce 
a novel Type-III metasurface that spatially shapes an optical wavefront only on resonance. We 
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begin by studying how the polarization angle controlled by the 𝑝2 space group shown in Fig. 
3.23(c) is associated with a geometric phase. If the incident light is righthand circularly polarized 
(RCP), then only one of the component linear polarizations (half of the optical power) will be 
resonantly reflected. At the resonant wavelength, the reflected polarization angle will be   and the 
transmitted polarization will be the orthogonal (non-resonant) angle. Since the incident light is 
RCP, a device that couples x polarized light will be 90◦ behind a device that couples 𝑦 polarized 
light; for angles in between, the geometric phase associated with the linear polarization coupled 
from the RCP light is Φ𝑐𝑜𝑢𝑝𝑙𝑒 = 2𝛼. By spatially varying 𝛼, we may therefore spatially vary the 
geometric phase associated with the output state. 
However, because the output polarization angle varies, and since orthogonal polarizations 
do not interfere in free-space, the farfield of the device may only be properly analyzed after 
decomposing the output fields into their constituent LCP and RCP polarizations. Since a given 
linear polarization state decomposes into an LCP and RCP component with phases Φ𝐿𝐶𝑃,𝑅𝐶𝑃  =
 ±𝜙𝑝𝑜𝑙  =  ±2𝛼, the LCP and RCP components of the output will each have a factor of 
geometric phase in addition to Φ𝑐𝑜𝑢𝑝𝑙𝑒. The total phases of LCP and RCP upon exiting a device 
of a given α will therefore be Φ𝐿𝐶𝑃,𝑅𝐶𝑃
𝑡 = 2𝛼 ± 2𝛼 and Φ𝐿𝐶𝑃,𝑅𝐶𝑃
𝑡 = 2𝛼 ∓ 2𝛼. That is, for 
incident RCP light, light with the converted handedness (LCP in transmission, and RCP in 
reflection) will have two factors of the geometric phase, while the unconverted handedness (RCP 
in the transmission, and LCP in reflection) has net zero phase. 
We may therefore spatially vary the phase of the converted light at a single resonance 
frequency, while the remainder of the input light is unaffected to first order. Figure 3.24(a) 
schematically depicts such a resonant metasurface (elliptical holes etched into a slab of Silicon) 
encoding a simple phase gradient, showing broadband (white) RCP light incident from the 
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substrate (glass) at normal incidence, and the converted handedness at the resonance frequency 
(red) being deflected to a large angle. The field on resonance of such a device calculated by 
fullwave simulations is shown in Fig. 3.24(b), which is a supermode of the entire structure 
slightly blueshifted from the original resonant frequency [37]. Figures 3.24(c,d) show the 
approximately linear polarization states and phase of each circularly polarization in the reflection 
and transmission ports, respectively. Fig. 3.24(e) shows the geometric parameters (see the inset 
in Fig. 3.24(a)) at each position along the metasurface. The variance of the semi-major diameter 
of the ellipse keeps the resonance frequency constant for varying α, and α at each position was 
chosen to linearly grade the corresponding geometric phase. 
The transmission and reflection spectra of the device are depicted in Fig. 3.24(f), showing 
a primary peak associated with the resonance in question. The inset depicts the farfield 
projection of the LCP and RCP component in reflection and transmission at the resonance 
wavelength, confirming that deflection only occurs for the converted handedness, with a near-
equal split between four diffractive orders. Figures 3.24(g-j) depict the farfield projections for 
each wavelength near the resonance, showing that there is only deflection on resonance. Notably, 
because α has varied through 180°, the phase has varied across 4𝜋, meaning that diffractive 
order of the device is 𝑚 =  2, rather than the typical 𝑚 =  1 for Type-I geometric phase 
metasurfaces. This is confirmed by comparing the overlaid diffractive orders in Fig. 3.24(h,i) 
(dashed contours) to the angle of the deflected light. We further note that a lens functionality 





Figure 3.24. Gradient resonant metasurface. (a) Schematic depicting the device and its 
functionality: a thin film of Silicon on top of quartz is patterned with cylindrical holes (inset shows 
top-view of the geometry), resonantly converting and deflecting broadband right-handed circularly 
polarized (RCP) light. (b) Top-view of the resonant metasurface overlaying the complex field on 
resonance. (c,d) Top-view of spatial profiles for the reflection (transmission) side polarization state, 
𝒆𝒓 (𝒆𝒕), phase of RCP, 𝑬𝑹𝑪𝑷
𝒓  (𝑬𝑹𝑪𝑷
𝒕 ), and phase of LCP, 𝑬𝑳𝑪𝑷
𝒓  (𝑬𝑳𝑪𝑷
𝒕 ). (e) Geomtrical parameters for 
the device in (b). (f) Transmission and Reflection spectra of the device in (b), with inset showing the 
farfield projection on resonance. (h-j) Farfield intensity calculated from the results in (c,d), showing 
deflection and conversion only on resonance. 
 
3.3.4 Multivariate Type-III Metasurfaces 
Finally, we combine the multivariate control enabled by successively adding orthogonal 
perturbations to a Type-III metasurface. In particular, we identify four orthogonal p2 space 
groups targeting four distinct mode symmetries, allowing control of the Q-factor and polarization 
angle of each (representing eight total parameters). Figure 3.25(a) shows the selection rules of 
the four independently controlled modes, with example mode profiles shown in Fig. 3.25(b), in a 
final device depicted in Fig. 3.25(c). By varying spatially varying the geometric phase of each 
mode, a device with the Type-III functionality shown in Fig. 3.24 may be realized with four 
mode symmetries encoding distinct phase profiles.  
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As a proof-of-principle, we apply three perturbations with spatially varied α, shown in 
Fig. 3.25(d). Fullwave simulations confirm that, at the wavelengths highlighted in the 
transmission and reflection spectra of Fig. 3.25(e), three different phase gradients have been 
faithfully encoded for the converted portion of the output light, deflecting converted light to 
independent farfield angles in Fig. 3.25(f). While in principle four distinct profiles should be 
possible, we found that cross-talk between perturbations significantly degraded the performance 
compared to excluding the fourth. Further work is needed to reduce this cross-talk to improve the 
performance and flexibility of multivariate Type-III metasurfaces. 
 
Figure 3.25. Multi-wavelength resonant metasurfaces. (a) Selection rules of a space group 
targeting four independent mode symmetries (examples given in (b)), with geometry as shown in 
(c). (d) Top-view of a device (where features denote holes to be etched in the Silicon slab) extending 
the meta-unit library in Fig 3 to control three wavelengths simultaneously. (e) Transmission and 
reflection spectra of the device in (d), with target wavelengths labeled. (f) Farfield projection for the 
converted portion of the light at the three wavelengths in (e), demonstrating simultaneous and 




In summary, we introduce, here and in the accompanying paper, an approach based on 
Group Theory to study and catalogue the selection rules of Quasi-BICs controlled by in-plane 
perturbations to PCSs. In this Letter, we highlight insights gleaned from this catalogue. We show 
that Type-II metasurfaces may be advanced to include multivariate spectral control by 
successively perturbing a PCS, and we introduce a novel Type-III metasurface that controls the 
2nd diffractive order through two factors of the geometric phase only at a designed resonance 














Chapter 4: Related Contributed Research 
This chapter summarizes related contributed research, including a piece of artwork made 
to advertise the principle findings of each published work. 
4.1 Radiative Cooling with Porous Polymers [173] 
 
Figure 4.1. Radiative cooling with porous polymers: reflecting sunlight and emitting heat. 
 Passive daytime radiative cooling (PDRC) is possible with optical surfaces that reflect 
solar wavelengths (𝜆 = 0.3 − 2.5𝜇𝑚) but efficiently absorb (emit) blackbody radiation (𝜆 =
2.5 − 40𝜇𝑚). Scalable, cheap manufacturing of such materials is key to their wide-spread 
adoption, which promises clear-cut financial and environmental benefits related to cooling 
buildings and surfaces without electricity. To this end, a simple fabrication technique of PDRCs 
is presented based on a phase-inversion process producing hierarchically porous polymers. The 
pores vary in size from 10s of nanometers to microns, reflecting solar wavelengths over a wide 
range of incident angles primarily through Mie and Bragg scattering. Typical polymers have 
broadband absorbing properties in the thermal wavelengths, and the structure serves to reduce 
the impedance mismatch to free-space. This combination of material properties and anti-
reflection behavior produces near-ideal blackbody performance in the thermal spectrum. 
152 
 
4.2 Natural and Biomimetic Nanostructured Fibers: Radiative Cooling and 
Transverse Anderson Localization [174] 
 
Figure 4.2. Transverse Anderson localization in cocoon fibers 
 The silk cocoons fibers of the comet moth, Argema mittrei, have peculiar visible optical 
properties. Unlike common silk, which is highly reflective (with a diffuse white appearance) 
only when in a collection of many fibers, the cocoon fibers of the comet moth are individually 
highly reflective with a metallic sheen. This behavior is due to filamentary air voids embedded 
within the fibers, yielding a structure that varies slowly longitudinally along the fiber, but rapidly 
within a single cross-section. The small feature sizes of a given cross-section results in strong 
Mie and Bragg scattering; but unlike 3D random media, this quasi-2D media has a specular 
sheen due to the coherent (directional) scattering born of the invariance along the length of the 
fiber. A second consequence of this invariance is the observation of transverse Anderson 
localization for the first time in a naturally occurring biological material: guided optical modes 
propagate along the modes due to collective scattering of the quasi-random medium. Drawing 
inspiration from this naturally occurring material, biomimetic fibers may be drawn from polymer 
materials using a phase-inversion technique, yielding fabrics with excellent radiative cooling 
properties and which do not become transparent when wet. 
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4.3 Selective Solar Absorption [175] 
 
Figure 4.3. Selective solar absorber seen in the visible (left) and IR (right) 
 A “Selective Solar Absorber” (SSA) is an optical surface that absorbs the solar 
wavelengths (𝜆 = 0.3 − 2.5𝜇𝑚) but reflects wavelengths typically associated with blackbody 
radiation (𝜆 = 2.5 − 40𝜇𝑚). SSAs maximize the radiative heat gain in an outdoor environment 
by highly efficiently accepting power from the sun while losing little to the sky by re-radiation. 
A ‘dip-and-dry’ technique is developed to fabricate SSAs out of plasmonic nanoparticle-coated 
metal foils at room temperature. A galvanic-displacement reaction yields dendritic particles of 
one metal (e.g., Copper) on a foil substrate (e.g., Zinc), with features controllable by the 
temperature, concentration of ions, and length of reaction. By tuning the feature size to be 
resonant with the solar wavelengths, but not the thermal wavelengths, resonant absorption occurs 
in the solar wavelengths over a large angular and spectral band, while longer wavelengths are 
unaffected due to the subwavelength nature of the features. 
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4.4 Super-Octave Absorption Using Indium Tin Oxide Metasurfaces [156], [176] 
 
Figure 4.4. Indium Tin Oxide metasurface absorber composed of three elements 
 Indium Tin Oxide (ITO) is a commonly used “transparent conducting oxide”, typically 
used for its combination of electrical and optical properties in the visible. By controlling the 
power, flow of Argon, and temperature of magnetron sputtering and subsequent annealing step, 
the optical properties in the mid-infrared may be tuned widely. In particular, the wavelength at 
which the permittivity crosses from positive to negative (the ENZ point) may be tuned from 𝜆 =
3 − 5𝜇𝑚, with optical losses in this wavelength range varying with the above deposition and 
annealing parameters. 
By properly tuning these parameters, and by introducing a metasurface to enhance the 
absorption, a broadband absorber with greater than 80% absorption over nearly two octaves is 
demonstrated. In particular, a device that acts as a broadband cavity is possible by multiplexing 
three Silicon-ITO structures within a subwavelength unit cell. This results in enhancement across 
an ultrabroad bandwidth due to a nearly dispersionless reduction in group velocity within the 
subwavelength cavity: that is, the anti-reflective quarter-wavelength cavity condition is 




4.5 Mode Conversion in Integrated Photonics with Phase Gradient Metasurfaces 
[177] 
 
Figure 4.5. Direction-dependent mode conversion in integrated photonics. 
 Metasurfaces are commonly used to control out-of-plane wavefronts. By introducing a 
phase gradient metasurface on top of a waveguide, the in-plane propagation of the guided light 
may be controlled. In particular, by properly engineering the geometry of the phase gradient 
metasurface, the guided light may be converted from a select incident mode to another select 
output mode. This approach therefore enables very compact mode conversion in an integrated 
photonic device. Further, because the phase gradient uni-directionally adds a quasi-momentum to 
the guided mode, the device converts guided light differently depending on the direction of 
travel. For instance, the fundamental mode (that is, the waveguide mode with maximal 
momentum) may be converted to a higher order mode if travelling against the additional quasi-
momentum, but will convert to a surface wave (and be absorbed, scattered, or reflected) if 





Summary and Future Outlook 
 In summary, we theoretically and experimentally extended the capabilities of dielectric 
metasurfaces to create multivariate wavefronts, constraining ourselves to standard fabrication 
procedures compatible with commercial foundries. We introduced a classification scheme of 
metasurfaces, clarifying that two classes of diffractive optical elements both called 
“metasurfaces” in the literature differ in a meaningful way: Type-I metasurfaces spatially 
manipulate a wavefront, but with limited spectral control; and Type-II metasurface spectrally 
manipulate light, but with limited spatial control. We then introduced and developed a rational 
design approach for a novel class, called Type-III metasurfaces, that spatially shape only the 
resonant portion of light and leave the non-resonant light unaffected. Here, we summarize the 
contributions made to each metasurface type, and offer an outlook of the potential technological 
importance of these contributions. 
 
Summary of Contributions 
 We experimentally demonstrated two novel multivariate Type-I metasurfaces. First, we 
showed that by using meta-units with complex cross-sectional shapes, the dispersion of light may 
be controlled in addition to the phase. We introduced a library of meta-units that reach the limit 
of phase-dispersion control given a finite device thickness, while being fabricable with standard, 
monolithic methods. We experimentally implemented this library to realize achromatic 
metasurface lenses operating in transmission mode with broadband, polarization insensitive, and 
diffraction-limited focusing capabilities (a combination crucial for imaging applications, but not 
before seen in the metasurface literature). We derived a fundamental trade-off limiting the 
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numerical aperture, diameter, and bandwidth of a meta-lens made with any similar approach, and 
demonstrated several devices reaching these limits. 
 Second, we generalized a common approach for controlling the phase of circularly 
polarized light, sometimes called “Pancharatnam-Berry phase metasurfaces” (PB metasurfaces), 
to control of both phase and amplitude simultaneously and independently. This is achieved with 
meta-units with simple rectangular cross-sections by varying the structural birefringence (tuning 
the conversion efficiency of circularly polarized incident light to circularly polarized light of the 
opposite handedness) and in-plane orientation angle (tuning the geometric phase arbitrarily). By 
including meta-units with complex cross-sections, we showed that this may be extended to two 
colors, representing 4-parameter control of light (the state-of-the-art in terms of the number of 
parameters controlled). We demonstrated 2D and 3D holograms true to the original vision of 
holography: producing a window into a virtual world indistinguishable from the real thing at the 
operating wavelength(s). We clarified, and experimentally demonstrated, that the two degrees of 
freedom at the metasurface plane allow for (1) artifact-free 2D holography, (2) 3D holographic 
objects with controllable surface texture, (3) 2D holographic images with independent intensity 
and phase profiles, and (4) two independent images to be encoded simultaneously at different 
planes. 
 In the category of Type-II metasurfaces, we theoretically studied how optical Bound 
States in the Continuum (BICs) may be manipulated by symmetry-lowering perturbations 
applied to Photonic Crystal Slabs (PCSs). We outlined and numerically carried out a three-step 
process for designing compact  optical devices based on 1D PCSs with tunable optical lifetimes: 
(1) choose a desired high-symmetry mode associated with a BIC in the unperturbed lattice; (2) 
optimize the in-plane Bragg reflection by tuning the height, duty cycle, substrate, and component 
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materials; and (3) add a properly chosen symmetry-lowering perturbation to control the optical 
lifetime. In particular, as we have derived using Temporal Coupled Mode Theory and 
Perturbation Theory, the lifetime varies inversely to the square of the magnitude of the 
perturbation. When the perturbation vanishes, the lifetime diverges (leaving the mode bound in 
the continuum), when it is finite, the mode is quasi-bound (and so referred to as a quasi-BIC). 
We clarified that the simultaneous and independent control of band curvature and optical lifetime 
enables control of light in both space (in-plane Bragg reflection confining light spatially) and 
time (the sharp spectral feature associated with a long optical lifetime), enabling compact 
optically resonant devices such as planar optical modulators and refractive index sensors. 
 We then extended the study of 1D PCSs to 2D PCSs through the lens of Group Theory. 
We derived the coupling condition for quasi-BICs, and rigorously determined the symmetry 
constraints on this coupling process. The resulting “selection rules” allow for simple 
determination of which free-space polarization (if any) couples to any desired high-symmetry 
mode existing in a 2D PCS. By exhaustively listing the unique perturbations applicable to high-
symmetry square and hexagonal lattices, we produced a catalogue of the selection rules. This 
tool provides a high-level roadmap to designing compact, long-lifetime optical devices, laying 
out all of the options available to a designer who constrains themselves to in-plane perturbations 
(a typical fabrication constraint). It also clarifies that what were previously treated as many 
distinct approaches in the literature, are in actuality specific examples of the physics and 
symmetries summarized by the catalogue. 
We then explored insights gleaned from the catalogue to demonstrate its utility. Most 
notably, we introduced the concept of adding successive perturbations to a high-symmetry 
lattice, creating a device that simultaneously has the features of each isolated perturbation with 
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zero “cross-talk” to first-order in perturbation theory. By choosing “orthogonal” perturbations 
(i.e., perturbations that exclusively couple several different modes), up to four resonances may 
be controlled at once. By choosing four orthogonal 𝑝2 space group, both the polarization angle 
and the linewidth of each of these four resonances may be tuned continuously and independently. 
This represents 8 independent optical parameters controlled solely by the perturbations; the 
structure of the PCS before perturbation may be altered to control the wavelengths and angular 
dispersion of the modes as demonstrated before. 
Finally, we introduced a rational design scheme for Type-III metasurfaces enabling 
control of the phase of resonant light by spatially varying the orientation angle of the 
perturbation associated with the 𝑝2 space group. In such a perturbed device, incident circularly 
polarized light is resonantly converted to light of the opposite handedness, and picks up a factor 
of the geometric phase both while coupling in and while coupling out. Unlike any previously 
described PB metasurface, this metasurface (1) converts light independently of the height of the 
metasurface, and (2) imparts two factors of the geometric phase instead of one. In other words, 
this is a novel, intrinsically resonant phenomenon, and is readily apparent from studying the 
catalogue of selection rules. If that geometric phase is spatially varied, the output wavefront has 
a phase profile that varies as twice that geometric phase. Because the geometric phase is 
imparted only on resonance, and because the perturbation itself is small, all non-resonant light is 
unaffected to first-order in perturbation theory (the exact character of a Type-III metasurface). 
By adding “orthogonal” 𝑝2 perturbations as described above, up to 4 resonances may be 
spatially controlled simultaneously and independently within a single perturbed PCS with a 
binary height profile. We numerically demonstrated multivariate Type-III metasurfaces that 




 We conclude by describing a vision of future technologies enabled by the contributions 
herein. Broadly speaking, the realization of multivariate functionalities within standard 
fabrication schemes promises ready commercialization of these advances. In many systems, if 
efficiencies are improved and reproducible fabrication realized, metasurfaces offer a drop-in 
replacement of traditional optical components. However, the entirely novel functionalities of 
metasurfaces suggest that systems incorporating them may also be re-designed from the ground 
up. We consider three such novel systems incorporating the contributions of this thesis, 
representing an ambitious vision of next-generation optics.  
 The first system is a dream of many in the metasurface community: to create a 
metasurface-only compact imaging system fabricable directly atop an sCMOS sensor. The 
competition with conventional bulk optics is fierce, both in price and performance, due to recent 
advances in injection molded lenses (used in virtually every current smartphone). However, as 
noted by many, the prospect of “wafer-level optics”, or creating an entire imaging system 
without external packaging or alignment, is a long sought-after goal because of its competitive 
economic advantages. What remains, then, is to achieve equivalent or better performance to the 
state-of-the-art. Key to this achievement is a system that focuses light without aberrations (1) in 
transmission mode, (2) across a broad spectrum (ideally the visible spectrum), (3) for any 
polarization, (4) with numerical apertures > 0.1, and (5) with aperture sizes on the scale of 
millimeters.  
Our contribution (Section 2.1) demonstrated achieving requirements (1-4) with a single 
optical element, but clarified a fundamental limit to the product of numerical aperture and 
diameter. With achievable fabricated metasurface lenses, it is easy to see that requirements (4) 
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and (5) are not together feasible with a single metasurface at optical frequencies. However, by 
including several metasurfaces, one may split the work of adding the proper dispersion across 
several metasurfaces, while simultaneously correcting off-axis aberrations accrued through the 
system. Figure S.1a schematically depicts a triplet system experimentally shown to achieve 
aberration-free focusing across a field of view of 50° across the near-infrared (1200 − 1600𝑛𝑚) 
with focusing efficiencies of roughly 30%. This on-going work represents the next step towards 
the realization of wafer-level optics. 
Past this, we envision, but do not describe in detail here, two approaches allowing us to 
surpass the fundamental limitations of a single metasurface while still being manufacturable by 
standard planar fabrication procedures. First, by including an optical element with a stepped-
height profile (fabricable by successively depositing polymer layers) atop a phase-dispersion 
controlled metasurface (see Figure S.1b), one may realize a compound singlet where the range of 
dispersion is extended by the height jumps across the refractive element, while the phase and 
dispersion are controlled within each section as described in this thesis. Second, by utilizing the 
design freedom enabled by arbitrary phase functions, one may cleverly sort the light through a 
compound metasurface system to enforce an equal path length (or time-of-flight) for all rays 
entering the input aperture at a central operating frequency. This has the consequence of 





Figure S.1. Towards compact flat-optical imaging systems.  (a) Triplet system correcting 
both chromatic and monochromatic aberrations. (b) Hybrid metasurface device consistent of a 
refractive element with a digital height profile (fabricable by successive photolithographic steps) ad 
a metasurface element. (c) Metasurface achromat: two metasurfaces M1 and M2 have phase 
profiles designed to focus light with a time-of-flight that is invariant to position along the input 
aperture. 
 
 The second system is a holographic atomtronic circuit for quantum computing 
applications, fabricable by the same foundries used to fabricate today’s electronic circuits. Partly 
the subject of the 2018 Nobel Prize in Physics, the well-known optical tweezer effect means that 
atoms (or small particles, more generally) may be trapped by laser light according to a potential 
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proportional to the negative of the intensity profile. Further, laser cooling techniques (Magneto 
Optical Traps) may trap ultracold atoms suspended in vacuum. The ability to manipulate 
ultracold atoms with light originating externally to the vacuum cell (made of an optical 
transparent material, such as glass) offers a promising implementation of “atomtronics”: the 
analogue of electronics but with matter waves. A method for defining arbitrary intensity 
distributions is crucial to realizing the potential of atomtronics, including analogues of the 
transistor and splitters, and generating qubits.  
Holography is the clear solution to realizing this, but must be able to faithfully reproduce 
the desired intensity profile with diffraction-limited and artifact-free performance to maximize 
the density of the patterns while minimizing the scattering of matter waves. As described in 
Section 2.2, a phase-amplitude hologram has simultaneous control over the phase and amplitude 
of the 2D holographic plane, enabling artifact-free intensity profiles and independent control of 
the phase profile; any complex 2D pattern may be faithfully reconstructed if the Fourier 
Transform contains only the spatial frequencies that are producible by the metasurface. The 
artifact-free intensity profiles promise potentials free of “impurities” or scattering sites; the 
control of phase profile opens up an additional method to manipulate atoms in the circuit: a 




Figure S.2. Holographic atomtronic circuit elements enabled by mass-manufacturable 
phase-amplitude holograms. (Left) A interferometric junction tunable by an external vertically 
oriented magnetic field. (Right) An atom trap composed of a ring of diffraction limited focal spots. 
  
Standard holographic methods, such as spatial-light modulators, are currently being used 
towards this purpose. They offer dynamic phase control, but control a very limited range of 
spatial frequencies due to pixel sizes that are larger than the wavelength. The finite limit on pixel 
count limits the size and density of the final atomtronic circuit. Additionally, they do not offer 
simultaneous amplitude control, meaning that they cannot guarantee artifact-free intensity 
profiles. The advantages of the static phase-amplitude holograms are clear but for the loss of 
dynamic control. However, just as electronic circuitry is static, much of atomtronic circuitry may 
be static; dynamic control is necessary only in analogue to the function that voltage plays in 
electronic circuitry. As depicted in Figure S.2, we therefore envision a system wherein a static 
holographic circuit is defined by an external phase-amplitude hologram such as the one 
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described in Section 2.2, and a Magneto Optical Trap serves as a source of ultracold atoms that 
are fed into this circuit via dynamic laser systems. 
The final system is an augmented reality (AR) system that reflects and magnifies 
narrowband sources to form an image on an observer’s retina overlaid on an undistorted external 
scene. A key difference in AR versus virtual reality (VR) is that the contextual information must 
be overlaid on information from the external world (which should remain as undistorted as 
possible). In linear optics, reciprocity prohibits a system from simultaneously highly efficiently 
reflecting light from one side of a material while highly efficiently transmitting light from the 
opposite side. AR systems are therefore fundamentally limited to a trade-off in transparency and 
efficiency of the projection system. Furthermore, similar reciprocity considerations constrain the 
ability to spatially manipulate the reflected light (e.g., magnification and deflection for 
compactness) without adding proportional distortion to the transmitted external light. Therefore, 
AR systems are typically considerably limited in efficiency (e.g., to the reflectivity of glass, 
which is 4%) and sometimes privacy (the remainder of the optical power producing the artificial 
scene is projected outwards to the world if not in a scheme of total internal reflection). 
However, these reciprocity constraints apply on a per-wavelength basis, which suggests 
dedicating a very narrow portion of the visible spectrum for complete reflection, with the rest for 
undistorted transmission. In such a system, if the portion of the spectrum used for complete 
reflection is sufficiently small compared to the spectrum of the external world, the distortion 
(both spatially and spectrally) will be negligible. Meanwhile, in the dedicated portions of the 
spectrum (e.g., a narrow sections of red, green, and blue (RGB) light), laser light may be totally 
reflected, increasing efficiency (e.g., from 4% to 100% in principle) and maintaining privacy (no 





Figure S.3. Augmented reality glasses enabled by multivariate Type-III metasurfaces. 
Projection optics resonantly reflect off the glass material (made of a Type-III metasurface), 
providing magnification and privacy. (“Blender classroom” is under a CC0 license.) 
 
Without magnification, the above description prescribes a Type-II metasurface to 
resonantly reflect light from an RGB projection system while being transparent to the remainder 
of the visible spectrum. The approach laid out in Sections 3.1 and 3.2 may be used to tune such a 
multivariate spectrum, including independent polarization control of the three wavelengths. In 
such a system, light would be reflected on resonance, but not spatially manipulated. To make the 
optical system truly compact while achieving a complete field-of-view, magnification and 
deflection of these three RGB wavelengths are necessary. In other words, a multivariate Type-III 
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metasurface independently magnifying and deflecting the three resonant wavelengths is required. 
In this way, the work described in Section 3.3 represents a nearly ideal approach satisfying the 
requirements of AR applications: narrowband reflection and magnification with the remainder of 
the spectrum undistorted. The approach in Section 3.3 is limited in peak reflectivity (and 
therefore efficiency) to roughly 25%, with 75% of light either unshaped or projected to the 
external world. However, on-going work has shown that properly chosen chiral perturbations 
(e.g., two-layer photonic crystal slabs with each layer having a distinct 𝑝2 perturbation) increase 
this peak reflectivity to 100%, maximizing both efficiency and privacy.  
We therefore envision that metasurfaces of all types may be used in next-generation 
optics. By constraining the designs to include only dielectric materials structured by standard 
fabrication procedures, high efficiency, mass-manufacturable flat optical devices are readily 
feasible. Type-I metasurfaces may replace bulky optical components in compact imaging 
systems, and may produce previously infeasible artifact-free holographic atomtronic circuits. 
Type-II and Type-III metasurfaces may uniquely satisfy demanding requirements in the 
burgeoning field of augmented reality systems. The work in this thesis describes novel physics, 
design principles, and applications representing just a portion of the beginning stages of 
advancing flat optics. In our view, the unique advantages in efficiency, functionality, and 
manufacturability indicate that dielectric multivariate metasurfaces will play a key role in 
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Appendix A: Broadband Achromatic Dielectric Metasurfaces 
Materials and Methods 
Error minimization during metalens design. The spectral degree of freedom, C(𝜔), is determined 
by the parameters 𝑟0 and 𝐶0, which can be used to best match a target metalens phase function 
with the available meta-unit library. To select the optimal meta-unit at each lattice point (x,y) of 
a metalens, we devise an algorithm that sweeps over possible combinations of 𝑟0 and 𝐶0 and 
determines the best possible set of meta-units for the metalens.  
The figure of merit, 𝐹𝑜𝑀, used is the summation of phasor errors across all design 
wavelengths and lattice positions. The target phasor of a metalens is 𝐴𝑡𝑒
𝑖𝜙𝑡(𝑥,𝑦,𝜆𝑗), where 𝐴𝑡 is a 
target amplitude (which is ideally set to 1, but in practice is set according to a typical 
transmittance value for the given meta-unit library, e.g., 0.75) and 𝜙𝑡(𝑥, 𝑦, 𝜆𝑗|𝑟0, 𝐶0) is the phase 
profile of the metalens given a value of 𝑟0 and 𝐶0. Each meta-unit has a simulated phasor 
𝐴𝑚(𝜆𝑗)𝑒
𝑖𝜙𝑚(𝜆𝑗) stored in the meta-unit library, and the difference (error) between the target 
phasor and the meta-unit phasor is calculated at each (𝑥, 𝑦, 𝜆𝑗). The meta-unit with the minimal 
error summed across the wavelengths is recorded as the best choice for that (𝑥, 𝑦). The error of 
each optimal choice is summed across all points (𝑥, 𝑦) and recorded as the 𝐹𝑜𝑀 for that 𝑟0 and 
𝐶0. The values of 𝑟0 and 𝐶0 corresponding to the smallest 𝐹𝑜𝑀 are then chosen. 
This error minimization algorithm minimizes errors for a specific set of discrete 
wavelengths (in practice, we select many closely spaced wavelengths, approximating a 
continuous spectrum). The algorithm takes into account deviations from the linear phase 
response presumed under the phase-dispersion framework (which only strictly considers the 
lowest and highest frequencies and linearly interpolates the phase in between) and 
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straightforwardly includes simulated amplitude deviations from unity (variations in amplitude 
across a metasurface lead to high diffraction orders). 
 
Metalens fabrication. Amorphous silicon films of thickness 800 nm or 1,400 nm are deposited 
by plasma-enhanced physical vapor deposition (PECVD) at 200°C on 500-𝜇𝑚 fused quartz 
substrates. A JEOL JBX-6300FS electron beam lithography apparatus is used to define the 
metasurface lens pattern on a double-layer resist (PMMA 495k A4 and 950A2) with a dose of 
770 𝜇C/cm2 at a current of 200 pA. A 20-nm layer of E-Spacer is spun on top of the double-layer 
resist to avoid the electron charging effect. After the resist is developed in IPA:DI (3:1) for 2 
minutes at 5°C, 20 nm of aluminum oxide is deposited using electron beam evaporation and 
lifted off in Remover 1165. The metasurface lens pattern is transferred to amorphous silicon 
films by inductively coupled plasma etching in a mixture of SF6 (40 sccm) and O2 (16 sccm) at 
−100°C with an ICP power of 800 W and an RF power of 40 W.  
 
Optical characterization. In the experimental setup (Figure 2.3a), a collimated laser beam with a 
tunable wavelength is incident on the metalens, and the 3D far-field of the lens is measured by 
acquiring a stack of 2D images at different distances from the lens. The tunable laser beam is 
generated by passing the emission from a supercontinuum laser source (NKT SuperK Extreme) 
through a monochromator (Horiba iHR550). Light exiting the monochromator is coupled into a 
single-mode fiber (Thorlabs P1-980A-FC) and then collimated using an adjustable aspheric fiber 
collimator (Thorlabs CFC-5X-B) with an anti-reflection coating for a wavelength range of 1,050-
1,620 nm. The imaging optics for monitoring the far-field of the metalenses consist of a 100× 
objective (Mitutoyo Plan Apo NIR), a tube lens (Thorlabs AC254-200-C) of focal length 200 
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mm, and an InGaAs camera (Princeton Instruments Nirvana 640ST), which are mounted on a 
motorized stage. 
Using the stage, the device plane is brought to focus on the camera. Then, the 
stage is moved towards the focal plane of the metalens in predefined increments 
(typically 1 m). At each position, the transverse intensity distribution is captured by the 
camera for desired wavelengths by changing the angle of the grating in the 
monochromator. In this way, the 3D far-field of the metalens is measured. The 
longitudinal intensity distribution is then created for each wavelength by splicing the 3D 
intensity distribution along the axis of the metalens. 
For efficiency measurements of the metalenses, a flip mirror and an iris are 
introduced before the InGaAs camera. The power transmitted through a metalens is 
measured by focusing the camera on the device plane and closing the iris to match the 
diameter of the metalens. The power is then passed to a power meter (Thorlabs 
SM05PD5A) using the flip mirror and a lens with a 40-mm focal length. The incident 
power is measured by focusing the camera on an unpatterned region of the quartz 
substrate and recording the power with the iris set to the same diameter as the metalens. 
The ratio between transmitted and incident power defines the transmission efficiency. To 
measure the focusing efficiency, the motor is first moved to the focal plane of the 
metalens and the iris is closed such that it corresponds to 3 to 5 times the FWHM of the 
focal spot. Then, the light is passed to the power meter. The ratio between the measured 
focused power and the incident power defines the focusing efficiency. 
To determine any chromatic aberration in our imaging optics, we image gold 
nanostructures at different wavelengths by bringing them to focus using the motorized stage and 
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recording the position of the stage for each wavelength. In this way, we ascertain the chromatic 
aberration of our imaging optics; this information is used to correct the 3D intensity 
measurements of the metalenses. 
 
A.1 Geometric Interpretation of the Spectral Degree of Freedom 
A typical approach to derive the required phase function of a metasurface involves the 
holographic principle. In the case of a metalens, this corresponds to placing a dipole source at the 
focal spot and propagating the emitted spherical wave to the plane of the metasurface. This 
process can be visualized as in Fig. A.1a, wherein a black semi-circle represents a reference 
wavefront of the dipole centered at the focal point, 𝑓. The phase function is related to the 
segment, 𝑑, of ray 𝜌, spanning from position 𝑟 to the semi-circle, 
𝑑 = √𝑟2 + 𝑓2 − 𝑓. 
It is apparent that a phase advance (a negative value) proportional to the propagation phase 
across a distance 𝑑 must be added at each position 𝑟. That is, at position 𝑟 the hemispherical 
wavefront must jump ahead a distance 𝑑 in order to match the planar metasurface. The phase 
function is therefore easily written down as: 
𝜙(𝑟, 𝜔) =  −𝑘0𝑑 =  −
𝜔
𝑐
(√𝑟2 + 𝑓2 − 𝑓) , 
which is recognizable as the conventional form of the phase function. The natural dispersion of 
this form is seen by the dashed red, green, and blue wavefronts in Fig. A.1a. The wavefronts for 
each color overlap at the reference wavefront, but diverge due to dispersion on either side. The 
sign of this dispersion is opposite above and below the reference wavefront.  
If we instead choose to propagate the reference wavefront by a distance √𝑟0
2 + 𝑓2, it will 
intersect the plane of the metalens at a position 𝑟0. This choice is depicted in Fig. A.1b, wherein 
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two zones of the metalens are thereby defined: for 𝑟 > 𝑟0, the sign of the dispersion at the 
metalens is the same as the conventional choice, but for 𝑟 < 𝑟0, it is opposite. In this region, the 
hemispherical incident wavefront must jump backwards to meet the metalens, corresponding to a 
phase delay that is proportional to a distance 𝑑. The phase function in this case is again easily 
written down as; 
𝜙(𝑟, 𝜔) =  −𝑘0𝑑 =  −
𝜔
𝑐
(√𝑟2 + 𝑓2 − √𝑟0
2 + 𝑓2). 
It is apparent from comparison of Fig A.1a with Fig A.1b that the sign of the dispersion of the 
chromatic wavefronts (i.e., intersection of red, green, and blue wavefronts with the metasurface) 
is opposite near the center of the lens. The location of the reference wavefront (determined by 
𝐶(𝜔)) therefore determines the sign of the dispersion required by the metalens.  
 
Figure A.1. Geometrical interpretation of 𝑪(𝝎), the spectral degree of freedom. (Left) 
Schematic of the conventional geometrical derivation of the phase function of a metalens. A 
reference wavefront (black) defines a segment 𝒅 of ray ?⃗?  representing the distance an incident 
planewave must jump to meet the converging wavefront. Chromatic wavefronts diverge with 
opposite signs on either side of this reference wavefront, and can be seen intersecting the metalens 
in the order Blue, Green, Red for increasing distance from the central axis. (Right) Schematic of the 
proposed geometrical derivation of the phase function of a metalens. The reference wavefront is 
extended past the surface of the metalens; chromatic wavefronts can be seen intersecting the 
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metalens in the order Red, Green, Blue for increasing distance from the central axis up to the 
radius 𝒓𝟎. 
Finally, we clarify the separate role 𝐶0 plays. Generalizing the phase function above to 
include 𝐶0, we can write: 
𝜙(𝑟, 𝜔) =  −
𝜔
𝑐
(√𝑟2 + 𝑓2 − √𝑟0
2 + 𝑓2) + 𝐶0. 
It is readily apparent that 𝜙(𝑟 = 𝑟0, 𝜔) = 𝐶0 is independent of frequency. Therefore, 𝐶0 is the 
value of the phase of the reference wavefront, and 𝑟0 is the position of that wavefront. In a 
monochromatic metalens, 𝑟0 and 𝐶0 play a duplicate role, and only in achromatic metalenses 
does the distinction become relevant. In this way, the reference position 𝑟0 can be interpreted as 
extending the concept of reference phase to include reference dispersion for the case of 
broadband metalenses. 
 
A.2 Derivation of the Proposed Form of the Spectral Degree of Freedom 
Deriving the form of the phase function of a metalens from the Generalized Snell’s Law, or 
conservation of momentum, is a brief yet clarifying exercise. We present it here to motivate the 
proposed form of 𝐶(𝜔) from first principles. We begin with the observation that a converging 





By the Generalized Snell’s Law, this corresponds to a phase gradient: 
𝑑𝜙(𝑟, 𝜔)
𝑑𝑟











 is the free-space wavevector (we take the metalens to be focusing in air). 
Indefinite integration of the above leads to the phase function,  








√𝑟2 + 𝑓2 + 𝐶(𝜔), 
and the Fundamental Theorem of Calculus obtains it in definite form, 










{√𝑟2 + 𝑓2 − √𝑟0
2 + 𝑓2} , 
where 𝑟0 is a reference radius where the integration begins. A comparison to the indefinite form 





2 + 𝑓2, 
which is identical to equation (2) in the main text with the particular choice  𝐶0 = 0. 
The spectral degree of freedom 𝐶(𝜔) is therefore understood to be the same degree of freedom 
inherent to integration. The indefinite form puts no limitations on the form of 𝐶(𝜔), allowing it 
to be any function of frequency, including nonlinear functions of 𝜔. Since both a typical meta-
unit response as well as propagation phase have a linear dependence on frequency, a linear form 
of 𝐶(𝜔) is the natural choice. With the addition of the 𝐶0 to reflect the arbitrary choice of the 
value of the reference phase, the definite form of the integral provides the most general linear 




A.3 Derivation of Lens Limitations 
An understanding of the relationship between desired lens parameters (the numerical 
aperture, NA, and the lens diameter, 𝐷 = 2𝑅, metasurface lattice spacing P) and the resulting 
required area of phase-dispersion space is important. 
 The first consideration is in the phase sampling rate of the metasurface, which is 
constrained by the largest deflection angle for the smallest wavelength. This constraint can be 










.                                                              (𝐴. 1) 
Using the definition of NA: 
𝑁𝐴 = 𝑛 𝑠𝑖𝑛(𝜃) = 𝑛
𝑅
√𝑓2 + 𝑅2
,                                        (𝐴. 2) 










𝑁𝐴 = 𝑘𝑚𝑎𝑥𝑁𝐴.                                        (𝐴. 3) 
Requiring at least 𝑁 phase samples in a 2𝜋 phase range in a metasurface with periodicity 𝑃 









.                                                          (𝐴. 4) 
The choice of 𝑁 will impact the efficiency of the metalens, with higher values of 𝑁 producing 
higher efficiencies of diffraction into the 0th order. Combining equations (A.3) and (A.4) gives 






.                                                            (𝐴. 5) 
 Equation (A.5) describes the tradeoff between the 𝑁𝐴 of a lens and its bandwidth of 
achromatic performance. The lower bound wavelength is directly represented as 𝜆𝑚𝑖𝑛, while the 
upper bound is implicitly represented in 𝑃. If 𝑃 is too small compared to a desired 𝜆𝑚𝑎𝑥, the 
flexibility of structural dispersion engineering within a meta-unit area of 𝑃× 𝑃 is restrained (i.e., 
phase-dispersion space is more difficult to fill). Thus Equation (A.5) clarifies the impact of meta-
unit library design on achievable lens performance. 
 The second consideration is that the limitations introduced by the finite coverage of the 
meta-unit library in phase-dispersion space. For simplicity, we focus on a meta-unit library that 










)Δ𝜔 ) while fully 
spanning the phase axis throughout this range. Since the extremes of dispersion are represented 












√𝑓2 + 𝑅2 −
𝜔
𝑐
√𝑓2).                   (𝐴. 6) 




(√𝑓2 + 𝑅2 − √𝑓2).                                        (𝐴. 7) 
Using Equation (A.2) again with 𝑛 = 1, we arrive at a relationship between the maximum 
achievable radius of the metalens 𝑅𝑚𝑎𝑥, 𝑁𝐴, operational bandwidth Δ𝜔, and the characteristic 









,                                           (𝐴. 8) 
which simplifies to 𝑅𝑚𝑎𝑥 ≤
2ΔΦ′ c
Δ𝜔𝑁𝐴




A.4 Structural Dispersion in Dielectric Meta-Units 
In order to fill as much of phase-dispersion space as possible, the dielectric meta-unit 
library must contain a diverse set of phase and dispersion responses. Within the model of 
dielectric meta-units as vertical waveguides this suggests structuring the cross-section of the 
meta-units in order to get as diverse a set of effective index dispersion as possible. Figure A.2 
depicts structural dispersion in five example meta-units, chosen to represent various regions of 









(𝑛𝑒𝑓𝑓(𝜔𝑚𝑎𝑥)𝜔𝑚𝑎𝑥 − 𝑛𝑒𝑓𝑓(𝜔𝑚𝑖𝑛)𝜔𝑚𝑖𝑛), 
from which the role of the dispersion of 𝑛𝑒𝑓𝑓(𝜔) is clarified. If 𝑛𝑒𝑓𝑓(𝜔) is high for all 
frequencies, both the phase and dispersion will be large; if it is low for all frequencies, both the 
phase and dispersion will be low; if it is high for the highest frequency, but low for the lowest 
frequency, the phase will be low but the dispersion will be high. Several such example index 
profiles are seen in Fig. A.2b, with the field profiles visualized in Fig. A.2a and the 




Figure A.2. Mode profiles of example meta-units. a, Each row corresponds to a single meta-
unit, and each column a single wavelength. The first row depicts the most dispersive meta-unit, 
showing that for the lowest wavelength of 1,200 nm, the modal overlap with silicon is very high; 
conversely, for the longest wavelength of 1,600 nm, the modal overlap with silicon is quite low. This 
makes the effective index highly dispersive. In contrast, from top to bottom, each row depicts a 
meta-unit with successively smaller dispersion. For instance, in the final row the mode profiles of 
the shortest and longest wavelength are similar, implying little structural dispersion. b, 
Corresponding effective indices of the meta-units. c, Location of the meta-units in phase-dispersion 
space overlaid on top of a representative meta-unit library. 
While calculating the phase response of our meta-units, we ignored the possibility of power 
coupling into higher-order waveguide modes. We can estimate the correct effective index of each 
meta-unit by taking the average of effective modal indices of each propagating mode weighted 
by the fraction of power carried by the mode. We have numerically solved for effective modal 
indices of the higher-order modes and the fraction of power coupled into them from free space 
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by using eigenmode analysis techniques. This has been done for various meta-unit architypes and 
the error in the estimation of effective indices when ignoring the higher-order modes has been 
calculated (Fig. A.3). From these calculations, we observe that the choice of ignoring higher-
order modes does not affect the calculation of the phase response of meta-units that have small to 
medium cross-section, since high-order modes do not propagate in such waveguides (e.g., meta-
unit disc1 and disc2, which are cylinders with radii 100 and 200 nm, respectively; see Fig. A.3a). 
For meta-units with large cross-section in our library, up to two higher-order modes can 
propagate depending upon the meta-unit archetype and the wavelength (e.g., meta-unit disc3, 
which is a cylinder with radius 300 nm, supports two higher-order propagating modes; see Fig. 
A.3a). We see that in the worst-case scenario of meta-units with very large cross-section, our 
estimation of effective indices can be off by up to 20% primarily at short wavelengths (Fig. 
A.3c). However, these types of meta-units make up a small portion of our meta-unit library, 
hence our estimation of the effective indices of the meta-units based only on the fundamental 





Figure A.3. Coupling into higher-order modes. a, Effective indices of the 2nd and 3rd order 
waveguide modes of selected meta-units of each archetype as a function of wavelength. Note for 
meta-units disc1 and disc2, which have a cylindrical cross-section of radii 100 and 200 nm, 
respectively, only the fundamental mode propagates. Whereas for disc3, which has a cylindrical 
cross-section of radius 300 nm, there are two higher-order modes (i.e., “M 2” and “M 3”) that can 
propagate. b, Fraction of power coupled into the higher-order modes. c, Percentage error in 
estimation of effective modal indices when ignoring coupling into higher-order waveguide modes. 
 
A.5 Treatment of Sharp Resonances in Meta-Units  
A notable point of divergence in the present approach compared to recent work is in the 
treatment of sharp Fano resonances present in infinitely periodic lattices of dielectric meta-units. 
These are easily calculated from simulating the meta-units in full-wave simulations (for instance, 
Finite-Difference Time-Domain) with periodic boundary conditions. Past efforts using 
reflection-based dielectric meta-unit libraries rely on these sharp resonances to provide large 
dispersion meta-units (the phase goes through ~2𝜋 across these resonances, so the dispersion is 









However, we believe that there are a number of disadvantages to relying on these sharp 
resonances. First, this approach requires careful alignment of many such resonances. Second, 
narrow bandwidth resonances are by their nature difficult to reliably achieve in experiment as 
their long optical lifetimes intrinsically make them sensitive to small changes in structure 
(period, meta-unit cross-section) and surroundings. Third, they are difficult to generalize to high 
efficiency transmission mode metalenses, because the sharp resonances are typically associated 
with a transmission dip (irrelevant for reflection mode metalenses). Fourth, the resonances are 
born of the periodic interactions of many dielectric meta-units; a meta-unit located among 
dissimilar neighboring meta-units may not have the same response. This invalidates the 
assumption intrinsic to metasurfaces that meta-units operate approximately independently from 
each other. Moreover, while the periodic behavior is retained as more and more periods are 
included (e.g., low NA metalenses include regions of meta-units that are largely periodic), the 
degree of retention is a complex function of intrinsic optical lifetime, index contrast, and mode 
profile; it is difficult to reliably predict how many periods are needed. Indeed, even the 
bandwidth of the resonance will change as the number of periods changes, reducing the 




Figure A.4. Comparison of phase responses of an example meta-unit obtained by the 
waveguide model and Finite-Difference Time-Domain (FDTD). Our waveguide approximation is 
seen to reproduce the trend predicted by the FDTD simulation, excluding sharp resonances. 
 
We note that while the proper treatment of sharp resonances is a subtle and open question, 
and submit that for broadband, high NA metalenses operating in transmission mode, the 
preferred approach should not rely on them. First, for rapidly changing phase profiles (especially 
at the edge of a metalens) the meta-units will also need to change rapidly, meaning that very few 
periods will be present. In these cases, the sharp spectral lines may not be realized at all. Second, 
even in the case that sufficient periods are present (e.g., in a region of a metalens with very 
slowly changing phase profile), the spectral weight of the resonances over a broad bandwidth is 
often very small as seen in Fig. A.4. This means that while the phase/amplitude responses for a 
few wavelengths in this region of the metalens may be different from the prediction of the 
waveguide model due to the resonances, the majority of the functionality of our metalenses will 
be retained. Third, in our experience, many typical metalenses of interest (NA and radii not too 
small) do not have many repetitive neighboring meta-units. For such metalenses the actual 
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behavior of a meta-unit within a metalens should be typically much closer to the waveguide 
approximation, which can be seen to exclude the sharp resonances in Fig. A.4. The waveguide 
model agrees well with full-wave simulations of infinitely periodic structures away from 
resonances. Neither approach to constructing a meta-unit library fully captures how a meta-unit 
would response in a metalens, but for the above reasons we believe that the waveguide approach 
is a better choice. 
Some resonances, however, can be quite broadband, and can result in large back-reflection 
due to nearest neighbor coupling of only a few similar meta-units. This particularly impacts 
smaller wavelengths (where more complex modal interactions are possible) while it is less 
relevant for longer wavelengths (where the meta-unit lattice is deeply subwavelength). The 
waveguide approximation does not adequately treat these meta-units because it ignores the 
complex modal interactions, and future work could benefit from using a combination of full-
wave simulations and the waveguide approach to exclude meta-units that exhibit spectra with 
broadband reflection. Future work could also benefit from fully including the modal interactions 
of nearest neighbors in metasurface design, which is especially relevant for materials systems 
with refractive indices lower than that of silicon (e.g., SiN, GaN, TiO2). 
 
A.6 Phase Sampling of Example Metalens 
Figure A.5a,b compare achieved phase profiles by Generation 1A and 1B libraries of a 
metalens with R = 100 m and NA = 0.14. It is evident that the Generation 1B library has small 
phase errors across four select wavelengths at all radial positions, while the Generation 1A 
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library has substantial phase errors at the edge of lens. This indicates that the target metalens has 
too large a diameter or NA for the Generation 1A library to satisfy. 
 
 
Figure A.5. Comparison of achieved phase profiles by Generation 1A and 1B libraries of a 
metalens at four select wavelengths. Black, blue, red, and green represent wavelengths of 1210 nm, 
1330 nm, 1450 nm, and 1570, respectively. The metalens has R = 100 m and NA = 0.14. Note 
minimization of phase errors due to improved phase coverage offered by Generation 1B library in 




A.7 Comparison of Simulated and Experimental Focal Spots 
In order to anchor expectations for experimental results, dipole simulations are performed 
using the expected responses of the meta-units retrieved from error minimization. Due to 
computational constraints, it is impractical to perform full-wave simulations of metalenses of the 
size we experimentally demonstrated. In lieu of full-wave simulations, dipole summations on a 
real-space grid are performed for each wavelength: a dipole is placed at each lattice point on the 
metalens, with wavelength dependent complex value 𝐴(𝜆)exp (𝑖𝜙(𝜆)), where 𝐴(𝜆) is the 
calculated amplitude response and 𝜙(𝜆) is the calculated phase response of the chosen meta-unit 
for that point. The interference of these dipole sources (indexed by 𝑗)  propagated towards the 
designed focal spot is calculated and recorded for each wavelength: 









and compared to the experimental results as seen in Fig. A.6. 
Comparisons of this dipole approach and full-wave simulations (FDTD, Lumerical 
Solutions) are performed for much smaller lenses (where full-wave simulations are feasible) and 
the agreement is good. This suggests the validity of the dipole approach as a tool for approximate 




Figure A.6. Comparison between numerical simulation and experimental results. a, Dipole 
simulation results, showing some parasitic secondary spots, with reduced magnitude compared to 
experimental results in b. 
 
A.8 Simulation of Compound Metalens System  
As an initial exploration of the utility of the present approach for compact imaging 
systems based on compound metalenses, we perform dipole simulations (see Section A.7) for an 
example metalens doublet. The metalenses are spaced s = 50 μm apart, and have identical 






Figure A.7. Stack of two achromatic metalenses. a, Ray tracing diagram of a metalens 
doublet with two identical converging lenses. b, Axial (x-z cross-section) intensity distributions of 
the doublet calculated using dipole simulations where the design focal length and diameter of each 
metalens are 800 𝝁𝒎 and 200 𝝁𝒎, respectively, with spacing set to 50 𝝁𝒎. The focal length of the 
doublet is calculated to be 412 𝝁𝒎 using the paraxial thin-lens approximation. 














The ray picture of the doublet is shown in Fig. A.7a, and the dipole calculation of the far field of 
the metalens doublet is shown in Fig. A.7a. The expected focal length agrees well with the 
calculated focal length. The retention of the achromatic behavior for a higher NA than achievable 
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with a singlet confirms the utility of the approach for high performance compound metalens 
systems. 
 
A.9 Meta-Unit Library Construction by Binary Search 
In order to determine whether the meta-unit cross-sections used fully span the phase-
dispersion space for a given height, we perform a more exhaustive set of simulations. As 
depicted in Fig. A.8a, we discretize an area of a meta-unit period into a 14×14 grid, and explore 
all choices of populating each pixel of this grid by either air or Silicon. To reduce the coupling 
between adjacent meta-units and to be consistent with our fabricated structures, we keep a 
boundary of air at the edges of the meta-unit period, leaving a 12×12 grid to explore. We limit 
the cross-sections to those with four-fold symmetry to retain polarization independent behavior. 
This allows the cross-sections to be defined on an octant of the grid, and leaves 21 unique pixels 
to define the cross-sections. The total number of simulations is therefore 221 = 2,097,512. 
Figure A.8b shows the resulting meta-unit library for a height of 𝐻 = 1,400 nm in phase-
dispersion space. Also shown are results for singular pillars as a reference, as well as an effective 
medium line representing the theoretical limit of performance at minimal dispersion (no 
structural dispersion). The area between these two references is shaded grey. It is evident that the 
results of this binary search begin to fill the shaded area, but do not extend past it. This suggests 
that the meta-unit libraries chosen based on physical intuition perform as well as the brute-force 
approach taken here. A finer grid would fill the shaded area better at high dispersion values, but 





Figure A.8. Meta-unit library constructed from binary search. a, Diagram showing the 
geometrical definition of 21 pixels that can either be air or Silicon. A boundary of air is left 
surrounding the modified area. The remaining choices are determined by symmetry based on the 
octant outlined in red. b, A set of 221 = 2,097,152 simulations exploring all combinations of 
geometries. Also plotted are singular pillars (red squares) and an ideal effective medium (red line), 
showing that the binary search begins to fill in the shaded area bounded by these two references. 
 
We lastly note that the impact of the boundary of air is two-fold. First, a sharp cut-off in the 
shaded grey area is apparent at high phase. This represents the fact that a fully-Silicon meta-unit 
is never used (so the upper limit of the effective index is less than that of silicon). Secondly, as 
the value of phase increases, the lowest dispersion values possible begins to diverge from the 
effective medium line. This can be interpreted as the wavelength dependence of the boundary 
(the index for longer wavelengths is reduced more by the air boundary than the index for shorter 
wavelengths). This binary approach therefore suggests that the inclusion of an air boundary 
imposes a practical limit to the lowest values of dispersion possible. A comparison to Generation 






A.10 Diverging Metalenses 




Figure A.9. Diverging Lens. Measured axial (x-z cross-section) and focal plane (x-y 
cross-section) intensity distributions of a diverging lens with design focal length 50 µm and 
diameter 100 µm (NA ~ 0.7). The measured focal spot is a virtual spot behind the metasurface, 
where the wavefront originates. Hence, the motorized stage with the objective and the 
camera is moved towards the metasurface to scan the virtual 3D far-field intensity 




Table A. Parameters of fabricated metalenses. 










M1A 100 200 0.24 1A 1,300 – 1,650 
M1B 100 200 0.24 1B 1,200 – 1,650 
M2 200 800 0.13 1B 1,200 – 1,650 
M3 100 30 0.88 2 1,200 – 1,400 
 
Appendix B: Phase Amplitude Metasurface Holography 
Materials and Methods 
The holograms are numerically generated by computing the interference of complex 
amplitude point sources composing the target object at a plane to be occupied by the metasurface. 
As detailed in Section B.9, the complex 3D object is computed using monte Carlo integration over 
the mesh of the cow, with an addition of a scattering phase to simulate surface textures.  
As detailed in Section B.10, the simulated reconstruction of holograms is performed using 
the convolution method in the Fourier domain using a propagation kernel of a point source and the 
complex transmission function of the metasurface. 
Full-wave simulations of individual meta-atoms are carried out using a commercial finite-
difference time-domain (FDTD) software, Lumerical Solutions. 
As detailed in Section B.7, optical characterization is carried out by illuminating the 
holograms with either a laser diode or light-emitting diode of the proper wavelength. Light is then 
circularly polarized by a linear polarization combined with a quarter-wave plate (Thorlabs) and 
passed to the metasurface. The light is collected by a 10× or 100× near-infrared objective 
(Mitotoyu), passed through a polarization filter (Thorlabs), and directed towards a near-infrared 
camera (Princeton Instruments). 
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Fabrication is carried out at Brookhaven National Laboratory using standard planar 
fabrication technologies, detailed in Section B.6. Chemical vapor deposition is used to grow 
800nm to 1000nm of amorphous Silicon on a cleaned quartz wafer. A double-layer of poly(methyl-
methacrylate) is spun and baked at 180°C to serve as an electron-beam resist in a lift-off procedure. 
Electron beam lithography (JEOL) is carried out at 100keV and 500pA, with a base dose of 740 
µC/cm2 and appropriate proximity effect corrections (BEAMER). A mixture of 3:1 isopropyl 
alcohol to deionized water develops the exposed resist. A thin layer of alumina is deposited using 
electron-beam deposition, and the excess resist is stripped using a bath of N-Methyl-2-pyrrolidone 
(NMP) at 85°C for 4 hours. Finally, the pattern is transferred into the silicon layer by reactive ion 
etching. 
 
B.1 Derivation of the Amplitude and Phase Control 
Figure B.1 depicts the evolution of the Jones vector through a meta-atom for the 
simplified case of α = 0. To include the effects of α, we begin with incident light, 𝐸𝑖𝑛𝑐 = |𝐿⟩, 
coming from the substrate side, with definitions of left-hand circularly polarized light (|𝐿⟩) and 
















(|𝑋⟩ − i |𝑌⟩). 
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The state of light as a function of propagation distance 𝑧 through the meta-atom, |Ψ(𝑧)⟩ can be 
written as: 
|𝛹(𝑧)⟩ = 𝛤(−𝛼)𝑀(𝑧)𝛤(𝛼)|𝐿⟩, 
with  















𝛤(𝛼) =  [
𝑐𝑜𝑠 (𝛼) −𝑠𝑖𝑛 (𝛼)
𝑠𝑖𝑛 (𝛼) 𝑐𝑜𝑠 (𝛼)
]. 
Taking 𝐴𝑜 = 𝐴𝑒 = 1, this becomes: 
|Ψ(𝑧)⟩ = [
cos (α) sin (α)




]  × [
cos (α) −sin (α)






































The action of the polarization filter is to select the RCP component of |Ψ(𝑧)⟩ after a propagation 
distance of 𝑧 = 𝑑 (i.e., height of the meta-atom). The output from the polarization filter, 𝑆, is 
therefore calulcated by the inner product of |𝑅⟩ and |Ψ(𝑑)⟩: 
𝑆 =   ⟨𝑅|Ψ(𝑑)⟩ =  
1
√2
[1 −𝑖]∗ × |Ψ(𝑧)⟩, 
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which simplifies to Equation (2.2.4) in the main text: 








Figure B.1. Schematic of the evolution of light through a birefringent meta-atom, with α = 0 
for simplicity. LCP light is incident from the substrate side, couples into the birefringent meta-
atom, evolves from LCP to a mixture of RCP and LCP (here, a complete conversion is depicted 
with the black curve tracing the end of the electric-field vector), and then the polarization filter 





B.2 Meta-Atom Library as a Polarization State Conversion Tool 
We define 𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛  = |S| =  sin (
𝑘0𝑑(𝑛𝑜−𝑛𝑒)
2
) as a measure of the birefringence of a 
given meta-atom. Figure B.2 depicts the relationship between the output position on the Poincaré 
sphere and the values of 𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 and 𝛼. The longitude, 2𝜓, and latitude, 2𝜒 of the Poincaré 
sphere define the two degrees of freedom determining the polarization state, and along with the 
intensity, 𝐼, are the spherical coordinates corresponding to the Stokes parameters of polarized 
light: 
 
Figure B.2. Achieving any output polarization state, visualized by the Poincaré sphere. (a) 
Poincaré sphere, with definitions of longitude, 𝟐𝝍, and latitude, 𝟐𝝌. Map of the Intensity, I (b), 
longitude (c), and latitude (d) predicted by equation S1, as a function of rotation angle, 𝜶 and 
conversion efficiency,  𝜼𝒄𝒐𝒏𝒗𝒆𝒓𝒔𝒊𝒐𝒏  =  𝒔𝒊𝒏 (
𝒌𝟎𝒅(𝒏𝒐−𝒏𝒆)
𝟐
). Map of the simulated Intensity (e), longitude 
(f), and latitude (g) achievable by the meta-atom library. The meta-atoms are made of amorphous 
silicon on fused silica substrates; the lattice constant is 𝑷 = 𝟔𝟓𝟎 𝒏𝒎, the meta-atom height is 𝒅 =
𝟖𝟎𝟎 𝒏𝒎, and one edge of the rectangular cross-section of the meta-atom is 𝑾𝒙 = 𝟐𝟎𝟎𝒏𝒎, while the 
other edge 𝑾𝒚 varies from 𝟐𝟎𝟎 𝒏𝒎 to 𝟒𝟖𝟎 𝒏𝒎; see Figure B.3a for the definition of these 
geometric parameters. Note the complete and independent control that 𝜶 and 𝑾𝒚 provide on 
longitude and latitude, respectively. Also note that the discontinuity in (f) is due to overshooting the 




𝑆0 = 𝐼 
𝑆1 = 𝐼 cos(2𝜓) cos(2𝜒) 
𝑆2 = 𝐼 sin(2𝜓) cos(2𝜒) 
𝑆3 = 𝐼 sin(2𝜒). 
Complete control over the output polarization state therefore requires independent control of 𝜓 
and 𝜒. As depicted in Figure B.2b-d, a meta-atom library with 𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 spanning from 0 to 1, 
along with 𝛼 ranging from 0 to 180°, will be able to take incident circularly polarized light (here, 
LCP) into any output polarization state with unity power efficiency. Full-wave simulations (seen 
in Figure B.2e-f and detailed in Section B.3) confirm this, with Figure S2e demonstrating that the 
efficiency can be maintained above 96% for all meta-atoms. In both cases, it is evident that 
independent control of 𝜓 and 𝜒 are achieved through 𝛼 and 𝜂𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛, respectively. 
 
B.3 Full-Wave Simulations of the Meta-Atom Library 
While the physical picture described in Section B.1 predicts full amplitude and phase 
control, the precise geometric parameters capable and practical to achieve such control must be 
found by numerical methods. Toward this end, full-wave simulations (FDTD, Lumerical 
Solutions) are carried out on the individual meta-atoms, which do not require the approximations 
made in the description in Section B.1 (most notably, that 𝐴𝑜 = 𝐴𝑒 = 1).  
Figure B.3a depicts the in-plane geometrical parameters to be explored numerically. The 
height of the meta-atoms, 𝑑, and the period of the lattice, 𝑃, are chosen to be subwavelength, but 
allowed to vary within that constraint. Then, with the in-plane orientation angle, 𝛼, kept constant, 
the widths in the 𝑥 and 𝑦 directions, 𝑊𝑥 and 𝑊𝑦, respectively, are varied in a parameter sweep, 
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recording the scattering (Figure B.3b) and conversion efficiencies (Figure B.3c). After some 
initial exploration, the values 𝑑 = 800 𝑛𝑚 and 𝑃 = 650 𝑛𝑚 are chosen because they not only 
satisfy the subwavelength condition but also yield large scattering efficiencies for a wide range 
of 𝑊𝑥 and 𝑊𝑦, as seen in Figure B.3b. Then, a contour through this parameter space is chosen 
such that the conversion efficiency varies continuously from 0 to 1 while the scattering 
efficiency remains near unity (Figure B.3d). Many contours could have been chosen, but for 
simplicity a contour with a constant value of 𝑊𝑥 = 200 𝑛𝑚 was chosen, allowing the contour to 
be characterized by 𝑊𝑦 alone. 
Finally, to quantify the degree to which varying 𝛼 changes the conversion efficiency, 
full-wave simulations are performed varying 𝛼 for each value of  𝑊𝑦. The amplitude and phase 
of the converted light is then recorded in Figure B.3e and Figure B.3f, respectively. The 
inversion of these simulations (detailed in Section B.4) produces a look-up table giving the 





Figure B.3. Full-wave simulations showing optical performance of the library of meta-
atoms. (a) Top-view of a meta-atom showing its geometrical parameters. With 𝝀 = 𝟏. 𝟓𝟓 𝝁𝒎, 𝑷 =
𝟔𝟓𝟎 𝒏𝒎, 𝜶 = 𝟎 and the meta-atom height, 𝒅 = 𝟖𝟎𝟎 𝒏𝒎, a range of possible values of 𝑾𝒙 and 𝑾𝒚  
are swept and the forward scattering efficiency (or transmittance) (b) and conversion efficiency 
(from LCP to RCP) (c) are recorded. Periodic boundary conditions are assumed in the simulations. 
A contour representing varying 𝑾𝒚 and fixed 𝑾𝒙 = 𝟐𝟎𝟎 𝒏𝒎 (dashed lines in (b) and (c)) is selected 
to cover the full range of conversion from LCP to RCP while maintaining high scattering efficiency 
(>96%) (d). With LCP incident light, 𝑾𝒚 is swept for each choice of 𝜶 in the range of [𝟎°, 𝟏𝟖𝟎°], 
and the amplitude (e) and phase (f) of output RCP light are recorded. The results of (e,f) are 
inverted into “look-up” tables where for a given desired combination of amplitude and phase, the 
required 𝑾𝒚 (g) and 𝜶 (h) can be found. The completeness of the look-up tables demonstrates the 
complete and independent control over the two wavefront parameters simultaneously. 
 
B.4 Look-Up Table Construction 
The process of constructing the look-up table is as follows: First, the meta-atom library 
simulations (Figure B.3e,f) are interpolated in order to provide a library that is more continuous. 
This is done in lieu of additional full-wave simulations to save time, and is justified by the 
monotonic behavior shown in the discrete set of simulations performed. Second, a table of each 
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combination of target phases, 𝜙, in the range of [0, 360°) and amplitudes, 𝐴, in the range of [0,1] 
is generated. The entries in this table take the form of a phasor: 𝐴𝑒𝑖𝜙. Third, for each entry in the 
table, the target phasor (𝐴𝑡𝑒
𝑖𝜙𝑡) is compared to the achievable phasors in the interpolated meta-
atom library. The geometrical parameters for the choice with minimal error is recorded along 
with the corresponding error (𝑒𝑟𝑟𝑜𝑟 =  |𝐴𝑒𝑖𝜙 − 𝐴𝑡𝑒
𝑖𝜙𝑡|). The results are shown in Figure B.4. 
Figure B.4a,b depict the look-up table constructed and Figure B.4c depicts the corresponding 
error for each entry. The maximum error is roughly 0.011 (or 1.1%). 
 
Figure B.4. Look-up table construction. Constructed optimal choice of 𝑾𝒚 (a) and 𝜶 (b) for 
each desired amplitude and phase combination. The absolute value of the difference in the target 
phasor and the closest achievable phasor is recorded for each target phasor in (c), showing a 
maximum error of 0.011, or 1.1%. 
B.5 Effects of Blur and Numerical Aperture on Reconstruction 
Because free-space momentum of light is a fixed value constrained by the wavelength of 
light, there is an upper limit to the spatial frequencies encodable by a metasurface hologram. A 
useful quantification of this limit is the numerical aperture, 𝑁𝐴 = sin (𝜃), where 𝜃 is a 
representative range of angles across which information is encoded in the hologram. As a simple 
case, one can consider a metasurface lens with focal spot, 𝑓, and diameter, 𝐷, as a hologram of a 
single point. Then, 𝑁𝐴 =
𝐷/2
√𝑓2+(𝐷/2)2
 as usual. We can use this definition for 2D holograms where 
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𝑓 is the distance from the object plane to the metasurface plane and the diameter is replaced by 
the width, 𝑊, of the metasurface. For 3D holograms, we can take 𝑓 to be the shortest distance 
from the holographic object to the plane of the metasurface (for instance, the tip of the coil seen 
in Figure 2.9c of the main text). Generally speaking, the higher the 𝑁𝐴, the smaller the features 
that can be resolved upon reconstruction for a given operating wavelength 𝜆. The relevant 
parameters for the fabricated holograms are presented in Table B. 
Table B Parameters of Fabricated Holograms 
Hologram 𝑊 (𝜇𝑚) 𝑓 (𝜇𝑚) 𝑁𝐴 
Logo (Figure 2) 750 750 0.45 
Coil (Figure 3) 400 100 0.89 
Cow (Figure 4) 700 ~1000 ~0.33 
Yin-Yang (Figure 5) 450 500 0.41 
Sphere/Logo (Figure 6) 780 3000 0.13 
SEAS (Figure 7) 400 × 200 100 0.89 
 
Simple concepts from Fourier analysis predict that perfectly sharp boundaries in a 2D 
holographic image cannot be produced by a hologram with finite 𝑁𝐴 because this boundary is 
encoded by arbitrarily large spatial frequencies. Attempting to reconstruct a perfectly sharp 
boundary with a finite range of spatial frequencies results in the well-known phenomenon called 
Gibb’s overshoot, in which amplitude ripples are apparent near the sharp boundary. To avoid 
such ripples, because of aesthetic considerations for instance, perfectly sharp boundaries should 
therefore be smoothed out to a degree such that the 𝑁𝐴 and 𝜆 of the experiment can faithfully 
encode the entire range of spatial frequencies represented by the holographic object.  
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For our implementation, we apply a Gaussian blur to a target image (such as the 
Columbia Engineering Logo in Figure 2 of the main text, or the Yin-Yang symbol in Figure S5) 
to eliminate the presence of Gibb’s overshoot. A numerical exploration of the visual impact of a 
Gaussian blur with characteristic size of 𝑏 pixels (implemented by the Matlab function 
imgaussfilt(𝐼𝑚𝑎𝑔𝑒, 𝑏) and with the physical size of a pixel being the same as the lattice spacing 
𝑃 of the hologram) is seen in Figure B.5. The metasurface is 𝑊 = 400 𝜇𝑚 in width and the 
object is placed at varying planes a distance 𝑓 away. The operating wavelength is 𝜆 = 1.55 𝜇𝑚 




It is apparent from Figure B.5 that for higher 𝑁𝐴, less blur (smaller b) is needed to 
remove the overshoot, consistent with the fact that a higher 𝑁𝐴 metasurface encodes a wider 
range of spatial frequencies. However, due to the sampling theorem, a metasurface with a finite 
lattice spacing faces an upper limit of the value of 𝑁𝐴 achieveable (beyond which a metasurface 
behaves like a conventional grating), resulting in a degradation in image quality regardless of the 
degree of blur (bottom row of Figure B.5). Alternatively, a larger ratio 𝑊/𝜆 can be used to 
achieve the same image improvement without increasing the 𝑁𝐴. Considering practical 
constraints of nanofabrication, we use metasurface dimensions less than 𝑊 = 1 𝑚𝑚, and 
correspondingly use the process depicted in Figure B.5 to guide the choice of 𝑁𝐴 (reported in 
Table 2.2) to produce aesthetically pleasing results for the Columbia Engineering Logo seen in 




Figure B.5. Numerical reconstruction at various combinations of numerical aperture 𝑵𝑨 
and degree of Gaussin blur (with characteristic size of 𝒃 pixels). Gibb’s overshoot reduces as 𝒃 
increases, and the magnitude of 𝒃 required to eliminate overshoot reduces as 𝑵𝑨 increases. 
However, past a certain value of 𝑵𝑨, the image quality degrades due to the insufficient sampling of 
the metasurface (due its finite lattice spacing, 𝑷). Careful choice is therefore required of 𝑵𝑨 and 𝒃 
such that overshoot is reduced, the image isn’t too visibly blurry, and the image is not degraded due 




B.6 Details of Fabrication 
The fabrication process is summarized in Figure B.6. A fused silica wafer is cleaned 
(with successive acetone, isopropyl alcohol (IPA), and deionized water (DIW) rinses, followed 
by dry nitrogen gun) in preparation of amorphous silicon growth. The amorphous silicon is 
grown to a thickness of 800 nm by chemical vapor deposition at a temperature of 200°C. The 
wafer is protected by a layer of poly(methyl methacrylate) (PMMA) spun on and baked at 180°C 
for 5 minutes. The wafer is cleaved into smaller pieces (roughly 1 cm ×2 cm in dimension). The 
protective layer is removed by an identical cleaning process as above, and replaced by a double 
layer of PMMA. The first layer has molecular weight of 496,000 and a dilution of 4% in anisole. 
The second (top) layer has molecular weight of 950,000 and a dilution of 2% in anisole. Both are 
spun at 4000 rpm and baked at 180°C. The first layer is baked for 10 minutes, and the second for 
2 minutes. 
Next, the hologram patterns are written by electron beam lithography (JEOL 6300) at a 
beam energy of 100 keV, beam current of 500 pA, and with a base dose of 740 µC/cm2 and 
appropriate proximity effect corrections (BEAMER). The resulting patterns are developed in a 
solution of 3:1 IPA:DIW for 2 minutes in a cold bath set at 5°C and then rinsed for 30 seconds in 
DIW at room temperature to stop development. A dry nitrogen gun is used to lightly remove 
remaining water from the samples.  
The exposed and developed samples are then placed in a physical evaporator (LESKER) 
to deposit roughly 15 nm of aluminum oxide by electron beam evaporation. Lift-off is performed 
by dissolution of the remaining resist in N-Methyl-2-pyrrolidone (NMP) at 85°C for 4 hours. The 
sample is then transferred to an acetone bath and sonicated for 5 seconds to aid the completion of 
lift-off. After a final rinse in IPA, dry nitrogen is blown to dry the samples. 
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Finally, the pattern is transferred from the aluminum oxide mask to the amorphous silicon 
by dry etching (Oxford). The sample is attached to a silicon carrier wafer by vacuum grease (to 
ensure good thermal contact during etching) and placed in the etching chamber. A combination 
of SF6 and O2 gases, and inductively coupled plasma power and RF power are used to control the 
etch rate and sidewall slope. The temperature is held at -100°C for improved sidewall 
smoothness. 
The vacuum grease is removed by careful application of acetone and IPA by a cleanroom 
wipe. Light drying with a nitrogen gun finishes the removal of the vacuum grease from the back 
of the wafer. 
The aluminum dioxide mask is left on because its very small thickness and dielectric 
nature make the optical impact of its presence negligible. Removal could be achieved by soaking 
in ammonium hydroxide, preferentially dissolving it without affecting the silicon or fused silica 
wafer. 
 
Figure B.6. Fabrication process flow. 1. Chemical vapor deposition (CVD) of amorphous 
silicon (a-Si) on a clean fused silica wafer. 2. Spinning of double-layer PMMA electron-beam resist 
layer. 3. Exposure by electron-beam lithography tool and development in 3:1 IPA/DIW solution at 
5°C. 4. Electron-beam deposition of alumina. 5. Chemical dissolution of remaining resist, lifting-off 
unwanted alumina. 6. ICP etching transferring the alumina mask pattern into the a-Si layer. 
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B.7 Optical Characterization 
Figure B.7 schematically depicts the setup used for experimental reconstruction of 
holographic scenes by our metasurface holograms. A set of collimating optics passes circularly 
polarized light to the metasurface. Light is collected and analyzed by the observation optics. The 
observation optics and collimating optics are linked by a swivel mount allowing a varying angle, 
θ, between the two. Due to the weight of the near-infrared (NIR) camera (Nirvana InGaAs 
camera, Princeton Instruments), the observation optics is stationary and the collimating optics are 
moved to change θ. The metasurface is aligned to the axis of rotation of the swivel mount by an 
(𝑥, 𝑦, 𝑧) dovetail stage system attached to the collimating optics. In this way, when θ is changed, 
the illumination condition is fixed. 
The collimating optics include a fiber collimator passing input laser light from a tunable 
laser source to a redirecting mirror and then to a circular polarizer before finally illuminating the 
metasurface from the substrate side. These collimating optics are all linked together in a cage 
system (cage parts are omitted for clarity in Figure B.7) to the swivel mount. The metasurface is 
mounted on a rotation mount for control of an additional Euler angle, 𝜙.  
The observation setup includes an infinity-corrected 10× objective, which collects light 
scattered by the metasurface, and passes it through a tube lens.Then a polarization filter and iris 
are used to help reduce unwanted light from reaching the camera sensor. 
Note that the circular polarizer and polarization filter are identical optical elements but 
with opposite chirality and orientation; they are composed of a polymer polarizer cemented to a 
polymer quarter waveplate aligned at a ±45° angle to the fast axis of the waveplate. Light 
incident on the circular polarizer hits the polarizer side first, and then the resulting linearly 
polarized light is converted by the quarter waveplate into circularly polarized light, regardless of 
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the polarization outputted by the fiber collimator. The “polarization filter” is the the opposite 
handedness of the circular polarizer, and oriented such that the quarter waveplate is illuminated 
first. Light of the opposite handedness than that created by the circular polarizer is therefore 
converted by the quarter waveplate to linearly polarized light that passes through the polarizer 
side, while light with the same handedness is converted by the quarter waveplate to the 
orthogonal linear polarization, which is absorbed by the polarizer. 
 
Figure B.7. Schematic of optical setup for optical reconstruction of holographic scenes at 
various observation angles. Cage system parts are omitted for schematic clarity, but serve to keep 





B.8 Wavelength Dependence of 2D Holograms 
To test the dependence on wavelength of the experimental reconstruction of 2D 
holographic images, light generated by a supercontinuum source (NKT Photonics) is passed 
through a monochromator (Horiba) and then passed to the optical setup with an optical fiber. The 
rest of the experiment is as depicted above. Note that the circular polarizer (ThorLabs) is 
designed for the operating wavelength of 1,500 nm, and has roughly 4% error in phase 
retardation at 1,500 nm and 1,600 nm and 8% error at 1,450 nm, which may contribute to the 
degradation of the holographic images slightly. A wavelength of 1,650nm is beyond the 
bandwidth of the fiber used for this experiment. Notwithstanding the contributions of these 
errors, the bandwidth of the metasurface holograms is evidently comparable to the well-known 
broadband behavior of metasurfaces based on the geometric phase, as shown in Figure B.8. 
Images are as recorded, without flipping the logo horizontally as done for the main text (to match 




Figure B.8. Wavelength dependence of 2D holography comparing phase and amplitude (PA, 
top row) to phase only (PO, bottom row) holograms for four selected wavelengths. Design 
wavelength of 1,550 nm is highlighted in red, and the overall bandwidth explored (150 nm) is 
greater than the typical of an LED centered at the operating wavelength. 
 
B.9 Computer Generation of the 3D Hologram 
To generate the 3D hologram, we set a virtual scene wherein the cow is illuminated by an 
incoming plane wave. We place a hologram plane in front of the cow, and compute at every 
hologram pixel the optical phase and amplitude, which is a superposition of light waves reflected 
by the cow’s surface region that is not occluded from the incident light. We compute the phase 
and amplitude at each hologram pixel using Monte Carlo integration over the cow mesh: we 
sample points over the surface mesh, and sum the complex electric field contributed by a point 
source located at each sampled point. In order to account for the rough surface of the cow, we 
also randomly perturb the phase delay between each surface point and the pixel position. The 
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output of this simulation process is a 2D array of complex numbers, describing the phase and 
amplitude distribution over the hologram.  
 
B.10 Simulation of Optical Reconstruction 
Computer reconstruction of the 3D holographic cow mimics image formation in the eye 
or in a camera. We treat the CGH as an input “transparency” placed directly behind a virtual lens 
with a focal distance of 2.45 mm. The image plane is 9.8 mm away from this virtual lens, 
bringing into focus the front of the cow (which is 0.5 mm in its largest dimension), which is 
centered roughly 5 mm behind the metasurface. In this simulation setup, the CGH serves as a 
spatial light modulator that shapes the phase and amplitude of the output light field at every of its 
pixels. We then compute the light field intensity received on an imaging plane placed in front of 
the lens. The imaging plane is selected to be near the head of the cow. The simulation setup 
enables a fast computation of the light intensity on the imaging plane using Fourier 
transformation. 
 
B.11 Experimental Reconstruction with Varying Coherence 
To study the impact of coherence on the optical reconstruction, we modify the optical 
setup to include a light emitting diode (LED) in place of the lasers. As depicted in Figure B.9, an 
iris is added between the LED and the metasurface (labelled MS) to allow a varied degree of 
spatial incoherence. When the iris is almost closed, the source is approximately spatially 
coherent, with a temporal coherence limited by the bandwidth of the LED (roughly =120 nm). 
The reconstruction in this case is comparable to reconstruction using the diode laser (Figure 
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2.17g in the main text), but slightly blurred due to the temporal incoherence. As the iris is 
opened, spatial incoherence adds to this blur. 
 
Figure B.9. Experimental reconstruction of the cow using an LED. (Top) Schematic of 
the experiment using an LED and an iris for reconstruction. (Bottom) Various opening sizes 
of the iris yield differing degrees of spatial incoherence, resulting in a reduction in speckle 
as the iris is gradually opened. 
B.12 Discussion on Efficiency of Holography 
It is natural to inquire as to the efficiency trade-offs between PO and PA holography, 
where we consider efficiency as defined by the amount of power contributing to the final image 
divided by the power incident on the metasurface. Of course, by design PA holography will 
necessarily use less of the input power than PO holography. But how much less power used is 
not easily generalized. It is highly case-dependent, depending on (1) the target intensity 
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distribution of the holographic object in question, (2) the illumination pattern (e.g., shape of 
incident beam), and (3) the numerical aperture of the metasurface.  
In particular, there is a trade-off between how much of the incident light is used and the 
magnitude of the ringing artifacts present upon reconstruction. Figure B.10 depicts a simple case 
demonstrating this trade-off. A simple 1D holographic image of a blurred step function a 
distance 𝑓 = 250 𝜇𝑚 away from the metasurface is numerically reconstructed for metasurfaces 
of varying width, 𝑊. As 𝑊 increases, the amount of spatial frequencies encoded in the 
metasurface increases, and so the better the fidelity of the object upon reconstruction becomes 
(measured here by the root-mean-square (RMS) error compared to the target profile). However, 
it is apparent that this comes from extending an ever-decreasing tail of amplitude at the 
metasurface plane, meaning that normalized to the incident power (assumed here to be top-hat 
excitation with a width of 𝑊), the efficiency is dropping. Note how the efficiency monotonically 
decreases, while the RMS error generally trends downwards as well. A choice of RMS error 
must be made such that the reconstructed object will be considered of sufficiently high fidelity. 
This choice directly impacts the resulting efficiency, making the efficiency dependent on the 





Figure B.10. Trade-offs between Efficiency and image quality (RMS error). (left) Amplitude 
distribution for two example metasurfaces of different widths, 𝑾 (note the abrupt cutoff for the 
smaller metasurface). (middle) Intensity profiles of the reconstructed holographic images 𝟐𝟓𝟎 𝝁𝒎 
away from the metasurface plane, showing worse ringing artifacts for the smaller metasurface. 
(right) RMS error and Efficiency as a function of 𝑾, showing that the amount of incident light 
(assumed to be top-hat excitation with lateral extent 𝑾) being used decreases, but the RMS error 
also decreases. 
 
B.13 Comparison Between PA, PO, and AO Holography 
When only a single degree of freedom is controllable, it is generally well-known that 
phase is more useful than amplitude. Here, we briefly explore and compare holography using a 
library of meta-atoms with phase-amplitude (PA) control (with no GS algorithm) to holography 
using two sub-libraries, one with phase-only (PO) control and the other with amplitude-only 
(AO) control. In both of the latter cases, the lack of control over both phase and amplitude 
simultaneously requires a GS algorithm to create holograms. Figure B.11 shows the results of the 
three cases, demonstrating that while AO control is capable of producing an image resembling 
the target object, the PO case is significantly improved. This confirms the presupposition that 
phase is more important than amplitude, and supports the interpretation in the main text that the 
role of amplitude is to correctly weigh the spatial frequencies of light waves produced by the 
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metasurface: in PO, all spatial frequencies are present, and only their relative phases can be 
tuned; in AO, the spatial frequencies present are tuned, but their phases are all equal; in PA, the 
relative phases and amplitudes of all spatial frequencies are modulated. 
 
Figure B.11. Comparison between phase-amplitude (a), phase-only Gerchberg-Saxton (b), 
and amplitude-only Gerchberg-Saxton (c) holography. Top row contains the metasurface complex 
transmission function, and the bottom row contains the simulated reconstructions. Note the 
degredation of the fidelity of the holographic images from left to right. 
 
B.14 Modified Gerchberg-Saxton Algorithm with PA Control 
We briefly numerically and experimentally explore the trade-offs in the image quality at 
the metasurface and object planes using the GS algorithm modifed to allow a grayscale intensity 
mask at the metasurface plane. Figure B.13 shows that as the object plane becomes closer to the 
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metasurface plane (a distance 𝑓 away from the metasurface plane), the holographic image (the 
Columbia Engineering Logo) improves, but the image of the metasurface itself degrades. 
Conversely, at large 𝑓, the metasurface image is much improved, but the holographic image is 
severely degraded.  
This dependence can easily be understood by considering the varying numerical aperture 
of the system. As 𝑓 decreases, the numerical aperture of the metasurface (that is, the range of 
spatial frequencies of the holographic object that are encoded by the metasurface) grows, 
meaning the object image’s quality improves. However, as 𝑓 reduces, the required spatial 
frequency of the phase variance grows. Consequently, for a small region on the metasurface 
plane, the phase may vary rapidly while the amplitude varies slowly, even containing phase 
discontinuities or singularities. Coherently imaging such a complex field will generally yield a 
highly speckly image due to the destructive interference of adjacent pixels. This destructive 
interference due to phase variance can be seen most clearly at large 𝑓, where phase varies 
slowly, and in only a handful of locations are there singularities. The correspondence of such 
singularities and the dark artifacts can be closely correlated by comparison across the bottom row 
of Figure B.12. The phase singularities generally vary across 2𝜋 around a contour circling a 
singualrity, while the amplitude varies slowly along the same contours. This leads to destructive 
interference at the (simulated) camera plane.  
Two example cases from Figure B.12 are implemented experimentally and shown in 
Figure B.13. As expected, the hologram with larger 𝑓 has better image quality at the metasurface 
plane while the hologram with smaller 𝑓 has better image quality at the object plane. Lastly, a 
binary image (a Yin-Yang symbol) at the metasurface plane is shown in Figure B.13c but with 




Figure B.12. Comparison of the phase profiles (left column), simulated imaging of the 
metasurface plane (middle column), and simulated reconstructions of the object plane (right 
column) for various object plane distances, 𝒇, from the metasurface. Note trade-off in image quality 
at the two planes, increasing with 𝒇 for the metasurface plane and decreasing with 𝒇 for the object 
plane. Note too the correspondence between the artifacts at the metasurface plane with phase 
singularities in the phase profile (highlighted in the last row). This is understood by the destructive 
interference upon summation of pixels of approximately equal amplitudes, but varying across 𝟐𝝅 in 




Figure B.13. Experimental reconstructions of PA holograms using the modified GS 
algorithm, using LED illumination. (a) The device in Figure 6 of the main text reconstructed at the 
metasurface plane (top) and object plane (bottom), which is at 𝒇 = 𝟑 𝒎𝒎. (b) A device similar to 
that in (a) but with object plane at 𝒇 = 𝟓 𝒎𝒎, representing a different trade-off point from Figure 
B.12. Note that the metasurface plane image looks improved at the expense of the object plane 
image. (c) Additional experimental hologram, showing a binary image at the metasurface plane 




Appendix C: Dimerized High Contrast Gratings 
C.1 First-Order Correction to the Perturbed Mode Profile 
Perturbation theory is a natural framework with which to approach the problem of 
DHCGs. We will show that some key features of DHCGs can be understood by the first-order 
corrections to the mode profile. Taking TE incident light as an example, we begin by assuming 
Bloch’s theorem to extract the 𝑘𝑥-dependence of the mode profile: 
𝐸𝑧,𝑛(𝑘𝑥, 𝑥, 𝑦) =  𝑢𝑘𝑥,𝑛
(0) (𝑥, 𝑦)𝑒𝑖𝑘𝑥𝑥,                                                           (𝐶. 1) 
where 𝐸𝑧,𝑛 is the electric field in the 𝑧-direction and 𝑢𝑘𝑥,𝑛
(0)
 is the Bloch wave of the 𝑛th band for 






















),                                                  (C. 3) 
and 𝛽𝑘𝑥,𝑛 is the wavevector (eigenvalue). We apply a perturbation to the relative permittivity, 𝑟, 
resulting in an adjusted eigenvalue problem of the form 
(Ω + 𝑉)𝑢𝑘𝑥,𝑛 = 𝛽𝑘𝑥,𝑛
2 𝑢𝑘𝑥,𝑛,                                                                  (𝐶. 4) 





Ω.                                                                          (𝐶. 5) 
First-order perturbation theory proceeds by writing the eigenvectors of the perturbed problem as 
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.                                                  (𝐶. 7) 
Therefore, with the solutions of the un-perturbed problem (for instance, obtained as in Section 
C.2), the impact of a small perturbation on the eigenvector can be approximated by Equation 
(C.7).  
An important consequence of the perturbation is the folding of the band diagram and 
transferring of modes at the edge of the first Brillouin zone of the un-perturbed grating to the Γ 
point of the perturbed grating. This allows a non-zero coupling to free-space. We confine 
ourselves to the 0th order grating regime, wherein the coupling strength to free space can be 
quantified by the Fourier coefficient, 
𝑐𝑛(𝑘𝑥) =  ⟨𝑢𝑘𝑥,𝑛⟩,                                                                                 (𝐶. 8) 
where the brackets indicate a spatial average over a plane (with normal in the 𝑦-direction) 
outside of the grating region [37]. 
The Fourier coefficient can be approximated by Equation (C.6), to be  
𝑐𝑛(𝑘) = ⟨𝑢𝑘𝑥,𝑛
(0) ⟩ + ⟨𝑢𝑘𝑥,𝑛
(1)
⟩.                                                                      (𝐶. 9) 
For the modes under the light line at the edge of the first Brillouin zone of the un-perturbed 
grating, we have: 
⟨𝑢𝑘𝑥,𝑛
(0) ⟩ = 0.                                                                                  (𝐶. 10) 
 














(0) ⟩,                                     (𝐶. 11) 
where ⟨𝑢𝑘𝑥,𝑚
(0) ⟩ ≠ 0 if 𝑚 represents a band of a mode present at the Γ-point in the un-perturbed 
grating. We therefore have the key result that the coupling of the DHCG modes to free space can 
be reduced to the sum of the coupling strengths of the leaky modes in the un-perturbed problem, 







,                                                           (𝐶. 12𝑎) 
Δ𝛽𝑚,𝑛 =  𝛽𝑘𝑥,𝑚 − 𝛽𝑘𝑥,𝑛.                                                              (𝐶. 12𝑏) 
This is to say, the coupling strength of a perturbed DHCG mode is due to the leaky modes of the 
un-perturbed grating with non-vanishing 𝐶𝑚,𝑛. 
An important feature of 𝐶𝑚,𝑛 is that it will be non-vanishing only if the components of its 
integrand satisfy certain symmetry conditions. Firstly, for the modes of interest, both 𝑉 and 
𝑢𝑘𝑥,𝑛
(0)  are 2𝑎-periodic, and as just described, all contributing 𝑢𝑘𝑥,𝑚
(0)
 are 𝑎-periodic. The product 
will therefore be non-vanishing only if the product of 𝑉 and 𝑢𝑘𝑥,𝑛
(0)
 (which is 𝑎-periodic) has the 
same party as 𝑢𝑘𝑥,𝑚
(0)
 (i.e., both odd or even with respect to some 𝑦-axis of symmetry). Since 
𝑢𝑘𝑥,𝑚
(0)
 with non-vanishing ⟨𝑢𝑘𝑥,𝑚
(0) ⟩ will always be even with respect to both high symmetry points 
(center of the fingers or center of the gaps), this requires the parity 𝑉 and 𝑢𝑘𝑥,𝑛
(0)
 to match each 
other. Secondly, since 𝑉 is even with respect to the plane at 𝑦 = 0, the parity across the 𝑥-axis 




. These parity rules fully predict which modes in Figure 




C.2 Finite-Difference Eigenvalue Analysis of Gratings with Finite Height 
The band diagrams in Figure 3.1 of the main text are calculated assuming an infinitely 
tall grating. This provides a cleaner, more physically intuitive picture as a starting point, but 
ignores entire sets of eigenmodes allowed by a grating of a finite height. In order to more 
completely capture the eigenvalue problem (including decay into the far-field), we present here a 
two-dimensional (2D) eigenvalue problem, and explore the solutions. For simplicity, we confine 





















2𝐸𝑧                                (𝐶. 13) 
where 𝑟(𝑥, 𝑦) and 𝜇𝑟(𝑥, 𝑦) are the relative permittivity and permeability, respectively, 𝐸𝑧 is the 
electric field in the 𝑧-direction, and 𝑘0 is the free-space wavevector. While the permeability of 
the gratings is unity, in the region where we implement a perfectly matched layer (PML) 
boundary condition, the permeability varies. If we write Equation (C.13) on a finite differences 









2𝐸𝑧                                            (𝐶. 14) 
with 𝐸𝑟 and 𝑈𝑟 as the relative permittivity and permeability on a finite, real-space grid, and 𝐷𝑥/𝑦
ℎ/𝑒
 
as the matrix derivative operators in the 𝑥- or 𝑦-direction applying to the magnetic field, ℎ, or 
electric field, 𝑒. Equation (C.14) can be seen to be of the traditional eigenvalue form,  
Ω𝑥 = 𝜆𝑥                                                                          (𝐶. 15) 
and is easily numerically solved to obtain the eigenvalues and eigenvectors of matrix Ω.  
In order to explore the leaky nature of modes under a dimerizing perturbation, the PML 
boundary condition is used in the 𝑦-direction, and a Bloch boundary condition is used in the 𝑥-
direction. The PML boundaries introduce spurious modes guided by the surface of the PML, but 
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these are easily excluded upon post-processing the results of the eigenvalue analysis by checking 
the relative power near the boundaries of the simulation. Figure C.1 shows a specific example 
comparing the leakiness of the first four eigenmodes of a DHCG with grating finger width 
perturbation, or w-DHCG, and a DHCG with gap perturbation, or g-DHCG. These results are 
consistent with the first parity rule of Section C.1. For example, the proper high symmetry point 
of a w-DHCG is the center of either finger. In Figure C.1, this is set to be 𝑥 = 0. 𝑉 is even with 
respect to 𝑥 = 0 and 𝑢𝑘,𝑛
(0)
 is even with respect to 𝑥 = 0 for 𝐵1,1 and 𝐵1,2, but not for 𝐴1,1 or 𝐴1,2. 
As a result, the bonding mode can be seen to leak into the far-field, while the anti-bonding ones 




Figure C.1. Finite difference eigenvalue analysis of a DHCG with grating finger width 
perturbation or w-DHCG (top row) and a DHCG with gap perturbation or g-DHCG (bottom row). 
Geometry for each DHCG is shown in the first column. Band diagrams depicting the resulting 
eigenvalues as a function of 𝒌𝒙, are shown in the second column. The geometric parameters chosen 
are 𝒉 = 𝟏 𝝁𝒎, 𝒂 = 𝟏 𝝁𝒎, 𝒉 = 𝒘 = 𝟎. 𝟒 𝝁𝒎, and 𝜹 = 𝟎. 𝟐 𝝁𝒎. The perturbation is chosen to be 
large so that the leaky nature of the chosen mode profiles is clear (third column). Note how the 
width perturbation makes the bonding modes (symmetric about a grating finger) leaky, but not the 
anti-bonding modes (anti-symmetric about a grating finger); the gap perturbation shows the 
opposite behavior. The first two of each bonding and anti-bonding modes are marked in the band 




C.3 Group Theory Classification of Modes 
The eigenmodes supported by a DHCG can be distinguished by the number of lobes (per 
grating finger) in the 𝑥-direction, 𝑚, and number of lobes in the 𝑦-direction, 𝑛. However, it is 
apparent from Figure 3.2 of the main text that 𝑚 and 𝑛 alone are not sufficient to catalogue the 
eigenmodes. There is a pair of eigenmodes corresponding to each combination of 𝑚 and 𝑛, 
which are classified as “bonding”, 𝐵𝑚,𝑛, for the lower frequency mode (due to more overlap with 
the grating fingers), and “anti-bonding”, 𝐴𝑚,𝑛, for the higher frequency mode (due to less 
overlap with the grating fingers). This classification is simple, physically intuitive, and lends 
itself well to description of the applications chosen in the main text (wherein the field profile 
plays a key role). 
However, it is instructive to explore an alternate classification scheme, wherein the pairs 
of eigenmodes are delineated by symmetry rather than eigenfrequency. This scheme has several 
advantages, at the cost of added complexity. Because the scheme aims to properly deal with the 
symmetries of the problem, a group theoretical approach is appropriate [51]. The point group of 
a one-dimensional (1D) grating is a simple one, called 𝐶𝑠, with only two group members: the 
identity operator, 𝐸, and the mirror operator 𝜎 that applies about a chosen point (either the center 
of a grating finger, or the center of a gap). The character table of this group is given in Figure 
C.2(a). The two irreducible representations (𝐴 and 𝐵, not to be confused with the anti-bonding, 
𝐴𝑚,𝑛 and bonding, 𝐵𝑚,𝑛 labels) constrain the possible behaviors of the modes: modes can either 
be symmetric (they transform like 𝐴) or anti-symmetric (they transform like 𝐵).  
We can replace the previous meaning of 𝑚 by considering the extended zone scheme of 
the un-perturbed (monatomic) grating (Figure 3.7(b)). We label each successive copy of the Γ-
point by the number, 𝑚, of zones away from the origin: Γ(𝑚), representing planewaves e±𝑖𝑚𝐾x, 
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with 𝐾 = 2𝜋/𝑎. Likewise, the edge of the first Brillouin zone is labeled 𝑀(𝑚), with 𝑚 denoting 




. For a low 
contrast grating, the eigenmodes, ψ𝑚, can be well approximated by linear combinations of these 
planewaves, constrained by the point group. It is readily apparent that for 𝑚 > 0 there are two 
options for each 𝑚, which are  
ψ𝑚 = e
𝑖𝑚𝐾x ± e−𝑖𝑚𝐾x,                                                        (𝐶. 16) 
corresponding to symmetric (𝐴-like) for addition and anti-symmetric (𝐵-like) for subtraction if 
𝑥 = 0 is the chosen symmetry point. The eigenmodes at the 𝑀 points can be constructed 
similarly. This can be derived rigorously by group theoretical arguments (omitted here) [51], and 
the results are summarized in Figure C.2(c) for the Γ point modes and in Figure C.2(d) for the 𝑀 
point modes. For a high contrast grating, the approximation of the eigenmodes by two 
planewaves is poor (requiring many higher order planewaves to retain accuracy). However, the 
classification qualitatively holds, with each mode being characterized by a primary planewave 
order (this observation is, in fact, the same as classification by number of lobes per finger). 
To account for the finite height, we simply specify the number of lobes in the 𝑦-direction. We 
therefore are motivated to label the modes as: 
X𝑆,𝑝
(𝑚,𝑛)
,                                                                           (𝐶. 17) 
Where X is Γ if the mode is describable by planewaves represented by Γ(𝑚) and 𝑀 if it is 
describable by planewaves represented by 𝑀(𝑚); 𝑆 is 𝐴 if it is symmetric and 𝐵 if it is anti-
symmetric; 𝑝 is 𝑒 if it is a TE mode and ℎ if it is a TM mode; and 𝑛 is the number of lobes in 𝑦-
direction. For instance, taking the axis of symmetry of be the center of a grating finger in a w-





. Figure C.2(e) depicts the first several modes of the resulting catalogue for the Γ point 
modes, and Figure C.2(e) for the 𝑀 point modes. Because this classification scheme sorts by 
symmetry, it follows the parity rules (and all other consequences of symmetry) described in 
Section C.1 regardless of duty cycle, height, refractive index, or surrounding media. Since 
eigenfrequency is not strictly determined by symmetry (i.e., a bonding mode can be either 
symmetric or anti-symmetric depending on the geometrical parameters), this represents an 







Figure C.2. Group theory classification of modes. (A) Point group of a 1D grating with 
mirror symmetry. (B) Extended zone scheme labeling 𝜞 points and 𝑴 points. (C) Table cataloguing 
the allowed modes of the un-perturbed grating at the 𝜞 point. 𝑵 is the number of identical instances 
of each 𝜞 point, 𝒌 is the distance away from the origin (𝜞(𝟎)), and the irreducible representations 
determine the number of and symmetry of the modes at each point. 𝜞(𝟎) is the only special case, 
containing the DC solution; all other points have both a symmetric, 𝑨, and anti-symmetric, 𝑩, 
mode. (D) Equivalent analysis in (C) but for the 𝑴 points. (E) Profiles of the first three modes of 
each symmetry at the 𝜞 point. These modes are at the 𝜞 point in both an HCG and a DHCG. (F) 
Profiles of the first three modes of each symmetry at the 𝑴 point. These modes are folded to the 𝜞 




C.4 Derivation of Optical Lifetime from Temporal Coupled Mode Theory 
It is known from temporal coupled mode theory [52] that the optical lifetime (and 




.                                                                    (𝐶. 18) 
Therefore, if we can evaluate Equation (C.11) to first order, we will obtain the dependence of the 
Q-factor on the perturbation. For concreteness, we take the TE 𝐵1,1 mode in a w-DHCG (called 
𝑀𝐴,𝑒
(1,1)
 in the symmetry-minded classification scheme described in Section C.3). It is easy to 
show, using the parity rules described in Section C.1, that the lowest order contribution to 
Equation (C.12) is the smallest frequency symmetric mode at the Γ point in the un-perturbed 
grating. This will either be 𝐵2,1 or 𝐴2,1 depending on the duty cycle, index of refraction, and 
height of the grating; it will be called Γ𝐴,𝑒
(1,1)
 in the classification scheme of Section C.3. Example 
field profiles of each of these modes is given in Figure 3.8(a). 
The perturbation operator, 𝑉, depicted in Figure C.3(b), has even parity with respect to 




. Since 𝑉 is 0 except 
where there is a perturbation, we can write the value of 𝐶𝑚,𝑛 as an integral over the four sections 
where 𝑉 ≠ 0. We call this value 𝑉 = 𝑉0. Because of the matching parity of all elements of the 
integrand, integration over each of these four sections yields a result identical in sign and 


















,                           (𝐶. 19) 
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where 𝑥 = 𝑥0 is the edge of the grating finger. Writing this in terms of the anti-derivative, 𝐹(𝑥), 
of the integral yields: 
𝐶𝑚,𝑛 =  4𝑉0 (𝐹 (𝑥0 +
𝛿
2
) − 𝐹 (𝑥0 −
𝛿
2
)).                                            (𝐶. 20) 
Because 𝐹(𝑥) is smooth, and evaluated over a small range, we approximate it by a Taylor 
expansion: 
𝐹(𝑥) ≅ 𝐹0 + 𝐹1(𝑥 − 𝑥0).                                                           (𝐶. 21) 
Equation (C.20) is then easily evaluated to be  
𝐶𝑚,𝑛 = 4𝑉0𝐹1𝛿.                                                                  (𝐶. 22) 





.                                                                         (𝐶. 23) 
 




C.5 Estimation of the Finite Size Effects from Band Diagrams 
For large number of periods, numerical analysis of a finite grating in its entirety becomes 
quite difficult. This motivates approximation using the information in the band diagram for an 
infinitely periodic grating to explore the consequences of excitation by light with finite extent in 
k-space. This will also allow a comparison between a finite HCG (geometry of a unit cell as seen 
in Figure C.4(a)) and a finite w-DHCG (geometry of a unit cell as seen in Figure C.4(b)). 
We explore a simple approximation by weighting the spectral response of the gratings as 
a function of 𝑘𝑥 by a Gaussian envelope. Assuming the Gaussian beam is incident to the grating 








,                                                          (𝐶. 24) 
where 𝑤0 is the 𝑒
−2 waist radius (by intensity) in real-space. Using a numerical method, such as 
rigorous coupled wave analysis (RCWA), we can obtain the Fresnel reflection coefficient, 
𝑟(𝜔, 𝑘𝑥), for each frequency and wavevector in the region of interest. The Fresnel coefficient 













,                                          (𝐶. 25) 
where the pre-factor ensures normalization. The reflectance, 𝑅 = |𝑟(𝜔, 𝑤0)|
2, will then 
approximate the response of a grating to a finite Gaussian beam. 
Figures C.4(c) and C.4(d) depict the reflectance, 𝑅 = |𝑟(𝜔, 𝑘𝑥 = 0)|
2, as calculated by 
RCWA near a sharp spectral feature of an HCG and a w-DHCG, respectively, for varying height 
of the grating, ℎ. To directly compare the finite size behavior of the HCG and w-DHCG with the 
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same Q-factor, a value of ℎ = 1.025 𝜇𝑚 and perturbation, 𝛿 = 0.067 𝜇𝑚 are chosen so that the 
Q-factor of the HCG and w-DHCG are the same at 𝑘𝑥 = 0 for the same ℎ, width of finger, 𝑤, 
and period (of the monatomic grating), 𝑎. The Q-factor of the HCG is first chosen by assigning 
ℎ = 1.025 𝜇𝑚 so as to give a moderately high 𝑄 ≅ 1,500. Matching the Q-factor of the DHCG 
is a simple process of adjusting 𝛿 given the identical remaining geometric parameters. 
Abundantly apparent in comparing Figures C.4(c) and C.4(d) is the drastic difference in the 
lineshape  due to variation in the geometrical parameter ℎ. The w-DHCG’s resonance redshifts 
as ℎ increases, but the Q-factor does not visibly change. On the other hand, the HCG passes 
through the specific parameters matching a bound state in the continuum, and the Q-factor 
rapidly changes near this divergence point. Similar spectral maps show equivalent behavior for 
deviations in refractive index, 𝑛, and duty cycle, 𝑤/𝑎: any such deviation rapidly changes the 
HCG’s Q-factor, but makes no evident change to that of the w-DHCG. Rather, the w-DHCG’s 
Q-factor is solely determined by the precision of the perturbation. From a practical point of view, 
this is great advantage so long as 𝛿 is of practical size realizable in fabrication: accidental 
deviation of all the remaining geometric parameters simply shifts the spectral feature, which can 
be corrected for by, for example, thermal tuning if needed. Here, the value of 𝛿 is 67 𝑛𝑚, a 
precision of which is quite achievable by modern nanofabrication techniques. 
Figures C.4(e) and C.4(f) depict 𝑅 for the chosen parameters for varying 𝑘𝑥. As the 
lowest order mode in each grating, the HCG’s mode 𝐵2,1 is concave-up, while the w-DHCG’s 
mode 𝐵1,1 is concave down; however, the normalized magnitude of the concavity of both is quite 
comparable. In other words, both are moderately flat bands. The dependence of the Q-factor on 
𝑘𝑥, however, is quite distinct. Figure C.4(g) shows the Q-factor for the HCG and w-DHCG from 
Figures C.4(e) and C.4(f). The Q-factor of the w-DHCG is stable in comparison to that of the 
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HCG, which changes drastically. Consequentially, evaluation of Equation (C.25) yields 
markedly different results for the HCG and w-DHCG, as shown in Figure C.4(h): the w-DHCG 
is predicted to retain its performance at substantially larger 𝑁𝐴 (𝑁𝐴 = 𝜆/𝜋𝑤0) of an incident 
Gaussian beam than the HCG. This implies, for instance, that the modulator explored in Figure 







Figure C.4. Exploration of high-Q HCG and DHCG modes. (A) Geometry of an HCG. (B) 
Geometry of a w-DHCG. The choices 𝒂 = 𝟏 𝝁𝒎, 𝒘 = 𝟎. 𝟒 𝝁𝒎, and 𝒏 = 𝟑. 𝟒𝟓 are made throughout. 
(C) TE reflectance map near the longest wavelength mode (𝑩𝟐,𝟏) over a small range of 𝒉 containing 
a high-Q spectral feature for the HCG. (D) TE reflectance map for the same range of 𝒉, for the 
longest wavelength mode (𝑩𝟏,𝟏) for a w-DHCG with 𝜹 = 𝟎. 𝟎𝟔𝟕𝝁𝒎, chosen to match the Q-factor, 
𝑸 ≅ 𝟏,𝟓𝟎𝟎, of the HCG with 𝒉 = 𝟏. 𝟎𝟐𝟓 𝝁𝒎. (E) Angular dependence of the reflectance for the 
HCG with 𝒉 = 𝟏. 𝟎𝟐𝟓 𝝁𝒎, where 𝒌𝒙 =
𝟐𝝅
𝝀
𝒔𝒊𝒏(𝜽). (F) Angular dependence of the reflectance for the 
w-DHCG with 𝒉 = 𝟏. 𝟎𝟐𝟓𝝁𝒎. (G) Dependence of the Q-factor of the modes in (E) (black) and (F) 
(red) as a function of in-plane wavevector (each normalized to their respective resonance 
wavevector 𝒌𝒓𝒆𝒔 at 𝒌𝒙 = 𝟎). Note that large variation in Q-factor of the HCG mode compared to the 
w-DHCG mode. (H) Dependence of peak reflectivity of the weighted spectrum of (E) (black) and 
(F) (red) for a Gaussian beam of varying 𝑵𝑨. For the same Q-factor at normal incidence, the w-
DHCG performs better due to the constancy of Q-factor for off-normal incidence. 
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Appendix D: Selection-Rules for Quasi-Bound States in the 
Continuum 
D.1 Group Theory Tables 
For ease of reference, the character tables of all relevant point groups are reported in Fig. 
D.1(a). The left column of tables in Fig. D.1(a) contains the point groups compatible with the 
square and rectangle lattices, and the right contains those compatible with hexagonal lattices. 
Figure D.1(b) summarizes the subgroups of each of the point groups shown in Fig. D.1(a). This 
prescribes the necessary components of the symmetry degeneration tables, shown in Fig. D.1(c), 
which track how higher symmetry modes (irreducible representations) degenerate into lower 
groups. That is, reference to the symmetry degeneration tables provides the answers to how a 
higher symmetry mode would be named in a lower order symmetry group (for instance, 𝐵2 in 
𝐶4𝑣 would be called 𝐴1 in 𝐶2𝑣
𝑣 ). 
Next, Fig. D.2 provides the Group Theory tables helpful for determining the selection 
rules through the direct product approach. Figure D.2(a) provides the direct product table for the 
𝐶6𝑣 point group, and Fig. D.2(b) provides the same for the 𝐶4𝑣 point group. The direct product 
tables for the lower order point groups are a subset of these. For instance, for 𝐶2𝑣, Fig. D.2(b) 
may be used excluding the final row and column. Lastly, Fig. D.2(c) contains the irreducible 
representations for the partial derivative operators relevant for direct products such as in Eq. 





Figure D.1. Group Theory tables for point groups. (a) The character tables of the point 
group relevant to the square (left) and hexagonal (right) lattices. (b) The subgroups of the higher 
symmetry lattices. (c) The symmetry degeneration tables, describing how irreducible 




Figure D.2. Group Theory tables for deriving the selection rules. (a) The direct product 
table for C6v. (b) The direct product table for C4v. The direct product tables for the lower order 
point groups are subsets of (a) and (b). (c) The irreducible representation describing the partial 
derivative operator in each direction. This describes how free space polarizations transform in each 
point group. 
 
D.2 Additional Lattices 
The six lattices catalogued in Figs. 3.14 and 3.15 were chosen because they access the six 
high symmetry modes in the simplest way. For instance, the 𝑆𝑞𝑀 lattice accesses only the 𝛤 and 
𝑀 (but not the X) modes of a square lattice, while the 𝑆𝑞𝑋 accesses the 𝛤 and 𝑋 (but not the 𝑀) 
modes. However, if desired, it is possible to access all three modes in a single lattice by period 
doubling in both lattice directions. Figure D.3 shows this lattice, called 𝑆𝑞𝑀𝑋, depicting the real 
space and FBZ. This lattice is a ”quadromer”, having four atoms per unit cell, and therefore has 
four times the modes compared to the unperturbed case. In particular, it has the 𝛤 and 𝑋 modes, 
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as well as two copies of the 𝑀 modes (one from each 𝑀𝑥 and 𝑀𝑦), which mix at the 𝛤 point in a 
similar way to the 𝐾 modes of the 𝐻𝑒𝑥𝐾 lattice. 
Also pictured in Fig. D.3 are the 𝐻𝑒𝑥𝑀𝑀𝑀 and 𝐻𝑒𝑥𝑀𝛬, both of which are examples of 
quadromer lattices. 𝐻𝑒𝑥𝑀𝑀𝑀 is still of the hexagonal lattice family, while 𝐻𝑒𝑥𝑀𝛬 (much like 
𝐻𝑒𝑥𝑀) is rectangular. 𝐻𝑒𝑥𝑀𝑀𝑀  contains three copies of the 𝑀 modes, which will mix at the 𝛤 
point. 𝐻𝑒𝑥𝑀𝛬, on the other hand, accesses a unique set of modes at the 𝛬 point in the 
unperturbed FBZ (see the last panel in Fig. D.3), which have the point group (that is, they are 
either symmetric or anti-symmetric about the 𝑥 axis). 
The lattices shown in Fig D.3 are by no means the only additional lattices that may be 
explored. Instead, they serve as an example of the next few lattices in the infinite list of lattices 
ordered by number of atoms in the perturbed unit cell. The lattices in this list are generally 
increasingly complicated, but the same approach outlined in Sec. 3.2.6 may be applied to 




Figure D.3. Three additional examples of periodically perturbed lattices. Each of these 
lattices is a ”quadromer” lattice, having four atoms per unit cell upon perturbation, and therefore 
have four times the modes of the unperturbed lattices at the Γ point. 
 
D.3 Space Group Hierarchy 
 
A feature of the 𝑆𝑞𝑋 lattice is there are two points in the unperturbed lattice with 𝐶4𝑣 
about which to apply the dimerizing perturbation. This has the consequence that there are two 
𝑝4𝑔 groups in the catalogue of the 𝑆𝑞𝑋 lattice, each with a different high symmetry point in 
common with the unperturbed lattice (likewise for the two 𝑝4𝑚 groups). Similarly, there are two 
equivalent points with at least 𝐶2𝑣 symmetry that may chosen while perturbing to a 𝑆𝑞𝑀 lattice 
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(and equivalently, the 𝐻𝑒𝑥𝑀 lattice), producing an analogous set of paired perturbations. Note 
that the 𝑆𝑞𝛤 lattice (and equivalently, the 𝐻𝑒𝑥𝛤  lattice) has no such feature, as it does not change 
periodicity with respect to itself. Therefore, it has no such pairing. The 𝐻𝑒𝑥𝐾 lattice has no such 
pairing of perturbations because there is only one point in the unperturbed lattice with 
𝐶6𝑣 symmetry. 
An interesting feature of the paired sets of perturbation is the relationship of the 
symmetries those members have in common with each other. By adding the two perturbations 
together, a space group of lower symmetry is created with only those symmetries the two parent 
space groups had in common. In the words of crystallography, this process is finding a 
translationengleiche subgroup in common (and finding the 𝐶4𝑣 parent space groups is finding 
klassengleiche subgroups of the unperturbed lattice). This resulting child space group must, 
naturally, be a member of the catalogue. Such a relationship may be studied for all of the space 
groups in the lattices with this pairing of perturbations. The resulting relationships are seen in 
Figure D.4, showing complete sets of relationships between higher and lower space groups. Note 
that for the 𝑆𝑞𝑋 lattice, on of the 𝑐𝑚𝑚 space groups has its highest symmetry point in common 
with the 𝐶2𝑣 symmetry point of the unperturbed lattice. It may therefore not be made by adding 
higher order space groups. Likewise, it is well known to crystallographers that the 𝑝𝑚𝑔 space 
group has no parent (translationengleiche supergroup), and therefore also stands alone. However, 
both of these “parent-less” space groups share symmetries with the other members of the 𝑆𝑞𝑋 




Figure D.4. Hierarchy of space groups in the (a) 𝑺𝒒𝑴 lattice and (b) 𝑺𝒒𝑿 lattice, showing 
how lower order space groups are related to higher order space groups Γ point. 
 
We note that while these relationships do not prove that the catalogue is exhaustive, the 
closed, consistent system is highly suggestive that it is. Indeed, in an earlier version of this 
manuscript, one of the 𝑝4𝑔 space groups of the 𝑆𝑞𝑋 catalogue was omitted, and its existence and 
selection rules were predicted while attempting construction of Figure D.4(b): a fourth space 
group with 𝐶4𝑣 symmetry was needed to produce a consistent hierarchy. 
Finally, for completeness we report in Figure 3.31 the entire hierarchy enabling control of 
the Q-factor and polarization angle for four modes simultaneously and independently. The 
resulting lattice is 𝑆𝑞𝑀𝑋 (refer to Figure D.3) constructed from two 𝑆𝑞𝑀 lattices, one dimerized 
in the 𝑥 direction, whose modes are referred to as 𝑀𝑥, and the other in the 𝑦 direction, whose 




Figure D.5. Complete hierarchy adding eight space groups with 𝑪𝟐𝒗 point symmetry and 
“orthogonal” selection rules to achieve a final p1 with eight degree of freedom: the Q-factor and 
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