Abstract The unusual properties of Shape Memory Alloys (SMAs) result from a lattice level Martensitic Transformation (MT) corresponding to an instability of the SMAs crystal structure. Currently, there exists a shortage of material models that can capture the details of lattice level MTs occurring in SMAs and that can be used for efficient computational investigations of the interaction between MTs and larger-scale features found in typical materials. These larger-scale features could include precipitates, dislocation networks, voids, and even cracks. In this paper, one such model is developed for the SMA AuCd. The model is based on Effective Interaction Potentials (EIPs). These are atomic interaction potentials that are explicit functions of temperature. In particular, the Morse pair potential is used and its adjustable coefficients are taken to be temperature dependent. An extensive exploration of the Morse pair potential is performed to identify an appropriate functional form for the temperature dependence of the potential parameters. A fitting procedure is developed for the EIPs that matches, at suitable temperatures, the stress-free equilibrium lattice parameters, instantaneous bulk moduli, cohesive energies, thermal expansion coefficients, and heat capacities of FCC Au, HCP Cd, and the B2 cubic austenite phase of the Au-47.5at%Cd alloy. The resulting model is explored using branch-following and bifurcation techniques. A hysteretic temperature-induced MT between the B2 cubic and B19 orthorhombic crystal structures is predicted. This is the behavior that is observed in the real material. In addition to reproducing the important properties mentioned above, the model predicts, to reasonable accuracy, the transformation strain tensor and captures the latent heat and thermal hysteresis to within an order of magnitude.
Introduction
Shape memory alloys (SMAs) are special alloys that exhibit the shape memory effect and pseudoelasticity. These peculiar properties are the result of solid-to-solid diffusionless phase transformations that occur in the material. These transformations are called martensitic transformations (MTs) and involve the coordinated motion of atoms in the crystal as the material's structure transitions from one lattice type to another. MTs can be temperature-or stress-induced. The high temperature phase is usually of high symmetry and is called austenite and the low temperature phase is usually of low symmetry and is called martensite.
The first SMA discovered was AuCd. Olander (1932) used electrochemical techniques to identify the B2 cubic (austenite) phase and the B19 orthorhombic (martensite) phase of AuCd. Further, he was the first to recognize its peculiar (i.e., SMA) behavior. Later, Bystrom and Almin (1947) performed an X-ray investigation and found the different phases of the AuCd alloy for different compositions. The SMA properties of Au-47.5at%Cd were identified by Chang and Read (1951) by studying the movement of boundaries between the two phases during phase transformation using an X-ray analysis of the orientation relationships, electrical resistivity measurements, and motion picture studies. From the observations of this experiment, it was concluded that Au-47.5at%Cd undergoes a diffusionless transformation from a high symmetry B2 cubic structure to a low symmetry B19 orthorhombic structure when it is cooled to its austenite finish temperature (A f ) at about 60
• C. The reverse transformation occurs from the B19 structure to the B2 structure at 80
• C (the martensite finish temperature, M f ) as the alloy is heated (Chang and Read , 1951) . The same researchers found the lattice parameters of Au-47.5at%Cd to be: a = 3.3165Å for the B2 cubic structure and a = 3.1476Å, b = 4.7549Å, and c = 4.8546Å for the B19 orthorhombic structure.
Various models have been presented in the literature to simulate the behavior of SMAs. These models can be broadly categorized as continuum mechanics based models, quantum mechanics based Density Functional Theory (DFT) models, and phenomenological atomistic models.
Continuum mechanics based models can be divided into phenomenological and micromechanical type models. Phenomenological models usually consist of a mechanical law to govern the stress-strain behavior and a kinetic law to govern the crystallographic transformation (Tanaka and Nagaki, 1982; Liang and Rogers, 1990; Brinson, 1993; Ivshin and Pence, 1994) . The mechanical part of the model plays a less significant role and the particular kinetic law distinguishes these models (Brinson and Huang, 1996) . Micromechanics based models take account of varying amounts of the crystallographic symmetry of SMAs and use the laws of thermodynamics to describe the transformation behavior (Patoor et al., 1988 (Patoor et al., , 1993 Sun and Hwang, 1993a,b; Leo et al., 1993; Shield , 1995; James et al., 1995; Goo and Lexcellent , 1997; Lu and Weng, 1997; Huang and Brinson, 1998; Vivet and Lexcellent , 1998; James and Hane, 2000; Shaw , 2002; Guthikonda et al., 2008) . These models use the geometric properties of martensitic variants that make up a transforming inclusion and apply micromechanics calculations to obtain the interaction energy of phase transformation in the material. Stresses and strains are obtained as averages over a volume in which many inclusions may exist. The major shortcoming of these continuum models are thatá priori knowledge of the martensite structure must be known. Most of the models rely on the availability of experimentally obtained phase diagrams and other physical properties for both the austenite and martensite phases. In other words, these models cannot be used if the nature of the material's MTs are not known. Thus, they are not helpful in the search for new shape memory materials.
Quantum mechanics based first-principles DFT methods are valuable for investigating the energy differences between many phases of a material, and for studying the stability of these phases all at 0 K (Ye et al., 1997; Huang et al., 2002; Parlinski and Parlinska-Wojtan, 2002; Huang et al., 2003; Parlinski et al., 2003) . These methods are capable of calculating atomic-level information regarding energies, forces, and stresses independent of any empirical fitting. DFT calculations such as those of Huang et al. (2002 Huang et al. ( , 2003 performed at 0 K show that the B2 cubic austenite crystal structure of NiTi is unstable. That is, NiTi has imaginary phonon frequencies at 0 K. This indicates that temperature effects are responsible for the existence of a stable austenite phase in NiTi at high temperature. However, direct DFT based studies of temperature effects on the microstructural behavior of MTs in NiTi and other SMAs are prohibitive due to the computationally intensive nature of DFT calculations.
In contrast, atomistic models based on Molecular Dynamics (MD) or Monté Carlo (MC) simulations are capable of capturing temperature effects and are invaluable for studying the behavior of homogeneous MTs. In particular, MD simulations based on different phenomenological atomic interaction potentials have been useful for exploring the dependence of a MT on properties such as temperature, composition, concentration of defects, etc. (Rubini and Ballone, 1995; Grujicic and Dang, 1995; Shao et al., 1996; Meyer and Entel , 1998; Entel et al., 1999 Entel et al., , 2000 Ozgen and Adiguzel , 2003; Wang et al., 2006; Ishida and Hiwatari, 2007) . However, the extension of MD and MC simulations to larger lengthand time-scales in order to study the formation and evolution of microstructures in SMAs is impractical except on the largest of currently available parallel-computing systems. Even on these systems, the size of the simulations of interest would require considerable computation time. Thus, alternative methods need to be developed.
The recent studies of Elliott et al. (2006a,b) and Guthikonda and Elliott (2008a) provide a first step in this direction. In these studies, Effective Interaction Potentials (EIPs) are used to model the behavior of SMAs. That is, atomic interactions are modeled with empirical atomic "free energy" potentials that are explicit functions of temperature. The EIPs are computationally efficient and capable of capturing a wide range of material behavior. Thus, the EIP methodology appears to be a promising tool for capturing the real atomic-scale behavior of materials that exhibit MTs while also allowing for the efficient simulation of large-scale phenomena, for example, the formation of complex microstructures. In a best case scenario, EIPs should recover the DFT potential energy of the material as the temperature goes to zero. However, this may not be practical and in many cases EIP models must be restricted to a range of temperatures for which it gives good predictions. An interesting application of EIPs would be to employ them in the development of a new continuum level polycrystalline constitutive model similar to those discussed above. Such a model would automatically inherit the thermodynamic properties associated with the EIP instead of postulating a phenomenological kinetic law. In Guthikonda and Elliott (2008a) it is observed that an EIP model based on the Morse pair potential is appropriate for capturing a transformation between the B2 cubic structure and the B19 orthorhombic structure. Thus, in this work an EIP model is developed to study the B2 to B19 transformation observed in Au-47.5at%Cd.
The remainder of this paper is organized as follows. Section 2 introduces the EIP model, CauchyBorn kinematics, the free energy density, equilibrium equations, and the stability criteria that will be used in this work. Thermo-elastic crystal properties of interest are defined in Section 3. Section 4 gives a description of the Morse EIPs with temperature dependent potential parameters along with a general approach used to fit the EIP model parameters to experimental data for a binary alloy. Section 5 discusses the behavior of the final EIP model which has temperature-dependent bond-stiffness, bond-strength, and pair equilibrium-spacing parameters. Finally, Section 6 summarizes the results of this work.
Effective Interaction Potential model
The motivation and justification for phenomenological thermomechanical continuum materials modeling theory is based on macroscopic testing and observation of the relationship between the continuum concepts of stress, strain, and temperature. In an analogous way, we are motivated to consider a phenomenological thermomechanical discrete materials modeling theory based on the experimental observations of finite-temperature x-ray and high-resolution microscopy. This theory describes the thermodynamic equilibrium (time-averaged) atomic structure of a material and how it depends on applied mechanical loads and temperature applied in the experiment. For example, this theory would aim to be able to describe the thermal expansion behavior of a perfect or defected crystal, the existence of structural phase transitions between different bulk crystalline structures, and the temperature-dependent behavior of crystalline surface reconstructions. Such a theory is, thus, intermediate between the usual continuum and atomistic materials viewpoints. Again, the ability of today's sophisticated microscopy techniques to accurately measure the time average atomic configuration of solid state materials indicates that such a phenomenological theory is reasonable under appropriate conditions.
EIPs are simply one approach to the construction of a constitutive model for this discrete materials modeling theory. They are based on the hypothesis that the free energy of the system may be partitioned into individual atom contributions dependent only on the relative distances between the atomic nuclei and, of course, the temperature.
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This hypothesis, of course, requires testing. Thus, the goal of our previous work (Elliott et al., 2002b; Elliott , 2004; Elliott et al., 2006b; Elliott , 2007; Guthikonda and Elliott , 2008a) and the current investigation is to explore the ability of EIPs to capture the free energy landscape of SMAs. One significant advantage of the EIP approach is that it provides a natural mechanism for capturing all the correct nonlinear geometric symmetries of the constitutive model. (This advantage is also exploited by more standard empirical atomic interaction potentials.)
With this theory in mind, this section presents a model of a perfect, infinite, bi-atomic crystal. First, Section 2.1 discusses the use of an effective pair potential to model the atomic interactions. Second, the kinematics used to describe crystalline deformation are presented in Section 2.2. The focus of this work is to develop a model for the SMA AuCd. This will involve fitting effective interaction potentials to experimentally obtained values for not only the B2 cubic AuCd crystal, but also for pure face-centered cubic (FCC) Au and pure hexagonal-close packed (HCP) Cd crystals. Thus, details of the kinematics for each of these crystal structures are presented. Finally, Section 2.3 defines the crystal's free energy density, its equilibrium equations, and the appropriate stability criteria.
Effective pair potentials
In the current work a pair potential φ(r; θ) is used, where φ is the free energy associated with an interaction between two atoms, r is the distance between two atoms, and θ = T T ref is the non-dimensional temperature with T the absolute temperature and T ref a suitable (but arbitrary) reference temperature. To model a particular material, first a functional form for the pair potential is chosen, such as the well known Lennard-Jones or Morse potential. Next, the interactions between atoms are made temperature-dependent by letting the parameters of the potential be functions of temperature. Finally, any adjustable potential parameters are determined by a fitting procedure in order to match certain experimental values of a material's properties.
Multiple types of atoms in a material give rise to multiple types of atomic interactions. For example, a binary alloy such as AuCd is made up of two types of atoms denoted here by "a" (Au) and "b" (Cd) which results in the need for three types of atomic pair interactions a − a, b − b, and a − b. In this case, each of these interactions is modeled with a separate free energy potential denoted by φ aa (r; θ), φ bb (r; θ), and φ ab (r; θ) respectively.
Cauchy-Born kinematics
In order to describe a perfect infinite crystalline material, a representative translational unit cell is chosen and its associated lattice vectors, G 1 , G 2 , and G 3 are identified. The chosen unit cell will contain some number of atoms, N , and the crystal structure is constructed by using the lattice vectors to generate the infinite number of translationally periodic images of the representative unit cell. This is called a "multilattice" description of the crystal structure (Pitteri and Zanzotto, 2002) . Deformations of the crystal are described using Cauchy-Born (CB) kinematics (Huang and Born, 1962; Elliott et al., 2006a,b) . Each unit cell in the crystal is labeled by a set of three integers ℓ = (ℓ 1 , ℓ 2 , ℓ 3 ) and each atom in a given unit cell is labeled by an integer α. Thus, the reference position of atom α in unit cell ℓ is given by
where X[ℓ] is the position vector locating unit cell ℓ in space and P[α] is the relative position vector locating atom α within this unit cell. As described in Elliott et al. (2006b) , CB kinematics describe the crystal's deformation in terms of "internal atomic shift vectors" S[α] and a uniform deformation characterized by a 3 × 3 symmetric right-stretch tensor U. Thus, the current position of atom α in unit cell ℓ is
To eliminate rigid-body translations, S[0] is set to zero. Rigid-body rotations have already been eliminated by the use of the symmetric right-stretch tensor U, instead of the general 3 × 3 deformation gradient tensor F.
2.2.1 CB kinematics of the face-centered cubic crystal structure
The face-centered cubic (FCC) crystal has an essential unit cell that contains one atom (α ∈ {0}) as shown in Fig. 1 . The lattice basis vectors of this unit cell are given by
where a 0 is the lattice parameter of the conventional FCC unit cell and {e 1 , e 2 , e 3 } is a reference orthonormal basis aligned with the FCC cubic axes. The relative reference position vector locating atom α = 0 within the one atom unit cell of the FCC crystal structure is, trivially, taken to be
The FCC structure is a Bravais lattice for which the CB kinematics of Eq. (2) simplify to give the current position of each atom in terms of its reference position as Fig. 1 Conventional unit cell, with four atoms, and essential unit cell, with one atom, of the FCC crystal structure.
CB kinematics of the hexagonal close-packed crystal structure
The hexagonal close-packed (HCP) crystal structure has an essential unit cell that contains two atoms (α ∈ {0, 1}) as shown in Fig. 2 . The lattice basis vectors of this unit cell are given by
where a 0 and c 0 are the lattice parameters of the HCP crystal and {e 1 , e 2 , e 3 } is a reference orthonormal basis as indicated in Fig. 2 . The relative reference position vectors locating atoms α ∈ {0, 1} within the two atom unit cell of the HCP crystal structure are taken to be
2.2.3 CB kinematics of the B2 cubic crystal structure
The B2 cubic crystal structure has an essential unit cell that contains two atoms as shown on the left side of Fig. 3 . The works of Zener (1947); Zirinsky (1956) and Ren et al. (2001) have shown that the geometry of the B2 crystal results in an inherent soft response to shear deformations along the < 110 > directions. Further, Elliott et al. (2006b) and Guthikonda and Elliott (2008a) have shown that although the elastic shear modulus is soft, the first instability to occur in many B2 materials is associated with the non-essential unit cell containing four atoms (4-lattice) as shown on the right side of Fig. 3 . Thus, it is important to use the 4-lattice unit cell of B2 cubic crystal because it will allow for the identification of the onset of instability using the CB kinematics. This also allows for post-bifurcation behavior associated with this initial instability of the B2 phase. The non-essential lattice vectors, G x , G y , and G z are the three non-coplanar vectors for the 4-lattice unit cell. These vectors are related to the essential cubic basis vectors G 1 = a 0 e 1 , G 2 = a 0 e 2 , and G 3 = a 0 e 3 (defining the essential unit cell shown on the left side of Fig. 3) by The reference relative position vectors of the four atoms α ∈ {0, 1, 2, 3} for the B2 cubic crystal structure are
where α = 0 and α = 2 correspond to "a" (Au) atoms and α = 1 and α = 3 correspond to "b" (Cd) atoms as shown in Fig. 3 .
2.3 Free energy density, equilibrium equations, and stability criteria
The EIP model gives the crystal's bulk free energy density as half the sum of all effective pairinteractions between atoms in one unit cell, say ℓ = (0, 0, 0), and all other atoms in the crystal, normalized by the reference unit cell volume. Thus, the free energy density per unit reference volume of a crystal is given by
where
represents the chosen set of independent degrees of freedom (DOFs) that describe the deformation of the crystal, θ is the non-dimensional temperature, V is the reference unit cell volume, η(α) represents the type of atom α ("a", "b", "c", etc.), and r
α || is the current distance between atom α ′ in unit cell ℓ ′ and atom α in the unit cell located at the origin. The factor of 1/2 in Eq. (10) arises from the fact that the pair interaction energy is equally shared by the two involved atoms. Technically, the summation over
in Eq. (10) extends to all atoms in the infinite crystal, but such a summation is computationally impossible. Due to the rapid decay of most commonly used pair potentials, it is acceptable to employ a cutoff distance r cut . Thus, the summation in Eq. (10) extends to all atoms in an Eulerian sphere of influence, that is, all atoms such that r
The equilibrium equations for the infinite perfect multilattice crystal with zero-stress conditions at infinity are given by the derivatives of
As shown in Elliott et al. (2006a) the translational periodicity of the crystal structure and the use of multilattice CB kinematics ensures that solutions of Eqs. (11) also correspond to true equilibrium configurations for the crystal. That is, if Eqs. (11) are satisfied, then the sum of forces acting on each atom in the crystal is zero. Due to the "microscopic" nature of the CB shift DOFs, their direct control is difficult if not impossible. Therefore, most available experimental data corresponds to a state of the material in which the shifts are in equilibrium. That is, they satisfy Eq. (11) 2 for any given value of the deformation U. Thus, the form of the material's free energy density that is most appropriate for comparison to macroscopic experimental data is the "Homogenized Continuum (HC) free energy density" (Elliott et al., 2006a) . To obtain the HC free energy density, Eq. (11) 2 is used to implicitly define the shifts S[α] as functions of the uniform deformation U and temperature θ, i.e., S[α] = S[α](U; θ). The HC free energy density is then defined by
It should be noted that this does not imply that the shifts are unimportant. In fact, instabilities associated with the shifts are usually responsible for the existence of phase transformations and, indeed, are required to capture the critical deformation modes at the onset of instability (Guthikonda and Elliott , 2008a) .
It is especially important to use the HC free energy density when calculating properties associated with non-centrosymmetric crystals, such as the HCP lattice and the αIrV and B19 orthorhombic structures encountered in Section 5. For these crystals the shifts couple directly to the uniform deformation of the crystal. Ignoring this coupling will result in significant errors in the computation of many thermo-elastic material properties (see for example Tadmor et al., 1999) . It should be noted that the HC free energy as defined here may not be single valued. That is, for any given deformation U there may be multiple solutions to Eq. (11) 2 . These will lead to a multi-valued HC free energy. Which of these multiple values ≈ W (U; θ) takes on at any given time will then depend on the deformation history.
The infinitesimal stability of an equilibrium configuration, i.e., a solution to Eqs. (11), is defined in terms of the "material" stability criterion of Elliott et al. (2006b) . This requires the crystal to satisfy both the "Cauchy-Born (CB) stability criterion" and the "phonon stability criterion."
The CB stability criterion defines the stability of crystal structure by considering the quasi-uniform perturbations that conform to the Cauchy-Born kinematics of Eq. (2). An equilibrium crystal structure is considered CB stable if it is a local minimum of the free energy density Eq. (10), that is, the CB stability criterion requires that
is satisfied at equilibrium for all non-zero (δU; δS[α]) with δU = δU T and α = 1, 2, ..., N − 1. Here, both uniform deformation δU and internal atomic shift δS [α] perturbations are allowed to vary independently. At the macroscopic scale, uniform deformation perturbations δU (with δS[α] following Eq. (11) 2 ) explore the crystal's response to slowly varying, strain-like, deformations. At the microscopic scale, internal shift perturbations δS[α] (with δU = 0) explore the crystal's response to perturbations that conform to the periodicity of the Cauchy-Born kinematics, Eq. (2).
The phonon stability criterion defines the stability of the crystal structure by considering all small atomic displacement perturbations of the crystal irrespective of the Cauchy-Born kinematics enforced by Eq. (2) for equilibrium configuration. However, this criterion is not complete in the sense that it does not consider uniform perturbations or the more general quasi-uniform perturbations, which are addressed by the CB stability criterion as explained above. An analysis that takes advantage of the translational symmetry of an equilibrium configuration reveals the eigen-modes of the stability operator for phonon stability to be plane wave displacements of the atoms in the crystal that can be parameterized by a wave vector k (see Elliott et al., 2006b) ,
where ∆v (q) [α] is the amplitude vector that describes the relative displacements of the atoms. The index q = 1, 2, ..., 3N serves to distinguish these individual eigen-modes. The wave vector provides the orientation (direction of k) and the spatial wavelength (proportional to the reciprocal of the length of k) of a particular plane wave perturbation.
The phonon frequencies ω (q) (k) and their associated phonon eigen-modes δu ℓ α (q) (k) of Eq. (14) are found from the dynamical matrix K j k k α α ′ for each wave vector k obtained from a second-order expansion of the energy density of Eq. (10) in the phonon-modes of Eq. (14), and is given by
where m α is the mass of atom α, Z 3 is the set of all lattice points, G jp is the metric of the reciprocal lattice basis vectors {G x , G y , G z }, and
is the stiffness coefficient between atoms 0 α and l ′ α ′ evaluated at the equilibrium configuration (Elliott et al., 2006a) . The wave vector k ranges over values in the unit cell of the reciprocal reference lattice (multiplied by a factor 2π)
The phonon stability criterion requires the eigenvalues of the dynamical matrix, which are the squared phonon frequencies (ω (q) (k)) 2 , to all be positive. That is, Since neither of the stability criteria (CB or phonon) examine the stability of the crystal for all types of perturbations, both criteria must be satisfied for an equilibrium state of a crystal to be stable.
The above described "material" stability criterion ensures that the corresponding equilibrium configuration is observable. Thus, if a material phase becomes unstable (in the "material" sense as defined above) as the temperature crosses a critical value, then a phase transition must occur. This is because once the phase is unstable, any perturbation (no matter how small) will cause the system to diverge from the equilibrium configuration. Thus, this criterion identifies the limits of temperature for which it is possible to observe a particular material phase.
In addition to the material stability criterion there is also the "equilibrium thermodynamics" stability criterion. This criterion states that the material phase (equilibrium configuration) with the lowest free energy corresponds to the observed phase of the material. This criterion chooses one phase, from all of the observable ("material" stable) phases that coexist at any given temperature, as the phase that is most likely to be observed. Thus, equilibrium thermodynamics predicts that a phase transformation will occur at the exact temperature where the minimum free energy value changes from one observable phase to a different observable phase.
In reality, the temperature at which transformation occurs will be somewhere in between the "material" transformation temperatures of each phase. These temperatures define a coexistence temperature range. The equilibrium thermodynamic transformation temperature will fall somewhere inside this range and represents the temperature at which transformation is most likely to occur. Generally, this temperature will depend on whether the material is being heated or cooled. Thus, there will be some "inherent" hysteresis associated with the transformation. The recent work of James and Zhang (2006); Cui et al. (2006) ; Delville et al. (2008) indicates that the majority of hysteresis in SMAs is a result of the process of microstructure evolution. Thus, it is likely that in most materials the amount of "inherent" hysteresis is quite small. It is clear then that both stability criteria, material and equilibrium thermodynamic, are important concepts. Therefore, in this work we will identify both the phase coexistence range(s) and the most likely transition temperature(s) for the predicted material behavior.
3 Thermo-elastic properties of crystals In this section, the thermal and elastic material properties that are used in this work for fitting to and comparison with available experimental data are presented.
The entropy per mole S is given by
where ≈ W (U 0 ; θ 0 ) is the HC free energy density, U 0 is the CB deformation corresponding to the stressfree configuration at the non-dimensional temperature θ 0 , V is the reference unit cell volume, N is the number of atoms in the unit cell, and N A is Avogadro's constant (6.023 × 10 23 ).
The cohesive energy E c is the energy (per atom) released by the formation of the crystal from a set of dissociated atoms that are initially infinitely far apart. In other words it is the enthalpy of formation ∆H which is related to the change in free energy density ∆ ≈ W and change in entropy ∆S given by
Taking the energy of infinitely far apart atoms as the energy datum, the cohesive energy is given by
Here, the minus sign is required to obtain the energy released during the crystal's formation.
The instantaneous thermal expansion tensor α is obtained by taking a total temperature derivative of the stress-free equilibrium equation
, and defining the instantaneous thermal expansion as α ≡
results in
For cubic crystals (or isotropic materials), α is an isotropic second-order tensor and one may speak of the "linear thermal expansion coefficient." However, for non-cubic (non-isotropic) materials, the directional dependence of thermal expansion must be specified and, therefore, one speaks of the "thermal expansion tensor."
The heat capacity per mole at constant volume C v is defined as
The definition of heat capacity per mole at constant pressure is C p = T 
The instantaneous bulk modulus K for the material relates a change in volume to an increment in an applied hydrostatic pressure. In terms of the instantaneous elastic moduli L (see Appendix A), the instantaneous bulk modulus is given by, K = 1
where I is the identity tensor. It is worth noting that some authors define the instantaneous bulk modulus as the proportionality constant relating a change in the spherical part of the stress to an increment of an applied pure dilatation. This results in an instantaneous bulk modulus defined as
The two definitions, Eq. (22) and Eq. (23), are in general, different (see Appendix A for a detailed derivation). In the special case of a cubic crystal or an isotropic material they agree but otherwise significant discrepancies occur 4 . Therefore, one must use special care to determine which definition has been used when experimental data is reported in the literature. We feel that Eq. (22) more accurately represents the common interpretation of the instantaneous bulk modulus. Therefore, Eq. (22) will be used exclusively in the remainder of this work.
Morse EIPs with temperature dependent potential parameters
The Morse pair potential is used exclusively in this work to model the atomic pair-interactions present in the binary alloy Au-47.5at%Cd. The general form of the Morse pair potential is
where r is the distance between two interacting atoms,r is the zero force distance, A is related to the bond strength, and B is related to the bond stiffness. A cutoff distance (r cut ) of 20Å is found to provide converged results for the summations associated with Eq. (10). Our investigations indicate that the EIP model developed in this work is relatively sensitive to smaller r cut values, which do not provide converged results. However, a systematic exploration of this issue has not been performed. In this work, the temperature dependence of the material properties is captured by making the free potential parametersr, B, and A temperature dependent.
Choosing temperature dependent potential parameters
Experimental observations of pure Au, pure Cd, and B2 AuCd show that as the temperature is increased the equilibrium spacing increases, free energy decreases, bulk modulus decreases, thermal expansion increases, entropy increases, and heat capacity increases. The temperature dependence ofr, B, and A should be selected such that they reproduce these experimental trends. Thus, a simple analysis is used to understand the dependence of properties of the material on the potential parameters. This is done by plotting Eq. (24) for different values of each parameter and keeping all other parameters constant.
Figure 4(a) shows the Morse pair potential asr is increased while B and A are kept constant. Asr increases the bond equilibrium distance increases, stiffness (curvature at equilibrium spacing) decreases, and equilibrium energy remains constant when only nearest neighbor interactions are considered. However, for a crystal with r cut greater than the nearest neighbor distance this implies that ifr is the only temperature dependent parameter and its value increases with temperature, the model will exhibit an increase in equilibrium spacing and decrease in stiffness which are in agreement with the experimental observations. It also results in an increase in free energy which in turn produces negative entropy as temperature increases at constant configuration. This violates the basic principles of equilibrium thermodynamics. Thus,r alone is not sufficient for the temperature dependence of the model. Figure 4(b) plots the Morse pair potential as B is decreased keeping all other parameters fixed. Here, a decrease in the value of B decreases the stiffness whereas bond equilibrium distance and energy remain constant when only nearest neighbor interactions are considered. For a crystal with r cut greater than nearest neighbor distance the model exhibits a decrease in stiffness and free energy at constant configuration which are in agreement with experimental observations. However, it also exhibits a decrease in equilibrium spacing which is in contradiction with experimental observations. Thus, B alone is not sufficient for the temperature dependence of the model. As parameter A increases there is no change in the bond equilibrium spacing but stiffness increases and energy decreases when only nearest neighbor interactions are considered. For a crystal with r cut greater than the nearest neighbor distance the model exhibits no change in equilibrium spacing, but it exhibits a decrease in free energy which is in agreement with experimental observations and an increase in stiffness which opposes the experimental observations. Thus, A alone is not sufficient for the temperature dependence of the model. Table 1 summarizes the qualitative behavior of crystalline equilibrium properties (r cut greater than first nearest neighbor distance) with respect to the change in parameter values when temperature θ is increased. The first column in the table shows the property of the material under consideration, the second column gives the experimentally observed behavior of the property as temperature is increased, the remaining columns show how the property varies for an EIP when only the indicated parameter is temperature dependent. From this table it is observed that no single temperature dependent parameter can model all of the experimentally observed behavior. However, it seems that some combination might be able to simulate the experimental behavior. Thus, various combinations are selected based on the information in Table 1 and each of these combinations is studied to determine if it is able to capture the qualitative behavior indicated in the second column of Table 1 . Table 1 Qualitative behavior of lattice parameter a, coefficient of linear thermal expansion α, instantaneous bulk modulus K, cohesive energy Ec, entropy S, and heat capacity Cv for the Morse EIP as non-dimensional temperature θ is increased: (i) experimental observations, (ii) when onlyr is dependent on θ such that its value increases as θ increases, (iii) when only B is dependent on θ such that its value decreases as θ increases, and (iv) when only A is dependent on θ such that its value increases as θ increases.
General fitting procedure for model parameters
Before discussing any particular EIP model we describe the general fitting procedure that is used to fit the particular EIP model parameters. The fitting procedure for a generalized EIP model for AuCd is explained here. The fitting of model parameters is done using a MATLAB executable file (generally called as MEX file) which dynamically links the BFBSymPac (Elliott , 2009 ) software package which is written in C++ with MATLAB. Optimization is done using MATLAB's lsqnonlin function (Mathworks, 2009) which solves nonlinear least-square problems. lsqnonlin takes a vector values function f (q) and determines the values of q that minimizes the L 2 -norm of f . In the present situation, q is the vector of EIP parameters and f (q) corresponds to the difference between the experimental data and the model's calculated material parameters. A tolerance of ǫ = 1.0 × 10 −3 is used here.
The approach used in this work to determine the free potential parameters starts by choosing a reference temperature for which significant experimental data is available for the alloy of interest. Here, a reference temperature of T ref = 333.15 K is chosen, which is also the transformation temperature (A f ) of Au-47.5at%Cd. The generalized EIP model based on the Morse pair potential is selected such that the model will capture all the combinations considered later. The EIP Morse pair potential is given by
where f r (θ), f B (θ), and f A (θ) are some chosen nonlinear functions. These functions are constructed such that their value is zero at the reference temperature (θ = 1). In this work several distinct EIP models corresponding to different choices for f r , f B , and f A are explored. For each of these models, the fitting of parameters is divided into two stages. First, all the parameters from Eq. (25) are determined for the Au-Au, Cd-Cd, and Au-Cd bonds by matching different material properties of pure Au, pure Cd, and B2 AuCd at different temperatures respectively. Finally the determined parameters from the first stage are used as the starting point in the MATLAB optimization problem to fit all the material properties simultaneously as an unconstrained optimization problem. Note that properties of the martensite phase of the material are not used for fitting. This means that any MT and its associated properties indicated by the model will be pure predictions.
Stage 1: Fitting of individual bond parameters
In this stage the potential parameters corresponding to each type of bond present in the binary alloy AuCd are determined by matching, at the reference temperature T ref = 333.15 K (θ = 1), the stressfree equilibrium lattice spacing a, instantaneous bulk modulus K, cohesive energy E c , linear thermal expansion α, and heat capacity at constant pressure C p . Additionally, a and E c are matched at multiple temperatures. It is found that the resulting set of fitted parameters does not capture the B2 to B19 type of MT that occurs in AuCd whose transformation temperature is also the reference temperature (θ = 1). To address this short coming, the fitting procedure for the Au-Cd bond is slightly modified. Since the lattice parameter and elastic constants play an important role in MT, the fitting of these properties of B2 AuCd at reference temperature is retained. The fitting of cohesive energy of B2 AuCd at the reference temperature is replaced by requiring that the B2 AuCd be at its stability transition point at the reference temperature. This is appropriate because the reference temperature is chosen as the experimentally observed transformation temperature (A f ) of Au-47.5at%Cd (Chang and Read , 1951) .
Thus all the potential parameters from Eq. (25) for the Au-Au and Cd-Cd bonds are determined by fitting a, K, E c , α, and C p at the reference temperature for pure Au and pure Cd respectively. Additionally, a and E c are fit at multiple temperatures. The potential parameters for the Au-Cd bond are determined by fitting a, K, the stability transition point of B2 AuCd, α, and C p at the reference temperature. Additionally, a is fit at multiple temperatures. In this stage, the different sets of fitted parameters obtained in Section 4.2.1 are provided as initial conditions to the MATLAB optimization program in which all model parameters are determined simultaneously as an unconstrained optimization problem. It is observed that the solutions obtained in this stage do not deviate significantly from the starting point. This indicates that the different solutions that are observed in Section 4.2.1 are likely to be local minima of the optimization problem. From these different sets of solutions the solution that corresponds most closely to the qualitative experimental behavior of pure Au, pure Cd, and B2 AuCd upon variation of temperature is selected.
Stage 2: Fitting of all model parameters simultaneously

Temperature dependence of parametersr, B, and A
Returning now to the discussion of the possible types of Morse EIP temperature dependence, various combinations of temperature dependent parameters are analyzed. The fitting procedure explained in Section 4.2 is used and the final form of the temperature dependent parameters is selected such that the model exhibits the most accurate qualitative and quantitative behavior of material properties as temperature is varied.
Case 1: Linear temperature dependence of parametersr and B
Based on the observations from Figure 4 and Table 1 , parametersr and B are taken to be temperature dependent such thatr will increase and B will decrease with temperature. Here the parameter A is kept constant. Whenr increases the stress-free equilibrium distance and free energy increase. When B decreases, the equilibrium spacing and free energy decrease. The temperature dependence of both parametersr and B should be such that the net stress-free equilibrium spacing increases and free energy decreases as temperature increases. As a first choice the parametersr and B are selected to be linear functions of temperature. In this case the Morse pair potential is given by
where r 1 , r 2 , B 1 , B 2 , and A 1 are constant parameters. Recall that for a binary alloy, there are three distinct types of pair interactions (a − a, b − b, and a − b) which lead to the need for three sets of these parameters. The potential parameters in this model are determined by the procedure of Section 4.2. The results of this model have been reported in Guthikonda and Elliott (2008b) . The model was able to predict the B2 ↔ B19 MT that occurs in Au-47.5at%Cd and it also seems to capture some other important properties of MT such as the volume preserving nature and transformation stretch tensor of the MT. However, this model predicted a negative thermal expansion for B2 AuCd at higher temperatures. This is contrary to the experimental behavior of B2 AuCd.
In order to understand the reasons for the negative thermal expansion in the EIP model of Eq. (26), the dependence of the Au FCC lattice parameter on the parametersr and B is considered. Figure 5 plots the variation of lattice parameter a for the fitted parameters of Model 2 from Guthikonda and Elliott (2008b) when onlyr is varied with respect to temperature (dashed line), when only B is varied (dotted line), and when bothr and B are varied (solid line). From the dashed line in the figure it is observed that a linear variation ofr with temperature causes a linear increase of the lattice parameter. From the dotted line it is observed that a linear variation of B with temperature causes a strong nonlinear decrease of the lattice parameter. When bothr and B vary linearly the solid line is obtained. From this it is understood that in order to have an increasing lattice parameter for the temperature range of interestr should increase at a superlinear rate as compared to the decrease of B. 
Case 2: Polynomial temperature dependence of parametersr and B
Based on the results of Section 4.3.1, an extension to the EIP model of Eq. (26) is performed by taking the parametersr and B as power law functions of temperature. In this case the EIP Morse pair potential is given by
where r 1 , r 2 , r 3 , B 1 , B 2 , B 3 , and A 1 are constant parameters. It turns out that if these parameters are fitted according to Section 4.2 the problem of negative thermal expansion is corrected but the heat capacity at constant pressure C p decreases at higher temperatures. This is undesirable. If A is taken as a power law function in addition tor and B one finds the opposite situation where C p behaves acceptably but a negative thermal expansion is found at low temperatures. In order to address the short coming of decreasing lattice parameter at lower temperatures in the EIP model, the temperature dependence of the parametersr, B, and A is taken to be exponential instead of power law. In this case the Morse potential is given by
where r 1 , r 2 , r 3 , B 1 , B 2 , B 3 , A 1 , A 2 , and A 3 are constant parameters. The fitting procedure is unsuccessful with this model because of a rapid increase of lattice parameter and heat capacity with increasing temperature that is inherent to the exponential temperature dependence of all the potential parameters used in this case. However, it seems that a combination of exponential and power law temperature dependence might produce the desired qualitative and quantitative behavior of material properties as temperature is varied.
Case 4: Polynomial and exponential temperature dependence of the Morse parameters
From Case 2 and Case 3 it is observed that polynomial temperature dependence of all three parameters results in negative thermal expansion at low temperatures and exponential temperature dependence of all three parameters makes the fitting procedure unsuccessful. With this in mind the temperature dependence ofr is selected to be exponential and that of B and A are selected to be power law. This combination of exponential and power law temperature dependence seems to eliminate the problems that are observed in Case 2 and Case 3. Thus, the final form of the Morse pair potential is taken as
where r 1 , r 2 , r 3 , B 1 , B 2 , B 3 , A 1 , A 2 , and A 3 are constant parameters. For a temperature range of θ = 0.0 to 3.0, this model seems to capture the qualitative material behavior shown in the second column of Table 1 . Thus, the EIP model of Eq. (29) is taken as the final EIP model form.
Final EIP model
Model parameters and property predictions
The complete set of 27 parameters of the final EIP model of Eq. (29) are determined by applying the fitting procedure described in Section 4.2 for pure Au, pure Cd, and B2 AuCd. The material properties and their fitted values for pure Au, pure Cd, and B2 AuCd are given in Tables 2, 3 , and 4 respectively. The corresponding model parameters are reported in Table 5 . Note that a set of eleven experimental values (Table 2 ) are used to fit the nine parameters for the a − a bond. Additional experimental values are used to ensure that the resulting potential accurately reproduces the experimentally observed lattice parameter a and cohesive energy E c values (Villars et al., 1985; Hultgren et al., 1963) over the temperature range 0 ≤ θ ≤ 3. Also, since B2 AuCd is unstable at low temperatures it is not possible to obtain experimental values for the lattice parameter a at 0 K and 150 K. Thus, the values given in Table 4 are determined by linear interpolation from the values near θ = 1.0 (Zirinsky, 1956 Table 2 Experimental values and corresponding fitted values of lattice parameter a at 700 K, 550 K, 333.15 K, 150 K, and 0 K; cohesive energy Ec at 700 K, 550 K, and 333.15 K; bulk modulus K, thermal expansion coefficient α, and heat capacity at constant pressure Cp at reference temperature 333.15 K (θ = 1) of pure Au (Villars et al., 1985; Chang and Himmel , 1966b; Hultgren et al., 1963) . Table 3 Experimental values and corresponding fitted values of lattice parameter a at 550 K, 333.15 K, 150 K, and 0 K; cohesive energy Ec at 550 K and 333.15 K; bulk modulus K, thermal expansion coefficient α, and heat capacity at constant pressure Cp at reference temperature 333.15 K (θ = 1) of pure Cd (Edwards et al., 1952; Chang and Himmel , 1966a; Hultgren et al., 1963) . Figure 6 shows the variation of lattice parameter, cohesive energy, linear thermal expansion coefficient, entropy per mole, instantaneous bulk modulus, and heat capacity per mole at constant pressure Table 4 Experimental values and corresponding fitted values of lattice parameter a at 700 K, 550 K, 333.15 K, 150 K, and 0 K; cohesive energy Ec, bulk modulus K, thermal expansion coefficient α, and heat capacity at constant pressure Cp at reference temperature 333.15 K (θ = 1) of B2 AuCd (Chang and Read , 1951; Zirinsky, 1956; Hultgren et al., 1963 Hultgren et al., , 1973 . * Ec at 333.15 K is not actually fitted. See Section 4.2.1 for more details.
HCP Cd
Final EIP parameters Potential parameter Value
Au-Au Variation of lattice parameter a, cohesive energy Ec, linear thermal expansion coefficient α, entropy per mole S, instantaneous bulk modulus K, and heat capacity per mole at constant pressure Cp of FCC Au vs. non-dimensional temperature θ for the parameters in Table 5 . Solid circles in each plot identify the corresponding experimental values.
for FCC Au with respect to non-dimensional temperature θ where only the a − a pair interaction is required for the monoatomic crystal. Solid circles show the experimental values given in Table 2 . The lattice parameter and cohesive energy increase as θ increases. The linear thermal expansion coefficient decreases for very low θ which contradicts the experimental observations (Villars et al., 1985) but remains positive and starts increasing around θ = 0.45. The instantaneous bulk modulus decreases as θ increases. The entropy per mole and heat capacity per mole at constant pressure increases as θ increases. Thus, the qualitative behavior of all these properties, except the linear thermal expansion at very low temperatures, is in agreement with the general experimental observations of properties of pure Au (Villars et al., 1985; Chang and Himmel , 1966b; Hultgren et al., 1963) . The crystal structure of pure Au is stable over the entire temperature range as indicated by the solid lines in Figure 6 . Table 5 . Solid circles in each plot identify the corresponding experimental values. Figure 7 shows values for HCP Cd of the close-packed plane lattice parameter, cohesive energy, in-plane linear thermal expansion coefficient, entropy per mole, instantaneous bulk modulus, and heat capacity per mole at constant pressure, where only the b − b pair interaction is required for the monoatomic crystal. The symmetry of the HCP structure dictates that the internal atomic shift vector remains zero as the temperature is varied. Solid circles in each plot correspond to the experimental values given in Table 3 . In this case, the lattice parameter, cohesive energy, and in-plane linear thermal expansion coefficient increases as θ increases. The bulk modulus decreases as θ increases. The entropy per mole and heat capacity per mole at constant pressure increase as θ increases. Again, the qualitative behavior of these properties is in agreement with experimental observations (Edwards et al., 1952; Chang and Himmel , 1966a; Hultgren et al., 1963) . The crystal structure of pure Cd is stable over the entire temperature range as shown by the solid lines in Figure 7 . Figure 8 shows the variation of lattice parameter, cohesive energy, linear thermal expansion coefficient, entropy per mole, instantaneous bulk modulus, and heat capacity per mole at constant pressure of B2 AuCd, where all three pair interactions (a − a, b − b, and a − b) are required for the biatomic crystal. As in the HCP Cd case, the symmetry of the B2 structure dictates that the internal atomic shifts remain zero as the temperature is varied. Solid circles in each plot show the experimental values given in Table 4 . Note that the cohesive energy of B2 AuCd is not fitted at the reference temperature, Instead, the B2 AuCd is made to change stability at the reference temperature. The qualitative behavior of all the properties is in agreement with experimental observations of B2 AuCd (Chang and Read , 1951; Zirinsky, 1956; Hultgren et al., 1963 Hultgren et al., , 1973 . The B2 AuCd crystal structure is stable at high temperatures (denoted by the solid line segments) and becomes unstable (denoted by the dotted line segments) at θ = 1 as temperature is decreased.
Temperature-induced MTs associated with the EIP model
A stress-free bifurcation diagram (Elliott et al., 2002b (Elliott et al., , 2006b ) is generated for the EIP model of Eq. (29) in order to evaluate its ability to correctly predict the B2 to B19 phase transformation found in Au-47.5at%Cd. Figure 9 displays the results by plotting the maximum principal stretch λ 3 vs. nondimensional temperature θ. Here, the maximum principal stretch λ 3 is calculated as the (algebraically) largest eigenvalue of the symmetric right stretch tensor U. Figure 9 also shows the crystal structures of the different phases that are found. Here, solid lines represent stable (CB and phonon) equilibrium configurations and dashed lines represent unstable configurations. Bifurcation points are represented by hollow circles whereas turning points are represented by solid circles. The behavior is qualitatively similar to the results reported in Elliott et al. (2006b) . Thus, for a more detailed description of the various crystal structures indicated in Figure 9 , see Elliott et al. (2006b) . The B2 austenite phase (red line) is stable at higher temperatures and becomes unstable as the temperature is decreased with bifurcation at θ = 1 (T ref =333.15 K) which is in correspondence with experimental observations (Chang and Read , 1951) . The onset of instability is associated with a deformation mode where the shifts become non-zero as discussed in Guthikonda and Elliott (2008a) . A set of B19 and αIrV orthorhombic equilibrium paths emerge from the bifurcation point at θ = 1. The B19 equilibrium path (green line) is initially unstable as it emerges from the bifurcation point, but becomes stable at a turning point near θ = 2.43. It continues to be stable as temperature is decreased to 0 K. It is also observed that an initially unstable path of a monoclinic structure with space group P2/m (yellow line) originates from the secondary bifurcation point on the B19 path at around θ = 2.33 and it continues to be unstable as temperature decreases to 0 K. The αIrV equilibrium path (purple line) is initially unstable as it emerges from the B2 bifurcation point, but becomes stable at a turning point near θ = 2.25. It continues to be stable until θ = 1.21 where it encounters another turning point. The αIrV path eventually reaches a point where it intersects an L1 0 equilibrium path at around θ = 2.22. Starting from this point the L1 0 equilibrium path is found to be stable as λ 3 is increased until temperature reaches 0 K. It becomes unstable as λ 3 is decreased and continues to be unstable through 0 K. From our experience (see, for example Elliott , 2007; Guthikonda and Elliott , 2008b) we believe that this unstable path would eventually meet another bifurcation point on the B2 path at some negative temperature. Unstable paths of the B19 and αIrV phases are found originating from the bifurcation point on the unstable L1 0 path at θ = 0.18. An additional unstable path of αIrV is also found originating from the bifurcation point on the unstable L1 0 path at θ = 0.79.
The variation of the HC (Gibbs) free energy density ≈ W with respect to the non-dimensional temperature θ is plotted in Fig. 10 . The slope and curvature of all stress-free equilibrium paths are found to be negative for all temperatures. This indicates that the entropy and heat capacity at constant pressure are positive, as required by equilibrium thermodynamics.
At this point, we restrict our attention to the stable path segments for B2, L1 0 , B19, and αIrV predicted by the EIP model. Figure 11 displays the variation of ≈ W of these phases with respect to θ. At high temperatures the B2 crystal is the only stable phase, at intermediate temperatures four phases are stable, and at low temperatures two phases are stable. Figure 12 displays the variation of unit cell volume with respect to non-dimensional temperature θ. The unit cell volume of all stable phases are nearly equal which shows that any MTs predicted by this model will result in a volume change of less than 0.1%. The unit cell volume of different phases increase as temperature is increased which is in coincidence with general experimental observations. Figure 13 displays the variation of instantaneous bulk modulus K with respect to non-dimensional temperature θ. For αIrV and B19, K → 0 as a turning point is approached on the respective equilibrium paths. Figures 14 and 15 display the variation of entropy and heat capacity at constant pressure, respectively, with respect to non-dimensional temperature θ. In general, entropy and heat capacity are found to increase with temperature. This is in general agreement with thermodynamic theory. For the L1 0 , B19, and αIrV phases C p diverges to infinity as a turning point is approached on the respective equilibrium paths. This is a result of the fact that the bulk modulus goes to zero at these points.
Returning to Fig. 11 , it is observed that upon decreasing temperature the B2 phase becomes metastable at the "equilibrium thermodynamics" transition temperature θ = 2.328 (with the B19 phase having lower free energy for lower temperatures) and finally loses material stability at θ = 1 which is the models value for A f . At this temperature the only stable phases are B19 and L1 0 . However, B19 is the stable phase with minimum free energy. Thus, a transformation from B2 to B19 can be expected. For lower temperatures the B19 phase continues to be the stable phase with minimum free energy. In the case of increasing temperature, the orthorhombic B19 structure has the global minimum free energy until θ = 2.328 where it becomes metastable with respect to the B2 phase. It loses material stability soon afterward at θ = 2.35 which is the models prediction for M f where it ceases to exist for higher temperatures. Ideally, one should verify that no other equilibrium crystal structures exist with lower energy. This would ensure that the minimum energy phases shown in Fig. 11 capture the model's ground state phase at any given temperature. However, this theoretically infinite investigation is not pursued in this work.
The above discussion show that the model predicts a hysteretic martensitic transformation between experimentally observed austenite (B2) and martensite (B19) phases for AuCd. Upon cooling the austenite to martensite transition begins at θ = 2.328 and would complete at θ = 1.0. The reverse transformation, upon heating, would begin at θ = 2.328 and complete at θ = 2.35. Therefore, the predicted maximum possible temperature hysteresis is θ M f − θ A f = 1. 35 (449.75 K) . This is within an order of magnitude of the experimental value 30 K (Chang and Read , 1951) .
At the transformation temperature (A f ), 333.15 K (Chang and Read , 1951) , the transformation stretch associated with the B2 to B19 MT is found to be where U B19 = U * · U B2 . Here, U B19 is the right stretch tensor for the stress-free configuration of the B19 orthorhombic structure at the reference temperature (θ = 1), and U B2 (= I) is the Right Stretch tensor of the stress-free B2 cubic structure at θ = 1. The components of U * are given in an ortho-normal basis aligned with the reference B2 cubic axes. The corresponding experimental value (Ohba et al., 1990 ) is 
There is reasonable agreement between the EIP model's prediction and the experimentally observed value of the transformation stretch tensor. The latent heat (∆ ≈ W + T ∆S) associated with the B2 to B19 transformation at θ = 1 is calculated as −837.4368 cal mol (negative values correspond to exothermic transition) which is within a factor of 10 of the experimental value for the latent heat of transformation from B2 to B19 which is −88 cal mol (Nakanishi et al., 1973) .
Thus, it is found that the current Morse EIP model for Au-47.5at%Cd is able to match (by construction) the lattice parameter, instantaneous bulk modulus, and stability range of the B2 austenite phase as well as the austenite's linear thermal expansion coefficient, its heat capacity at constant pressure at θ = 1 and its lattice parameter at T = 550 K, 700 K. Further, the model predicts the existence of a temperature-induced hysteretic B2 to B19 martensitic phase transformation, and the transformation stretch tensor is predicted with reasonable accuracy. Finally, the latent heat of transformation and the size of the temperature hysteresis are predicted to be within an order of magnitude.
Discussion
An Effective Interaction Potential (EIP) model is developed to study the properties of crystalline materials. In this model, effective pair potentials are used for the material's atomic interactions and the deformations of the crystal are described by Cauchy-Born (CB) kinematics. The crystal's free energy density and equilibrium equations are formulated and stability criteria (both CB and phonon) are used to evaluate the material stability at any equilibrium configuration. This general model is then applied to study the properties of the Shape Memory Alloy (SMA) Au-47.5at%Cd.
A model is developed using a general form of the Morse EIP model that is capable of capturing the qualitative behavior of multiple properties of pure Au, pure Cd, and B2 AuCd as temperature is varied. After extensive analysis and experimentation a model is chosen such that the pair equilibrium spacing parameter increases exponentially as temperature is increased, the bond stiffness parameter decreases polynomially as temperature is increased, and the bond strength parameter varies polynomially with temperature. The adjustable parameters in each potential are fit by matching the experimental values of lattice parameter, instantaneous bulk modulus, cohesive energy, linear thermal expansion coefficient, and heat capacity at constant pressure at the transformation temperature. Further, the lattice parameter and cohesive energy are fit for a number of different temperatures. The fitting of all data is performed simultaneously as an unconstrained optimization problem.
A stress-free bifurcation diagram is generated to evaluate the model's ability to correctly predict the MT between the B2 and B19 structures. From the plots of the maximum principal stretch and Gibbs free energy vs. non-dimensional temperature it is observed that a B2 ↔ B19 MT occurs with a reasonable temperature hysteresis. The transformation stretch is found to be in good agreement with the experimental value. Further, it is found that this model is able to capture the (approximately) volume preserving nature of the martensitic transformation in AuCd. Finally, it is found that the model predicts the latent heat of transformation to within an order of magnitude. It should be noted that the fitting procedure used in the model's development did not include any data associated with the B19 martensite phase of the material. We believe that a more general EIP model would be capable improving the prediction of latent heat and thermal hysteresis. However, the development of this model is left to future work.
Based on the above positive results, we believe that EIP models have the potential for accurately capturing the entire range of SMA behavior. These EIP models are computationally inexpensive when compared to Molecular Dynamics, Monté Carlo, and Density Functional Theory models. Thus, EIP models are an appealing accurate and computationally efficient alternative to more traditional simulation methodologies when one is interested in performing large scale simulations (such as the formation of complicated microstructures, or the interaction of a crack tip with the phase transformation) for materials that exhibit MTs including SMAs.
A Bulk modulus
The instantaneous second-order elastic moduli may be obtained by defining a new energy density with reference configuration taken as the current configuration (U0; θ0) .
Note that the symmetrization is required to ensure that L ijkl has the appropriate minor symmetries. For small deformations from the current configuration the incremental stress/strain relationship for the stress-free configuration (U * = I; θ0) is given by
where δσ is the increment of Cauchy stress and δǫ is the increment of small strain.
32
Venkata Suresh Guthikonda, Ryan S. Elliott
The instantaneous bulk modulus K relates the change in volume to an increment in an applied hydrostatic pressure. That is,
Taking δσ = δP I,
where I is the identity tensor, and substituting Eq. (37) into Eq. (35) leads to (after rearrangement)
Now, a change in volume is calculated to leading order by taking the trace of δǫ which gives δV = I : δǫ = δP`I : L −1 : I´.
Finally, substituting Eq. (39) into Eq. (36) gives the instantaneous bulk modulus K for a material as
Some authors define the instantaneous bulk modulus as the proportionality constant relating a change in the spherical part of the stress to an increment of an applied pure dilatation. That is 
From Eq. (43), the instantaneous bulk modulus K is found to be
As mentioned in Section 3, these two definitions (Eq. (40) and Eq. (44)) are equal only for cubic or isotropic materials. We feel that Eq. (40) more accurately represents the common interpretation of the instantaneous bulk modulus.
