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Abstract
The phase coexistence is illuminated with geometric views of the
thermodynamic variables, according to Gibbs’ choices. Quantities and
relations between them are obtained. The existence of the edge of
regression with tangents coincident with the straight lines connecting
the coexistence points of phase equilibrium is stressed. A geometric
approach to the critical point leads to estimation of the values of
the critical exponents for the angles formed by the coexistence curve
and the straight lines with the principal direction along the minimal
curvature.
∗With sabbatic leave from Universidad Auto´noma Metropolitana.
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1 Introduction
It is astonishing the existence of useful, yet little known properties
of the Thermodynamic variables in the case of phase coexistence of a
pure substance. In most textbooks the emphasis is on the knowledge
of the vapor pressure as function of the temperature, the heat of vapor-
ization, the discontinuity in the molar volume, the Clausius-Clapeyron
equation [1]. All this should be included in the teaching of Classical
Thermodynamics. Besides these relevant quantities it is shown here
that equally important quantities are the chemical potential at coex-
istence as a function of the temperature and the discontinuities in the
molar energy. The essential point in this paper is to show the use of
the Gibbs’ geometric space of Entropy, Volume, Energy (S, V,E) to
relate the set of the above thermodynamic functions, and it is surpris-
ing to find new geometric quantities in terms of known variables that
provides new useful properties to be used for teachers to master the
science, for students to increase the knowledge of the subject, and to
practitioners of the art of Thermodynamics to take advantage of the
new properties.
Some of these properties were published originally in Spanish [2],
and therefore are not well known for many scientists not reading in
Spanish language. This is a reason to recover them and extend to new
properties.
A remarkable part of the following geometry was described by J.
W. Gibbs [3] and several mathematical proofs were completed by P.
Saurel [4], nevertheless they were forgotten.
The geometry used in this paper is the ordinary geometry necessary
to draw the thermodynamic figures as appear in the thermodynamic
texts; as is used in any first course of thermodynamics. This geometry
fully agrees with the W. Gibbs [3] and R. Gilmore [5] choices of geom-
etry. Do not confuse this elementary geometric approach with those
that study a differential geometry with a metric tensor formed with
second derivatives of the internal energy; that postulate an analogous
treatment of thermodynamics and general relativity [6]. We are very
far from those.
Some mathematical care could be included noting that as the dif-
ferent coordinates have not the same physical dimensions, the geome-
try we use in thermodynamics is actually an affine geometry, as Tisza
pointed out [7]. The mathematical reader understands that this im-
plies we have not some metric properties. Nevertheless the concepts
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of parallelism and orthogonality are not lost. Also the approach of
two points in this space until the two become one, in the limit, is not
lost; because the distance along each coordinate axis is not lost. I
am assuming the reader is able to understand these geometric con-
cepts as in ordinary geometry, as in a pedestrian way; not with the
deep treatment of a mathematic theory. With this perspective one
defines many geometric concepts which are elementary concepts for
most mathematicians.
Some results in this paper are found in a different thermodynamic
variables in [8]. Notwithstanding this, some proofs presented in this
paper have been never published.
The thermodynamic three-dimensional space with cartesian coor-
dinates: molar entropy S, molar volume V , and molar energy E was
introduced by Gibbs [3] to represent with a point the state of ther-
modynamic equilibrium of an homogeneous substance like water. The
set of equilibrium states forms a surface with coordinates S, V and
E = U(S, V ) , (1)
where U(S, V ) is the (internal) energy as function of entropy and
volume. For one phase this is a continuous function, the surface is a
smooth surface. The equation of this surface is written as f(S, V,E) =
0 if the function f is chosen as
0 = f(S, V,E) = U(S, V )− E . (2)
Elementary vector geometry shows that the gradient of a function
is orthogonal to a related surface in a point. The gradient is computed
at the point. The surface is defined equating to zero the function.
The coordinates of the point satisfy the equation of the surface. The
gradient is the vector formed by the derivatives of the function with
respect to the coordinates.
Applying these definitions to our thermodynamic surface it comes
that the gradient vector of coordinates(
∂f
∂S
,
∂f
∂V
,
∂f
∂E
)
=
((
∂U
∂S
)
V
,
(
∂U
∂V
)
S
,−1
)
(3)
is orthogonal to the thermodynamic surface.
Thermodynamics show the Gibbs relation between the thermody-
namic surface and the temperature T and pressure P : dU = TdS −
PdV that means
T =
(
∂U
∂S
)
V
, −P =
(
∂U
∂V
)
S
. (4)
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Therefore the temperature and the pressure of the state of equilibrium
are determined by these two functions of coordinates S and V . And
hence the components of the vector (3) orthogonal to the surface have
physical meaning(
∂f
∂S
,
∂f
∂V
,
∂f
∂E
)
=
((
∂U
∂S
)
V
,
(
∂U
∂V
)
S
,−1
)
= (T,−P,−1) . (5)
Nevertheless the concept of orthogonality has been introduced here
assuming the similar concept as was learned in an elementary course
on vector (algebra and) analysis. A clear definition comes in what
follows.
A curve in the thermodynamic space in parametric form is defined
by three functions of a parameter t: S1(t), V1(t), E1(t). A point of
the curve corresponding to a particular value of the parameter t is
obtained computing the three functions for the value of the parameter
to obtain the coordinates of the point as
S = S1(t) , V = V1(t) , E = E1(t) . (6)
The curve is on the thermodynamic surface (2) if substitution of
the coordinates S, V,E by the functions S1(t), V1(t), E1(t) in (2) gives
the identity
E1(t)− U(S1(t), V1(t)) = 0 (valid for all t). (7)
In what follows I use both curves on and outside the thermodynamic
surface.
A tangent vector to the curve (6) is defined by the components
formed by the derivatives of the functions defining the curve namely
(
dS1(t)
dt
,
dV1(t)
dt
,
dE1(t)
dt
)
. (8)
If the curve is on the thermodynamic surface, the tangent vector
to the curve is also a tangent vector to the surface.
(
dS1(t)
dt
,
dV1(t)
dt
,
dE1(t)
dt
)
=
(
dS1(t)
dt
,
dV1(t)
dt
, T
dS1(t)
dt
− P dV1(t)
dt
)
.
(9)
The two vectors (5) and (9) are orthogonal. Two vectors (A,B,C)
and (a, b, c) are orthogonal when the internal product of the two vec-
tors (A,B,C) · (a, b, c) ≡ Aa+Bb+Cc is equal to zero. Vector (5) is
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called orthogonal to the surface since it is orthogonal to the tangent
vector of any curve at a point on the surface.
A basis of two tangent vectors to the surface are defined by partial
derivatives of the position vector of the surface with respect to the
coordinates
eS =
∂
∂S
(S, V, U(S, V ) = (1, 0, T ) ,
eV =
∂
∂V
(S, V, U(S, V ) = (0, 1,−P ) . (10)
In terms of this basis, vector (9) has the components dS1(t)dt and
dV1(t)
dt
namely
(
dS1(t)
dt
,
dV1(t)
dt
, T
dS1(t)
dt
− P dV1(t)
dt
)
=
dS1(t)
dt
eS+
dV1(t)
dt
eV . (11)
This basis determines the first fundamental form of the surface A
as follows
A =
(
eS · eS eS · eV
eV · eS · eV · eV
)
=
(
1 + T 2 −TP
−TP 1 + P 2
)
. (12)
Another geometric concept to be used later in this paper is the
parallelism of two vectors (A,B,C) and (a, b, c); when the correspond-
ing components are proportional, namely A = ka, and B = kb, and
C = kc for a given non zero number k.
One uses the unit normal vector to the surface parallel to the
gradient (5)
g =
1√
1 + T 2 + P 2
(T,−P,−1) , g · g = 1 . (13)
The second fundamental form of the surface B is defined by
B =
(
g · ∂eS∂S g · ∂eS∂V
g · ∂eV∂S g · ∂eV∂V
)
=
1√
1 + T 2 + P 2


(
∂T
∂S
)
V
(
∂T
∂V
)
S
−
(
∂P
∂S
)
V
−
(
∂P
∂V
)
S

 ,
(14)
which is a symmetric matrix as a consequence of the Maxwell relation
of thermodynamics (
∂T
∂V
)
S
= −
(
∂P
∂S
)
V
.
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The introduction of the first and second forms A and B of differential
geometry has the purpose of introducing the definition of principal
curvatures, which must be positive in order to comply with the ther-
modynamic criteria of stability. Furthermore they are fundamental
quantities to study the behavior of the thermodynamic surface near
the critical point.
One needs a tool discovered by Euler [9] in 1760. He finds vectors
di in the basis (10) and curvatures λi, (i = 1, 2), which are respectively
eigenvectors and eigenvalues of the eigenvalue equation
B di = λiA di (i = 1, 2) , (15)
where λi are the solutions to the characteristic equation formed with
the determinant
|B − λA| = 0 . (16)
The two solutions λ = λ1, λ2 are the principal curvatures on each point
of the surface. In general the two are positive in Thermodynamics.
With no loss of generality the principal directions are assumed to be
normalized; and Euler proved the two directions to be orthogonal with
respect to matrix A namely
dTi Adi = 1 , dT1Ad2 = 0 . (17)
Any tangent unit vector u in the surface is written in terms of the
angle φ it forms with the principal direction d1 as
u = d1 cosφ+ d2 sinφ . (18)
Using (15) and (17) one has the Euler equation [10] for the curva-
ture along u
uT Bu = λ1 cos2 φ+ λ2 sin2 φ . (19)
Which means: if λ1 < λ2, the curvature is minimum, λ1, for φ = 0,
and maximum, λ2, for φ = pi/2.
Useful quantities are the Gaussian curvature K equal to the prod-
uct of the two principal curvatures and written in terms of thermody-
namic quantities as
K = λ1λ2 = |B|/|A| = 1
1 + T 2 + P 2
−
(
∂P
∂V
)
T(
∂S
∂T
)
V
(20)
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and the mean curvature H
2H = λ1 + λ2 = Trace(A−1 B) =
1
(1 + T 2 + P 2)3/2
[
(1 + P 2)
(
∂T
∂S
)
V
+ 2TP
(
∂T
∂V
)
S
− (1 + T 2)
(
∂P
∂V
)
S
]
.
(21)
The chemical potential is a thermodynamic quantity defined by
the expression
µ = U + PV − TS . (22)
It is expressed in terms of the scalar product of the normal vector (5)
and the position vector (S, V, U) of a point on the surface as
µ = −(T,−P,−1) · (S, V, U) . (23)
In this section U,P, T are assumed functions of S and V . Therefore µ
is also a function of these variables S and V .
2 Coexisting phases
A liquid and his vapor are found in thermodynamic equilibrium with
characteristic properties. The equilibrium is represented in the Gibbs’
space by two corresponding points showing a difference in the values
of entropy, volume and energy. However the vapor-liquid equilibrium
has in both phases the same temperature, pressure and chemical po-
tential. We have nine thermodynamic functions: the entropy, volume
and energy of the liquid; the entropy, volume and energy of the vapor;
the temperature, the pressure and the chemical potential. All nine
quantities are continuous functions of only one variable. In this sec-
tion the independent variable is chosen to be the temperature. The
entropy, volume, and energy of the vapor as a function of temperature
forms a curve on the thermodynamic surface with position vector
(SG(T ), VG(T ), UG(T )) with UG(t) ≡ U(SG(T ), VG(T )) .
(24)
The entropy, volume, and energy of the liquid as a function of tem-
perature forms a curve on the thermodynamic surface with position
vector
(SL(T ), VL(T ), UL(T )) with UL(t) ≡ U(SL(T ), VL(T )) . (25)
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To that value of temperature correspond a value of the vapor pressure
P (T ) and of the vapor chemical potential µ(T ). The two curves (24)
and (25) are boundaries of the thermodynamic surface, which is broken
between the two curves forming a gap. On the opposite side to the gap
the vapor curve is connected to points of the thermodynamic surface
with only the gas phase, which has two independent coordinates S
and V . On the opposite side to the gap, the liquid curve is connected
to points of the thermodynamic surface with only the liquid phase,
with its two independent coordinates S and V . The normal vector to
the surface (5) is defined for the corresponding points of the curves
(24) and (25) on the surface. This vector is only a function of the
temperature and has the same value for the corresponding points in
both curves. In terms of the defined notation this vector becomes
(T,−P (T ),−1) . (26)
The chemical potential has the same value in the two coexisting
phases and is a function of the temperature. The definition (23) for
the chemical potential has two expressions namely
µ(T ) = UG(T )+P (T )VG(T )−TSG(T ) = UL(T )+P (T )VL(T )−TSL(T ) .
(27)
The difference of the two last expressions is expressed as the orthogo-
nality of the normal vector and the vector joining the two correspond-
ing points at both sides of the gap
0 = (T,−P (T )− 1)·(SG(T )− SL(T ), VG(T )− VL(T ), UG(T )− UL(T )) .
(28)
The next geometric idea is to introduce the plane in the Gibbs’
space tangent to the thermodynamic surface at the liquid coexisting
point of temperature T . The equation of the plane is obtained by
substitution of coordinates SG(T ), VG(T ), UG(T ) by a point S, V,E in
the previous equation (28).
0 = (T,−P (T )− 1) · (SL(T )− S, VL(T )− V,UL(T )− E) . (29)
The vector from the point SL(T ), VL(T ), UL(T ) to any point S, V,E in
the plane is orthogonal to the vector normal to the surface at the same
point. However using one of the expressions for the vapor chemical
potential (27) the equation for this plane is transformed into
0 = −TS + P (T )V + E − µ(T ) . (30)
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vaporliquid
critical point
edge of regression
coexistence curve
thermodynamic
surface
Figure 1: Curves liquid and vapor of coexistence of phases. The coexisting
points are joined by a straight line tangent to the edge of regression.
For a given T this is the equation of a plane in the Gibbs’ space.
Changing T it comes a one-parameter family of planes. This proof is
independent of the label for the liquid or the vapor points of coexis-
tence. The plane (30) is therefore tangent to the two points, it contains
the line joining this points at coexistence. This proof is essentially the
same that in [4], inspired in Gibbs [3].
At this point it is interesting to copy a text from Gibbs [3] who
gives the clear geometric picture of this coexistence of phases
...as the tangent plane rolls upon the primitive surface,
the two points of contact approach one another and finally
fall together. The rolling of the double tangent plane nec-
essarily comes to an end. The point where the two points
of contact fall together is the critical point...
The envelope of the family of planes that rolls on the thermody-
namic surface is a developable surface formed by the straight lines
joining the coexisting states of phase equilibrium. The straight lines
are at the intersection of the tangent plane (30) and a neighboring
plane at T + dT . These two planes intersect on the straight line and
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with the plane also, obtained from (30) by taking a partial derivative
with respect to the parameter T , namely
0 = −S + P ′(T )V − µ′(T ) . (31)
That the coexistence points are on this plane comes from the Gibbs-
Duhem relation on both points of the coexistence curve
µ′ = −SA + VAP ′ (A = L,G) . (32)
In what follows equations with subindex A represent two equations,
one for A = L and other for A = G.
The cross product of the directed vectors of the planes (30-31)
(T,−P (T ),−1) and (1,−P ′(T ), 0)
is the vector (
P ′(T ), 1,−P (T ) + TP ′(T )) , (33)
which should be parallel to the vector joining the two corresponding
points at both sides of the gap
(SG(T )− SL(T ), VG(T )− VL(T ), UG(T )− UL(T )) , (34)
therefore the important result
(SG(T )− SL(T ), VG(T )− VL(T ), UG(T )− UL(T )) =
[VG(T )− VL(T )]
(
P ′(T ), 1,−P (T ) + TP ′(T )) , (35)
comes about implying the Clausius Clapeyron equation
P ′(T ) =
SG(T )− SL(T )
VG(T )− VL(T ) (36)
and
− P (T ) + TP ′(T ) = UG(T )− UL(T )
VG(T )− VL(T ) . (37)
Classical books on differential geometry [11] teach us about three
types of developable surfaces: cylinders, cones and surfaces tangent
to a space curve. Experiment allows to discard the cone and cylin-
der cases, and one focus on the curve called edge of regression whose
straight line tangents are the straight lines of the developable surface
connecting the coexistence points. The edge of regression is the en-
velope of the straight lines at the intersection of the planes (30) and
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(31). Two neighbor straight lines cut at T and T + dT . The position
of the edge of regression is then at the intersection of these two planes
and a third plane obtained from the partial derivative of the equation
of the plane (31) with respect to T namely
0 = P ′′(T )V − µ′′(T ) . (38)
From the equations of these three planes one has the coordinates
(S, V,E) of the edge of regression
(
µ′′(T )
P ′′(T )
P ′(T )− µ′(T ), µ
′′(T )
P ′′(T )
, [TP ′(T )− P (T )] µ
′′(T )
P ′′(T )
− Tµ′(T ) + µ(T )
)
.
(39)
Notice that this point is aligned with the two coexisting points. A
tangent vector to the edge of regression is the derivative of this vector
with respect to T which is parallel to the vector (33).
The position of any branch of the coexisting curve may be ex-
pressed as the position of the edge of regression plus a multiple of
the tangent vector (33) to the edge of regression. Some simplification
result if we use the volume in the following expression
(SA(T ), VA(T ), UA(T )) =
(−µ′(T ), 0,−Tµ′(T ) + µ(T ))+
VA(T )
(
P ′(T ), 1,−P (T ) + TP ′(T )) . (40)
The derivative with respect to the temperature of this coexistence
curve is a tangent vector to such curve which is expressed in the form
valid for both branches liquid and vapor
(
S′A(T ), V
′
A(T ), U
′
A(T )
)
= [−µ′′(T ) + VA(T )P ′′(T )] (1, 0, T )+
V ′A(T )
(
P ′(T ), 1,−P (T ) + TP ′(T )) . (41)
On approaching the critical point all terms in this equation become
divergent. To manage finite quantities divide both members by V ′A to
find a finite vector tangent to the curves of coexistence(
S′A
V ′A
, 1,
U ′A
V ′A
)
=
−µ′′ + VAP ′′
V ′A
(1, 0, T ) +
(
P ′, 1,−P + TP ′) , (42)
where the explicit dependence of all the quantities as functions of the
temperature is no longer explicit. This equation is a thermodynamic
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identity with a non trivial meaning that is discovered as follows. De-
riving the Gibbs-Duhem relation (32) with respect to the temperature,
it becomes
µ′′ = −S′A + V ′AP ′ + VAP ′′
which is rewritten by using the chain rule as
µ′′ − VAP ′′ = −S′A + V ′AP ′ =
−
[(
∂S
∂T
)
V
+
(
∂S
∂V
)
T
V ′A
]
+ V ′A
[(
∂P
∂T
)
V
+
(
∂P
∂V
)
T
V ′A
]
. (43)
A Maxwell relation allow to simplify it to
µ′′ − VAP ′′ = −S′A + V ′AP ′ = −
(
∂S
∂T
)
V
+
(
∂P
∂V
)
T
(V ′A)
2 . (44)
This quantity. changed of sign and divided by V ′A gives a quantity on
the right hand of equation (42)
−µ′′ + VAP ′′
V ′A
=
S′A
V ′A
− P ′ = 1
V ′A
(
∂S
∂T
)
V
−
(
∂P
∂V
)
T
V ′A . (45)
Then equation (42) becomes(
S′A
V ′A
, 1,
U ′A
V ′A
)
=
[
1
V ′A
(
∂S
∂T
)
V
−
(
∂P
∂V
)
T
V ′A
]
(1, 0, T )+
(
P ′, 1,−P + TP ′) .
(46)
Direction (S′A(T ), V
′
A(T ), U
′
A(T )) is a particular case of a curve
tangent to the thermodynamic surface satisfying equation (11)(
S′A(T ), V
′
A(T ), U
′
A(T )
)
= S′AeS + V
′
AeV . (47)
which is a tangent vector to the coexistence curve A = L,G.
Direction(P ′(T ), 1,−P (T ) + TP ′(T )) in the basis (10) is(
P ′(T ), 1,−P (T ) + TP ′(T )) = P ′(T )eS + eV . (48)
which is a tangent vector tangent to the edge of regression and tan-
gent to the thermodynamic surface at the two points of coexistence.
These two directions are conjugated at any point of the curve of co-
existence. Eisenhart [11] call them conjugated directions when they
are orthogonal with respect to the second fundamental form of the
surface, namely (
P ′ 1
)B
(
S′A
V ′A
)
= 0 . (49)
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To prove this equation we multiply the matrix in the definition of B
by the vector in the tangent direction to the coexistence curve and it
becomes 

(
∂T
∂S
)
V
(
∂T
∂V
)
S
−
(
∂P
∂S
)
V
−
(
∂P
∂V
)
S


(
S′A
V ′A
)
=
(
1
−P ′
)
, (50)
where we used the chain rule. Equation (49) is now obviously satisfied.
In order to use the Euler equation (19) for these two directions
let introduce uR the unit vector along the tangent to the edge of
regression; and uA the unit vector along the direction of the tangent to
the curve of coexistence (A = L or G). The angles of these directions
with respect to the principal direction d1 are respectively φR and φA
uR = d1 cosφR + d2 sinφR , uA = d1 cosφA + d2 sinφA . (51)
The corresponding Euler equations are
uTR BuR = λ1 cos2 φR + λ2 sin2 φR , (52)
and
uTA B uA = λ1 cos2 φA + λ2 sin2 φA , (53)
Substitution of equations (51) in the orthogonality condition of
conjugated directions give the property [11]
tan φR tanφA = −λ1
λ2
. (54)
Since the principal curvatures are positive the two angles have differ-
ent sign. The principal direction d1 is between the two conjugated
directions.
3 Approaching the critical point
As the critical point is approached some thermodynamic quantities
(some partial derivatives in the two phase region, and some ordinary
derivatives in the coexisting region) diverge with different singular-
ities and other remain finite. The partial derivatives with a known
behaviour are represented as functions of the relative difference of
temperature with respect to the critical temperature TC
τ =
∣∣∣∣T − TCTC
∣∣∣∣ (55)
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Hypothesis 1. The derivative of the entropy with respect to tempera-
ture at constant pressure diverges with the exponent −γ(
∂S
∂T
)
P
≈ τ−γ . (56)
Hypothesis 2. The derivative of the entropy with respect to tempera-
ture at constant volume diverges with the exponent −α(
∂S
∂T
)
V
≈ τ−α . (57)
The γ and α are positive numbers. The theoretical and experimen-
tal values of these exponents that one finds in the literature satisfy
the inequalities
γ − α ≥ 1 , 0 ≤ α < 0.2 . (58)
Hypothesis 3. The partial derivative of the pressure with respect to
the temperature at constant volume is a finite quantity(
∂P
∂T
)
V
≈ τ0 . (59)
Proposition 1. Using thermodynamic identities one finds the be-
haviour of the other partial derivatives between the four variables
S, V, T, P .
From Maxwell relation(
∂P
∂T
)
V
=
(
∂S
∂V
)
T
→
(
∂S
∂V
)
T
≈ τ0 . (60)
From the identity(
∂S
∂T
)
V
=
(
∂S
∂P
)
V
(
∂P
∂T
)
V
→
(
∂S
∂P
)
V
≈ τ−α . (61)
From Maxwell relation(
∂S
∂P
)
V
= −
(
∂V
∂T
)
S
→
(
∂V
∂T
)
S
≈ τ−α . (62)
From chain rule and a Maxwell relation(
∂S
∂T
)
P
−
(
∂S
∂T
)
V
=
(
∂P
∂T
)
V
(
∂V
∂T
)
P
→
(
∂V
∂T
)
P
≈ τ−γ .
(63)
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From Maxwell relation(
∂V
∂T
)
P
= −
(
∂S
∂P
)
T
→
(
∂S
∂P
)
T
≈ τ−γ . (64)
From the identity(
∂S
∂T
)
P
=
(
∂S
∂V
)
P
(
∂V
∂T
)
P
→
(
∂S
∂V
)
P
≈ τ0 . (65)
From Maxwell relation(
∂S
∂V
)
P
= −
(
∂P
∂T
)
S
→
(
∂P
∂T
)
S
≈ τ0 . (66)
From the identity(
∂V
∂P
)
T
= −
(
∂V
∂T
)
P
(
∂T
∂P
)
V
→
(
∂V
∂P
)
T
≈ τ−γ . (67)
From the identity(
∂V
∂P
)
S
=
(
∂V
∂T
)
S
(
∂T
∂P
)
S
→
(
∂V
∂P
)
S
≈ τ−α . (68)
Proposition 2. When we use the chain rule in which two terms have
the same exponent σ, the other term has a larger exponent σ+ γ−α.
For example equation (63). Other example is(
∂P
∂T
)
V
=
(
∂P
∂T
)
S
+
(
∂P
∂S
)
T
(
∂S
∂T
)
V
. (69)
The two terms
(
∂P
∂T
)
V
and
(
∂P
∂T
)
S
≈ τ0. The third term
(
∂P
∂S
)
T
(
∂S
∂T
)
V
≈
τ0+γ−α . Other example is(
∂V
∂S
)
T
=
(
∂V
∂S
)
P
+
(
∂V
∂P
)
S
(
∂P
∂S
)
T
. (70)
The two terms
(
∂V
∂S
)
T
and
(
∂V
∂S
)
P
≈ τ0. The third term
(
∂V
∂P
)
S
(
∂P
∂S
)
T
≈
τ0+γ−α . Other example is(
∂V
∂T
)
P
=
(
∂V
∂T
)
S
+
(
∂V
∂S
)
T
(
∂S
∂T
)
P
. (71)
The two terms
(
∂V
∂T
)
P
and
(
∂V
∂S
)
T
(
∂S
∂T
)
P
≈ τ−γ . The third term(
∂V
∂T
)
S
≈ τ−γ+γ−α .
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Hypothesis 4. On the coexistence curve the derivative of the volume
with respect to the temperature diverge as
V ′A ≈ τβ−1 , (β .= 1/3) . (72)
Proposition 3. The derivative of the pressure vapor with respect to
the temperature is a finite quantity near the critical point. Using the
chain rule one has
P ′ =
(
∂P
∂T
)
V
+
(
∂P
∂V
)
T
V ′A . (73)
The first term of the right hand side is finite:
(
∂P
∂T
)
V
≈ τ0. The second
term goes to cero:
(
∂P
∂V
)
T
V ′A ≈ τγ+β−1. Theory and experiment agree
with the value γ + β − 1 ≥ 1/2.
Proposition 4. On the coexistence curve the derivative of the entropy
with respect to temperature diverge as τβ−1. Using the chain rule one
has
S′A =
(
∂S
∂T
)
V
+
(
∂S
∂V
)
T
V ′A . (74)
The first term of the right hand side diverge
(
∂S
∂T
)
V
≈ τ−α, the second
term
(
∂S
∂V
)
T
V ′A ≈ τβ−1. This last is the dominant term since theory
and experiment agree that 1− α− β ≥ 1/2.
Proposition 5. Among these critical exponents, Rushbrooke [12] in-
troduces the inequality
α+ 2β + γ ≥ 2 . (75)
This is also written in redundant form as
γ + β − 1 ≥ γ − α
2
≥ 1− α− β . (76)
Note that these three exponents, separated by inequalities, appear
when using the chain rule. The middle exponent is the average of the
other two. The three are assumed equal in many cases, and the last
is always ≥ 1/2. We will use the notation
∆ = α+ 2β + γ − 2 ≥ 0 . (77)
Taking the expression for the (double of) the mean curvature
λ1 + λ2 in (21) it results that it goes to zero with exponent α. The
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Gaussian curvature, according to (20) goes to zero with exponent α+γ.
Therefore the minimum curvature λ1 ≈ τγ and the maximum curva-
ture λ2 ≈ τα.
In equation (46) the term between square brackets is formed by two
terms with same sign. Both terms go to zero. The term 1V ′
A
(
∂S
∂T
)
V
≈
τ1−α−β. The second term −
(
∂P
∂V
)
T
V ′A ≈ τγ+β−1.
Therefore the two conjugated directions become parallel near the
critical point. And because the principal direction happens to be
between them, the two conjugated directions tend to the d1 direction.
The two angles φR and φA go to zero. From equation (54) the tangent
functions are replaced by the angles and the right hand side of that
equation gives the property
φRφA ≈ τγ−α . (78)
We use equation (53) to determine the exponent associated to angle
φA. To compute the exponent associated to the left hand side of this
equation, forgetting the finite terms, one uses equation (50)
(
S′A/V
′
A 1
)
(
∂T
∂S
)
V
(
∂T
∂V
)
S
−
(
∂P
∂S
)
V
−
(
∂P
∂V
)
S


(
S′A/V
′
A
1
)
=
1
V ′A
(S′A/V
′
A − P ′) =
1
V ′A
[
1
V ′A
(
∂S
∂T
)
V
−
(
∂P
∂V
)
T
V ′A
]
. (79)
The two terms within the square brackets were considered before with
exponents 1 − α − β and γ + β − 1. Divided by V ′A the left hand
side of equation (53) becomes with exponents γ and γ − ∆. The
dominant exponent is γ −∆. To become equal to the right hand side
the dominant exponent comes from the term λ2 sin
2 φA what allows
to infer φA ≈ τ (γ−α−∆)/2 and since (γ − α−∆)/2 = 1− α− β
φA ≈ τ1−α−β . (80)
The exponent of angle φR comes from equations (78) and (80) as
φR ≈ τγ+β−1 . (81)
Verification of this result is obtained from (52) similar to the pre-
vious equation. Now we use the thermodynamic identity

(
∂T
∂S
)
V
(
∂T
∂V
)
S
−
(
∂P
∂S
)
V
−
(
∂P
∂V
)
S

 = −
(
∂P
∂V
)
T(
∂S
∂T
)
V

 −
(
∂V
∂P
)
T
(
∂S
∂P
)
T
−
(
∂V
∂T
)
P
(
∂S
∂T
)
P

 .
(82)
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The left hand side of equation (52), forgetting the finite terms becomes
−
(
∂P
∂V
)
T(
∂S
∂T
)
V
(
P ′ 1
) −
(
∂V
∂P
)
T
(
∂S
∂P
)
T
−
(
∂V
∂T
)
P
(
∂S
∂T
)
P


(
P ′
1
)
=
−
(
∂P
∂V
)
T(
∂S
∂T
)
V
(−V ′A S′A)
(
P ′
1
)
, (83)
where we used the chain rule. Similarity with the previous equation
and using that the first quotient goes to zero like K i. e. as τγ+α
gives for the left hand side the exponents γ+∆ and γ. The dominant
exponent is γ. To become equal to the right hand side the domi-
nant exponent comes from the term λ1 cos
2 φR which is γ. The term
λ2 sin
2 φR, taking in account (81) give a behavior which goes to zero
faster or equal to the dominant term. Nothing new results.
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