Unmanned micro air vehicle control in pitch plane is quite challenging. In order to develop an autonomous navigation scheme in pitch plane, longitudinal autopilot design for flight control modes such as take-off, landing, climb, altitude hold, etc., have been actively pursued in the literature. The aircraft trajectories that a controller generates are important to understand these modes. In this paper, it is shown that a multiple input system can offer infinitely a large number of trajectory options that can be used to develop various flight control modes and plan an MAV navigation scheme. Accordingly, the controllers are determined. An MAV example is considered and trajectory options for climb and descend modes are illustrated. )
INTRODUCTION
The ability of linearized model based controllers to control a nonlinear system has been successfully adopted in large aircraft motion technology. The nonlinear trajectories from these controllers are generated and then linked to the aircraft kinematic equations so that it is navigated from one inertial position (altitude, longitude, and latitude) to another position Stevens and Lewis [1] . In pitch plane, when the aircraft is equipped with multiple control inputs such as thrust, elevator and flap deflections, the flexibility offered by the controller to shape trajectories using these control inputs is well documented in eigenstructure (eigenvalue/eigenvector) assignment literature Moore [2] and Andy et al [3] . Accordingly, various options for aircraft navigation are obtained. In this paper, it is shown that these options are indeed infinite. Micro Air Vehicle (MAV) control in pitch plane is considered to present the controllers, infinite in number, each offering a different set of eigenvectors with fixed eigenvalues. The resulting trajectories offer various plans for MAV navigation.
MAV navigation in pitch plane without a remote pilot is quite challenging. Unlike large aircraft, the limited computational power available in small aircraft such as MAVs prohibits the application of gain scheduling techniques Rugh and Shamma [4] , as it was done in large aircraft Jones et al [5] , where numerous linear controllers are stored onboard and used online for scheduling. However, similar to multimode controller design for large aircraft Sobel and Shapiro [6] , linear models of MAV have also been used to design controllers for take-off/landing, climb, altitude hold, etc., Beard and McLain [7] . Alternatively, when a continuous trajectory for a known path of the MAV in inertial frame is given, an extended Kalman filter is applied to compute the linear time-varying gains so that the trajectory is reconstructed online and the MAV is navigated along the desired path Ashokkumar [8] . As an example problem, consistent with the multimode controller for aircraft Sobel and Shapiro [6] Beard and McLain [7] , the MAV in steady level flight is considered and the eigenstructure options for climb and descend are illustrated using an MAV model. Here, thrust and elevator deflections are considered as control input variables. Also, there are nonlinear control approaches available to stabilize the aircraft in pitch plane Jang and Tomlin [9] and Farrell et al [10] .
The paper is organized with a problem formulation, where the nonlinear MAV trajectories on flat earth model are shown to determine the latitude-longitude and altitude positions. Then these trajectories are derived using infinitely a large number of eigenvector options. Following an MAV example, conclusions are presented.
PROBLEM FORMULATION
Consider the MAV model in pitch plane Langelaan [11] , (1) where, x(t) is a 4-component vector with speed v a (t) m/s, angle of attack α(t) rad, pitch angle θ(t) rad, and pitch rate Q(t) rad 
Here, T refers the transpose of the vector. To illustrate climb and descend design from steady level flight, x e and u e are computed as, and .
(
Let the state feedback control law be, ,
where ∆u(t) = u(t) -u e and ∆x(t) = x(t) -x e . G is a 2 by 4 gain matrix to be designed using a linear model,
The elements of the matrix A and B are given by, .
.
(6c)
The design problem is stated as follows. Substituting these controllers in the nonlinear equations, ,
T for a non-zero initial condition x(0) residing in the respective region of attraction. Accordingly, the kinematic equations with inertial coordinates (Longitude/Latitude) and (Altitude) offers various plans for navigation,
In the next section, an n-state and m-input system is considered. Eigenvector options that derive the controllers G are presented.
INFINITE CONTROLLERS
Let are the real and imaginary parts of the desired eigenvalue λ 1 to be assigned to the linear aircraft model. Denote the unknown real and imaginary parts of its eigenvector by v R i and v I i , respectively. Further using the gain matrix G of order m by n, define
The objective is to determine the elements of the gain vector g such that the eigenvalues and eigenvectors of the closed loop system (A -BG) are λ 1 and v R i + jv I i , respectively. In order to determine g, first, the vectors v R i , v I i w R i and w I i of order n, n, m, and m, respectively, are determined as follows. Consider the eigenvalue-eigenvector constraint,
Eliminating
, the above equation can be rewritten as, .
Define and Then Eq. (9) turns out to be,
Here and . Eq. (10) is a linear system of equations with unknown vectors t i and p i , respectively. Within this framework, the vector p i is considered to be known if the π 1 -component coefficient vector p (i) and the associated basis vectors spanning the vector are first determined. Then a solution for the vector t i is provided. In order to determine p i , it is inferred that t i is solvable if there exists a orthogonal to the columns of such that or Ashokkumar and Iyengar [12] . Further, let the number of these vectors
residing in the null space of be π 2 . Then defining the matrix , Pre-multiplying Eq.
(10) both sides with and noting that , it can be inferred that η k are in the null space of with . That is, . Given η k , then p i is determined as, , where
. The free variables offers infinite eigenvector options. Further, t i and ρ (i) need to reside in the null space of . That is, substituting p i = ηρ (i) in Eq. (10), we get, .
( 1 1 ) Since the rank of is 4m, in reduced row echelon form, t i can be written as, .
where R i is the matrix of order 4m by π 1 . The steps from Eq. (9) 
These equations are rewritten in the matrix form as,
Φ is a square matrix of order 2mn by 2mn. ϕ is a 2mn-component vector. Thus when ρ (i) , i=1 …2n are selected, the state feedback controller G is uniquely determined if Φ is non-singular. Generally, when the eigenvalues are distinct, the eigenvectors are linearly independent. Thus, for these cases, the matrix Φ is guaranteed to be non-singular. For each complex conjugate pair, Eq. (10) is repeated twice. For n complex conjugate pairs, ρ (i) , i=1 …n. Without loss of generality, the procedure also applies to a combination of real and complex conjugate eigenvalue assignment. In the real case, one will have B -=
where λ i is the real eigenvalue.
MAV EXAMPLE
The nonlinear MAV model given in Appendix is linearized with respect to the equilibrium point x e and u e . The controllable model is computed as below:
For the desired eigenvalues λ 1,2 = -5 ± j5.5 and λ 3,4 = -2 ± j2.5 , the eigenvector options are, For the right hand side of Eq. (17), following vectors are computed. In ρ (1) and ρ (2) , there are eight free variables available to define Eq. (17) in infinitely many ways, each of them offer a controller which assigns closed loop eigenvalues at the desired locations. Suppose ρ (1) = ρ (2) = ρ. Then Eq. (17) modifies to,
Here Φ is a matrix of order 8 by 8. ϕis a matrix of order 8 by 4. In an effort to obtain a minimum norm controller, the normalized eigenvectors of the matrix ϕ -T ϕare selected as ρ. Out of four choices, three (for region of attraction details discussed below) are considered and the controller options for MAV navigation are (approximated to fourth decimal place), Option 1:
Option 3:
The nonlinear equations from Eq. (7) for each controller are accordingly defined. The regions of attraction for these three cases will be different. By trial and error method, an initial condition is found to be a common point in all the three regions of attraction defined by the controllers. The trajectories x(t) are given in Fig. 1 . The thrust coefficient and elevator deflections are given in Fig. 2 . The navigation options (climb and descend modes) obtained from these trajectories are shown in Fig. 3 . Further, for Fig. 3 , kinematic equations (Eq. (8)) are integrated by using an initial condition x i (0) = 0 m and z i (0) = 100 m. The example shows that infinite eigenvector options seem to be offering a variety of angles for climb as well as for descent when the MAV is in cruise. However, the ascent is preceded by an initial descent. Likewise, the two cases of descent are preceded by an ascent. Such an observation is attributed to the initial condition choice in the region of attraction that generates an asymptotically stable trajectory. Apparently, the region of attraction is different for each stabilizing controller. Here a common initial condition for all three controllers is chosen and it exhibits ascend to descend and descend to ascend phenomenon. 
CONCLUSION
In this paper, it is shown that for a known nonzero initial condition in the region of attraction, the linear model based controller can generate infinitely many nonlinear trajectories. These trajectories are useful for path planning options in aircraft navigation. A micro air vehicle in pitch plane is considered and the trajectories are generated to illustrate maneuver angles in climb and descent approach of the aircraft. Through controller reconfiguration, the present approach is useful to perform micro air vehicle maneuvers in pitch plane.
APPENDIX
The nonlinear fixed wing MAV is given by, where, ρis the air density kg/m 3 , S is the surface area of the wing in m 2 , m is the mass of the aircraft in kg, cis the mean aerodynamic chord in meters, I yy is the pitch moment of inertia in kg-m 2 and other parameters are the aerodynamic stability and control derivatives. The data for these coefficients are given as follows. 
