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Abstract
The development of micro- and nanofluidic devices requires detailed knowledge
of interfacial phenomena. This thesis addresses two important effects at wall-fluid
interfaces, boundary slip and electroosmosis, through numerical simulations.
The first study uses molecular dynamics (MD) simulations to probe the influence
of surface curvature on the slip boundary condition for a simple fluid. The slip length
is measured for flows in planar and cylindrical geometries. As wall curvature increases,
the slip length decreases dramatically for close-packed surfaces and increases slightly
for sparse ones. The magnitude of the variation depends on the crystallographic
orientation and the flow direction. The different patterns of behavior are related to
the curvature-induced variation in the ratio of the spacing between fluid atoms to
the spacing between minima in the potential from the solid surface. The results are
consistent with a microscopic theory for the viscous friction between fluid and wall
that expresses the slip length in terms of the lateral response of the fluid to the wall
potential and the characteristic decay time of this response.
The second study performs MD simulations to explore the effective slip boundary
conditions over surfaces with one-dimensional sinusoidal roughness for two differ-
ent flow orientations: transverse and longitudinal to the corrugations, and different
atomic geometries of the wall: smoothly bent and stepped. The results for the sparse
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bent surfaces quantitatively agree with the continuum predictions with a constant
local boundary condition. The effective slip length decreases with increasing corruga-
tion amplitude, and the reduction is larger for the transverse direction. Atomic effects
become significant for the close-packed bent and for the stepped surfaces, which may
even enhance the effective slip along the longitudinal direction.
In the third study, an efficient multi-scale method is developed to simulate elec-
troosmotic flows. MD is used in the near wall region where the atomistic details are
important, while continuum incompressible fluctuating hydrodynamics is applied in
the bulk region. The two descriptions are coupled in an overlap region. Because of
the low ion density and the long-range of electrostatic interactions, discrete ions are
retained in the bulk region and simulated by a stochastic Euler-Lagrangian method
(SELM). The MD and SELM descriptions seamlessly exchange ions in the overlap
region. This hybrid approach is validated against full MD simulations for different
geometries and types of flows. 1
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Studies of fluid transport in micro-and nano-systems have recently received great
attention due mainly to modern developments in micro-and nano-technologies. At
these small scales, interfacial effects become increasingly important because of the
greatly magnified surface-volume ratio. This results in special flow phenomena, fun-
damentally different from macroscopic flows, which generate a wide range of oppor-
tunities for applications from biomedical engineering to energy technology.1–8 As the
characteristic dimensions approach molecular or atomic size, the continuum descrip-
tions become inadequate, and the discrete nature of matter in the finite interfacial
regions cannot be neglected.
This thesis addresses two important interfacial effects at solid surfaces: boundary
slip and electroosmosis. The thesis is organized as follows. In the remaining part
of this chapter, we briefly introduce the topics of the studies. Chapters 2 and 3
present molecular dynamics (MD) studies of slip boundary conditions over curved
surfaces and effective slip boundary conditions over sinusoidally corrugated surfaces,




1.1 Slip Boundary Condition
Solving the continuum hydrodynamic equations requires boundary conditions at
the bounding walls. The traditional no-slip boundary condition assumes that the liq-
uid at the surface moves with the same velocity as the surface, and has been proved
to be very successful at describing flows at the macroscopic level. However, the as-
sumption is phenomenological and cannot be derived from first principles. Numerous
experiments have reported that slip, i.e., a tangential velocity of the fluid at the
surface deviating from that of the solid wall, may occur and become significant at
micro-and nano-scales.6–20 Slip is very important in micro- and nanofluidics since it
can dramatically reduce the force required to drive fluid flows.
For a Newtonian fluid over a flat surface, Navier proposed the first and the most
widely used slip boundary condition.21 He argued that the frictional force between
the fluid and wall is proportional to the slip velocity of the fluid, and it is balanced
by the viscous stress within the fluid. Applying Newton’s law of viscosity for the
bulk fluid, he concluded that the slip velocity is proportional to the shear rate of
the fluid at the surface. The slip length Ls (also referred to as intrinsic slip length)
is introduced as the ratio of the viscosity over the friction coefficient, and is used
to characterize the degree of interfacial slip. For the planar flow geometry, the slip
length measures the distance from the actual surface to the virtual plane where the
extrapolated fluid velocity would equal that of the solid surface.
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Understanding slip behavior requires probing the atomic details of liquids at the
surface, where molecular dynamics (MD) simulations become a powerful tool. Molec-
ular dynamics studies for atomically flat surfaces22–27 have indicated that when the
shear rate is small, the slip length is flow-independent and only depends on the prop-
erties of the fluid (e.g., viscosity, temperature, fluid structure) and the microscopic
properties of the local interface (e.g., wall-fluid interaction strength, atomic structure
of the surface).
Panzer et al.28,29 extended the Navier slip boundary condition to curved surfaces,
with the rate of strain tensor modified corresponding to the local curvature of the
surface. The slip length can be assumed to be the same as on the flat surface only
if the surface normal changes on length scales that are much larger than the atomic
scale and all the microscopic properties remain the same. These assumptions may
not hold when the radius of curvature of the surface approaches the molecular-scale.
Previous MD simulations have reported contradictory results. Falk et al. found very
large changes with slip length in axial flow along nanotubes.30,31 However, a more
recent study by Chen et al. reported that slip length barely changes with curvature.32
In Chapter 2, molecular dynamics simulations are used to investigate the influence
of surface curvature on the slip boundary condition for a simple fluid. The slip length
is measured for flows in planar and cylindrical geometries with a range of wall-fluid
interactions. As wall curvature increases, the slip length decreases dramatically for
close-packed surfaces and increases slightly for sparse ones. The magnitude of the
3
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changes depends on the crystallographic orientation and is different for flow along
and perpendicular to the direction of curvature. These different patterns of behavior
are related to the curvature-induced variation in the ratio of the spacing between fluid
atoms to the spacing between minima in the potential from the solid surface. The
results are consistent with a microscopic theory33,34 for the viscous friction between
fluid and wall that expresses the slip length in terms of the lateral response of the
fluid to the wall potential and the characteristic decay time of this response.
1.2 Effective Slip Boundary Condition
In real experiments, most solid surfaces have finite roughness down to nanometer
scales. It is of practical interest to use an effective slip boundary condition to account
for the mean effects from the variations along the real surface.35–40 The effective slip
length Leff measures the distance from the location of the mean height of the surface
roughness to the virtual plane where the extrapolated velocity from the bulk flow
profile coincides with that of the solid wall. A larger (more positive) effective slip
length corresponds to a smaller hydrodynamic drag coefficient between the fluid and
wall.
Many studies have been carried out on the effect of roughness on Leff , but no sim-
ple and unique conclusion has been drawn. It is widely reported that wall roughness
decreases the degree of effective slip in the Wenzel state,18,35,37,38,41–46 whereas highly
hydrophobic rough surfaces may trap gas bubbles and form a Cassie state, which can
4
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dramatically enhance the effective slip.47–58 In contrast, it has also been reported
that roughness may generate very large effective slip even in the Wenzel state.59,60
The effective slip length can become anisotropic over surfaces with anisotropic corru-
gations.39,57,61–67
In Chapter 3, molecular dynamics simulations are performed to explore the effec-
tive slip boundary conditions for a simple fluid over surfaces with one-dimensional
sinusoidal roughness in the Wenzel state. Different types of corrugated surfaces are
compared: smoothly bent surfaces where atoms of a crystalline solid are displaced to
follow a sine wave, and stepped surfaces that are cut from a crystalline solid. The
wavelength is more than an order of magnitude larger than the atomic diameter, so
that the atomic-scale roughness can be separated from the large scale roughness. The
wall density and the wall-fluid interaction are varied.
The behavior of the effective slip length is explored by shearing the fluid along two
different orientations: transverse and longitudinal to the corrugations. The results for
sparse bent surfaces quantitatively agree with continuum hydrodynamic predictions
with a constant local boundary condition. The effective slip length decreases mono-
tonically with increasing corrugation amplitude and the reduction is weaker for the
longitudinal direction. Atomic effects become significant for the close-packed bent
surfaces and for the stepped ones. Very anisotropic behavior can be found: the effec-
tive slip is strongly suppressed in the transverse direction, but remarkably increased
along the longitudinal direction. The findings in Chapter 2 can be applied for the
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bent case, to incorporate the intrinsic variations in the local slip boundary condition,
and then to construct a more accurate continuum model.
1.3 Electroosmotic Flow
Electroosmotic transport in micro-and nano-channels has important applications
in biological and engineering systems.68–76 It is facile to control and its efficiency scales
more favorably with system size for small systems than the conventional pressure
driven flow.
For an electrolyte solution on a dielectric solid surface, an electrical double layer
(EDL) can be formed at the interface, due to an electrochemical potential difference
between the solid and liquid phases.77,78 The solid surface becomes charged and the
counterions in the solution are attracted until they screen the electric field created by
the surface charge. Electroosmotic flow is the bulk liquid motion that is generated
when an externally applied electric field drags the net surplus of counterions in the
diffuse part of an electrical double layer. In general, the continuum description of
electroosmotic flows is given by the Poisson-Boltzmann (PB) equation combined with
the Navier-Stokes (NS) equations.77,79–88
The driving force for electroosmotic flow is greatest at the wall-fluid interface,
where the continuum approximations break down and discrete atomic effects become
significant.89–94 For example, the ion distribution may be influenced by the strong
electrostatic interactions and the finite sizes of the discrete molecules, and the trans-
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port properties of the fluid molecules may be affected by their ordered structure near
the surface. These atomic effects near the wall are of essential importance for the
accurate modeling of the fluid flow over the whole channel domain, because the elec-
troosmotic effect mainly takes place in the region very close to the surface where the
charge concentration is highest.
1.4 Multi-Scale Simulation
Molecular dynamics simulations have become a powerful tool for studying nanoscale
physical phenomena.95,96 As long as accurate interaction potentials are implemented,
they can fully resolve the atomic details and provide accurate results. However, be-
cause of the high computational cost, MD simulations can only probe very limited
length and time scales (e.g., tens of nanometers and tens of nanoseconds), which are
much below the requirement for most systems of experimental or practical interest.
To overcome this challenge in simulating fluid dynamics problem, a variety of
multi-scale hybrid methods have been developed in the past two decades. A key
characteristic of these hybrid methods is that they aim to take advantage of both the
efficiency of the continuum description and the accuracy of molecular dynamics by
dynamically coupling them with each other. In general, there are two categories of
methods under the hybrid framework: the domain-decomposition-based97–117 and the
Euler-Lagrangian-decomposition-based methods.118–132
Typically, the domain-decomposition-based method uses MD to accurately resolve
7
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the important atomistic details in a small region of the system, which is embedded
into or coupled with a coarse-grained continuum description. The solutions of the
different descriptions are forced to match in a certain overlap region. The Euler-
Lagrangian methods are usually designed to simulate solute-solvent systems: the
solute is modeled with the Lagrangian particle approach while the solvent is coarse-
grained and simulated as a continuum fluid on a Eulerian mesh.
In Chapter 4, a multi-scale method is developed to simulate electroosmotic flows.
The method combines both types of hybrid schemes. Specifically, the whole sim-
ulation domain is decomposed to the near-wall and bulk subdomains. Molecular
dynamics is used in the near-wall subdomain where the atomistic details are impor-
tant, while the continuum hydrodynamics are solved in the bulk region. The two
descriptions are coupled in a finite overlap region. A discrete description of ions is
retained in the continuum bulk region because of the low density of ions and the long-
range of electrostatic interactions. A stochastic Euler-Lagrangian method (SELM)
is used to simulate the dynamics of these ions suspended in the implicit continuum
solvent. The stochastic Euler-Lagrangian and molecular dynamics descriptions freely
exchange charges in the middle of the overlap region. To incorporate effects of hy-
drodynamic fluctuations on the diffusive transport of the SELM ions, incompressible
fluctuating NS equations are implemented for the bulk continuum hydrodynamics.
This hybrid approach is validated against full molecular dynamics simulations for
different geometries and types of flows.
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Chapter 2
Slip Boundary Conditions over Curved Sur-
faces
2.1 Introduction
Modern developments in micro- and nanotechnologies have created great interest
in studying and modeling fluid transport at these small scales. Solving continuum
hydrodynamic equations requires boundary conditions at solid-fluid interfaces. As the
system size shrinks to micro- or nanoscales, these boundary conditions play increas-
ingly important roles because of the large surface-volume ratio. The traditional no-
slip boundary condition for macroscopic flows may break down, and a slip boundary
condition is then needed to describe the fluid velocity at the solid surface.1,6, 7, 133,134
Navier proposed the first and the most widely used slip boundary condition,21
which states that the slip velocity is proportional to the shear rate of the fluid at
the surface. The slip length is introduced as the proportionality coefficient and is
used to characterize the degree of fluid slip at the surface. In the simple case of flow
past a flat surface, the slip length measures the distance from the actual surface to
9
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the virtual plane where the extrapolated fluid velocity would equal that of the solid
surface.
Molecular dynamics studies for flat surfaces 22–27 have indicated that when the
shear rate is small, the slip length is flow-independent and only depends on the prop-
erties of the fluid (e.g., viscosity, temperature, and fluid structure) and the microscopic
properties of the local interface (e.g., wall-fluid interaction strength and atomic struc-
ture of the surface). For surfaces with more complicated geometries, one can apply
the Navier slip boundary condition locally with the same slip length but only if the
surface normal changes on length scales that are much larger than the atomic scale
and all the microscopic properties remain the same.28,29 This geometrical indepen-
dence is of practical importance. For example, one can measure the local slip length
from a surface with a simple geometry (e.g., cylindrical for surface forces apparatus
experiments, spherical for atomic force microscopy experiments),6,7, 19,135 and use it
as the local intrinsic property for other surfaces as long as they are microscopically
the same.
In the limit where the radius of curvature of the surface approaches the molecular-
scale, the separation of the characteristic length scales fails and the small scale cur-
vature becomes one of the microscopic properties of the surface. Some simulations
suggest that curvature may affect the local slip length.30,31,35,37 In particular, Falk
et al. found very large changes with slip length in axial flow along nanotubes.30,31 A
more recent study32 argued that these nanotubes were so slippery that no velocity
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gradient occurred in the fluid and the effective slip length was infinite. The authors
argued that slip was a material property and presented MD simulations that showed
almost no change in slip length with curvature.
In this chapter, we present MD simulations of slip over curved solids with a wide
range of solid/fluid interactions and solid geometries. Curved walls are generated
by smoothly rolling up planar walls into cylinders while preserving the local atomic
structure of the surface. Studies of flow between cylinders give slip boundary condi-
tions at walls with negative (outer) and positive (inner) curvature. Both axial flow
along the cylinder and rotational Couette flow are studied.
We find very different changes in slip length with curvature for different surfaces
and different flow directions. As curvature increases there can be little change in slip
length, as found by Chen et al.,32 large decreases in slip length, as found by Falk et al.,
or increases in slip length. The key factor is the ratio of the lateral spacing between
minima in the wall potential to the spacing between fluid atoms. Slip is suppressed
when these spacings are comparable and fluid atoms can lock in registry with the
substrate.22,30,31,33,34 Curvature increases the spacing between minima, which may
enhance or suppress locking. Since curvature does not affect the spacing along the
cylinder axis, the change in slip length can be much greater for rotational flow around
the cylinder than for axial flow.
All of the simulation results can be collapsed using a theory for friction between
a solid and fluid layer.33,34 In this theory the key measure of the strength of viscous
11
CHAPTER 2. SLIP BOUNDARY CONDITIONS OVER CURVED SURFACES
coupling between fluid and solid is the magnitude of lateral density modulations in
the first fluid layer due to the periodic potential from the solid. Most of the variation
in slip length with curvature is related to changes in this response. Slip also depends
on the lifetime of these density modulations which is found to be a material property
of the fluid, depending only on the ratio of the spacing between solid atoms to the
mean spacing between fluid atoms. The relation between this theory and the later
work of Falk et al.30,31 is discussed.
The chapter is organized as follows. In Sec. 2.2, we describe the details of molec-
ular dynamics simulations, and how key quantities such as fluid layering, lateral
structure factor and slip length are defined and measured from the simulations. In
Sec. 2.3, results for slip length and fluid structure are presented and the behavior of
the slip length is interpreted by a microscopic theory. The summary and conclusions
are given in Sec. 2.4.
2.2 Details of molecular simulations
2.2.1 Interaction Potentials and Equations of Motion
We use standard molecular dynamics to simulate simple fluid flows over rigid
solid walls. The simulations are performed using LAMMPS from Sandia National
Laboratories.136 A truncated Lennard-Jones (LJ) potential is used to model the
12
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Wall Type εwf/ε σwf/σ rc,wf/σ
A 0.1 1 2.2
B 0.4 1 2.2
C 0.4 1 1.12
D 0.057 1.27 2.2
Table 2.1: The four sets of wall-fluid interaction parameters (subscript wf) studied
in this chapter. The energy εwf , interaction length σwf and cutoff distance rc,wf are
normalized by the fluid interaction energy ε and length σ. The surface lattice spacing
was a/σ = 0.75, 0.86, 1.0, 1.09 or 1.20. For walls aligned with the (110) direction
along the cylinder axis the inner and outer cylinder radii are 3.85σ and 23.0σ or 7.67σ
and 26.83σ. For the (100) direction along the axis, the radii are 4.09σ and 21.69σ
or 8.14σ and 25.75σ. The surface corrugation is decreased and slip length increased
when εwf is decreased or σwf is increased.









− Vc, for r < rc (2.1)
where r is the distance between the two atoms and ε and σ define the characteristic
energy and length scales of the fluid, respectively. VLJ is truncated at a distance
rc = 2.2σ to save computational cost, and Vc is chosen so that VLJ(rc) = 0. Wall (w)
and fluid (f) atoms also interact through a truncated LJ potential with parameters
εwf , σwf and rc,wf . The four sets of wall-fluid interaction parameters studied are listed
in Table 2.1. If not stated otherwise, then σwf = 1σ and rc,wf = 2.2σ.
The equations of motion are integrated using the velocity-Verlet algorithm with
a time step ∆t = 0.005τ , where τ = σ
√
m/ε is the characteristic time scale and m
is the mass of a fluid atom. For most simulations, fluid temperature is maintained
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at T = 1.1ε/kB by imposing a Langevin thermostat on all fluid atoms in the flow-
irrelevant y direction.22,137 The thermostatted equation of motion in the y direction
is given by
mÿ = fLJ −mΓẏ + F (t) (2.2)
where fLJ is the total LJ force from all other particles. The damping rate Γ controls
the heat flux between the system and the heat bath and F (t) is a random force
sampled from a Gaussian distribution with zero mean and variance 2mΓkBT/∆t.
We use a damping rate Γ = 0.5τ−1, which is small enough that the atomic motions
are underdamped, but large enough to eliminate viscous heating. We checked that
varying Γ by a factor of 2 does not change the results. Past studies of slip boundary
conditions have shown there is little effect of thermostats on the low rate limit of
interest here.22,138,139 Effects are observed when rates are high enough that heating
occurs.138,139
For simulations of axial flow between cylinders, instead of the Langevin thermo-
stat, an isotropic dissipative particle dynamics (DPD) thermostat with a damping
rate 0.5τ−1 is applied on the fluid.140–142 Thus the angular invariance of the fluid
flow is preserved. Changes in damping rate and comparison to the Langevin results
for flat surfaces confirmed that this thermostat has negligible impact (<2%) on the
presented results for flow, slip length and fluid structure.
The bulk density of fluid is fixed at ρ = 0.81σ−3. The strain rates in our simu-
lations are low enough (. 0.07τ−1) to ensure that the bulk fluid is Newtonian with
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shear viscosity µ ∼ 2.13ετσ−3. In this low strain rate regime, linear response is
also observed at the wall-fluid interface and the slip length is insensitive to shear
rate.22,23,27,32
2.2.2 Planar Geometry
For the planar Couette geometry, fluid is confined in a channel between two solid
walls parallel to the x-y plane (Figure 2.1(left)). Flow is generated by moving the
top wall along x at a speed Uw. Periodic boundary conditions are imposed along x
and y directions. Each planar wall consists of three (001) layers of a FCC crystal.
Wall atoms are fixed rigidly to lattice sites. Past studies show thermal vibrations
affect the value of slip length but do not change the trends with surface geometry
and interactions.22,26 The x axis is aligned with either the (110) or the (100) vector
of the FCC lattice. We take the nominal height of the wall surfaces to coincide with
the center of the wall atoms in the layer closest to the fluid. The separation distance
between wall surfaces is H = 30σ. The spatial periods along the x and y directions
are Lx = Ly = 24.08σ and Lx = Ly = 25.54σ for cases of flow along the (110) and
(100) directions, respectively.
A key parameter of the wall is the lateral separation of the nearest neighbor atoms
in the first layer, designated by the surface lattice spacing a. The surface lattice
spacing determines the characteristic length of the atomic-scale corrugations in the
wall potential felt by fluid atoms, and it has been disclosed to be an essential factor
that regulates the degree of slip.22 Here we investigate slip boundary conditions for
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four values of the surface lattice spacing on the bottom wall (a = 1.20σ, 1.09σ,1.00σ,
0.86σ, and 0.75σ), and for various sets of the wall-fluid LJ parameters (Table 2.1).
The results serve as the reference cases for flat surfaces, i.e., curvature κ = 0. For top
wall surfaces, no-slip boundary conditions are always enforced by using large values
of εwf .
2.2.3 Fluid Structure near Wall
2.2.4 Cylindrical Geometry
As shown in Figure 2.1(right), fluid is confined in the region between two coaxial
cylindrical walls, whose central axes lie along the y axis. A periodic boundary con-
dition with a period of length Ly = 24.08σ or 25.54σ is applied along the y (axial)
direction.
Each cylindrical wall is made by curving a planar wall along the x direction, while
the atomic arrangement remains unchanged along the y direction. As depicted in
Figure 2.2, the cylindrical wall is formed by three rolled-up layers of solid atoms, and
the atoms of a given layer have the same radial distance from the central axis. Each
layer consists of Nθ rows of atoms along the axial direction and the azimuth angle
between neighboring rows is 2π/Nθ. The value of Nθ is chosen so the surface layer
adjacent to the fluid has a locally square structure with nearest-neighbor spacing a.
Two orientations of the flat wall relative to the cylindrical axis are considered. In the
first, the nearest-neighbor direction, (110), is aligned with the axis. In the second,
the next-nearest neighbor direction (100) is aligned with the axis. Carbon nanotubes
16
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Figure 2.1: Geometry of planar (left) and cylindrical (right) geometries. In the
planar case fluid is confined between rigid walls separated by height H and periodic
boundary conditions are applied in the plane of the wall. Flow is generated by moving
the top wall along x at a speed Uw. In the cylindrical case the walls are rigid coaxial
cylinders with Rwi and Rwo the inner and outer radii of the solid surfaces, respectively.
Angular and axial flow are generated by rotating the inner wall or translating it along
the y axis, respectively, so surface atoms have speed Uw. Periodic boundary conditions
are applied along the axial, y direction.
17
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a
Figure 2.2: Close up side views of the wall geometry for planar (bottom) and
cylindrical (top) simulations with the nearest-neighbor direction aligned with flow.
Circles show lattice sites and closed circles indicate atoms on the surface closest to the
fluid. Surface atoms are separated by a and successive layers are separated by a/
√
2.
The spacing between subsurface atoms changes with radius for curved surfaces.
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grow with a wide range of axis orientations and this is known to play an important
role in determining their properties, such as conductivity.143–147
The nominal position of the wall surface is defined by the first layer of wall atoms,
such that the surface radius Rw equals the radial coordinate of surface atoms. The
surface curvature κ is defined as κ = 1/Rwi for the inner wall and κ = −1/Rwo for
the outer one, where Rwi and Rwo denote the surface radii of the inner and the outer
walls, respectively. In this study, for walls aligned with the (110) direction along the
cylinder axis the inner and outer cylinder radii are 3.85σ and 23.0σ or 7.67σ and
26.83 σ. For walls aligned with the (100) direction along the axis, the radii are 4.09σ
and 21.69σ or 8.14σ and 25.75σ.
The procedure used to generate the curved walls may produce very small or large
separations between atoms in the layers away from the fluid. These might lead to
plastic rearrangements in experimental systems. However, the structure of these inner
layers has very little effect on the flow boundary condition. Simulations without the
third layer gave indistinguishable results for the slip length. The main effect of the
second layer is to prevent fluid atoms from penetrating between atoms of the outer
solid layer.22 As shown in Sec. 2.4 only the response to the periodic potential from
the outer layer is needed to explain the detailed trends in slip length. This is why
results for very short range interactions where fluid atoms only feel the outer layer
(rc = 2
1/6σ) show the same trends as simulations with larger rc. It also explains why
our results are very similar to those of Chen and Koplik,32 who used a very different
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crystalline structure under the outer solid layer.
Figure 2.3 shows the time-averaged fluid density profile as a function of distance
from the wall for flat surfaces with a = 1.2σ and 0.75σ. In the near wall region, the
distribution of fluid atoms becomes non-isotropic and layering emerges in the density
profile.22,25,95,148–157 The first peak corresponds to the preferred spacing between
wall and fluid atoms. The density profile then oscillates with peaks separated by
one fluid atom diameter, and gradually relaxes to a uniform bulk density after a few
oscillations. Near a wall surface, layers can be associated with each density peak and
the boundaries between layers with local density minima. Trends in layering with
wall geometry and interactions are discussed in Sec. 2.3.2.
Layering is less related to the slip length than the degree of lateral structure within
the first layer of fluid.22,26,27,30,31,35, 155,158–160 To describe the in-layer structure, the
2D static structure factor, S1(~q), is calculated as a function of wave vector ~q for the
first layer of fluid atoms.
For the flat surface, S1(~q) is evaluated according to






where xj and yj are the two-dimensional (2D) coordinates of atom j and N1 is the
number of fluid atoms in the first layer. The allowed wave vectors are determined
by the periods of the system in the x-y plane, ~q = (2πh/Lx, 2πk/Ly) where h and k
are integers. The periodic potential of the wall produces sharp peaks in S1(~q) at the
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κσ = − 0.043
κσ = 0
κσ = 0 .26
a = 0 .75σ
a = 1 .20σ
321 4
( )units of σ
Figure 2.3: Fluid density as a function of distance from wall surface for lattice
spacing a = 1.20σ and 0.75σ at the indicated curvatures. Surfaces have wall-fluid
interaction strength εwf = 0.4ε, σwf = 1σ, and the density is averaged over 10
4τ . The
oscillations reflect layering and the layer boundaries are typically associated with the
density minima. Here the (110) direction is along the cylinder axis but similar results
are found for the (100) orientation.
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corresponding reciprocal lattice vectors ~Gm,n of the wall. For the fcc (100) surface
with nearest neighbors along x and y, ~Gm,n = (2πm/a, 2πn/a).
The squared relative amplitude of the areal density modulation n1( ~G) produced
at each ~G is
|n1( ~G)/n̄1|2 = S̃1( ~G)/N1 (2.4)
where n̄1 = N1/A1 is the number of particles per area in the first layer. This response
to the substrate potential is independent of system size while the intrinsic diffusive
background S1,eq(~q)/N1 decreases linearly with system size. We increase the system
size until the diffusive background is small and then subtract it from the total signal.
The induced peaks are confined to only one of the wave vectors allowed by periodic
boundary conditions, and the background is obtained by averaging over the four
closest allowed ~q.
For the cylindrical surface, we approximate the first fluid layer by a 2D cylindrical
sheet located at the radius corresponding to the first peak in the fluid density. As
noted below this radius is associated with the flow boundary condition and is denoted
Rbc. The polar coordinates of each atom in the first layer (rθ, y) are mapped to 2D
coordinates on a sheet (x, y) with x = Rbcθ.
30,31 Then the lateral structure factor is
evaluated with respect to the 2D coordinates. The main difference from the planar
case is that the period Lx is replaced by the circumference of the layer, 2πRbc, in
determining the allowed wavevectors.
The structure factors shown below are obtained for equilibrium systems. They are
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nearly the same in sheared systems because the shear rates are kept in the limit of
linear response. Structure factors are typically evaluated every 0.05τ and temporally
averaged over up to 500τ .
2.2.5 Calculating the Slip Length
2.2.5.1 Planar Couette flow
For stationary Newtonian fluid flow past an impenetrable solid surface, Navier’s
slip model assumes that the friction force per unit area between the fluid and the
solid surface is proportional to the slip velocity ∆ut, i.e., the relative velocity of fluid
and solid. This force is balanced by the viscous shear stress Πnt of the fluid at the
surface,
β∆ut = Πnt, (2.5)
where β is the drag coefficient between the fluid and the solid surface, and n and t
represent the normal and tangential directions to the surface, respectively. Newton’s
















where the slip length Ls ≡ µ/β quantifies the degree of slip at the surface.
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For planar Couette flow, the viscous stress Πxz is constant throughout the channel,
and the incompressible Navier-Stokes equations reduce to µ∂2ux/∂z
2 = ∂Πxz/∂z = 0.
Solving this equation, one arrives at a linear velocity profile,
ux = A1z + A2. (2.8)
The two constants, A1 and A2, are determined by the boundary conditions at the
wall-fluid interfaces.
Mean velocity profiles from two very different lattice constants are presented in
Figure 2.4(a). Both profiles exhibit the expected linear velocity profile [Eq. (2.8)] in
the central region of the fluid. Deviations begin to become apparent within one or
two atomic diameters of the wall due to the layering and in-plane structure discussed
above.22 At the top wall there is a strong interaction that causes the fluid velocity to
saturate to the wall velocity inside the fluid. This is called a stick boundary condition
and is kept the same for all runs. The behavior near the stationary bottom wall is
very sensitive to wall density. For the sparse surface case (a = 1.2σ) the velocity
approaches zero, but for the closely packed surface there is a substantial velocity
difference at the wall, i.e. slip.
The definition of the slip length in Eq. (2.7) requires both the strain rate and slip
velocity. For Couette flow the strain rate is uniform in the central region and given
by the coefficient A1 in Eq. (2.8). The value of slip velocity is more ambiguous. Since
the goal is to determine boundary conditions for the continuum equations, the slip
24
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Figure 2.4: Velocity profiles for (a) planar Couette flow at a = 0.75σ (dashed blue)
and 1.2σ (dotted red), and (b) angular (dashed blue) and axial (dotted red) flow in
the cylindrical geometry at a = 0.75σ. Thin solid black lines show fits to continuum
theory and dotted vertical lines show the positions of wall surface atoms. Flows are
along the (110) orientation with εwf = 0.1ε.
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velocity is evaluated from the extrapolation of the continuum solution rather than the
actual velocity profile.134 The answer still depends on the location of the wall which
is uncertain up to lengths of order σ. We choose the height d1 where the density
peak associated with the first fluid layer is located (Fig. 2.3) as the hydrodynamic
boundary. The slip velocity ∆ut then corresponds to the velocity difference between
the first fluid layer and the solid wall. This is the natural quantity for Eq. (2.5) and
the calculation of frictional drag discussed below. For the planar Couette case any
other choice (e.g., in Refs. [22, 27, 161, 162]) gives a constant shift in the slip length
and other common choices of the reference plane differ by less than the layer spacing.
For the planar flow simulations, the velocity profiles are averaged within horizontal
bins of thickness ∆z = 0.05σ for a time period of 104τ at steady state. The resulting
flow profile is fit to Eq. (2.8) over the region more than 3σ from either surface. We
verified that changing this condition by ±σ does not produce any noticeable changes.
The slip length is then obtained from the fit coefficients as
Ls = d1 + A2/A1 (2.9)
The fit results are further averaged over five independent realizations of the system
to quantify statistical errors and remove any long-time correlations.
26
CHAPTER 2. SLIP BOUNDARY CONDITIONS OVER CURVED SURFACES
2.2.5.2 Cylindrical Couette Flow
For the case of angular flow between rotating cylinders, the viscous shear stress








where κ denotes the local curvature of the surface. For the convex inner surface in
Figure 2.1, κ > 0, and for the concave outer surface, κ < 0. Plugging Eq. (2.10) into

















In terms of the local angular velocity, ω = uθ/r, Eq. (2.11) can be rewritten into a





Therefore the slip length along the direction of curvature can be interpreted as the
distance inside the wall to which the fluid angular velocity is linearly extrapolated to
reach the angular velocity of the wall surface.
For bulk flow between two rotating concentric cylinders, the incompressible Navier-




















where the pressure p and the tangential velocity uθ are functions only of the radial
coordinate r and there is no flow along the cylinder axis. The general solution of the
velocity profile is given by
uθ(r) = B1r +B2/r, (2.15)
where the constants B1 and B2 are determined by the boundary conditions.
In simulations, the angular flow is generated by rotating the inner wall at a rotation
rate Uw/Rwi, where Uw is the speed of the surface atoms (closest to the fluid). For the
cylindrical simulations, the velocity is averaged within cylindrical slabs of thickness
∆r = 0.05σ every 5× 103τ over a simulation time of 105τ . The slip length is then
calculated for each average velocity profile, and further averaged over 20 consecutive
time intervals.
Figure 2.4(b) shows that the mean flow profiles from MD simulations are well
fitted by the continuum solution except for regions within a few sigma of the walls
[Eq. (2.15)]. As found in past work, the viscosity of the fluid may be modified in the
layers closest to the walls.22,156,163 The sharp peak shown in Fig. 2.4 (b) near the
inner wall comes from a very low density of atoms that are so close to the wall that
their velocity is close to that of the wall. They make up a very small fraction of the
first density peak. This effect is not visible near stationary walls because the density
and wall velocity are both going to zero.
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and fit the simulation data by this parabolic function. Combining Eq. (2.15) and
Eq. (2.11), plugging in the fitted parameters B1 and B2, and solving for Ls, the slip












where Rbc = Rwi + d1 denotes the position of the hydrodynamic boundary, and
Ubc = Uw(1 + d1/Rwi) designates the fluid velocity at the effective hydrodynamic












where Rbc = Rwo − d1, and Ubc = 0 since the outer wall is held at rest.
As for the planar case, the wall position is defined at the center of the first density
peak in the above analysis. For the cylindrical geometry, changing this definition
does not produce a constant shift in the slip length because the flow is nonlinear.
Shifting the reference plane to the midpoint between wall and first fluid layer30–32
can reduce Ls by up to ∼ 4σ for the smallest radii and largest slip lengths but the
trends with curvature remain the same. The definition used here is most natural for
the theory described in Sec. 2.4 which relates the friction between the first fluid layer
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and substrate to structure in the first layer.
2.2.5.3 Axial Flow in Cylindrical Geometry
For the axial flow case, the viscous shear stress at the cylindrical surface is Πny =
µ∂uy/∂n and thus the slip boundary condition has the same form as Eq. (2.7),














and the velocity profile is given by
uy(r) = C1 ln(r) + C2. (2.20)
In simulations, the axial flow is produced by moving the inner cylinder along the
y direction at a speed Uw. To measure the slip length, Eq. (2.20) is fitted to the
mean velocity profile (as illustrated in Figure 2.4(b)), and the slip length along the
axial direction is calculated by








for the inner and the outer wall, respectively.
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2.3 Results
2.3.1 Slip Length
Calculated slip lengths are tabulated in Appendix B for all the flow geometries and
surface properties included in this study. For each case we verified that the results
are in the low strain rate limit by varying the strain rate by at least a factor of 2.
The quoted values were evaluated for planar flows with top wall speed Uw = 1.0σ/τ ,
for cylindrical angular flows with inner wall speed Uw = 0.2σ/τ , and for cylindrical
axial flows with inner wall speed Uw = 0.6σ/τ . In all cases the maximum strain rate
is less than 0.071/τ , which Chen et al.32 also find is in the linear response limit.
In Figure 2.5(a), the value of the slip length is plotted against the surface curvature
for cylindrical Couette flow with different surface lattice spacings. Here εwf = 0.1ε,
σwf = 1σ and flow is along the (110) direction between nearest neighbors of the fcc
surface. For this rotational flow case, three typical patterns are clearly observed. For
the highly packed surfaces, a = 0.75σ or 0.86σ, the slip length Ls decreases by up to a
factor of 5 as curvature increases. The opposite trend is observed for sparse surfaces,
a = 1.20σ or 1.09σ, where Ls increases slightly (∼ 30%). Nonmonotonic behavior is
found for a = 1.00σ: Ls drops as κσ increases from −0.043 to 0.13 and then rises as
κσ further increases from 0.13 to 0.25, These trends with curvature are determined
by surface density and are not affected by changing the wall-fluid LJ interaction,
although the absolute slip lengths are affected. Note that Chen et al.32 considered
31















Figure 2.5: Slip length Ls as a function of surface curvature κ for εwf = 0.1ε. (a)
Ls for cylindrical Couette flows along (110) direction with different lattice spacing:
a = 1.2σ (triangles), 1.09σ (circles), 1.00σ (squares), 0.86σ (hexagons) and 0.75σ
(pentagons). (b) Ls with a = 0.75σ for cylindrical Couette flows along (110) (blue
pentagons) and (100) direction (red triangles), and axial cylindrical flows along (110)
(black circles) and (100) direction (green squares). Dotted lines are guides to the eye.
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a = 1.09σ and positive curvatures. We also find little change in Ls for this special
case.
The changes in slip length with curvature are very dependent on surface orienta-
tion as shown in Figure 2.5(b). For the nearest-neighbor (110) orientation, the slip
length for rotational flow shows the large changes illustrated in Figure 2.5(a) while
there is very little (∼ 10%) change in the slip length for axial flow. In contrast,
for the (100) orientation, curvature affects axial flow more strongly than rotational
flow. Both follow the trend with curvature for rotational (110) flow but change more
gradually. Note that for flat surfaces Ls is the same for flow along (100) and (110)
even though the directions are not crystallographically equivalent.
The different patterns of behavior of slip length for different flow directions, atomic
spacings and lattice orientations can only be understood from the microscopic per-
spective. We first consider how curvature affects the structure of the fluid and then
present a quantitative theory for the variations in slip length.
2.3.2 Fluid Structure
The correlation between the atomic spacing on flat surfaces and the degree of
fluid layering has been discussed in Refs. [22,25]. As illustrated in Figure 2.3, denser
surfaces (smaller a) lead to sharper density peaks. One reason is that a higher density
increases the number of wall atoms that interact with a given fluid atom and thus
deepens the potential energy minimum at the first layer. Increasing the density
also reduces the ability of fluid atoms to penetrate in between wall atoms. Figures
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2.6(a) and 2.6(b) illustrate the lateral variation of constant energy surfaces above flat
and curved walls, respectively. As wall atoms move closer, the depth of local minima
decreases rapidly. The decrease in the corrugation of the equipotential surface reduces
fluctuations in the preferred height of fluid atoms and thus sharpens the first density
peak.
Figure 2.3 provides information about how curvature affects layering. For all
cases considered we found a monotonic increase in layering as the curvature went
from positive to negative. The effect is particularly noticeable for large κσ where the
radius of curvature approaches atomic scales. Figure 2.6(c) provides insight in to the
origin of this trend. While the spacing between wall atoms remains fixed, the first
fluid layer forms at a different radius. Since the number of atoms is fixed, the spacing
between potential minima scales as the radius of the fluid layer divided by that of the
wall layer. This produces an effective decrease in the wall density with increasing κσ.
As for flat surfaces, the decrease in wall density leads to a broader and lower density
peak.
Past work shows that the degree of slip correlates more strongly with lateral
structure than fluid layering or wetting.22,26,27,30,31,35, 155,158–160,164,165 Even feature-
less walls that are perfectly wetting produce strong layering peaks, but they provide a
translationally invariant surface that cannot transmit friction. The drag coefficient β
only depends on the variation in surface potential that is related to lateral corrugation
(Figure 2.6). As noted in Sec. 2.2.3 this lateral corrugation produces in-plane density
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Figure 2.6: Equipotential surfaces at Vwall = 1.1ε for (a) planar wall and (b) cylin-
drical wall with positive curvature and radius Rw = 3.84σ. (c) Potential contours
over the xz-plane at y = 0 for the same flat (thin blue) and cylindrical (thick red)
surfaces presented in (a) and (b). Different line patterns correspond to different en-
ergy contours: Vwall = −0.4ε (solid), −0.3ε (dashed) and −0.1ε (dotted). The black
circles and asterisks mark atomic positions of the flat and the cylindrical wall, re-
spectively. The z coordinate is shifted so the topmost atoms of cylindrical and flat
surfaces coincide. Here εwf = 0.1ε and a = 1.20σ.
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modulations n1( ~G) [Eq. (2.4)] at the reciprocal lattice vectors ~G that characterize the
periodicity of the substrate. The squared relative amplitude |n1( ~G)/n̄1|2 = S̃1( ~G)/N1.
Figures 2.7(a) and 2.7(b) show S1(~q)/N1 for flat walls with high and low density.
Only positive qx and qy are shown since the structure factor has the 4-fold symmetry
of the wall. The weak circular ridges at a wave vector |~qf | ≈ 2π/σ reflect the intrinsic
short range order within a fluid. They are insensitive to wall density but decrease
with system size as 1/N1 since S1(~qf ) is constant. There are also sharp peaks at
the reciprocal lattice vectors characterizing the periodicity of the substrate. These
Bragg peaks represent the response of the fluid to the surface corrugation and are
independent of system size.22,33,34
Previous studies of flat surfaces found that β increased with the in-layer response
to the substrate potential at reciprocal lattice vectors.22,33,34,164 For flat surfaces the
largest response is at the shortest reciprocal lattice vectors, ~G±1,0 and ~G0,±1. As noted
above, a denser surface tends to have a weaker corrugation and thus smaller values
of S1( ~G)/N1. In Figures 2.7(a) and 2.7(b) the peaks for a = 1.2σ are about 40 times
larger than those for a = 0.75σ. Larger systems had to be used for a = 0.75σ to
reduce the circular ridge from the diffuse background below the Bragg peaks.
Figures 2.7(c) and 2.7(d) show S1(~q)/N1 for the same atomic spacings but with
curvature κσ = 0.26. Here the cylinder axis is along the (110) direction and the
curvature breaks the symmetry between x and y directions. The peaks along the axis
of the cylinder change relatively little (∼ 10%) from the values for flat surfaces, but
36
CHAPTER 2. SLIP BOUNDARY CONDITIONS OVER CURVED SURFACES
Figure 2.7: In-plane order as characterized by normalized structure factor S1(~q)/N1
for two lattice spacings, a = 1.20σ [(a),(c), and (e)] and 0.75σ [(b),(f),and (d)], with
εwf = 0.1ε. Panels (a) and (b) show results for flat walls with x axes along (110).
Panels (c) and (d) show results for cylindrical walls with κσ = 0.26 and axes along
(110) direction. Panels (e) and (f) show results for cylindrical walls with κσ = 0.24
and axes along the (100) direction.
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the peaks along the direction of curvature change dramatically. From our previous
arguments we expect the curvature to produce a larger effective spacing and thus a
larger Bragg peak. This is consistent with the order of magnitude increase in the
peak height for the dense surface, a = 0.75σ. However the Bragg peak for the sparse
surface, a = 1.2σ, is smaller by about a factor of 3. The reason is that the relative
spacing of fluid and wall atoms is also important. The fluid can respond more to the
potential when the Bragg peak is close to the circular ridge. Curvature moves the
peak away from the ridge for a = 1.2σ and towards the ridge for a = 0.75σ.
In the following we focus on the wall induced portion of the Bragg peaks, S̃1( ~G).
We verified that increasing the system size reduced the background from the circular
ridge and did not affect the value of S̃1( ~G) obtained by subtracting this background.
The calculated values of S̃1( ~G)/N1 at the smallest reciprocal lattice vectors are also
tabulated in Appendix B for all the flow geometries and surface properties included
in this study.
The variation of S̃1( ~G1,0)/N1 with surface curvature κ is manifested in Figure
2.8 for (110) flow at different surface lattice spacings a. Note that the trends with
curvature in S̃1( ~G1,0)/N1 are exactly opposite to the trends in Ls shown in Figure
2.5(a). For dense surfaces the Bragg peak rises by an order of magnitude as curvature
increases and the effective corrugation increases. For the sparse surfaces, the Bragg
peak decreases monotonically because the associated wave vector is moving away from
the circular ridge associated with the intrinsic spacing between fluid atoms. For the
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Figure 2.8: Variation of S̃1( ~G1,0)/N1 (open blue) and S̃1( ~G0,1)/N1 (closed black)
with surface curvature for the same surfaces shown in Fig. 2.5(a), i.e., εwf = 0.1ε and
lattice spacing a = 1.2σ (triangles), 1.09σ (circles), 1.00σ (squares), 0.86σ (hexagons)
and 0.75σ (pentagons). Dotted lines are guides to the eye.
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intermediate wall density the two effects compete and the peak height has a maximum
at intermediate curvature.
The fundamental cause of these variations is the change in the effective spacing
aeff between potential energy minima divided by the intrinsic spacing between fluid
atoms. The spacing between fluid atoms scales as n̄
−1/2
1 where n̄1 changes by of order
10% with interaction strength and other parameters. The effect of curvature on aeff
depends on orientation. For the (110) orientation the axial spacing is not affected
while the spacing around the circumference scales as aeff = aRbc/Rw = a(1 + κd1).
Figure 2.9(a) presents a clear picture of how the Bragg peak height varies against
aeff n̄
1/2
1 for the full range of wall densities studied. Similar results are obtained for
other wall/fluid interaction strengths. The largest response is obtained for aeff n̄
1/2
1
around 0.8 to 0.9, where the Bragg peak is near the center of the circular ridge. The
peak height falls off as aeff increases or decreases because the peak position moves
away from the intrinsic fluid spacing. The decrease in corrugation with decreasing aeff
produces a very asymmetric curve that drops much more rapidly as aeff decreases.
Note that curvature does not change aeff along the cylindrical axis for the (110)
orientation and we observe little (< 10%) change in S̃1( ~G0,1)/N1 with κ. Figure
2.9(b) replots the data from Figure 2.5(a) as a function of aeff . Note that the trends
in Ls are exactly opposite to those in S̃1( ~G)/N1. Stronger order induced by the solid
leads to less slip.
The effect of curvature on S̃1( ~G)/N1 differs considerably for the (100) orientation
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Figure 2.9: (a) Variation of S̃1( ~G)/N1 at ~G1,0 for y-axis (110) orientation (open blue)
and at the smallest ~G for y-axis along (100) orientation (closed red) as a function of
the relative effective spacing aeff n̄
1/2
1 , i.e., the effective spacing of minima in the wall
potential energy aeff normalized by the mean spacing of atoms in the first layer
n̄
−1/2
1 . The symbols indicate lattice spacing a = 1.2σ (triangles), 1.09σ (circles),
1.00σ (squares), 0.86σ (hexagons) and 0.75σ (pentagons). (b). Variation of Ls as a
function of effective spacing for cylindrical Couette flow and for the same surfaces in
(a). Dotted lines are guides to the eye and εwf = 0.1ε.
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where flow is along the next-nearest neighbor direction. Curvature now rotates the
angle θ between the cylinder axis and the nearest potential energy minima as well as
changing the distance. Accounting for the change in spacing around the circumference
we find:
aeff = a(1 + κd1 + κ
2d21)
1/2 ∼ a(1 + κd1/2) (2.23)
tan(θ) = 1/(1 + κd1) ∼ 1− κd1 . (2.24)
Figures 2.7(e) and 2.7(f) show S1(~q)/N1 for the same curvature as Figures 2.7(c)
and 2.7(d) but with this new orientation. As expected, the smaller change in aeff
leads to smaller changes in the Bragg peak heights. This is also consistent with the
smaller change in Ls with curvature for this wall orientation. Note that the reciprocal
lattice vectors rotate in the opposite direction from the vector to adjacent potential
energy minima and thus towards the cylinder axis. As we now discuss, this change
in direction explains why curvature affects axial flow more strongly than rotational
flow for the (100) direction.
2.3.3 Relating Slip Length to Structure
In this section, we describe a microscopic theory that provides a quantitative
relationship between the slip length, curvature and fluid structure, and thus gives a
deeper insight into the mechanism of the wall-fluid coupling. By definition, the slip
length Ls is the fluid viscosity divided by the interfacial drag coefficient. We have
verified that for our simulations the viscosity can be treated as a constant parameter.
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Thus, the slip length is only a function of the strength of the viscous friction at the
wall-fluid interface, i.e., Ls is inversely proportional to the drag coefficient β.
The force between the wall and the first fluid layer dominates the drag force. It
can be calculated using a model for the closely related problem of friction between an
adsorbed monolayer and a solid substrate.33,34,164,165 While the fluid layer slides over
the substrate, the density modulation produced by the periodic substrate potential
remains locked in phase with the substrate. The relative motion of the wall-induced
modulation and the center of mass of the layer leads to dissipation and thus a viscous
drag. The rate of energy dissipation is proportional to the energy stored in the
modulation and to the decay rate of energy into other modes.33,34 Equating this
dissipation to the power per unit area dissipated by drag, β∆u2, gives an expression
for β and an associated time τslip = mn̄1/β.
Smith et al.34 present expressions for β in the limit of linear response where the
modulation in areal number density at wave vector ~q and frequency ω, n(~q, ω), is
proportional to the substrate potential U(~q, ω):
n1(~q, ω) = −α(~q, ω)U(~q, ω) (2.25)









where ~G ·∆~u represents the oscillation frequency produced by relative motion at slip
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velocity ∆~u and the last term on the right-hand side becomes independent of ∆~u as
∆~u goes to zero. Ĝ and ∆û are unit vectors along ~G and ∆~u, respectively. Note
that β scales as the square of the Fourier components of the substrate potential. The
authors of Refs. [33, 34] tested this scaling over 3 orders of magnitude in β.
One of the complexities associated with using Eq. (2.26) is that the substrate
potential depends upon height. One can calculate the Fourier transform averaged
over the density profile in the first layer or one can use the Bragg peaks in the


































can be interpreted as the lifetime of acoustic phonons in the fluid layer,34 and is
inversely proportional to the rate at which the energy stored in this induced modula-
tion is dissipated into other density waves. The first factor in the sum of Eq. (2.28)
reflects the fact that only modulations with a component along the direction of flow
∆û are affected by the motion and contribute to dissipation.
Equation (2.28) explains many of the trends found above, including the inverse
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correlation between S1( ~G) and Ls seen in Figure 2.8 and in previous studies of flat
surfaces.22,26,27,155,158–160,166 In the case of flat surfaces the predicted slip length is
independent of direction by symmetry (Table 2.2 in Appendix B). For example for
flow along the (110) orientation two of the four reciprocal lattice vectors are along the
flow and contribute to β while the others are perpendicular. For the (100) orientation,
all four contribute to β but only half as much, since they are at 45 degrees to the flow.
Curvature breaks this symmetry. For the (110) orientation, curvature only affects the
magnitude of ~G and S̃1( ~G) along the rotation direction. This explains why rotational
slip lengths change but axial do not. For the (100) orientation all four ~G change in
magnitude and all have the same S̃1( ~G). Thus the axial and rotational slip lengths
change in the same direction. The axial slip length is smaller because ~G rotates to
be more along the axial direction [Eq. (2.24)].
In the cases considered in Refs. [33, 34], the phonon lifetime was nearly constant
and the slip length scaled inversely with the sum over the smallest wave vectors of
S̃1( ~Gmain)/N1. Figure 2.10(a) shows there is a strong inverse correlation between slip
length and S̃1( ~G)/N1 for all curvatures and orientations considered. However there
is a significant spread that must reflect a variation in tph.
Figure 2.10(b) shows the value of the phonon lifetime calculated from Eq. (2.28)
as a function of the ratio between minima spacing and fluid atom spacing, aeff n̄
1/2
1 .
All the data collapse onto a universal curve that represents the intrinsic response of
the fluid layer. This represents a very compelling confirmation of Eq. (2.28).
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Figure 2.10: (a) Variation of slip length Ls as a function of the first peak in the struc-
ture factor S̃1( ~Gmain)/N1 for cylindrical Couette flows along (110) (blue) and (100)
(red) directions, and axial cylindrical flows along (110) (black) and (100) (green) di-
rections. Results are shown for lattice spacing a = 1.2σ (triangles), 1.09σ (circles),
1.00σ (squares), 0.86σ (hexagons) and 0.75σ (pentagons) and different wall-fluid in-
teractions from Table I: A (open), B (closed), C (right-side left triangle and pentagon)
and D (diamond and right-side up triangle). Dotted lines are guides to the eye. (b)
Variation of phonon lifetime tph from Eq. (2.28) with S̃1( ~G) integrated over the entire
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We have attempted to calculate tph independently by measuring the susceptiblity
to a sinusoidal potential. As discussed in Appendix A, the potential oscillated with
time but was constant for heights below the first minimum in the density shown in
Fig. 2.3. For a = 1.0 (aeff n̄
1/2
1 = 0.82) we find tph/τ = 0.92, which is in excellent
agreement with the numerical results in Fig. 2.10(b). However, for aeff n̄
1/2
1 = 0.6 and
1.0 the calculated values of tph are much larger than the numerical results, tph/τ = 0.62
and 0.61, respectively. This deviation reflects the fact that Equations 2.25 to 2.28
assume that the density modulations in the first layer are independent of height. This
assumption is reasonably accurate for aeff = 1.0 but there are strong variations with
height for larger and smaller aeff .
Figure 2.11 shows the cosine Fourier transform n( ~G) of the local area density as
a function of height for flat surfaces of different a. A negative value corresponds to
density peaks out of phase with the solid substrate so that fluid atoms lie in gaps
between solid atoms. Positive values correspond to fluid atoms lying above solid
atoms.
For a = 1.00σ the order is similar to that in an fcc crystal with all atoms in the
first fluid layer above gaps in the solid. Atoms in the second layer lie above gaps in
the first layer and thus above solid atoms. For smaller and larger a the oscillations
in in-plane order do not correspond with the peaks and troughs in the density versus
height. The sign of n( ~G) changes within the first layering peak in both cases. Indeed
for a = 0.75σ the sign change occurs near the density peak of the first layer. The
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Figure 2.11: (a) Variation of cosine Fourier transform n( ~G) of the local area density
(averaged over a thin slice) as a function of height for flat surfaces where εwf = 0.1ε
and a = 1.2σ (red solid), 1.00σ (green dashed), and 0.75σ (blue dotted). The solid
line designates n( ~G) = 0. (b) Fluid density profiles for the same surfaces.
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transition to n( ~G) > 0 indicates that the atoms are not responding to the direct
interaction with the wall, but instead to the density modulation in fluid atoms that
lie closer to the wall where n( ~G) < 0. The lack of coherence in the first density peak
reduces the lifetime of the associated mode and thus tph is smaller than in the two
dimensional approximation of Eq. (2.29).
It is possible to choose different definitions of the layer width that improve the
quantitative agreement with Eq. (2.28). For example, choosing the top of the first
layer to coincide with the height where n( ~G) first becomes positive, improves quan-
titative agreement in all cases. However, deviations for large aeff remain larger than
the statistical uncertainties.
In Refs. [30, 31], the drag coefficient β along the axial direction was explored
for carbon nanotubes. They used a fluctuation dissipation argument that is closely








1 ( ~G), (2.30)
where tF is the force decorrelation time at equilibrium and f1( ~G) is the Fourier com-
ponent of the force field along the flow direction. They did not specifically state that
the equilibrium structure factor rather than the induced peak should be used in Eq.
(2.30) but the density modulations were too small to influence S1( ~G) in their system
and this identification is consistent with their discussion.
Note that Eq. (2.30) has many similarities to Eq. (2.26). Since f1( ~G) = U( ~G)( ~G ·
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∆û), both expressions predict quadratic scaling of β with substrate potential. This is
the lowest order scaling allowed by symmetry and the quadratic scaling was confirmed
in Refs. [33,34] over 3 orders of magnitude in β. As discussed above, S1,eq( ~G) is related
to the response to the substrate potential.
In Appendix A we show that Eq. (2.30) is quantitatively consistent with both
Ls and the theory of Smith et al. [Eq. (2.28)] for a model potential that is uniform
throughout the first layer. However for the actual atomistic potential, Eq. (2.30) is
less accurate because of the variations in order shown in Fig. 2.11. Falk et al.31 note
that the rapid decay of the potential corrugation with height leads to a quantitative
discrepancy from their theory by a “constant prefactor of 10 or less, depending on
the liquid”. Appendix A shows that the prefactor may depend on the solid as well as
the liquid. We also show that the initial fluctuation-dissipation argument that leads
to Eq. (2.30) breaks down for atomistic interactions.
2.4 Summary and Conclusions
We have used molecular dynamics simulations of flows in planar and cylindrical
geometries to study the variation of the slip length with surface curvature for a range
of geometries and surface interactions. Curvature at nanometer scales can increase or
decrease Ls by an order of magnitude, depending on the direction of flow and surface
geometry. The results explain why little change in Ls was seen in one previous study
32
while another found large changes.30,31
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The slip length scales inversely with the viscous drag β between the first fluid layer
and the solid wall, Ls = µ/β. As in previous studies of flat surfaces,
22,26,27,30,31, 35,155,158–160
the drag is directly related to lateral density modulations induced in the fluid by the
wall potential. The magnitude of this epitaxial order increases with the strength of
the corrugations in the wall potential and also with the susceptibility of the fluid to
respond to the potential. This susceptibility is greatest when the separation between
minima in the potential is comparable to the spacing between fluid atoms in the first
layer.
Curvature changes the effective separation aeff between minima because the fluid
atoms lie at a different radius than the solid substrate. As shown in Fig. 2.6, positive
curvature increases the spacing because fluid atoms are at a larger radius, while neg-
ative curvature decreases the spacing. The fractional change in the spacing between
potential minima is ∼ κd1 where d1 is the height of the first fluid layer above the
solid.
A natural measure of the ratio between the spacing of minima and the spacing
between fluid atoms is aeff n̄
1/2
1 where n̄1 is the areal density of fluid atoms in the
first layer. Independent measures of the susceptibility (see Appendix A) show that
the fluid is most able to lock into the potential corrugation when aeff n̄
1/2
1 ≈ 0.8
and the susceptibility drops as aeff increases or decreases. Fig. 2.9(b) shows that
the slip length is smallest (β is largest) at slightly larger aeff and changes much
more rapidly with decreases in aeff than increases in aeff . This asymmetry reflects
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changes in the strength of the periodic corrugation from the substrate. Increasing
the spacing between solid atoms allows fluid atoms to penetrate more deeply into the
spaces between them and greatly increases the lateral variation in potential energy.
Decreasing the spacing between solid atoms makes the potential more nearly constant.
As aeff n̄
1/2
1 decreases below 0.8, the decrease in corrugation and susceptibility both
reduce β leading to a rapid rise in Ls. As aeff n̄
1/2
1 increases above 0.8, the increase
in corrugation partially offsets the drop in susceptibility and Ls rises slowly.
Curvature does not affect the spacing along the cylinder axis. This explains why
there is almost no change in Ls for axial flow and large changes for radial flow when
the nearest-neighbor atoms of a square surface lattice are aligned along the axis.
However, when the next-nearest neighbors are along the cylinder axis, Ls changes
more for axial flow than radial flow. This change in behavior can be understood by
considering how the density modulations produced by the substrate are affected by
flow. The largest modulations are at the smallest reciprocal lattice vectors of the
substrate ~G. Flow only affects modulations with a component of ~G along the flow
velocity ~v. When the nearest-neighbor direction is along the axis there is a reciprocal
lattice vector along the axis and another perpendicular. Curvature only affects the
perpendicular vector and thus does not affect axial flow. When the next-nearest
neighbor direction is along the axis, the reciprocal lattice vectors have both axial and
radial components. Curvature rotates the reciprocal lattice vectors towards the axial
direction so that axial slip lengths change most [Eq. (2.24)].
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Falk et al. considered axial flow over nanotubes with hexagonal symmetry.30,31 In
this case the reciprocal lattice vectors are not parallel to the nearest-neighbor spacing.
Thus they found large changes for axial flow when the nearest-neighbor direction was
along the axis. For this lattice there should be almost no change in axial flow if the
nearest-neighbor direction is along the radial direction. Nanotubes can be grown with
this orientation.
All the observed changes in slip length can be understood in terms of a simple
model for friction between the first fluid layer and the substrate.33,34 In this model the
viscous drag is directly related to |Ĝ·v̂|2 times the strength of the density modulations
produced by the substrate as measured by the in-layer structure factor S1( ~G)/N1. The
changes in structure factor are inverse to the changes in Ls noted above (Fig. 2.9 and
2.10(a)). It is largest when aeff n̄
1/2
1 is near 0.9 and drops off more rapidly at small
aeff because the corrugation becomes weaker as the surface is more closely packed.
The only remaining factor in the theory is the inverse phonon lifetime tph which
describes the rate of energy dissipation out of the density modulations. Numerical
data for all surface densities, orientations and interactions collapse onto a universal
curve when tph is plotted against aeff n̄
1/2
1 (Fig. 2.10(b)). The phonon lifetime is
largest for aeff n̄
1/2
1 ≈ 0.8 where the fluid can most easily lock into epitaxy with the
substrate. When the spacing between fluid atoms is larger or smaller, this locking
is difficult and the lifetime decreases. The lifetime is further suppressed by the fact
that the density modulations are not uniform across the first layer when the spacing
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between fluid atoms deviates from aeff (Fig. 2.11).
We compared our results to a model proposed by Falk et al. that is also based on
the friction between the substrate and first fluid layer.30,31 The results are equivalent
to the theory of Smith et al.33,34 when the potential producing the density modu-
lations is uniform across the two layers (Appendix A). This quantitative agreement
breaks down for the more realistic potentials used in the main text because the den-
sity modulations vary across the first layer. As noted by Falk et al., the exponential
decrease in density modulation with height causes quantitative discrepancies between
Ls and Eq. (2.30) by up to an order of magnitude.
Although this study used simple models for both fluid and solid surfaces, the ob-
served trends with curvature should be quite general and the theoretical approach33,34
can be extended to more complex cases. Potentially important applications are trans-
port of fluids inside and outside carbon nanotubes30,31,167–171 and other other nan-
otubes and nanowires. Moreover, many experimental surfaces are rough down to
nanometer scales. In this case the effect of topography can not be determined by
applying a constant slip length along the surface. There will be intrinsic variations
in the local slip boundary condition due to curvature. Including these may explain
deviations between past simulations and continuum theories that assume constant
Ls
28,29,35,38 and allow construction of a more accurate mesoscopic flow boundary con-
dition.
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2.5 Appendix A
In this appendix we describe simulations that were used to calculate Ls using the
models in Refs. [30,31,33,34]. These two dimensional models implicitly assume that
the periodic potential from the substrate and the response of the fluid are independent
of height within the first layer. In the following we associate the first layer with all
atoms in the density peak nearest to the wall. The end of the layer is taken to be the
position of the first minimum after the peak in plots like Fig. 2.3 or Fig. 2.11. All
atoms in the first layer feel the same lateral potential from the wall.
The wall-fluid interaction along the z direction is modeled by a Lennard-Jones
9/3 potential:











− Vc, for r < rc, (2.31)
where εwf = 0.1ε and the potential is zero for r > rc. To model the lateral corrugation
of the wall potential, a lateral force was applied only to fluid atoms in the first layer:
~F (x, y) = −∇V1(x, y) , (2.32)
V1(x, y) = 2U1[cos(Gx) sin(ωt) + cos(Gy)] , (2.33)
where G = 2π/a and the strength of the potential corrugation U1 = 0.1ε. We compare
to simulations with flow along the x direction and the corrugation along this direction
varies sinusoidally in time with frequency ω.
The slip length in Eq. (2.6) is Ls = µ/β. To determine β from the theory of
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Smith et al. we need to calculate the phonon lifetime from Eq. (2.29). In the
limit of small ω, the imaginary part of α(G,ω) is proportional to ω and the magni-
tude becomes equal to the real part. In this limit we can use Eq. (2.25) to write
ω|α(G, 0)|/Im[α(G,ω)] = ωRe[n1(G,ω)]/Im[n1(G,ω)], where n1(G,ω) is the areal
density modulation in the first layer due to the time dependent corrugation in Eq.
(2.33). We evaluated this ratio for progressively lower frequencies to determine the
limiting value for each system. The ratio typically converged for ωτ < 0.001. Then
|α(G, 0)| was determined from the ratio |n(G, 0)|/U1 evaluated in steady state (ω = 0)
and tph was calculated from Eq. (2.29).
For the ideal wall potential of Eq. (2.33), we can also quantitatively compare Eq.
(2.28) with the model proposed by Falk et al.30,31 The periodic force in Eq. (2.30)





dt < Fx(0)Fx(t) >
< Fx(0)Fx(0) >
, (2.34)
where Fx is the total force between the fluid and the substrate along the x axis. Note








tph( ~G, ~G ·∆~u)
. (2.35)
Falk et al. note that there is a long tail in the integrand for the force decorrelation
time due to hydrodynamic effects. They argue this should not be included in tF .
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Following their procedure, we evaluated tF by taking the plateau value of the integral
of Eq. (2.34). An alternative Green-Kubo relation that avoids long tails has been
developed by Huang and Szlufarska.172
Calculated results for the slip length from both theories are compared to values
determined from flow simulations in Fig. 2.12. All results are equivalent within the
statistical errors and show the trends with the ratio of wall atom to fluid atom spacing,
an̄
1/2
1 , that were identified in the main text. The slip length is shortest when the wall
spacing and fluid spacing are similar so that the fluid can more readily lock in phase
with the substrate. The slip length increases with the mismatch in lengths.
Fig. 2.12 shows that both two-dimensional theories for Ls are accurate for all
wall densities when the physical system is effectively two-dimensional. However, as
noted in the main text, atomic surfaces produce a lateral corrugation in potential that
can change substantially within the first layer. The theory of Smith et al. remains
quantitatively accurate when the wall and fluid have similar spacings, but predicts
too large a phonon lifetime for larger and smaller a. One can view this as a reduction
in the lifetime of density modulations that are not coherent across the layer.
We found significant quantitative differences between Ls and the theory of Falk
et al. for atomistic surfaces with all spacings. When one evaluates f1 at the density
peak, as they suggest, their model gives values of Ls that are up to an order of
magnitude too large. Given the variation in modulation with height one may wonder
whether other definitions could improve the quantitative agreement, but we also found
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Figure 2.12: The variation of slip length as a function of the relative wall spacing
an̄
1/2
1 for the ideal wall potential of Eq. (2.32). Asterisks show the slip length deter-
mined directly from the Couette profile, diamonds are from the theory of Smith et
al. [Eq. (2.28)], and squares are from the theory of Falk et al. [Eq. (2.30)]. Symbol
sizes are comparable to statistical errorbars.
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a breakdown in the fluctuation-dissipation relation used to derive their expressions.




dt < Fx(0)Fx(t) > /AkBT (2.36)
where the left-hand side represents the dissipation, the right-hand side is the fluc-
tuation and the superscript F indicates that this is the prediction of their model.
Fig. 2.13 shows the ratio of βF to the directly measured value of β = µ/Ls. The
ratio decreases linearly with a and Eq. (2.36) is wrong by up to a factor of 2. Of
course this does not represent a failure of the fluctuation-dissipation approach, but
rather an assumption about how the dissipation is related to flow. Converting βF
to a slip length requires assuming that the first layer is moving coherently and this
approximation is invalid because of the rapid change in corrugation potential with
height.
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Figure 2.13: Ratio of the drag coefficient predicted by Eq. (2.36) to the measured
drag coefficient β = µ/Ls as a function of the relative wall spacing an̄
1/2
1 . Red crosses
show results for the ideal wall potential of Eq. (2.32). Blue symbols show results
for flow along the (110) direction of flat atomic walls with lattice spacing a = 1.2σ
(triangles), 1.09σ (circles), 1.00σ (squares), 0.86σ (hexagons) and 0.75σ (pentagons).
The symbol type indicates the wall-fluid interaction from Table 2.1: A (open), B
(closed), C (right-side left triangle and pentagon) and D (diamond and right-side up
triangle).
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2.6 Appendix B
This appendix presents tables of values of slip length and normalized structure
factor measured from simulations for different system geometries and surface types.
a/σ Wall Type Orientation
Ls/σ





1.20 B (110) 0.56 – 13.85
1.20 C (110) 2.32 – 4.21
1.20 D (110) 3.91 4.03 2.26
1.09 A (110) 1.71 1.73 7.46





1.00 B (110) 1.09 – 11.78
1.00 D (110) 8.70 – 1.66
0.86 A (110) 8.79 8.91 0.93





0.75 B (110) 10.96 11.21 0.41
0.75 C (110) 31.26 – 0.11
Table 2.2: Results for planar surfaces with wall interactions in Table 2.1 of main
text. Ls is measured from planar Couette flows along the (110) or (100) directions
with Langevin or DPD thermostats. Statistical errors are below 2%. S̃1( ~G1,0)/N1
is measured for equilibrium systems with the Langevin thermostat and simulations
with the DPD thermostat gave the same results. The statistical errors are below 5%.
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a/σ Wall Type Wall Radii
Ls/σ S̃1/N1 × 100
Angular Axial ~G1,0 ~G0,1
(Rwi, Rwo)/σ i o i o i o i o
1.20 A (3.85, 23.00) 1.84 1.31 1.52 1.47 2.67 9.38 6.38 7.78
(7.67, 26.83) 1.68 1.31 – – 4.38 9.09 6.99 7.72
1.20 B (3.85, 23.00) 1.01 0.43 – – 3.74 17.76 9.80 14.17
(7.67, 26.83) 0.83 0.50 – – 6.94 16.97 11.62 14.17
1.20 C (3.85, 23.00) 3.02 2.32 – – 1.24 5.40 3.49 4.25
(7.67, 26.83) 2.71 2.11 – – 2.18 5.20 3.79 4.28
1.20 D (3.85, 23.00) 4.85 3.51 4.29 3.85 0.62 3.12 1.96 2.34
(7.67, 26.83) 4.33 3.54 – – 1.01 2.96 2.09 2.38
1.09 A (3.85, 23.00) 2.31 1.70 1.78 1.71 2.35 7.95 6.94 7.23
(7.67, 26.83) 2.04 1.74 – – 4.01 7.89 7.16 7.19
1.09 B (3.85, 23.00) 1.32 0.82 – – 4.07 16.44 14.19 14.61
(7.67, 26.83) 0.97 0.71 – – 8.03 16.48 15.53 14.68
1.00 A (3.84, 23.00) 2.78 3.07 2.70 2.50 2.46 4.33 5.18 5.45
(7.67, 26.83) 2.27 2.80 – – 4.48 4.52 5.07 5.37
1.00 B (3.84, 23.00) 1.44 1.50 – – 4.68 9.42 12.36 12.43
(7.67, 26.83) 1.02 1.31 – – 9.44 9.67 12.21 12.44
1.00 D (3.84, 23.00) 7.68 10.08 – – 0.68 1.19 1.47 1.64
(7.67, 26.83) 6.85 9.18 – – 1.34 1.29 1.60 1.64
0.86 A (3.84, 23.00) 3.40 9.72 9.32 8.46 3.40 0.60 0.76 0.93
(7.67, 26.83) 4.45 9.41 – – 2.77 0.63 0.87 0.91
0.86 B (3.84, 23.00) 1.05 4.83 – – 10.25 1.43 1.70 2.38
(7.67, 26.83) 1.32 4.68 – – 9.08 1.50 1.91 2.40
0.75 A (3.84, 23.00) 7.91 22.63 23.10 21.27 1.42 0.13 0.15 0.17
(7.67, 26.83) 14.39 21.99 – – 0.45 0.13 0.16 0.17
0.75 B (3.84, 23.00) 1.92 11.00 12.10 10.24 6.13 0.32 0.33 0.42
(7.67, 26.83) 5.62 10.97 – – 1.38 0.33 0.38 0.42
0.75 C (3.84, 23.00) 12.69 31.17 – – 0.91 0.09 0.10 0.11
(7.67, 26.83) 21.05 31.41 – – 0.30 0.09 0.11 0.11
Table 2.3: Results for cylindrical surfaces with axis along the nearest-neighbor (110)
direction and the indicated inner (i) and outer (o) radii. Wall type is given in Table 2.1
of main text. Ls is measured from angular flows with inner wall speed Uw = 0.2σ/τ
and axial flows with inner wall speed Uw = 0.6σ/τ . Statistical errors are below 2%.
S̃1/N1 is measured in equilibrium systems at ~G1,0 and ~G0,1, the smallest reciprocal
lattice vectors in the angular and axial direction, respectively. Statistical errors are
below 5%.
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a/σ Wall Type Wall Radii
Ls/σ S̃1( ~Gmain)/N1
Angular Axial ×100
(Rwi, Rwo)/σ i o i o i o
1.20 A (4.09, 21.69) 2.00 1.38 1.56 1.43 0.47 0.56
1.00 A (4.09, 21.69) 2.50 2.51 1.87 2.80 1.19 0.61
0.75 A (4.08, 21.68) 19.27 20.87 13.80 23.27 2.74 1.10
(8.14, 25.75) 20.42 21.23 17.20 22.87 2.20 2.82
Table 2.4: Results for cylindrical surfaces with axis along the next-nearest-neighbor
(100) direction and the indicated inner (i) and outer (o) radii. Wall type is given
in Table 2.1 of main text. Ls is measured from angular flows with inner wall speed
Uw = 0.2σ/τ and axial flows with inner wall speed Uw = 0.6σ/τ . Statistical errors are
below 2%. S̃1/N1 is measured in equilibrium systems and statistical errors are below




Effective Slip Boundary Conditions for Si-
nusoidally Corrugated Surfaces
3.1 Introduction
Progress in the design and fabrication of micro-and nanofluidic devices has raised
the importance of precisely modeling the transport properties of fluids near solid sur-
faces. Conventional continuum hydrodynamics treats interfacial effects as boundary
conditions applied to mathematically sharp interfaces. As the system size shrinks to
micro- or nanoscales, the classical no-slip boundary condition for macroscopic hydro-
dynamics may be violated, and fluid flow can be substantially modified by fluid slip
at the solid surface.1,6, 7, 133,134
Navier proposed a widely used slip boundary condition for flat and homogeneous
surfaces,21 which postulates that the slip velocity is proportional to the shear rate of
the fluid at the surface. The slip length (also referred to as intrinsic slip length) is
introduced as the proportionality coefficient, and is used to characterize the degree
of slip. Previous molecular dynamics studies22–27,155,173 have reported that, at small
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shear rates, the slip length is determined by the properties of the fluid (e.g., viscosity,
temperature, fluid structure) and the atomic-scale properties of the interface (e.g.,
wall-fluid interaction strength, atomic structure of the surface).
In most real systems, the solid surfaces are rough at small scales. To describe the
bulk fluid flow away from the surface, it is appropriate to define an effective Navier
slip boundary condition to account for the mean effects of the variations in height
and local wall-fluid coupling along the real surface.29,35–38,40,174 The effective slip
length measures the distance from the location of the mean height of the surface to
the virtual plane where the extrapolated velocity from the bulk flow profile coincides
with that of the solid wall. A larger (more positive) effective slip length indicates a
smaller effective drag coefficient between the fluid and wall.
Because of the potential applications, especially in drag reduction and flow con-
trol, the effects of surface roughness have been extensively studied by means of ex-
periments, simulations and theory. Usually, wall roughness decreases the degree of
effective slip.18,35,37,38,41–46 However, it is well known that highly hydrophobic rough
surfaces may trap gas bubbles in the valleys and form a Cassie state, which can dra-
matically enhance the effective slip.47–58,174,175 In contrast to the conventional point
of view, it has also been reported that roughness may generate very large effective
slip even in the Wenzel state, where there is no gas trapped in valleys.59,60 If the
corrugations on the surface are anisotropic, then the effective slip length becomes
anisotropic too.39,57,61–67
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The above work clearly shows surface roughness can significantly affect the ef-
fective wall-fluid coupling. However the mechanisms involved are not yet fully un-
derstood, due to the complex interplay of the various atomic and continuum effects
associated with the wide range of roughness length scales.
In this study, we use molecular dynamics (MD) simulations to investigate the
anisotropic slip of Newtonian monatomic fluids over surfaces with one-dimensional
sinusoidal roughness in the Wenzel state. Different types of corrugated surfaces are
compared: smoothly bent surfaces where atoms of a crystalline solid are displaced
to follow a sine wave, and stepped surfaces that are cut from a crystalline solid.
The wavelength is always more than an order of magnitude larger than the atomic
diameter, so that effects from atomic discreteness can be separated from those of the
large scale corrugations. The wall density and the wall-fluid interaction are varied.
The effective slip length is calculated as a function of the corrugation amplitude
for flows along two principal orientations: transverse and longitudinal to the corru-
gation. MD results for low density (sparse) bent surfaces quantitatively agree with
continuum hydrodynamic predictions with a constant local boundary condition. The
effective slip length decreases monotonically with increasing corrugation amplitude
and the reduction is larger for transverse flow than longitudinal flow. Atomic effects
become important for close-packed (dense) bent surfaces. Curvature at the crests
of dense rough surfaces produces large variations in the local slip length (Chapter 2
and Ref. [176]). The resulting changes in total effective slip length are captured by
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supplementing continuum simulations with local slip boundary conditions obtained
for the corresponding curvature and atomic spacing.
Results for stepped surfaces are qualitatively different than continuum predictions.
Steps introduce an extra drag for transverse flow that has no analog in continuum
theory and has pronounced effects when there is significant slip on flat surfaces. In
particular, the analytic scaling at small amplitudes changes from quadratic to linear
in the roughness amplitude. This shows that the transverse drag is proportional to
the density of step edges. The slip length for longitudinal flow also scales with the
density of step edges, but tends to increase with roughness rather than decreasing.
The rest of the chapter is organized as follows. In Sec. 3.2, we describe the details
of molecular dynamics and continuum simulations, and how key quantities such as
slip length and fluid structure are defined and measured from the simulations. In Sec.
3.3, results for the effective slip length are presented, and the effect of wall roughness
is discussed. The summary and conclusions are given in Sec. 3.4.
3.2 Simulation Methods and Analytical Models
3.2.1 Molecular Dynamics Simulations
Standard molecular dynamics is used to simulate simple fluid flows over rigid solid
walls. The simulations are performed with the open source package LAMMPS from
Sandia National Laboratories.136 A truncated Lennard-Jones (LJ) potential is used
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− Vc, for r < rc (3.1)
where r is the distance between the two atoms, and ε and σ define the characteristic
energy and length scales of the fluid, respectively. To save computational cost, VLJ
is truncated at a distance rc = 2.2σ, and Vc is chosen so that VLJ(rc) = 0. Wall (w)
and fluid (f) atoms also interact through a truncated LJ potential with parameters
εwf , σwf and the same cutoff distance rc,wf = 2.2σ.
The equations of motion are integrated using the velocity-Verlet algorithm with
a time step ∆t = 0.005τ , where τ = σ
√
m/ε is the characteristic time scale and m
is the mass of a fluid atom. Fluid temperature is maintained at T = 1.1ε/kB by
imposing a Langevin thermostat on all fluid atoms in a direction perpendicular to
the bulk flow and flow gradient. For example, for flows along the x (y) direction and
walls separated in the z direction, the Langevin thermostat is applied in the y (x)
direction (Figure 3.1).22,137 The thermostatted equation of motion in the y direction
is given by
mÿ = fLJ −mΓẏ + F (t) (3.2)
where fLJ is the total LJ force from all other particles. The damping rate Γ controls
the heat flux between the system and the heat bath and F (t) is a random force
sampled from a Gaussian distribution with zero mean and variance 2mΓkBT/∆t. We
use a damping rate Γ = 0.5τ−1, which effectively eliminates viscous heating without
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Figure 3.1: Geometry of the MD simulation. Fluid is confined between rigid walls.
The bottom wall has a sinusoidal corrugation, z(x) = A sin(2πx/λx), with mean
height zero. The surface of the flat top wall is placed at z = H, and a no-slip
boundary condition is enforced there by choosing a strong wall-fluid interaction. Flow
is generated by moving the top wall along either the x or y axis.
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causing any substantial disturbances to the atomic motions. In this regime of low
damping rate, the thermostat has negligible impact on the effective slip boundary
condition on flat surfaces.22,138,139 We confirmed this remains true even for y direction
flows, where weak secondary momentum transfer can occur along the thermostatted
x direction. In particular, varying Γ by a factor of 2 or switching to an isotropic
momentum-conserving dissipative particle dynamics (DPD) thermostat140–142 with a
damping rate 0.5τ−1 had negligible impact on the effective slip length ( < 3%).
The density of the bulk fluid is fixed at ρ = 0.81σ−3. For the low shear rate
regime studied here (< 0.04τ−1), the bulk fluid is Newtonian with shear viscosity
µ ∼ 2.13ετσ−3. We verified that the slip length is insensitive to shear rate in this
regime.22,23,27,37,139
As illustrated in (Figure 3.1), fluid is confined in a channel between two solid walls.
Periodic boundary conditions are imposed along x and y directions with the spatial
periods denoted by Lx and Ly, respectively. With the bottom wall kept stationary,
Couette-type shear flow is generated by moving the top wall along either the x or y
direction at a speed Uw = 1στ
−1, so that the flow boundary conditions are measured
separately for the two directions. As described below, the interactions between the
fluid and top wall are chosen so that there is no slip.
Wall atoms are fixed rigidly to lattice sites. If not stated elsewhere, each flat
wall consists of three (001) layers of an FCC crystal with nearest-neighbor spacing a0
[Figures 3.1 and 3.2(a)]. The x axis is aligned with the [110] vector of the FCC lattice
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(nearest-neighbor direction). The nominal position of the wall surface is defined by
the height of wall atoms in the layer closest to the fluid. The top wall is flat and the
surface is placed at height z = H. If the bottom wall is flat, its surface is located at
z = 0σ.
Three different methods are used to create sinusoidal bottom walls, resulting in
three types of atomic scale structures, as depicted in Figure 3.2:
• A Type I wall [Figure 3.2(b)] is constructed by displacing the solid atoms of
a flat wall along the z direction by a distance ∆z(x) = A sin(2πx/λx).
35 The
parameters A and λx denote the amplitude and wavelength of the corrugation,
respectively. As shown in Figure 3.2(b), the displacement deforms the lattice
structure of the wall. The lateral spacing between the nearest-neighbor atoms
along the surface layer increases with the absolute value of the local slope.
• A Type II wall [Figure 3.2(c)] is also made by curving a flat wall along the x
direction so that the atoms of the surface layer adjacent to the fluid follow the
curve z(x) = A sin(2πx/λx), but the lateral spacing between neighbors is kept
constant. The atomic arrangement along the y direction remains unchanged.
Additional rows of atoms along the x direction are included in each layer, to
ensure that the surface layer has a locally square structure with nearest-neighbor
spacing a0 as in the original flat surface.
37,176 The number of rows must be an
integer and the period Lx is increased to 48.17σ to allow us to sample more
amplitudes in the range of interest.
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• A Type III wall [Figure 3.2(d)] is carved out from an FCC crystal with the
same atomic arrangement as the flat wall. All atoms above the sinusoidal wave
z(x) = A sin(2πx/λx) are removed.
177 Special care is taken to choose the height
of lattice planes so that the heights of surface steps are symmetric about the
x-y plane (z = 0).
The Type I and II surfaces are referred to as bent surfaces, while the Type III surfaces
are called stepped surfaces. At zero amplitude, A = 0σ, the FCC (001) flat surface
is recovered for all three types. If not stated elsewhere, H = 30σ, Lx = Ly = 24.08σ,
and λx = 24.08σ. Varying λx by a factor of two produces similar trends in the effective
slip length.
The lateral separation of the nearest-neighbor atoms in the surface layer is an
important parameter of the wall, because it determines the characteristic length of the
atomic-scale roughness in the wall potential felt by fluid atoms. It regulates not only
the degree of local slip, but also how the slip varies in response to wall curvature.22,176
In this study, we investigate effective slip boundary conditions for both sparse (a0 =
1.2σ) and close-packed (a0 = 0.75σ) walls, where the lateral spacings at the original
flat surfaces are respectively larger and smaller than the characteristic spacing of the
fluid atoms. Our previous studies of curved surfaces showed that these wall spacings
provide interesting limiting cases of high and low density.176 The different sets of
wall-fluid interaction parameters studied are listed in Table 3.1. If not mentioned
otherwise, σwf = 1σ. When εwf is decreased or σwf is increased, the wall-fluid
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Figure 3.2: Snapshots of the fluid atoms near (a) a flat surface and near three
corrugated surfaces of different types: (b) Type I, (c) Type II , and (d) Type III .
The fluid and solid atoms are colored in cyan (light) and red (dark), respectively.
The wall parameters are a0 = 0.75σ, εwf = 1.8ε and σwf = 1σ, and the corrugation
amplitude A is around 4σ. The systems are at equilibrium.
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coupling is weakened and slip is enhanced. The top wall is kept at a0 = 1.2σ. No-slip
boundary conditions are always enforced at top surfaces by using large values of εwf .
3.2.2 Fluid Structure near Wall
In general, two types of structure are induced in a fluid in contact with a solid
surface: density layering perpendicular to the surface and epitaxial ordering within
the layers. Examples of the layering effect near flat walls are presented in Figure
3.3 for the various wall parameters listed in Table 3.1. The fluid density profiles
oscillate near solid walls, and gradually relax to the uniform bulk value far away
from the walls. Several layers can be identified with peaks in the profiles that are
separated by density minima.22,25,95,148–157,176 The position and strength of the first
peak is determined mainly by the wall/fluid interaction and the relative spacing of
fluid atoms and the minima in the wall potential. However, the strength of the
layering effect does not necessarily correlate with the degree of fluid slippage at the
solid surface.22,26,27,30,31,35, 155,158–160
Previous studies have shown that the flow boundary condition for a simple fluid
is instead correlated with the amount of epitaxial order within the first fluid layer
induced by the atomic-scale roughness in the wall potential.22,26,27,30,31,35, 155,158–160,176
To describe the in-layer structure at a flat surface, the 2D static structure factor,
S1(~q), is calculated as a function of wave vector ~q for the first layer of fluid atoms:
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Index a0/σ εwf/ε σwf/σ
Ls,0/σ
(001) (111)
A 1.20 0.4 1 0.56 1.54
B 1.20 1.8 1 -1.11 -0.29
C 1.20 0.00024 2.00 7.35 13.18
D 0.75 0.4 1 10.96 22.66
E 0.75 1.8 1 0.73 8.42
Table 3.1: Parameters of the five groups of solid bottom walls presented in this
chapter, i.e., the lattice constant of flat wall a0, interaction energy εwf , and interaction






















Figure 3.3: Fluid density as a function of distance from wall surface for flat surfaces
with the parameters tabulated in Table 3.1: A (solid green line), B (dotted blue line),
C (solid magenta line with crosses), D (dashed black line), and E (dash-dot red line).
The hydrodynamic boundary condition is defined relative to the height of the first
density peak, d1,0 for each case.
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where xj and yj are the 2D coordinates of atom j and N1 is the number of fluid
atoms in the first layer. The allowed wave vectors are determined by the periods
of the system in the x-y plane, ~q = (2πh/Lx, 2πk/Ly) where h and k are integers.
The periodic potential of the wall induces Bragg peaks at the corresponding reciprocal
lattice vectors ~Gm,n of the wall. For the FCC (001) surface, ~Gm,n = (2πm/a0, 2πn/a0).
More generally, if the nearest-neighbor spacings along x and y (denoted by ax and
ay, respectively) are different from each other, ~Gm,n = (2πm/ax, 2πn/ay).
The structure factors for flat walls (shown in Figure 3.7) are obtained in the equi-
librium state. Structure factors are typically evaluated every 0.05τ and temporally
averaged over up to 500τ .
3.2.3 Determining Intrinsic and Effective Slip Lengths
For a Newtonian fluid flow past an impenetrable solid surface, Navier’s slip model
assumes that the drag per unit area on the fluid from the solid surface is proportional
to the relative velocity ∆ut of the two, which is also referred to as the slip velocity.
This drag force is balanced by the viscous shear stress Πnt of the fluid at the surface,
where n represents the normal direction to the surface (pointed into the fluid), and t
denotes the direction of the slip velocity that is tangential to the surface. The drag
coefficient is typically written as µ/Ls,
µ
Ls
∆ut = Πnt, (3.4)
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where µ is the Newtonian viscosity, and the intrinsic slip length, Ls, quantifies the
degree of slip.











Here the slip length Ls corresponds to the distance below the surface where the
relative velocity of the fluid extrapolates to zero. For flow along a curved surface, an
extra term associated with the surface curvature emerges naturally in the strain rate,
and thus Eq. 3.6 needs to be modified.28,29
For planar Couette flow between two flat surfaces, the incompressible Newtonian
Navier-Stokes equations reduce to µ∂2ux/∂z
2 = ∂Πxz/∂z = 0. Solving this equation,
one arrives at a linear velocity profile,
ux = A1z + A2. (3.7)
The two constants, A1 and A2, are determined by the boundary conditions at the
wall-fluid interfaces.
Mean velocity profiles from two different flat surfaces are presented in Figure 3.4,
and manifest very different behaviors at the stationary bottom surface. For the close-
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Figure 3.4: Velocity profiles for four cases: Flat surfaces at a0 = 1.20σ and εwf = 1.8ε
(downward magenta triangles) and a0 = 0.75σ and εwf = 0.4ε (red upward triangles),
and sinusoidal surfaces with A = 4σ, a0 = 0.75σ and εwf = 0.4ε in the transverse
(blue squares) and longitudinal (cyan diamonds) directions. Solid colored lines show
fits to Eq. (3.7) and dotted vertical black lines show the positions z = 0 and H.
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packed surface with a0 = 0.75σ and εwf = 0.4ε, the remarkable velocity difference
at the wall signifies a substantial slip. For the sparse surface with a0 = 1.20σ and
εwf = 1.8ε, the fluid velocity vanishes inside the fluid, indicating that the fluid atoms
in contact with the surface are locked to the wall.22 This corresponds to a stick
boundary condition. In the bulk region several atomic diameters away from wall,
both of the profiles can be well fitted by the linear velocity profile [Eq. (3.7)].
Evaluating the slip length from the fitted linear velocity profile [Eq. (3.7)] requires
a definition for the position of the hydrodynamic boundary. We choose the height
of the density peak associated with the first fluid layer (Figure 3.3), d1,0, as the
hydrodynamic boundary.176 The intrinsic slip length at the bottom surface is then
obtained from the fit coefficients as
Ls,0 = d1,0 + A2/A1. (3.8)
The subscript 0 denotes that Ls,0 is measured at the flat surface. Because of the
fourfold symmetry of the FCC (001) surface, the slip boundary condition is equiva-
lent along both x and y. In past studies of intrinsic slip boundary conditions, other
locations have also been adopted for the hydrodynamic boundary, e.g., the wall sur-
face,26,161 the middle between the wall surface and the first fluid density peak,22,30–32
half atomic diameter from wall,27,178 etc.. These common choices for the reference
plane differ by less than the layer spacing, resulting in a corresponding small ambi-
guity in the intrinsic slip length determined by Eq. (3.8).
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Figure 3.4 also illustrates two mean velocity profiles over a sinusoidal Type I
surface with A = 4σ. For transverse flow (along x), the mean velocity vanishes below
a height of about 4σ, indicating that fluid is trapped in the region between the crests
of the sinusoidal surface and moves with the solid. This corresponds to an effective
stick boundary condition. For longitudinal (y-direction) flow, the resistance from the
sinusoidal corrugation is weaker. The flow is noticeable below the tops of the crests
and even below z = 0σ, corresponding to an effective slip boundary condition. In
the bulk region a few atomic diameters above the top of the bottom surface, both of
the two flow profiles are nicely fitted by the linear solution for flat surfaces, i.e., Eq.
(3.7).
The effective slip lengths, Leff,x and Leff,y, are determined using Eq. (3.8) and
fits to the linear regions of flow profiles. Consistent with the intrinsic boundary
conditions for flat surfaces, the horizontal plane z = d1,0 is defined as the effective
hydrodynamic boundary. Therefore, Leff,x = Leff,y = Ls,0 at flat surfaces where the
wave amplitude becomes zero.
In the continuum limit, the effective flow boundary condition at an arbitrary di-
rection relative to the sinusoid can be determined by combining the transverse and
longitudinal results.1,38,179 In general the drag coefficient at the wall can be described
as a tensor. Choosing the x and y directions to be transverse and longitudinal to the
sinusoidal modulation ensures that the off-diagonal matrix elements of the drag tensor
vanish in our geometry. The solutions for motion of the top wall in different direc-
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tions can be obtained by a simple superposition of the results for the transverse and
longitudinal components of the top wall velocity with the corresponding slip length.
The anisotropy in slip length will cause the direction of flow to rotate towards the
direction with the largest slip length as the distance to the bottom surface decreases.
In simulations, the velocity profiles are averaged within horizontal bins of thickness
∆z = 1σ for a time period of 500τ at steady state. The resulting flow profile is fit
to Eq. (3.7) over the region more than 4σ from the top of the surfaces. We verified
that changing this condition by ±σ does not produce any noticeable changes. The
slip length is then obtained from the fitted coefficients, and further averaged over 20
consecutive time intervals.
In this study, the Reynolds number, given by Re = ρHUw/µ, is always around or
below 10.23,35,162 We checked that in this low Re regime, increasing the height H of
the top wall (doubling in the MD simulations or increasing by a factor up to 10 in
the continuum simulations) does not affect the measured effective slip length.
3.2.4 Continuum Simulations
To isolate the effects from atomic wall structure, continuum simulations are also
performed for the same fluid flows, using the software COMSOL Multiphysics 5.1.
The effective slip lengths are calculated from the steady-state solutions of the incom-
pressible Newtonian Navier-Stokes (NS) equations,
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ρ~u · ∇~u = −∇p+ µ∇2~u, (3.9)
∇ · ~u = 0. (3.10)
As for atomic simulations, the effective slip length is evaluated from the linearly fitted
bulk flow profiles and Eq. (3.8). The reference hydrodynamic plane is z = 0.
Flows along the x direction are described by the two-dimensional NS equations in
the x− z plane.35–37 A periodic boundary condition is imposed along the x direction
with a period of λx. The top wall is at z = H, moving at a speed Uw along x with a no-
slip boundary condition. The stationary substrate is given by z(x) = A sin(2πx/λx).
For the flows along the y direction, the NS equations are solved in the three-
dimensional domain that is created by extruding the two-dimensional domain in the
y direction. A periodic boundary condition is imposed along the y direction with a
period of 5σ. The top wall is moving at the speed Uw along y.
Unless otherwise specified, the stress-based slip boundary condition [Eq. 3.4]
is applied on the bottom surface, with a constant local intrinsic slip length de-
termined from the corresponding MD simulation for the flat wall. For the cases
of stick boundary conditions (Ls,0 < 0), the bottom surface is shifted upward to
z(x) = A sin(2πx/λx) + |Ls,0|, and a no-slip boundary condition is applied on the
shifted surface.
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3.2.5 Analytical Models
Panzer et al.28,29 analytically investigated the influence of weak sinusoidal cor-
rugations on the effective slip length in the regime of Stokes flow. The key control
parameter is the normalized amplitude KA, where K = 2π/λx is the wave number.
KA equals maximum slope of the sinusoidal surface. Assuming the local intrinsic
boundary condition to be the same as at a flat surface, they derived an approxima-
tion for the transverse slip length Leff,x:
Leff,x =





1− (KA)2/4 + 19(KA)4/64
1 + (KA)2 − (KA)4/2 , (3.12)
and
ω∞(KA) =
1− 5(KA)2/4 + 61(KA)4/64
1 + (KA)2 − (KA)4/2 , (3.13)
up to terms of order (KA)6.
In the same limit, Kamrin et al.38 also derived second order asymptotic solutions
for the effective slip lengths along both the transverse and longitudinal directions.
If a small constant slip length Ls,0 is applied along the surface, the approximate
expressions are given by:
Leff,x h Ls,0 −KA2, (3.14)
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As the amplitude increases, Leff,x decreases twice as fast as Leff,y. The quadratic
decay in the transverse direction has also been derived in Refs. [180–182].
3.3 Results and Discussion
3.3.1 Bent Surfaces
Figure 3.5 shows the variation with normalized roughness amplitude KA of the
effective slip length for flow over bent surfaces in the transverse (x) and longitudinal
(y) directions. Some general trends are seen for all cases. For flows transverse to
the sinusoidal corrugations, increasing the amplitude significantly reduces Leff,x. As
Ls,0 increases, Leff,x drops more rapidly with increasing KA. For KA near unity,
Leff,x tends to decrease linearly at a similar rate for all cases, which is consistent
with previous continuum studies (both numerical and analytical).44,45,180,181,183,184 1
The slip length in the longitudinal direction, Leff,y also decreases monotonically for
most cases, but more slowly than Leff,x.
Despite these common general trends there are important differences in the be-
havior of dense and sparse walls. Results for sparse walls are relatively independent of
wall Type (I or II) and agree with continuum theory with a constant local slip length.
In contrast, there is strong variation for dense walls that can only be understood by
introducing a slip length that varies with the local curvature.
For the sparse surfaces (a0 = 1.20σ), the three groups of LJ interaction parameters
1In this limit, a weak vortex may form in the valley if the local slip is small,36,185 but the
emergence of the vortex has little impact on the pattern of behavior of the effective slip length with
varying KA in the low Reynolds number limit studied here.185
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Figure 3.5: The top panels show the effective transverse slip length Leff,x as a
function of normalized roughness amplitude KA for Type I (open symbols) and II
(closed symbols) surfaces with (a) a0 = 1.2σ [triangles] and (b) a0 = 0.75σ [squares
and diamonds]. Results for the different wall parameters in Table 3.1 are indicated
by symbol color and orientation: A (downward magenta triangles), B (upward red
triangles), C (right-pointed blue triangles), D (cyan diamonds), and E (green squares).
The dotted colored lines show the analytical prediction of Eq. (3.11). The solid
colored lines represent the results from continuum simulations with the same local
boundary condition as for the corresponding flat surface. The black crosses in (b)
show the results from the continuum simulations with a density-corrected locally
varying slip length. The bottom panels show similar results for the longitudinal slip
length Leff,y with (c) a0 = 1.2σ and (d) a0 = 0.75σ.
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(Table 3.1) yield three typical, but very different intrinsic boundary conditions at flat
surfaces. Slip is pronounced for εwf = 0.00024ε and σwf = 2σ, where Ls,0 = 7.33σ.
For a stronger wall-fluid LJ interaction, εwf = 0.4ε, Ls,0 drops to 0.56σ. The fitted
velocity profile goes to zero in the region between the wall surface and the first
fluid layer, indicating that there is little slip. When the interaction strength εwf is
increased to 1.8ε, the first layer of fluid atoms becomes crystallized and locks into
the wall potential minima. The locked first layer then further traps fluid atoms in
the second layer through the fluid LJ interactions.22 As a result, a negative slip
length Ls,0 = −1.11σ is generated, corresponding to a stick boundary condition (also
demonstrated in Figure 3.4).
Adding atomic roughness to these sparse surfaces produces very similar decreases
in the slip length for Type I and II surfaces. For both transverse and longitudinal
flows, these changes are nicely reproduced by numerical NS solutions that assume
the local slip length remains equal to that on a flat surface. Moreover, the simpler
analytical models described in Sec. 3.2.5 capture the trends in Ls. Indeed, the
prediction of Panzer et al.28,29 agrees with all simulations for KA . 0.5 and for
almost the entire range of data for εwf = 0.4ε. Although not shown, Kamrin et al.’s
predictions agree with the results at εwf = 0.4ε and 1.8ε up to KA ∼ 0.4, for both
MD and continuum simulations.
In contrast, the results for close-packed surfaces (a0 = 0.75σ) are different for walls
of Type I and II and neither is consistent with continuum solutions with a constant
86
CHAPTER 3. EFFECTIVE SLIP BOUNDARY CONDITIONS FOR
SINUSOIDALLY CORRUGATED SURFACES
local slip boundary condition. For εwf = 0.4ε (blue diamonds), a large slip length,
Ls,0 = 10.96σ, is measured for the flat surface. With increasing KA, Type II surfaces
have systematically larger Leff,x than Type I. The numerical NS solutions yield even
higher Leff,x, particularly at large KA. Priezjev et al.
35 found a similar discrepancy
in the same regime of high surface density and weak wall-fluid interactions.
Flat surfaces with εwf = 1.8ε have a nearly no-slip boundary condition (Ls,0 ∼
0.7σ) that is very similar to that for sparse surfaces with εwf = 0.4ε. Thus the
continuum NS solutions for rough surfaces in Figure 3.5 are nearly the same. However
roughness causes a much more rapid decrease in transverse slip length for dense
surfaces. By KA = 1, both Type I and II dense surfaces have very negative values of
Leff,x that are close to the results for sparse surfaces with εwf = 1.8ε. The deviations
in longitudinal slip are even more dramatic. Leff,y first drops rapidly and then rises
and oscillates. Note that for Type I surfaces Leff,y reaches up to ∼ 5σ which exceeds
the amplitude of the corrugation.
The results for dense surfaces illustrate the kind of behavior that can occur when-
ever the curvature on rough surfaces changes the local slip boundary condition. The
results for cylindrical surfaces in Chapter 2 (Ref. [176]) explain the nature of the
changes and why they are stronger for sparse surfaces than dense surfaces in Figure
3.5. As noted above, the viscous coupling between fluid and solid is strongest when
the wall potential produces strong density modulations in the first fluid layer. The
fluid modulations are largest when the spacing between fluid atoms is comparable
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to the spacing between minima in the potential from wall atoms. Any mismatch
produces a more rapid drop in coupling for dense surfaces than sparse surfaces. The
reason is that fluid atoms can fit more easily between atoms on sparse walls, so the
magnitude of the corrugation in wall potential is larger.176
For Type II surfaces the spacing between wall atoms is fixed, but the spacing be-
tween potential minima changes with curvature because fluid atoms are at a different
radius. For positive curvature the separation increases while for negative curvature
the separation decreases. These changes are visible in the snapshots shown in Figures
3.2(b) and (c). The spacing between fluid atoms is larger near crests and smaller near
troughs. Figure 3.6 shows the resulting variation in Ls with curvature for the sparse
and dense surfaces with the largest slip lengths in Figure 3.5. The dense results are
from Chapter 2 (Ref. [176]) and the sparse results were obtained in the same way
using simulations of flow between concentric cylinders of constant curvature. The
largest curvature, 0.26σ−1 is close to the curvature at the crest of sinusoidal surfaces
with KA ∼ 1. Note that Ls changes by an order of magnitude for the dense walls,
but is relatively constant for sparse walls.
To show that these curvature effects can quantitatively account for changes in
transverse slip over Type II surfaces we repeated the continuum NS calculations with
varying local slip lengths. In all regions of positive curvature we used the linear fit
to data shown in Figure 3.6. In convex regions of negative curvature we used the slip
length for flat surfaces. While local slip is expected to be enhanced in these regions,176
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Figure 3.6: Results of cylindrical-geometry MD simulations for the behavior of the
intrinsic slip length Ls with increasing curvature κ from 0 to 0.26/σ. Results for two
sets of wall parameters in Table 3.1 are indicated by symbol type: C (red squares) and
D (blue triangles). The former data is reported in Appendix B of Chapter 2, while
the latter were obtained in the same way using simulations of flow between concentric
cylinders of constant curvature. The relation between Ls and κ is approximated by
a linear fit, which is shown by the solid black lines.
89
CHAPTER 3. EFFECTIVE SLIP BOUNDARY CONDITIONS FOR
SINUSOIDALLY CORRUGATED SURFACES
flow is already strongly suppressed and changes in Ls have little effect. Moreover,
calculation of Ls for large negative curvatures is impractical since it would involve
Couette flow between two cylinders where the outer has a radius of only 3 atoms.
Solutions of the NS continuum equations for sparse surfaces with curvature cor-
rected local slip lengths were nearly identical to those for a fixed length and are not
shown in Figure 3.5(a). Variations in local slip do affect the continuum solution for
dense walls and the crosses in Figure 3.5(b) track the atomistic results for Type II
walls. Slip is even smaller for Type I walls because the atomic spacing in the trans-
verse direction grows with the local slope. This further reduces the local slip length
and thus the average effective slip length of the surface. Priezjev et al. also noted
that this increase in spacing reduced the slip length and incorporated it in continuum
simulations with a modified slip boundary condition that was uniform rather than a
function of local slope and curvature.35
Curvature does not change the effective spacing between wall atoms along the
longitudinal y direction. For the case considered here, the nearest-neighbor spacing
and the reciprocal lattice vector ~G characterizing the density modulations are both
along y. As a result there is little change in the local Ls for longitudinal flows at small
KA. This explains why Type I and II walls have similar effective slip lengths that are
both consistent with the NS solutions for constant local slip. If the lattice is rotated
45 degrees, the reciprocal lattice vectors have components along both transverse and
longitudinal directions. Ref. [176] found that curvature then affected longitudinal
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flow more than transverse flow. We do not present results for this case because the
changes in local slip length are in between the ones showed in Figure 3.5.
For large KA the longitudinal slip length for strongly interacting sparse walls
shows a sudden transition to new behavior. This reflects a transition in the structure
of the first layer due to the strong change in local geometry produced by roughness.
The strong change in the degree of epitaxial order is visible in Figure 3.6. The
large wall-fluid interaction strongly attracts fluid atoms to the surface, leading to a
pronounced layering (Figure 3.3). However, little lateral order can be seen within the
first layer above the flat surface [Figure 3.2(a)]. This is because the small spacing of
the wall potential minima makes it difficult for the fluid atoms to lock into epitaxial
order.22 The positive curvature near crests in Figures 3.2(b) and (c) leads to a larger
spacing between minima in the potential from wall atoms and atoms in the first fluid
layer align into lines going into the page. For Type I surfaces the spacing is also
increased on sloped regions and there is a corresponding increase in alignment that
is not seen on Type II surfaces.
The in-plane structure factor provides a more comprehensive and quantitative
description of the changes in lateral order, but it can only be calculated for a large
area with constant wall structure. To mimic the structure at the crest of the sinusoidal
surface profile we create a flat surface with a rectangular structure. In one direction
the nearest neighbor spacing is the constant longitudinal spacing a0 = 0.75σ. The
spacing in the other direction is increased to the value, 0.93σ, near a crest with
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KA = 0.75. Similar results were obtained for cylindrical surfaces with the same
spacings, so we expect the results to be representative of the local structure at wave
crests.
Figure 3.7(a) shows the structure factor S1 for the reference flat surface with a
square lattice structure. Normalizing by N1 gives a quantity that reaches unity for
a perfect crystal at zero temperature. Only positive qx and qy are shown since the
surface is symmetric about both axes. Two Bragg peaks are found at the shortest
reciprocal vectors, ~G1,0 and ~G0,1. The heights are small (0.03) because the minima are
too closely spaced for fluid atoms to lock into. The two higher peaks with magnitudes
around 0.25 are associated with high-order commensurate phases that are a better
match with the fluid spacing.22 The first fluid layer has an intermediate viscous
coupling to the wall, corresponding to a slip length close to zero.
Figure 3.7(b) presents S1(~q)/N1 on a surface with wall atom spacing increased
to 0.93σ along the x direction, reducing the symmetry from four-fold to two-fold.
Because this increased spacing is close to the mean spacing between fluid atoms,
there is strong epitaxial order reflected in large peaks at the first and second Bragg
vectors. Indeed the height (0.82) of the first peak at ~G1,0 is above the value for
bulk solids at the liquid/solid transition (∼ 0.6). In contrast there are no visible
peaks along qy at ~G0,1 because the lattice spacing remains small. Instead there is a
peak at a high-order commensurate structure with 16 fluid atoms per 21 wall atoms.
This highly anisotropic structure leads to anisotropic slip boundary conditions. The
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Figure 3.7: In-plane order as characterized by normalized structure factor S1(~q)/N1
on flat surfaces where a0 = 0.75σ and εwf = 1.8ε. Panel (a) shows the results for the
FCC (001) surface. In Panel (b), the surface is uniformly stretched along x, so that
the lateral spacing along x is increased from 0.75σ to 0.93σ.
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first fluid layer is locked to the lattice in the x direction and even the second layer
feels a strong viscous drag. In contrast, the first layer slides even more easily in
the y direction than for the square lattice. The slip length increases by an order of
magnitude to about 5σ.
These changes in fluid structure explain the results for strongly interacting dense
surfaces in Figures 3.5(b) and (d). The stretched spacing at the crest gives a strong
reduction in local transverse slip length. The strong pinning of atoms at the crest
inhibits sliding of the entire first layer. This lowers Leff,x relative to the continuum
NS solution for KA > 0.5 and it approaches the solution for strongly interacting
sparse surfaces that have a local stick boundary condition. The opposite effect occurs
in the longitudinal direction. The sharp increase in the local longitudinal slip length
at the crest leads to a rapid rise in Figure 3.5(d). The effect is largest for the Type I
surfaces where the stretched spacing extends beyond the crest into regions where the
surface slope is high. The high-order commensurate phases are sensitive to the exact
degree of stretching, leading to fluctuations in the magnitude of the increase as KA
rises.
3.3.2 Stepped Surfaces
Figure 3.8 presents the effective slip length on the stepped surfaces as a function
of KA, for the x and y directions. The stepped surfaces are generated using sine
waves with A increasing from 0 to 4σ in increments of 0.2σ. All atoms on lattice sites
below the sine wave are removed. Because atoms lie at discrete positions, the total
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Figure 3.8: Panels (a) and (b) show the effective transverse slip length, Leff,x,
over the bent Type I (open symbols) and stepped Type III (closed symbols) surfaces
with (a) a0 = 1.2σ and (b) 0.75σ as a function of the normalized amplitude KA. The
various wall parameters from Table 3.1 are indicated by symbol color and orientation:
A (downward magenta triangles), B (upward red triangles), C (right-pointed blue
triangles), D (cyan diamonds), and E (green squares). Panels (c) and (d) show the
effective longitudinal slip length, Leff,y, for the surfaces in (a) and (b), respectively.
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Figure 3.9: Panel (a) shows σ/Leff,x as a function of KAreal, where Areal is the total
roughness amplitude of stepped surfaces, for three wavelengths: λx = 12.04σ (left-
pointed green triangles and orange circles), 24.08σ (right-pointed blue triangles and
cyan diamonds) and 48.17σ (upward red triangles and magenta squares). Symbol
type indicates the wall parameters from Table 3.1: C(triangles) and D (squares,
diamonds and circles). Black dashed lines are linear fits to the data for each set of wall
parameters. Panel (b) shows σ/Leff,x as a function of KA
2 for the sparse surface with
Set D wall parameters from Table 3.1. The dotted colored lines show the analytical
prediction of Eq. (3.11). The solid colored lines represent the results from continuum
simulations with the same local boundary condition as for the corresponding flat
surface.
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Figure 3.10: Effective longitudinal slip length σ/Leff,y as a function of KAreal for
three wavelengths: λx = 12.04σ (left-pointed green triangles and orange circles),
24.08σ (right-pointed blue triangles and cyan diamonds) and 48.17σ (upward red
triangles and magenta squares). Symbol type indicates the wall parameters from
Table 3.1: C(triangles) and D (squares, diamonds and circles). Black dashed lines
are linear fits to the data for each set of wall parameters.
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height variation has only a few discrete values and different amplitude sine waves
can generate the same surface. In Figure 3.8 we use the smallest A that produces a
given atomic configuration, and each point in Figure 3.8 corresponds to a different
configuration. Results for the Type I bent surfaces are also presented for reference.
Surface steps have the most profound affect on flow in the transverse direction.
The step edges trap fluid atoms in the adjacent layer, generating an additional drag
force that dramatically reduces the local slip. As a result, Leff,x drops significantly for
slippery surfaces with Ls,0  σ [right-pointed triangles in Figure 3.8(a) and diamonds
in (b)]. This effect is less noticeable for cases with nearly no slip or stick boundary
conditions where the drag is already high when the surface is flat [downward and
upward triangles in Figure 3.8(a) and squares in (b)].
For slippery surfaces, Leff,x decreases in a step-wise manner. Each step corre-
sponds to an increase in the total height change along the surface. To facilitate
comparison with bent surfaces, we define an amplitude Areal = ∆h/2, where ∆h is
the height difference between the highest and lowest surface wall atoms. For the
(001) surfaces considered here, ∆h = ma0/
√
2, where m is an integer and a0/
√
2 is
the spacing between lattice planes perpendicular to the surface. For KAreal < 1, the
surface height changes in steps of a0/
√
2, and if ∆h = ma0/
√
2 there are m steps up
and m steps down per period. The discrete changes in Leff,x in Figures 3.8(a) and
(b) correspond to changes in m, indicating that drag scales with the density of step
edges.
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Figure 3.9 shows a quantitative test of the contribution of step edges. For large
slip lengths, the effective damping is inversely proportional to Leff . Flat regions
provide a background damping proportional to σ/Ls,0. The number of atomic steps
per unit length is 2m/λx ∝ KAreal. Figure 3.9(a) shows that the drag rises linearly
with KAreal with results for different λx collapsing onto a universal curve. Similar
results were found for (111) surfaces and other wall interactions. Note that the slopes
are different for sparse and dense surfaces, indicating that each step on a sparse
surface produces less drag. We find that a number of factors may affect the drag
from step edges. For Figure 3.9(a), the main factor is that the larger σwf = 2σ for
sparse surfaces rounds out the potential from the step edge. For the same interaction
parameters, lowering the ratio of step height to the height of the first fluid layer
reduces the drag. In all cases studied, the drag scaled linearly with KAreal.
This linear scaling is inconsistent with the analytical results for continuous surfaces
[Eq. (3.11)]. There the damping rises as KA2 as roughness rises from zero. Figure
3.9(b) verifies this scaling for Type I surfaces. Note that the detailed analytical
theory [Eq. (3.11)] provides a good quantitative fit at small KA2. The simpler
approximation [Eq. (3.14)] predicts the correct linear dependence on KA2, but not
the change in slope with wavelength. The change in slope comes from terms in KLs,0
in [Eq. (3.11)]. Our simulation results verify the analytic form of these terms for bent
surfaces. Deviations from the asymptotic behavior become evident at smaller KA2 as
the wavelength decreases because curvature begins to affect the local slip boundary
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condition.
Step edges have the opposite effect on longitudinal flow, tending to increase the
slip length compared to bent surfaces. As shown in Figures 3.8(c) and (d), the effect
is particularly pronounced for surfaces where the damping on flat surfaces is low, i.e.
Ls,0 is high. For the two most slippery surfaces the slip length can be enhanced by
∼ 50% at large KA.
We found that step-edges lowered the drag for longitudinal flow by changing the
structure of the first fluid layer. Fluid atoms near step edges are ordered into parallel
lines. This alignment propagates away from the edges, increasing density modula-
tions in the transverse direction. In contrast, there is less order in the longitudinal
direction. As noted above and in earlier work,22,33,34,164,165,176 the slip length scales
inversely with the degree of epitaxial order at Bragg vectors along the flow direc-
tion. Measurements of S1( ~G0,1)/N1 show that the wall-induced Bragg peak along the
longitudinal direction is decreased by step edges. For example, for ewf = 0.4σ and
a0 = 0.75σ (diamonds) the peak in the first fluid layer above the lowest step may be
reduced by 40%. There is a corresponding large increase in slip length for stepped
surfaces relatively to bent surfaces. For the less slippery sparse case (squares) the
reduction in Bragg peak is more dramatic because step edges hasten the transition
to the ordered structure shown in Figure 3.7.
Figure 3.10 shows the longitudinal slip length for different wavelengths in systems
with large intrinsic slip lengths, Ls,0. As for transverse slip, results for all wave-
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lengths collapse when plotted against KAreal, indicating that slip only depends on
the number of edges per unit length. Each edge induces local transverse order and
lowers longitudinal order, leading to a rise in Leff,y. Continuum theory predicts a
very different scaling, with changes in slip varying as KA2.
A new effect was observed at very large KAreal. Adjacent step edges form close-
packed (111) planes. The intrinsic slip length on these planes is larger as noted
previously by Soong et al..186 This decrease reflects the smaller spacing between
minima in the wall potential, which reduces the degree of epitaxial locking in the
adjacent fluid layer.22,164,165,176
3.4 Summary and Conclusions
We have used molecular dynamics simulations to study the effective slip boundary
condition for simple fluid flow over rough surfaces in the Wenzel state. The wall
roughness was modeled by a one-dimensional sine wave with wavelength much larger
than the atomic diameter. The uncovered atomic effects may also apply to other types
of rough surfaces, e.g., surfaces with small bumps.40 The behavior of the effective
slip length was examined by increasing the normalized corrugation amplitude up
to KA ∼ 1, for both the transverse and longitudinal directions. Different atomic
configurations were investigated for strong and weak wall-fluid interactions, and high
and low wall densities.
Increasing the roughness amplitude always reduces the transverse slip length,
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Leff,x. In most cases, it also decreases the longitudinal slip length, Leff,y, but at
a slower rate. However, in some cases Leff,y shows a remarkable increase above Ls,0.
That is in stark contrast to continuum predictions. The resulting effective boundary
condition is highly anisotropic.
The results for bent surfaces can be understood by supplementing continuum
theory with an appropriate local boundary condition that depends on curvature and
atomic spacing.35,176 For sparse bent surfaces, curvature has little effect on the local
slip boundary condition (Figure 3.6). For these surfaces the numerical solutions of
the Navier-Stokes conditions with the flat surface slip length, Ls,0, provide a good
description of the slip length at roughness amplitudes up toKA = 1. Simpler analytic
approximations [Eq. (3.11)] remain accurate to KA ∼ 0.5. The largest deviations
are associated with changes in the spacing between surface atoms, which are present
on Type I surfaces and eliminated for Type II surfaces.
Larger deviations from simple continuum theory are seen for dense bent surfaces.
Previous work176 and Figure 3.6 show that the local slip length on these surfaces is
strongly dependent on curvature. For the chosen atomic orientation the curvature
dependence is strong for transverse flow and negligible for longitudinal flow. As a
result, the effect on the total transverse slip length is larger in Figure 3.5. Including
the curvature dependent slip length in solutions of the Navier-Stokes equation cap-
tures the variation of the total effective slip length for Type II surfaces. For Type I
surfaces the increase in atomic spacing on sloped surfaces produces an even greater
102
CHAPTER 3. EFFECTIVE SLIP BOUNDARY CONDITIONS FOR
SINUSOIDALLY CORRUGATED SURFACES
suppression of slip.
The most dramatic deviation from continuum theory for bent surfaces occurs for
flow over strongly interacting Type I surfaces. The increase in atomic spacing along
the transverse direction leads to anisotropic reconstruction of the first fluid layer.
The layer becomes more strongly locked in the transverse direction leading to a lower
slip length. However the order in the longitudinal direction decreases and there is a
dramatic change from a stick boundary condition to a slip length that is larger than
the amplitude of the roughness.
Steps lead to a qualitative change in the scaling of slip with surface roughness.
There is a new contribution to drag from step edges that is independent of the slip on
flat surfaces. Results for transverse flow at different wavelengths collapse when plotted
against KAreal which is proportional to the density of step edges. This confirms that
each edge adds an independent contribution to slip reduction. In contrast, results
for bent surfaces show the scaling predicted by continuum theory, with drag rising as
KA2.
While steps suppress transverse slip, they enhance longitudinal slip. This was
found to reflect alignment of fluid at step edges that suppressed longitudinal order.
This contribution to changes in slip length also collapses when plotted against the
step density at low KAreal. Different crystalline facets with higher or lower Ls,0 may
form on rougher surfaces and lead to more complex behavior. For example, (111)
facets (Figure 3.2) with a larger slip length formed on the roughest surfaces in Figure
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3.8. Note that changes in the direction of the step edge along the surface will mix
the effect of transverse and longitudinal regions. Since the drag enhancement due to
transverse regions is larger, the net effect is likely to be a reduction in slip length.
We hope that the behavior revealed here will cast light on the behavior of real-
istic surfaces and facilitate the design of surfaces for various applications, e.g., drag
reduction, flow control, and water harvesting. Real surfaces are likely to have more
complex roughness with a range of wavelengths and orientations. Our results sug-
gest that the resulting changes in slip will depend strongly on the atomic structure.
The bent surfaces described here may represent vary long wavelength corrugations or
rough amorphous surfaces. Such surfaces could be modeled with continuum theory
using an appropriate local boundary condition determined for small surfaces of fixed
curvature. The stepped surfaces studied here may be more representative of crystals.
The results suggest that slip over such surfaces can be expressed in terms of the local
slip length of faceted regions and an additional drag due to the density of step edges
transverse to flow. This additional term is very sensitive to details of the atomic
structure of the fluid and step edge, as well as the distribution of step edge angles.
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Multi-Scale Simulation Method for Elec-
troosmotic Flows
4.1 Introduction
Electroosmotic transport in micro-and nano-channels has important applications
in biological and engineering systems.68–76 It allows convenient flow control and its
efficiency scales more favorably with system size than the conventional pressure driven
flow at micro-and nanoscales.
Generally speaking, a solid surface spontaneously becomes charged when in con-
tact with an electrolytic solution, because of the differences in electrochemical prop-
erties between the two phases.77,78 The released counterions are attracted to the
surface, forming a region with excess charge that is referred to as the electrical dou-
ble layer (EDL). Under an external electrical field in the direction along the surface,
the fluid is dragged by the moving ions in the EDL, and thus an electroosmotic flow
is generated.
The classical continuum approach, the Poisson-Boltzmann (PB) equation com-
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bined with the Navier-Stokes (NS) equations, has been widely applied to predict elec-
troosmotic transport.77,79–88 However, discrete atomic effects become significant at
the wall-fluid interface, and thus the continuum approximations break down.89–94,187
For example, the ion distribution can be influenced by the strong electrostatic inter-
actions and the finite size of the discrete ions and solvent molecules, and the trans-
port properties of the fluid molecules can also be affected by their ordered structure
near the surface. The influence on flow can be profound, because the electroosmotic
driving force is mainly from the region very close to the surface where the charge
concentration is highest.
Molecular dynamics is widely used to investigate processes at the atomistic level.96,156,188,189
However, because of the high computational cost, the dimensions and the time scale
of simulations are very limited. This limits their application to electroosmotic flow
because the width of double layers and channels is typically much larger than atomic
scales and typical flow rates are slow. In this chapter we address this challenge by
developing an efficient hybrid multi-scale method for simulating electroosmotic flows
at nanoscales.
In the last two decades, a variety of multi-scale hybrid schemes have been de-
veloped to simulate fluid dynamics problems. One important characteristic of these
hybrid methods is that they aim to take advantage of both the efficiency of the
continuum description and the accuracy of the molecular simulation by dynamically
coupling them with each other. In general, there are two categories of methods
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under the hybrid framework: domain-decomposition-based methods97–117 and Euler-
Lagrangian-decomposition-based methods.118–132,190,191 The domain-decomposition-
based methods are designed to accurately resolve the important atomistic details in a
small region of the system, which is embedded into or coupled with a coarse-grained
continuum fluid description. The Euler-Lagrangian methods are usually designed to
simulate solute-solvent systems: the solute is modeled with the Lagrangian particle
approach while the solvent is coarse-grained and simulated as a continuum fluid on a
Eulerian mesh.
Our simulation method combines both types of hybrid scheme. In particular,
the entire simulation domain is decomposed into the near-wall and bulk subdomains.
Molecular dynamics is used in the near-wall subdomain where atomistic details are
important, while the continuum incompressible fluctuating hydrodynamic equations
are solved in the bulk region. The two descriptions are coupled in an overlap region.
A discrete description of ions is retained in the continuum bulk region because of
the low density of ions and the long-range of electrostatic interactions. A stochastic
Euler-Lagrangian method (SELM) is used to simulate the dynamics of ions suspended
in the implicit continuum solvent. The stochastic Euler-Lagrangian and molecular
dynamics systems freely exchange charge in the middle of the overlap region. This
hybrid approach is tested against full molecular dynamics simulations for different
geometries and types of flows. In all cases, our method reproduces fully atomistic
results.
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The outline of this chapter is as follows. Section 4.2 describes the details of
the different numerical models and how they are coupled in the hybrid scheme. In
Section 4.3, the scheme is demonstrated through a number of benchmark simulations
for various geometries and types of flows. A brief summary and concluding remarks
are presented in Section 4.4.
4.2 Simulation Methods
4.2.1 Overview of the Hybrid Scheme
Figure 4.1 illustrates a typical geometry of our multi-scale hybrid simulations. A
fluid flows through a channel bounded by two parallel solid walls. Following the idea
of domain decomposition,97,98,192 the whole system is decomposed into two particle
(atomistic) subdomains near the top and bottom walls and a continuum subdomain
covering the central bulk region. The simulations are periodic along the x and z
directions with period Lx and Lz.
Molecular dynamics simulations are performed in the subdomains near walls to
resolve the important atomic details at the wall-fluid interface. In the bulk sub-
domain, the fluid particles are coarsegrained to a continuum isothermal Newtonian
fluid. Hydrodynamic thermal fluctuations naturally arise from this coarsegraining
procedure.193–196 At micro-and nanoscales, the thermal fluctuations may become im-
portant, especially in the transport and mixing of species.196–200 To match with the
molecular transport of the ions, we model the continuum fluid by the incompress-
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Figure 4.1: Sketch of a typical hybrid simulation system. The coarsegrained descrip-
tion is used in the middle region and molecular dynamics simulations are performed
in both the upper and lower regions. Overlap regions are introduced to couple the
different descriptions.
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ible Navier-Stokes fluctuating hydrodynamic equations.193–196,201–207 In the examples
considered in this study, we coarsegrain over the period in the z direction so the
equations are two-dimensional, but this simplification is not necessary.
Following the hybrid method developed in Refs. [98–101], an overlap region is
introduced at the interface between the MD and the continuum subdomains for the
two descriptions to relax and couple with each other (Figures 4.1 and 4.2). The con-
tinuum hydrodynamics solver acquires boundary conditions from molecular dynamics
at the lower edge of the overlap region (marked as P → C), while at the other end
of the overlap region (marked as C → P ) the MD simulation is constrained to follow
the continuum solution.
For the charged systems in this study, a few ions exist in the bulk region far
away from the walls and have a noticeable effect on the flow profile (see Section
4.3.5). Moreover, they may affect the distribution and dynamics of the ions near wall
through the long-range electrostatic interaction and thus further influence the flow.
The mean separation between these bulk ions (& 10 atomic diameters) is comparable
to the size of the overlap region. In order to replace them by a continuous average
charge density the system would need to be coarse-grained to much larger volumes
containing dozens or hundreds of ions. This would require atomistic simulations of
much larger regions than is computationally practical. We therefore retain a dis-
crete description of ions in the bulk subdomain. These ions are modeled as charged
particles suspended in the underlying continuum fluid. A type of stochastic Eulerian-
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Figure 4.2: Detailed demonstration of the overlap region in the hybrid simulations.
The molecular dynamics simulation is performed in the region below y5, and the
continuum fluid dynamics is simulated on the staggered mesh in the shaded region
above y0. Thus the overlap region spans over a width of 5 continuum cells in the
y direction. The MD simulation is constrained by the continuum solutions in the
C → P region. Correspondingly, the continuum fluid simulation acquires boundary
conditions from MD results in the P → C region. The charges in the bulk continuum
region is simulated by a stochastic Euler Lagrangian method. ySELM and yMD mark
the transition zone where the SELM and MD simulations exchange charges.
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Lagrangian method124,132,190,205,207 is applied to simulate the dynamical processes of
these discrete charges which is coupled with the fluctuating continuum background
flow. The stochastic Eulerian-Lagrangian and molecular dynamics descriptions ex-
change charges in the middle of the overlap region. Special schemes are designed to
ensure that the transitions of the charges between the two descriptions are smoothly
performed with negligible artificial disturbance of the charge transport.
4.2.2 Particle Model 1: Molecular Dynamics
We use molecular dynamics to simulate fluid flow near the solid walls in the hybrid
scheme. The same approach is also used in the full MD benchmark simulations, where
MD simulation is conducted throughout the entire system.
The MD subdomain contains a rigid atomic solid wall and a fluid that consists
of simple spherical particles with (ion) and without (solvent) charge (Figure 4.1).




















], for r < rc (4.1)
where r is the distance between the two particles, and ε and σ define the characteristic
energy and length scales of the fluid, respectively. ΨLJ is truncated at a distance
rc = 2.2σ to save computational cost, and shifted so that ΨLJ(rc) = 0. The van der
Waals interactions between wall (w) and fluid (f) particles are also modeled by a
truncated LJ potential with parameters εwf = 0.6ε, σwf = 1σ and rc,wf = 2.2σ.
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Each fluid particle has a mass m. Fluid temperature is maintained at T = 1.1ε/kB
by imposing a Langevin thermostat in the flow-irrelevant z direction.97,137 If not
mentioned otherwise, the equations of motion for a fluid particle are:
mẍ = −∂Ψ(r)/∂x, (4.2)
mÿ = −∂Ψ(r)/∂y, (4.3)
mz̈ = −∂Ψ(r)/∂z − Γthmuz +
√
2ΓthmkBTR(t). (4.4)
Here Ψ(r), r = (x, y, z) and u = (ux, uy, uz) represent the total potential energy,
and the position and velocity of the particle, respectively. The last two terms in Eq.
(4.4) arise from the thermostat, where the damping rate Γthm controls the heat flux
between the system and the heat bath and R(t) is a random force sampled from a
Gaussian distribution with zero mean and unit variance. We use a damping rate
Γthm = 1mτ
−1, where τ = σ
√
m/ε is the characteristic time scale of the Lennard-
Jones potential. This provides effective temperature control without substantially
disturbing the motion of the particles.22,23,35,97–100,102 The bulk density of fluid is fixed
at ρ = 0.81mσ−3, and the bulk shear viscosity at this state is µ = 2.14ετσ−3.97,101
The planar wall consists of three (001) layers of a FCC crystal and the x axis is
aligned with the [100] vector of the FCC lattice. The nominal position of the wall
surfaces is defined to coincide with the center of the wall atoms in the layer closest
to the fluid. The wall atoms are fixed at their equilibrium positions, and the distance
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between nearest neighbor atoms is a = 1.00σ.
For an ionic solution, each ion is modeled as a fluid particle that has a unit charge
e (where e = 1.6−19C is the electron charge). All solid atoms in the surface layer of
the wall (closest to the fluid) are assigned a small uniform countercharge to ensure
that the whole system is electrically neutral. The electrostatic interaction between





where ε0 is the vacuum permittivity and εr is the dielectric constant. The rela-
tive strength of electrostatic interactions can be characterized by the Bjerrum length
λB = e
2/4πε0εrkBT , the separation at which Coulomb interactions equal the thermal
energy. Increasing εr reduces both the strength of the Coulomb interactions and the
Bjerrum length. If not mentioned elsewhere, we set λB = 2.55σ. When the mean
distance between the charges is much larger than λB, correlations between particles
are unimportant and the Poisson-Boltzman equations are accurate. This situation is
referred to as the low concentration (or dilute) limit in this study.
The long-range Coulomb interactions between charges are calculated by a multi-
grid particle-particle particle-mesh (PPPM) algorithm.208 The Coulomb forces on a
charge exerted by the other charges within a given cutoff distance, rc,C , are calculated
pair by pair with Eq. (4.5). This cutoff distance should be differentiated with the
cutoff distance of the LJ potential, and it is set to be rc,C = 8σ in our simulations giv-
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ing a good balance between accuracy and computational efficiency. The interactions
beyond this cutoff distance are calculated by solving a global Poisson equation for the
potential field. The Poisson equation is solved by an efficient multigrid method on
a three-dimensional uniform mesh with periodic boundary conditions.208 This mesh
covers the whole simulation domain. The cell size is taken around σ to ensure accu-
racy, which is determined by the characteristic inter-charge distance at the wall. To
deal with the non-periodic boundary conditions in the y dimension, the mesh is ex-
tended in the y direction to create an empty space of the same size as the simulation
channel. Then a periodic boundary condition is imposed but the effect of the periodic
images is removed by applying an additional electric field in the y direction.209 This
is taken to be minus the total dipole moment of the whole system divided by the
total volume of the meshed space. We refer to Ref. [208] for further details of the
multigrid PPPM method.
It is important to note that, due to the long range nature of the Coulomb potential,
each charge interacts with all the other charges throughout the whole system. The
subroutine to calculate the electrostatic potential involves looping over all the charges
throughout the whole simulation domain, with both MD and SELM descriptions (see
Section 4.2.3). In a simulation, this subroutine is performed over all the charges for
both of the descriptions every MD time step after their positions are updated.
The equations of motion are integrated using the velocity-Verlet algorithm with
a time step ∆tMD = 0.005τ . The integration procedure from time t to t+∆tMD can
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be described as follows:
1. Update the particle position from t to t+∆tMD,




2. Update the force on the particle, f , to the new time step t+∆tMD;


















4.2.3 Particle Model 2: Particles of Stochastic Eulerian Lagrangian Sim-
ulations
In the bulk region, the discrete ions are modeled as Lagrangian points with a
unit charge embedded in the implicit fluid which is described by the equations of
continuum Navier-Stokes fluctuating hydrodynamics [see Eqs. (4.21) and (4.22)].
The classical Langevin equation is a simple but widely applicable approach to
describe the diffusive dynamics of small Lagrangian objects suspended in an implicit
viscous fluid at or near equilibrium.210–212 It phenomenologically models the total
force on an object from the solvent by a summation of a Stokes-type dissipative
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The first term on the right-hand side models the effective drag from the viscous
fluid, where Γ is the friction coefficient and u is velocity of the object. The second
term mimics the random collisions associated with the thermal motions of the sol-
vent molecules where R(t) is taken to be a Gaussian process with zero mean and
δ-correlations, i.e.,
< Ri(t)Rj(t
′) >= δijδ(t− t′), (4.10)
where i and j denote Cartesian components, δij is the Kronecker delta, and δ(t− t′)
is the Dirac delta function. With the amplitude
√
2ΓkBT , the stochastic force term
balances the energy dissipated by the friction term so that the fluctuation dissipation
theorem for the system is satisfied. Comparing to full MD simulations, the computa-
tional cost is reduced significantly, since the degrees of freedom of the whole solvent
are eliminated and only the trajectories of the small number of objects are tracked.
Eq. (4.9) is also widely used in MD simulations as an efficient and effective thermo-
stat method [as implemented in Eq. (4.4)] by choosing a sufficiently weak friction
coefficient to avoid substantial perturbations to the particle trajectories.22,137,164,213
Eq. (4.9) does not include the hydrodynamics of the background fluid. Thus, it
does not apply to systems with nonzero background fluid flow, and fails to capture
the long time tail of the velocity autocorrelation function in suspensions which can
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affect the modeling of diffusion.
Hydrodynamic effects can be incorporated by a simple modification to Eq. (4.9).
As proposed by Ahlrichs and Dünweg,124,190 the friction force on a particle exerted by
the fluid is assumed to be proportional to the particle’s relative velocity with respect
to the local fluid, so that
ff = −Γbare[u−Uref (r)] +
√
2ΓbarekBTR(t), (4.11)
where Uref (r) is the local reference velocity interpolated from the spatially discretized
flow field of the continuum fluid to the position of the particle r. Γbare is referred to as
the bare friction coefficient. Based on linear response theory, Eq. (4.11) produces an
effective relaxation process for the particle velocity to relax to the local fluid velocity,
where the relaxation time scale is controlled by the particle mass and the bare friction
coefficient ∼ m/Γbare. Meanwhile, a two-way particle-fluid coupling can be achieved
by passing the force on the particle back to the local continuum fluid.
A hybrid approach of this type coupling molecular dynamics of moving particles
with fluctuating Lattice-Boltzmann equations (so called hybrid MD/LB method) was
introduced in Refs. [124, 190]. It has been applied to simulate polymers in dilute
solutions,118,119,124–127,190,214 charged colloidal systems128–131,191 and electro-osmotic
flows.132 Recently the same coupling strategy was applied to couple MD simulations
of particles with equations of Navier-Stokes fluctuating hydrodynamics to simulate
polymers and macromolecules suspended in implicit solvents.120,121,206,207,215
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In this study we adopt the same methodology to couple the discrete ions with the
implicit background fluid which is described by the Navier-Stokes fluctuating hydro-
dynamics [see Eqs. (4.21) and (4.22)]. We want to note that although there are subtle
differences in the implementation details, e.g., evaluating the reference flow velocity,
transferring force back to the continuum fluid, particle interaction potentials and the
governing equations for the implicit fluid, etc., all the above mentioned schemes follow
the same principle methodology: using the stochastic Langevin-type equation, i.e.,
Eq. (4.11), to couple the Lagrangian molecular dynamics of moving particles locally
with a continuum thermally fluctuating fluid flow field which is solved on Eulerian
mesh grids. Following the terminology in Ref. [206], we refer to this general category
of schemes as Stochastic Eulerian Lagrangian Methods (SELM).
In our simulations, the local reference velocity of the background flow field, Uref (r),
is interpolated from the solutions of the continuum hydrodynamic equations which
are discretized on the underlying staggered grid (as illustrated in Figure 4.2). Since
our continuum hydrodynamic equations [Eqs. (4.21) and (4.22)] are two-dimensional,
the z-direction velocity Uref,z is taken to be zero.
We use Peskin’s interpolation scheme which is widely used in the Immersed Bound-
ary Method (IBM).123,202,203,214,216,217 For example, the interpolation operation for
the x component of velocity Ux,ref (r) can be written as
Ux,ref (r) = Σ
rgrid
Φh(r − rgrid)Ux(r − rgrid), (4.12)
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where h represents the mesh size and Ux(r−rgrid) denotes the discretized continuum
solution defined at position rgrid. The weighting function Φh(r) can be further written
as a product of 1-dimensional kernel functions for each space dimension:





















−3(1− |x|)2 + 1) 0.5 ≤ |x| ≤ 1.5
0 otherwise.
(4.14)
The kernel is constructed to fulfill the following requirements:
1. φ(x) is continuous for all real numbers;
2. φ(x) = 0 for |x| ≥ 1.5;
3. Σ
i
φ(x− i) = 1 for ∀x;
4. Σ
i
(x− i)φ(x− i) = 0 for ∀x;
5. Σ
i
φ2(x− i) = 1/2 for ∀x,
where Σ
i
denotes a summation over the all integers i. However, the requirement 2
ensures that 1-dimensional interpolating operation along a single space dimension
only involves 3 nearest mesh-defined points. Thus for the two-dimensional mesh in
our simulations, each particle interacts with the 3×3 = 9 nearest mesh-defined points.
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An additional important property of the kernel function φ(x) is that its first order
derivative is also continuous throughout the entire domain of x. This guarantees
that the interpolated reference velocity varies smoothly with a continuous spatial
derivative as the particle moves through the underlying mesh grid.
Another possible choice for φ(x) is the simple 2-point linear interpolation func-
tion.118–121,124–132,190,191,218 However, this function does not have a continuous deriva-
tive and thus deteriorates the smoothness of the interpolated reference velocity. It
was shown by Dünweg and Ladd217 that the linear interpolation scheme may lead
to a variation in the local effective mobility of the Lagrangian particle as it moves
through the underlying grid.
The resulting equations of motion of the ions in the continuum bulk subdomain
are given by
mr̈ = −∇Ψ(r)− Γbare[u−Uref (r)] +
√
2ΓbarekBTR(t). (4.15)
In general, Ψ(r) represents the total potential, arising from both the pairwise interac-
tions and external force fields. It can be calculated by employing the same techniques
that are developed for MD simulations. In the case of our simulations, because the
ions are modeled as point charges, Ψ(r) solely equals the total electrostatic potential
energy of the charge, in which the contribution from the long range Coulomb inter-
actions is calculated by the same multigrid PPPM method as in the MD simulations
(see Section 4.2.2).
121
CHAPTER 4. MULTI-SCALE SIMULATION METHOD FOR
ELECTROOSMOTIC FLOWS
The input value of Γbare is determined from equilibrium simulations of bulk fluid
systems, where Γbare is tuned to match the diffusion coefficient of the SELM particles
to that of the full MD simulations,124,190,206,207,217 so that the long time scale dynamics
is consistent between the two descriptions (see Section 4.2.3). Generally speaking,
for a dilute system with periodic boundary conditions, the diffusion coefficient of the





where fΦ is a general function that includes the effects from the interpolation scheme
for the reference velocity, the geometrical properties of the underlying Eulerian mesh
cells, properties of the fluid and the size of the system.124,190,206,217
We track the time evolution of the trajectories for all the SELM charges by nu-
merically integrating Eq. (4.15) with the Brünger-Brooks-Karplus (BBK) method.219
The integration procedure from time t by a time step ∆t to t+∆t is as follows:
1. Update the particle position from t to t+∆t,




2. Update the potential force, reference velocity, and the random force to t+∆t;
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[−∇Ψ(r(t+∆t)) + ΓbareUref (r(t+∆t)) + fR(t+∆t)]}.
(4.18)












[−∇Ψ(r(t+∆t)) + ΓbareUref (r(t+∆t)) + fR(t+∆t)].
(4.19)
Here fR(t) represents the temporally discretized form of the random force term (the
last term in 4.15) with its components being independent Gaussian random numbers
with zero mean and variance of
√
2ΓbarekBT/∆t. In the limit of Γbare → 0, this
integrator reduces to the velocity Verlet scheme [Eqs. (4.6), (4.7) and (4.8)]. With this
algorithm, the equations of motion of the SELM charges are integrated concurrently
with the molecular dynamics simulations with the same time step ∆tMD.
After each time step of integration, the electrostatic force exerted on each SELM
charge is spread back to the associated grid position on the Eulerian mesh where
Uref is interpolated from. This grid-based spread force field is further averaged over
every particle-continuum time-coupling interval ∆tcp, and fed into the continuum fluid
solver as the additional volumetric force term Fad [see Eq. (4.21)]. As a result, the
two-way Lagrangian-Eulerian particle-fluid coupling is achieved. Based on the same
interpolation scheme [Eqs. (4.12), (4.13) and (4.14)], the spreading weight function
for a particle at r with respect to a grid position rgrid is taken to be Φh(r−rgrid)/Vh,
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where Vh = h
2Lz is the effective physical volume of a Eulerian mesh cell (see Section
4.2.4).
In previous studies,118–121,124–132,190,191,207,214,215,218 repulsive Lennard-Jones inter-
actions (given by Eq. (4.5) with a short cutoff radius rc = 2
1/6σ) were added in order
to include the finite size of the particles. We verified through simulations that adding
repulsive Lennard-Jones potential into Ψ(r) produces indistinguishable results. This
is because the same-sign charges are dilute and well separated from each other by
the repulsive electrostatic forces, so that the average inter-charge distance (∼ 10σ) is
far beyond the range of the Lennard-Jones interactions and makes the particle size
effects negligible.
Previous studies also use very small grid size, down to the atomic radius, to resolve
the flow between the particles. Thus the saving in the computational cost was limited.
That is not necessary in our cases. Because of the large inter-charge distance, we can
use a larger grid size h. The atomic details and the small scale flows surrounding a
charge are not resolved, but coarsegrained by the linear response coupling model [Eq.
(4.11)].
The effective volume Vf of the local fluid coupled with each charge through this




Φ2h(r − rgrid) = 4h2Lz. (4.20)
We have also tested other choices for the force spreading from the particle to fluid that
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were used in previous works, i.e., the whole Langevin type force −ff 120,121,128,207 and
solely the friction force term Γbare(u−Uref (r)).124,125,190 The choice of force spreading
did not affect the results for either the diffusion of charges or the electroosmotic flows.
This is because the momentum relaxation time of the charges (given by m/Γbare ∼
0.1τ) is much shorter than the characteristic hydrodynamic time scales of the local
fluid, given by ρh2/µ ∼ 5τ . The fluid only feels the mean effective drag force from
each charge, while the mean effective drag on the charge from the fluid is balanced
by the mean electrostatic force.
It is important to note that, in the hybrid simulations, the charges of both the
molecular dynamics and the stochastic Eulerian Lagrangian simulations can exist in
the MD-continuum overlap region (see Section 4.2.6). In order to resolve the fluid flow
correctly, one should include the driving forces from all the charges within the whole
corresponding region. Thus, the electrostatic forces exerted on the MD charges in the
overlap region are also passed to the continuum fluid equation Eq. (4.21) with the
same spreading scheme. This also applies for the molecular dynamics system. The
electrostatic forces on the SELM charges within the overlap region are also transfered
to the nearest neutral MD fluid particles to drive the MD system. We find that this
force transfer can produce accurate results at hydrodynamic time and length scales, as
long as the charges are dilute in the corresponding region such that mean inter-charge
distance is longer than both the Bjerrum length and the range of the Lennard-Jones
interaction.
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4.2.4 Continuum Fluid Model: Incompressible Navier-Stokes Fluctuat-
ing Hydrodynamics
In the bulk subdomain, the fluid particles are coarsegrained to a continuum New-
tonian fluid. The fluid flow is described by two-dimensional incompressible Navier-
Stokes fluctuating hydrodynamics (ICNSFH) at a constant temperature:201
ρ(∂tU +U · ∇U ) = −∇P + µ∇2U +∇ · [(2kBTµ)1/2W̃ ] + Fad (4.21)
∇ ·U = 0, (4.22)
where U and P denote the velocity and the non-thermodynamic pressure, respec-
tively. The density ρ, shear viscosity µ and temperature T are constant and set
to match the molecular dynamics simulations. Fad represents the additional driving
force which arises from the force exerted by the suspended particles (see Section 4.2.3)
or an external force field (e.g., gravity force). (2kBTµ)
1/2W̃ designates the stochastic
momentum flux that is assumed to be a symmetric white noise random tensor field.
W̃ is a symmetric Gaussian random tensor with
< W̃ij >= 0, (4.23)
< W̃ij(r, t)W̃kl(r
′, t′) >= (δikδjl + δilδjk)δ(t− t′)δ(r − r′), (4.24)
where < · > represents the ensemble average, and i, j, k and l denote Cartesian com-
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ponents. This form of the stochastic forcing term fulfills the fluctuation-dissipation
relation between the thermal noise and the viscous dissipation.201,206,220 Thus, it
ensures that the thermally induced velocity fluctuations are correctly reproduced.
It is worthwhile to note that for the interpretations of all the stochastic differential
equations in this work [i.e., Eqs. (4.4),(4.15) and (4.21)],there is no difference between
the Itô and Stratonovich representation,201,211,221 given that all the stochastic forcing
terms are additive.
An issue with Eq. (4.21) is that it is mathematically ill-defined. Because of the
stochastic white noise force field, the velocities cannot be interpreted as continu-
ous functions. Thus, the point-wise interpretation of the nonlinear term, U · ∇U ,
becomes problematic. One way to deal with this problem is to introduce regulariza-
tion (smoothing) at small scales.201,206,222–225 This kind of regularization is naturally
performed when Eqs. (4.21) and (4.22) are interpreted in the context of the finite vol-
ume method. The hydrodynamic equations can be interpreted as coarsegrained from
molecular dynamics descriptions where the hydrodynamic quantities are interpreted
as the mean molecular properties that are averaged within the underlying mesh cells.
In this way, the irregularities in the solutions are removed, as long as the mesh cell is
large enough to include a sufficient number of fluid particles.
The equations of the Navier-Stokes fluctuating hydrodynamics are discretized onto
a uniform staggered grid (as illustrated in 4.2) using a second-order accurate scheme
developed by Balboa et al.201 The grid size is taken to be h × h = 3.4σ × 3.4σ.
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It is important to note that although equations for the fluid flow [Eqs. (4.21) and
(4.22)] are two-dimensional, all the associated quantities are interpreted as the mean
molecular quantities averaged within three-dimensional control cells with physical
volume h× h× Lz. This ensures a consistency with the three-dimensional nature of
the molecular dynamics simulations. A full three-dimensional implementation of the
flow field could be used if needed.
The pressure P is defined at the centers of the cells. The x components of the
velocity and the additional force, i.e., Ux and Fad,x, are defined at the middle of the
vertical (rightward arrows) edges of the cells, while the corresponding y components,
i.e., Uy and Fad,y, are defined at the middle of the horizontal (upward arrows) edges.
The discretized (both spatially and temporally) form of the stochastic momentum
flux term becomes
(2kBTµ)
1/2W̃ → ( 2kBTµ
Vh∆tNS
)1/2W , (4.25)
where Vh = h
2Lz is the physical volume of the unit control cell and ∆tNS is the
continuum time step. The two diagonal components, Wxx and Wyy, are taken to
be two uncorrelated Gaussian random numbers with zero mean and variance of 2.
The two off-diagonal components are equivalent, i.e., Wxy = Wyx, and their value is
assigned a Gaussian random number with a zero mean and a unit variance. For the
two-dimensional staggered grid, Wxx and Wyy are defined at the centers of the cells,
and Wxy and Wyx are defined at the cell corners.
In the context of the staggered discretization, the discretized differential operators
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where the lowercase index (i, j) denotes that the quantity is defined at position (ih+
h/2, jh+ h/2).
The equations are integrated with a time step tNS = 0.1τ . We implement a
predictor-corrector method developed by Griffith et al.,201,226 which has been shown
to have second order temporal accuracy with respect to reproducing the equilibrium
covariances of the fluctuating velocity field.201 For example, the numerical integration
procedure from time step n∆tNS to (n + 1)∆tNS is demonstrated as follows. In the
predictor step, the Euler method is used for the advection term and the Crank-











D(W n+1) + F n+1ad
(4.31)
D(Ûn+1) = 0. (4.32)
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The following corrector step also uses the Crank-Nicolson method for the diffusive
term. The advection term is evaluated explicitly at the midpoint, and the values of















D(W n+1) + F n+1ad
(4.33)
D(Un+1) = 0. (4.34)
For both Eqs. (4.31) and (4.32) and Eqs. (4.33) and (4.34), the discretized momentum
and continuity equations are solved together as a whole linear system of equations
through an iterative Krylov solver, where Kim and Moin’s projection method227 is
employed as the preconditioner. Unlike the semi-implicit projection methods, e.g.,
Refs. [227–229], this solver does not suffer from the commutator error in non-periodic
systems which arises from the splitting of the velocity and pressure updates.
4.2.5 Coupling Continuum Fluid Dynamics with Molecular Dynamics
Figure 4.2 illustrates the coupling between the continuum fluid dynamics and
the molecular dynamics. The overlap region is introduced to couple the particle-
based molecular dynamics description with the continuum description of the bulk
fluid flow. The continuum fluid ends at y0, where it receives boundary conditions
from the molecular dynamics simulation. The molecular dynamics description is
confined below y5, and it gets constrained near that region to follow the solutions of
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the continuum fluid dynamics. In general, there are two types of strategies to couple
molecular dynamics with continuum fluid dynamics: state-based coupling97–102 and
flux-based coupling.107,108,112,113 The former type aims at matching the state variable
(e.g., mean velocity and temperature) of the two descriptions, and the later is designed
to match the fluxes of conserved variables (e.g., pressure tensor and energy flux). For
more details and comparisons of the different methods, we refer to the reviews230–232
and the original papers as cited. In this work, we implement a state-based coupling
method which is developed based on the original coupling scheme proposed by Nie et
al.98
4.2.5.1 Boundary Conditions for Continuum Fluid Dynamics from Molec-
ular Dynamics
At the bottom of the continuum fluid dynamics subdomain (indicated as y0 in Fig-
ure 4.2), the molecular dynamics simulation supplies mean velocities as the boundary
conditions to the Navier-Stokes fluctuating hydrodynamic equations. The velocities
of the MD particles are averaged within volumes equal to the continuum unit mesh
cell centered at the positions where the continuum velocities are defined. For exam-
ple, boundary conditions for the x and y components of velocities are evaluated at
the rightward arrows at y0−h/2 and upward arrows at y0, respectively. The spatially
averaged velocities are further averaged temporally over a particle-continuum time-
coupling interval ∆tcp, and then fed into the Navier-Stokes fluctuating hydrodynamics
equations as the boundary conditions.
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In a previous series of studies,98–102 a number of different molecular dynamics
simulations were performed in the same MD subdomain and were coupled to a single
deterministic Navier-Stokes solution. Those MD simulations served as different real-
izations associated with the same ensemble. A deterministic Navier-Stokes equation
was used, with boundary conditions provided by the ensemble averaged velocities from
the molecular dynamics simulations. By this many-to-one MD-continuum coupling,
the statistical noise in the results was significantly reduced, since the thermal fluctu-
ations associated with the long-lived hydrodynamic modes in the molecular fluids are
effectively reduced by the ensemble averaging.
In this study, we use one-to-one MD-continuum coupling. In each simulation, only
one molecular dynamics realization is performed in a given subdomain, and thus there
is no ensemble averaging for the MD velocities that are passed to the continuum fluid
dynamics. That is because we want to retain the thermal fluctuations of the long-
living and long wavelength hydrodynamic modes. Also, the SELM description for
the charges can be naturally integrated with the one-to-one coupled MD-continuum
system.
4.2.5.2 Boundary Conditions for Molecular Dynamics from Continuum
Fluid Dynamics
As illustrated in Figure 4.2, the molecular dynamics subdomain ends at y5. To
prevent the MD fluid particles from leaving the subdomain, in the region between y4
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where the prefactor is taken to be α = 1.5ε/σ2. This force ensures that the fluid
density smoothly decays to zero when approaching y5, without introducing significant
oscillations in the density profile.
Mass flux control is also performed cell by cell in this region by inserting or
removing fluid particles.98–102 At each MD-continuum coupling time step, the net
vertical mass flux across each cell boundary at y4 is calculated from the continuum
solutions for the next coupling interval ∆tCP ,
∆QCP = Uy∆tCPρhLz. (4.36)
Since only an integer number of particles can be inserted or removed, the change of
the fluid particles number is approximated by
∆NCP = int[(∆QCP +Qres)/m], (4.37)
where the function int(x) rounds the input x to its integer part and Qres denotes the
residual of the rounding operation from the last coupling time step. If ∆NCP > 0, the
∆NCP particles closest to y5 are removed at regular time intervals over the following
∆tCP . If ∆NCP < 0, ∆NCP particles are inserted into the cell between y4 and y5 and
evenly over the following ∆tCP . The particles are inserted to locations with desirable
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potential and potential gradient which are found by the USHER algorithm.233 The
initial velocities of the inserted particles are set to the target continuum velocity UCP
of the corresponding cell. UCP is defined at the center of each cell and is given by
the average of the continuum velocities which are defined at the corresponding edges
of the cell. In order to prevent over-heating caused by the particle insertion, the
Langevin thermostat [as described in Eq. (4.11)] is also applied between y4 and y5
in the x and y directions to relax the particles towards the local continuum velocity
UCP .
In order to impose the solutions of the continuum fluid dynamics back to the
molecular dynamics simulation, we follow the methods proposed previously by O’Connell
and Thompson97 and Nie et al.98 . A relaxed constrained dynamics method is em-
ployed to force local mean velocities of the MD simulation to follow the continuum
velocities. In the region between y3 and y4, a constraint force is added on the fluid
particles along the x and y directions. For example, the constraint force for the





















represents a spatial average over all the particle within the cell J , fi denotes
the total force (excluding the constraint force) exerted on particle i, and ui is the
velocity of the particle i.
The parameter ξ controls the strength of the constraint. It gives a relaxation
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time scale during which the mean MD velocity gets relaxed to the target continuum
velocity. In the previous series of studies,98–102 a very strong constraint was imposed
by setting ξ = ∆tMD. As a result, the mean MD velocity was forced to instantaneously
match the target continuum velocity that was extrapolated (or interpolated) to the
new MD time step from the latest two continuum time steps. This instantaneous
coupling significantly alters the intrinsic time correlation of the molecular dynamics
particles and thus can affect the diffusion in the overlap region.
The instantaneous matching constraint can be strictly derived for an incompress-
ible fluid with constant density and it does not include the intrinsic density fluctua-
tions in the molecular dynamics. Under certain circumstance, the density fluctuation
can influence the accuracy and stability of such a strong velocity-based constraint
while one can get better results by releasing some of the constraints.99 Also, over con-
straining the particles with a relaxation time shorter than their intrinsic velocity auto-
correlation time, 0.14τ ,97 artificially disturbs the dynamics. This disturbance can
propagate into the MD region and get passed back to the continuum solver through
the boundary condition for our one-to-one MD-continuum coupling. Although it does
not affect the long-time averaged mean flow, this unphysical perturbation lives long
enough to alter the diffusivity in the finite overlap region. We avoid these problems
by following O’Connell and Thompson and setting ξ = 0.5τ which is larger than
the velocity auto-correlation time of the fluid particles (∼ 0.14τ). This provides a
moderate relaxation for the fluid particles and thus alleviates the artifacts associated
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with the constraint. Also, it is small enough to capture important hydrodynamic
time scales. For the same reason, we implement a large overlap region, so that the
MD and SELM simulations exchange charges (see Section 4.2.6) in the middle where
the MD system is relaxed.
4.2.6 Exchanging Charges between Molecular Dynamics and Stochastic
Euler-Lagrangian Simulations
In the hybrid simulations, charges can move freely between different subdomains
with different descriptions. The transition between the molecular dynamics and the
stochastic Eulerian Lagrangian descriptions is performed when a charge moves across
the middle of the overlap region.
As illustrated in Figure 4.2, if a charged particle of MD description moves up
across ySELM = y2 , the unit charge it carries is split from the particle and becomes
a point charge modeled by the stochastic Eulerian Lagrangian method. The particle
loses its originally assigned charge and becomes a neutral fluid particle that only
interacts with other MD particles through the Lenard-Jones potential [Eq. (4.1)]. A
decorrelation time period of 0.25τ is introduced before the transition, to de-correlate
the charge from the particle’s velocity.
If a SELM point charge moves into the region below yMD = y2− 2σ, the charge is
tagged as “to-be-assigned” and needs to be assigned back to a neutral fluid particle in
the MD system. This“to-be-assigned” charge starts to search the neutral MD particles
in the neighborhood for one that reaches the “capture zone” given by: |ry| < 0.01σ
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z < 0.5σ, where (rx, ry, rz) denotes the relative position with respect
to the charge. Once the “to-be-assigned” charge finds a neutral MD particle within
the “capture zone”, it starts to follow the motion of the MD particle and the SELM
description [Eq. (4.15)] is turned off. The electrostatic force on the point charge is
imposed onto the MD particle. The charge’s velocity is set to be the MD particle’s
velocity plus a constant velocity pulling the charge towards the MD particle. The
pulling velocity is given by r0/ta, where r0 is the initial relative position when the
charged is captured and ta = 1τ . After 1τ , when the change reaches the position of
the MD particle, it is fully assigned to the MD particle and this charge assignment
process is completed.
On average it takes several τ ′s for the “to-be-assigned” SELM charge to meet a
neutral MD particle within such a small “capture zone”. If it moves into the region





z < 0.5σ, which ensures that the SELM charge gets transformed to be
a MD particle before moving too deep into the MD subdomain. On the other hand,
if the “to-be-assigned” SELM charge moves back in the region above y = yMD + 1σ,
it is no longer “to-be-assigned”, so the tag is removed and the searching process is
turned off.
With these schemes, the conservation laws of the mass of the MD system and
the total charge of whole system are strictly preserved during the charges’ transitions
between different descriptions. As long as the flow field of the implicit background
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fluid is well matched with the MD background, the MD-to-SELM transition is quite
natural. The associated disturbance on the charge’s trajectory is negligible at time
scales longer than the velocity auto correlation time. As for the SELM-to-MD scheme,
the disturbance to the trajectory of the charge is mainly controlled by the size of the
“capture zone”. The small and thin size of the “capture zone” ensures that the
transport and distribution of charges at long (continuum hydrodynamic) time and
length scales are not affected. Moreover, because of the low charge concentration in
this region, the disturbance in the trajectories is very small compared to the long
distances between the charges. Therefore, the transition of a given charge does not
affect the dynamics of the other charges in the system.
In this transition region, the MD and continuum systems are allowed to relax by
themselves, and local mean MD velocities do not fully match with continuum fluid
solutions at short time scales. Due to the small size of the transition region, this
mismatch of the background flow noticeably affects the smoothness of the transitions
of charges and can lead to a discontinuity (∼ 5%) in the mean profile of the charge
concentration. Therefore, we replace the continuum solutions on the grid points below
y3 by the current mean MD velocities to interpolate the reference velocity Uref [Eq.
(4.11)] for the SELM charges.
4.2.7 Time Coupling Scheme
To describe the time-coupling scheme, the general procedure of the hybrid sim-
ulation over a whole time-coupling interval, from t to t + ∆tCP , is written down as
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follows.
1. Update the solutions for continuum fluid flow:
1.1. The boundary conditions and the volumetric force field Fad supplied by the
MD and SELM simulations over the last time-coupling interval, t−∆tCP
to t, are used to integrate Eqs. (4.21) and (4.22) from t − ∆tCP to t.
This updates the continuum flow field from U (t − ∆tCP ) to U (t). The
resulting U (t) is then used to extrapolate the background reference flow
velocity [Uref in Eq. (4.15)] for the SELM simulations for the following
time intervel, i.e., from t to t+∆tCP ;
1.2. With the same boundary conditions and Fad, Eqs. (4.21) and (4.22) are
further integrated for another ∆tCP to provide a prediction, U
∗(t+∆tCP ),
for the flow field at the time step t + ∆tCP , where U
∗(t + ∆tCP ) is used
to constrain the MD simulations for the following time interval ∆tCP .
1.3. U (t) andU ∗(t+∆tCP ) are passed to the associated particulate simulations.
2. Run particulate (both MD and SELM) simulations, from t to t + ∆tCP . For
each time step ∆tMD, the simulation procedure can be described as:
2.1. Update the particles’ positions for the MD and SELM simulations;
2.2. Calculate the forces on the particles for the MD and SELM simulations;
2.3. Update the particles’ velocities for the MD and SELM simulations by Eqs.
(4.7) and (4.8) and Eqs. (4.18) and (4.19), respectively;
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2.4. Process and analyze statistical quantities;
3. Average the particulate data sampled over the past ∆tCP (between t and t +
∆tCP ), and feed them to the continuum solver as the boundary conditions and
the volumetric force field.
Simulation results with ∆tCP = 0.5τ are reported in the following sections. We also
verified that simulations with ∆tCP = 1τ provide equivalent results.
4.3 Results and Discussion
4.3.1 Incompressible Navier-Stokes Fluctuating Hydrodynamic Solver
in Bulk Systems
We first consider an equilibrium bulk fluid system with periodic boundary condi-
tions in all dimensions. The system size is taken to be Lx × Ly × Lz = 34σ × 34σ ×
8.5σ. The equations of incompressible Navier-Stokes fluctuating hydrodynamics, Eqs.
(4.21) and (4.22), are solved on a 10× 10 mesh grid in the x-y plane.
The thermal fluctuations of the velocities in real space are shown in Figure 4.3.
As predicted by statistical physics,193,196,234,235 the cell averaged velocities from the
MD simulations fluctuate in each dimension (denoted by i) with a variance that is
inversely proportional to the mass of the cell,
< U2i >= kBT/ρh
2Lz. (4.39)
This is also consistent with the prediction from the continuum hydrodynamic per-
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Figure 4.3: Normalized variances of the Ux as a function of y normalized by the
cell size h from periodic bulk simulations. Blue diamonds denote the normalized
variance, 2var(Ux)ρh
2Lz/kBT , for the solution of the incompressible fluctuating hy-
drodynamics. Red triangles represent the variance of the cell-averaged velocities from
the MD simulation, normalized as var(Ux)ρh
2Lz/kBT . The MD velocities are aver-
aged over the unit cells centered at the positions of the continuum velocities. The
typical relative error is ∼ 0.2%.
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spective. The degrees of freedom of the system can be represented by the associated
Fourier modes in the spectral space. In equilibrium, each hydrodynamic mode fluc-
tuates and carries an equal portion of the thermal energy,
m
2
< U(−k, 0)U(k, 0) >= kBT
2
, (4.40)
where U(k, t) represents the given Fourier mode of the velocity field at the wave
vector k and the time t. By performing the inverse Fourier transform over all the
associated modes, Eq. (4.39) is recovered.
For the ICNSFH equations, Eqs. (4.21) and (4.22), the incompressible condition
[Eq. (4.22)] constrains all the longitudinal Fourier modes to zero, leading to a 1/d
reduction in the total degrees of freedom for the velocity field, where d denotes the
number of dimensions of the system. As a result, for our two-dimensional equations,
the real space fluctuations of the velocity are reduced by a half. As shown in Figure
4.3, the normalized numerical result, 2ρh2Lz < U
2
x > /kBT , is in fact converging
to 0.99. This additional reduction comes from the center of mass velocity which is
taken to be zero, eliminating one degree of freedom out of the 100 for different grid
cells. There is a similar reduction for the MD case but it is much smaller because the
number of atoms is much larger than the number of cells.
The transportation and dissipation of the fluctuations within the system can be
disclosed by the time auto-correlation functions of the associated Fourier modes.
For the equilibrium system with small fluctuations, Eq. (4.21) can be linearized by
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Figure 4.4: Autocorrelation functions of the velocity fields associated with the wave
number k = (2π/Lx, 0) from the periodic bulk simulations. The transversal auto-
correlation function C⊥(k, t) calculated from the MD simulations, ICNSFH simula-
tions and exponential decay of the analytical prediction Eq. (4.41) are plotted as
the red dotted, black solid and green dashed lines, respectively. For comparison, the
associated longitudinal auto-correlation function, from the MD simulation is also pre-
sented by the blue dash-dotted line. The MD velocities are averaged over the unit
cells centered at the positions of the continuum velocities.
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neglecting the nonlinear advection term. One can analytically solve the linearized
ICNSFH equations for the time auto-correlation function of the transverse velocity
modes,196,225,235,236
C⊥(k, t) =< U⊥(−k, t)U⊥(k, 0) >=< U⊥(−k, 0)U⊥(k, 0) > e−νk
2t. (4.41)
Figure 4.4 compares C⊥(k, t) at k = (2π/Lx, 0). Good agreement is found among the
results from the ICNSFH simulation, the MD simulation, and the analytical solution
given by Eq. (4.41).
The implemented numerical scheme for the ICNSFH equations can correctly re-
produce the C⊥(k, t) up to the discretization resolution limit ∼ 5h.111,201 The modes
with shorter wavelengths decay more slowly than in the MD system, but still too fast
to affect the important bulk dynamics.111,201,236 On the other hand, this stagger-
grid-based scheme maintains the discrete fluctuation-dissipation balance at every
wavenumber.201,221 Thus, the scheme always reproduces the correct velocity Fourier
spectrum C⊥(k, 0) that follows the equipartition rule [Eq. (4.40)] for all the resolved
modes. Moreover, we have verified that increasing ∆tNS up to 0.5τ and decreasing
∆tNS down to the MD time step 0.005τ produce indistinguishable results.
For comparison, Figure 4.4 also presents the auto-correlation function associated
with the longitudinal Fourier mode
C‖(k, t) =< U‖(−k, t)U‖(k, 0) > (4.42)
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at k = (2π/Lx, 0). It fluctuates quickly with the short period set by the time for
a sound wave to pass across the whole system. The magnitude of the fluctuation
also decays faster than the transversal mode. In the low Mach number limit of our
applications, sonic effects have a negligible influence on the long time scale bulk
hydrodynamics, and do not affect the transport of the charges. With fast sound
waves eliminated, the incompressible hydrodynamic equations allow us to use a much
larger time step.
4.3.2 Matching Bulk Diffusion in SELM and MD
In SELM simulations, Eq. (4.11) models the particle dynamics and its coupling
with the local fluid at short time scales. At long time scales, the particle dynamics
is governed by the underlying continuum fluid dynamics modeled by Eqs. (4.21)
and (4.22). With the Eulerian mesh and the interpolation scheme given, the only
adjustable parameter in Eq. (4.11) is the bare friction coefficient Γbare.
We determined Γbare by tuning its value in a series of SELM simulations of neutral
test particles in a bulk fluid system with size 34σ × 34σ × 8.5σ, until the measured
diffusion coefficient matched the self diffusion coefficient of the neutral fluid particles
in the corresponding MD system. Since ions and neutral particles have the same
interactions, this strategy is equivalent to matching the diffusion coefficient for the
ions as long as they are in the low concentration limit. However, the latter approach
has a greater computational cost because of the small number of ions.
For SELM simulations to calibrate Γbare, the test particles are taken to be neutral
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mass points with zero inter-particle interactions. Thus, there is no force spread back
to the continuum fluid equations. The diffusion is not affected by the number of test
particles in the system. Therefore, one does not need to remain in the dilute limit
and can simulate enough test particles to achieve a desirable sampling efficiency.
To measure the diffusion coefficient, the mean square displacement of the particles
along each direction i,
fMSD,i(t) =< [ri(t)− ri(0)]2 >, (4.43)
is calculated from the simulations with an efficient sampling method described in Ref.
[96]. Following the Einstein relation,189 the diffusion coefficient is then determined












We found the best fit when the bare friction coefficient was Γbare = 15.93m/τ . The
resulting time derivative of the mean-squared displacement is compared with MD re-
sults in Figure 4.5. The y-direction results are not shown since they are identical to
the x direction in this case. Atomistic effects dominate at short time scales. The
147




















Figure 4.5: Slope of the mean square displacement function [Eq. (4.45)] with respect
to time, for systems with Lx×Ly×Lz = 34σ×34σ×8.5σ (squares and diamonds) and
17σ × 68σ × 8.5σ (triangles). MD and SELM results are plotted as closed and open
symbols, respectively. The symbol orientation indicates the direction of displacement:
x (squares) and z (diamonds) directions for the 34σ×34σ×8.5σ systems; x (upward),
y (downward) and z (rightward) directions for the 17σ × 68σ × 8.5σ systems.
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SELM curve exhibits a quick rise within the short initial time period ∼ 0.1τ . This
is associated with the inertial relaxation of the particle due to the frictional damping
force, −Γbare(u−Uref (r)), and the relaxation time scale is set by the particle’s mass
and the bare friction coefficient, ∼ m/Γbare. The MD curve shows a quicker rise in
the short inertial time followed by a small drop which is due to collisions with neigh-
bors. At longer time scales (& 1τ), the hydrodynamic fluctuations become dominant,
leading to slow increases in both of the curves. The two curves collapse nicely with
each other for time scales longer than around 5τ , and saturate together after around
50τ , which is associated with the lifetime of the lowest transverse hydrodynamic
mode (with the longest wavelength Ly). Therefore, the diffusion coefficients can be
determined from the plateau values after the saturation, and the SELM simulation
accurately reproduces the MD result, Dx = 0.0753± 0.0002σ2/τ .
Note that the diffusion in the z direction shows different behavior for MD simula-
tions (Figure 4.5). This is because of additional damping from the Langevin thermo-
stat. At the short inertial time scale, the MD curve rises to a lower peak than for the x
direction. For times greater than 1τ , the curve remains constant, leading to a smaller
diffusion coefficient than in the other two directions, Dz = 0.0635±0.0002σ2/τ . This
is because the long time scale hydrodynamic modes of the z-direction velocity are
damped to zero by the Langevin thermostat. This is consistent with our model for
the continuum fluid dynamics which assumes a two-dimensional flow field for the x
and y directions and a zero flow background in the z direction. Correspondingly,
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the SELM simulation is implemented differently in the z direction: imposing a zero
background reference velocity and a different input value for the friction coefficient,
Γbare,z = 17.30m/τ , where the classical Langevin dynamics [Eq. (4.9)] is recovered.
As shown in Figure 4.5, this produces a nice agreement with the MD result in the z di-
rection. Note that the difference in diffusion constants along x and z can be reduced
by lowering the Langevin thermostat damping constant. Using other thermostats
such as DPD produces other artifacts including an increased viscosity.
With the bare friction coefficients determined , we further test the SELM approach
for a variety of systems with different sizes. Previous studies124,131,214,217,237–239 have
shown that due to long-range hydrodynamic interactions, the diffusive mass transport
can exhibit a significant dependence on the finite system size. This can be well
described within the framework of incompressible Stokes flow. In general, a larger
system size allows more transverse modes which fluctuate with longer wavelengths and
lifetimes, and thus produce a larger diffusion coefficient. For cubic three-dimensional
periodic systems, a simple 1/L scaling was found as the leading order of the system size
effect on the diffusion coefficient, where L denotes the system size.124,131,214,217,237–239
Figure 4.5 demonstrates the results from an example where the system size is
modified to 17σ × 68σ × 8.5σ. Comparing the MD curves with the 34σ × 34σ × 8.5σ
results, the z-direction result is unaffected, since hydrodynamic effects are eliminated
for the z direction. The curves in the x and y directions remain unchanged in the
regime t . 1τ since the short-time dynamics remains the same. At longer time scales,
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f ′MSD,x(t) and f
′




is lifted upward in the hydrodynamic regime t & 5τ and the saturation time is post-
poned. As a result, Dx is increased by around 15 percent. In contrast, the diffusion
is suppressed in the y direction, where Dy is reduced by around 5 percent. The ob-
servation that growing the system size along one direction increases the degree of
diffusion along the other reflects the incompressible nature of the underlying fluctu-
ating hydrodynamic effects. For example, the enhanced diffusion in the x direction is
due to the enhanced time correlation of the x-direction velocity in the long time tail
which is mainly associated with the long-wavelength transverse modes added by the
elongated system length in the y dimension.
With the given bare friction coefficients and the incompressible Navier-Stokes
fluctuating hydrodynamic model, the SELM simulation can accurately reproduce the
f ′MSD(t) curves for the for the whole time range after around 5τ . Γbare is only associ-
ated with the short-time relaxation of the particles. The correctly tuned value should
apply to SELM simulations of different systems as long as the underlying short-time
dynamics in the associated all-atom MD systems remain the same. Therefore, we
take Γbare,x = Γbare,y = 15.93m/τ and Γbare,z = 17.30m/τ for all the other simulations
in this study.
The time-coupling interval, ∆tC , is another parameter in the SELM model that
needs to be justified. We have verified that varying ∆tC from the atomic time step
∆tMD up to 2τ (at small ∆tC , ∆tNS was also adjusted to match ∆tC) produces neg-
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ligible differences in the results. Further increasing ∆tC will increase the diffusion
coefficient, since ∆tC is reaching the time scale associated with important hydrody-
namic effects.
We have also checked the shear viscosity from the different MD systems. According
to the Green-Kubo formula,96,188 the shear viscosity can be evaluated from the time






< Txy(0)Txy(t) > dt. (4.46)












(xi − xj)Fy,ij], (4.47)
where Fy,ij denotes the y component of the force exerted on particle i from j. In
agreement with the previous studies,23,240 unlike the self diffusion coefficient, the
shear viscosity is barely affected by the variation of system size. Therefore, one can
safely use µ = 2.14ετσ−3 for systems with different geometries.
4.3.3 Dynamical Channel Flow
In this subsection, we begin to demonstrate our hybrid scheme in the channel flow
geometry. The fluid is confined between two parallel flat solid walls at y = 0σ and
y = Ly = 54.4σ. The spatial periods along x and z directions are Lx = 34σ and
Lz = 8.5σ, respectively. The setup of the simulation is symmetric with respect to the
x-z plane at the center of channel, i.e., y = Ly/2 = 27.2. For the lower half of the
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system, the MD simulation is performed in the region below y = 23.8σ (corresponding
to the y5 in Figure 4.2). The continuum fluid equations, [Eqs. (4.21) and (4.22)] are
solved in the region above y = 7.8σ (corresponding to the y0 in Figure 4.2).
To test our relaxed MD-continuum coupling scheme, we simulate a time varying
channel flow for a neutral fluid. Starting with zero mean velocity everywhere at time
t = 0τ , the flow is driven by moving the top wall along the x direction with a time
varying velocity,




where t0 = 100τ is the temporal period, and u0 = 1σ/τ . On the other side, the
bottom wall is kept fixed.
In Figure 4.6, we show the time evolution of the mean velocities at y = 11.9σ, 25.5σ
and 42.5σ, which are located at lower overlap, channel center, and the upper overlap
regions, respectively. The velocities are averaged over each row of the continuum mesh
cells and over a time period of 1τ . 240 simulations are performed for a further average
to achieve a desirable signal-noise ratio for the high time resolution. The excellent
agreement of the velocity evolution from the hybrid and continuum solutions reveals
that our hybrid scheme provides accurate momentum coupling at the MD-continuum
interface. Note that the MD and continuum solutions of the hybrid simulations closely
match with each other at y = 11.9σ and 42.5σ in the middle of overlap region where
the two descriptions are allowed to relax by themselves with no constraint between
them.
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Figure 4.6: The time evolution of x-direction velocities for dynamic channel flow
at different heights: y = 11.9σ, 25.5σ and 42.5σ, as represented by the separated
curves from the bottom to the top of the figure. The full MD, hybrid MD and hybrid
continuum results are presented by the red solid, blue dashed and green dotted lines,
respectively. The results at each height are averaged over the whole row of cells.
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4.3.4 Diffusion of Charges Between Between MD and SELM Regions
In this subsection we demonstrate that the coupling scheme allows free diffusion of
discrete charges between the different subdomains in a channel. A total of Ne = 160
positive test charges are added at random positions in the channel used in the previous
section. In the MD subdomain, neutral particles are chosen at random and assigned
a positive point charge e. In the continuum domain, ions are introduced at a random
position. The probability of being in the different domains is proportional to their
volume. The walls are not charged, thus a uniform distribution is expected for test
charges not close to wall, which provides a better sampling especially for the SELM
description in the bulk (comparing with the cases shown in Figure 4.8 of Section
4.3.5).
Figure 4.7 shows the mean concentration profile as function of y. The system is
still in the low concentration regime. To reach an acceptable signal-to-noise ratio,
the charge concentration is averaged over a time period of about 20000τ and over
240 independent realizations. Within the statistics (the relative error is around 1
percent), the hybrid scheme accurately reproduces the constant concentration pro-
file across the different subdomains. This manifests that the diffusivity of the test
charges is accurately matched across the subdomains with different descriptions. Bro-
ken lines indicate the boundaries of the regions where the charges change from the
SELM to MD description. Note that the charge densities associated with the SELM
(blue dashed lines) and MD (red dotted line) descriptions drop rapidly near their end
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Figure 4.7: Mean concentration profile of the test charges in the channel as a
function of y. The red dotted and blue dashed lines represent the portions of the
test charges of the MD and the SELM descriptions, respectively. The black solid line
indicates the total of the two. The vertical black dotted lines indicate boundaries
of the transition region between MD and SELM descriptions of charges, yMD and
ySELM . The boundaries of the y-axis indicate the positions of the wall surfaces.
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of the exchange region. The MD density is suppressed slightly farther in to the MD
region because assigning SELM charges to discrete atoms requires good alignment
between their centers (see Section 4.2.6). Note that the total charge density remains
constant within the statistical errors and shows no evidence of any change in behav-
ior. This demonstrates that the diffusive transport is uniform across the transition
region and that artifacts associated with the change in physical model are negligible.
This conclusion was confirmed by other tests using imposed sinusoidal concentration
gradients or other initial conditions.
4.3.5 Electroosmotic Flows in Flat Channels
In this subsection, we demonstrate the full hybrid scheme by simulating electroos-
motic flows in channels with flat walls. The channel geometry setup is the same as
in Sections. 4.3.3 and 4.3.4. At the beginning of the simulations, Ne = 160 positively
charged particles are created in the fluid by randomly assigning a unit charge e to a
neutral fluid particle in the MD subdomain or assigning a unit point charge e with a
random position in the continuum fluid subdomain. The solid atoms in the surface
layers (closest to the fluid) of the top and bottom walls are uniformly charged with
a negative value to ensure that the whole system is electrically neutral. The full
long-range Coulomb potential Eq. (4.5) is calculated between all charges using the
multigrid PPPM method.208 The fluid flow is driven by an external electrical field Ex
along the x direction. The results presented are evaluated by averaging over 1600τ
at steady state and up to 80 independent simulations. For comparison we also show
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simulations of Poiseuille-type flow produced by applying a constant gravity force Gx
to all molecules (and Fad,x = Gxρ for Eq. (4.21) in the bulk subdomain).
Figure 4.8 shows the mean profiles of the charge distribution ne as a function of
height y for Bjerrum length λB = 2.55σ and 0.64σ. Figure 4.9 shows a closeup of the
region near the wall. As in past studies,94,187,208,241–244 the ion concentration [Figure
4.9(a)] shows oscillations within 3 to 4 atomic diameters from wall. This is due to the
discrete nature of the particles and can be associated with layering of solvent molecules
[Figure 4.9(b)] with a period set by the preferred molecular spacing.22,25,95,148–157 The
ion concentration is highest at the peak associated with the first fluid layer and then
decays rapidly with distance from the wall. Note that the hybrid method accurately
reproduces the full MD results over the entire domain as the density varies by almost
4 orders of magnitude. This large density change is one of the challenges to single
scale methods.






where the concentration at the mid-plane ne,o is fixed by the total number of charges,
ỹ ≡ (y − Ly/2)/
√









The PBE makes a mean-field approximation that ignores direct correlations between
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ions.245–250 Since the interaction between ions equals the thermal energy kBT when
they are separated by the Bjerrum length, the PBE is accurate when neλ
3
B <<
1.247,251–256 Modified PB models have been developed to include the electrostatic
interaction between charges,247,248,255 but these improvements still neglect the atomic
size of the charges and solvent molecules.
The continuum solution provides a reasonable description of the atomistc results
in Figures 4.8 and 4.9(a) for λB = 0.64σ where neλ
3
B < 0.08. The main difference is
that continuum theory does not capture the layering near the wall. The continuum
prediction is wrong by a factor of 2 or more for λB = 2.55σ where neλ
3
B > 10. Based
on previous results,247 deviations from the PBE equations become important for water
when the surface charge density is larger than 0.1e/nm2 and we now show that this
may lead to significant errors in continuum predictions for electroosmotic flow.
Figures 4.10,4.11 and 4.12 show that the hybrid method accurately reproduces full
MD results for electroosmotic flow and constant force flow (Poiseuille type). Both
the mean fluid velocity and the mean velocity of the ions are shown. In all cases the
solutions from MD and SELM regions of the hybrid simulation are consistent and
continuous through the overlap region. They are also within statistical errors of the
full MD simulation. This level of agreement is only obtained because the overlap
region smoothly couples the continuum and discrete descriptions of the solvent and
the SELM provides an accurate model of ion motion in the bulk subdomain.
The difference between ion velocities and the mean flow profile in the bulk region
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Figure 4.8: Mean concentration profiles of charges ne as a function of height y in
the channel used to study planar electroosmotic flows. The blue triangles, and cyan
solid and black dashed dotted lines represent the full MD, hybrid and analytical PB
results for λB = 2.55σ. The green circles, red solid and black dashed lines represent
the full MD, hybrid and PB results for λB = 0.64σ. The vertical black dotted lines
indicate the positions of yMD and ySELM . The boundaries of the y axis indicate the
positions of the wall surfaces.
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Figure 4.9: Close up views of (a) the mean charge concentration ne and (b) the
total number density ntot as a function of y for the same systems presented in Figure
4.8. The blue triangles, cyan solid and black dashed dotted lines represent the full
MD, hybrid and analytical PB results for λB = 2.55σ. The green circles, red solid
and black dashed lines represent the full MD, hybrid and PB results for λB = 0.64σ,
respectively.
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provides a simple estimation for the effective mobility of the charges. The force from
the electric field on each ion is balanced by the drag from the surrounding fluid in
steady-state. The measured effective mobility is about 10 percent larger than the
value associated with the bare coefficient 1/Γbare [Eq. (4.9)], and it grows slowly as y
increases from 0 to the channel center. This is consistent with the SELM model. The
extra mobility is associated with hydrodynamic effects from the continuum flow field,
which influence the ions’ dynamics through the reference velocity Uref .
124,217 This
phenomena is related to the system-size dependent diffusion found in Figure 4.5.
The SELM description assumes the system is sufficiently near equilibrium that
linear response theory can be used. Figure 4.12 shows that the description remains
accurate even when the relative mean velocity of ions reaches about 20 percent of
the thermal speed. Further increasing Ex by a factor of 2 leads to disagreement in
the mean velocity profile of the charges in the bulk, mainly due to the failure of the
SELM approach. Note that non-linear behavior is already present in the MD region
of Figure 4.12 and is only captured because a full atomistic treatment is included. As
shown previously,22,23,94,208 non-Newtonian effects arise when the shear rate exceeds
about 0.1/τ and this applies to the first 3 fluid layers in the figure. The high shear
rate also leads to significant energy dissipation and temperature rise (∼ 10%) near
the wall.
Continuum theories for flow require additional input in the form of boundary
conditions at the solid wall. The most common is the Navier slip boundary condi-
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tion that assumes the jump in transverse velocity at the fluid-solid interface, ∆U , is




U = ∆U (4.51)
where Ls is the slip length and n denotes the normal direction (pointing into the
fluid) of the surface. We determined Ls from separate MD simulations using standard
methods.22,27,161,162,176 Planar shear (Couette) flow was imposed on the charged fluid
with λB = 2.55σ in the same geometry used for electroosmotic studies. The resulting
mean flow profiles were fit to the linear Couette solution. The fit velocity goes to
zero at y = 0.62σ while the first fluid layer is centered at about y = 0.85σ. Fluid
layering introduces some ambiguity in where ∆U should be defined. We plot results
for Ls = 0 and take 0.62σ as the reference plane where Eq. 4.51 is applied. Sensitivity
to changes in the reference plane are discussed at the end of this section.
The continuum electroosmotic flow profile is obtained using the force from the
electric field on the equilibrium PBE charge density [Eq. (4.49)] and the Navier-





{log[cos2(ỹbc)]− log[cos2(ỹ)] + 2L̃stan(ỹbc)}, (4.52)
where ỹbc = L/2
√
2λD is the value at the boundary and L̃s = Ls/
√
2λD.
Figure 4.10 contrasts the flow profiles for electroosmotic and gravitational flow.
The constant gravitational force was set toGx = 0.00035ε/mσ, so that the two profiles
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correspond to about the same net mass flow rate. For planar flow the second derivative
of the velocity is proportional to the local force. Since the gravitational force is
uniform, the flow profile has a simple parabolic form. In contrast, the high density of
charge at the walls leads to a correspondingly high curvature for electroosmotic flow.
The profile becomes almost pluglike in the central region where the charge density
is orders of magnitude smaller. For the case shown, the fluid velocity reaches half of
the peak velocity by the first fluid layer at y = 0.85σ. Any small change in charge
density or flow boundary condition has a profound affect on the near-wall velocity
rise that propagates across the entire channel. The width of the charge distribution is
set by the screening length rather than the channel width, and the extreme sensitivy
to charge density near the wall remains even for wide channels.
The continuum solution for gravity driven flow in Figure 4.10 provides an accu-
rate description of the hybrid and full MD solutions. In contrast, the prediction for
electroosmotic flow is lower near the wall and significantly higher in the central re-
gion. The PB solution overestimates the charge concentration over the whole domain
outside the first fluid layer (Figure 4.8). Since the force is proportional to the local
curvature in the velocity, spreading the same force over a wider height range produces
a larger net change in velocity.
Figure 4.11 shows the velocity profile for λB = 0.644σ where continuum theory
gave the correct charge density. There is a correspondingly accurate description of
the flow profile. Note that decreasing λB leads to a larger screening length. Since the
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charge is spread farther from the wall, the force is more spread out and the net flux
is increased almost 4-fold compared to Figure 4.10.
The rapid change in velocity near the wall makes the electroosmotic flow profile
very sensitive to slip boundary condition. As noted above, the slip boundary condition
depends on the plane at which the condition is applied, which is uncertain on the scale
of the layer separation (∼ σ).134,176 Gravity driven flow is barely affected by such
small shifts in the position of the reference plane, but large changes can be produced
in electroosmotic flow. For example in the examples above we took the boundary of
the fluid to be at the height 0.62σ where the Couette velocity reached zero. Shifting
the reference plane to the height of the first fluid layer at 0.85σ implies a small slip
length Ls = 0.23σ. This slight shift in boundary condition increases the peak flow
velocity from the continuum solution by 10% for λB = 0.64σ and 25% for λB = 2.55σ.
This extreme sensitivity is an important motivation for our hybrid approach which
uses a complete atomistic treatment at the wall that captures all affects from fluid
boundary conditions, layering, and charge distribution.
4.3.6 Electroosmotic Flow in Channels with Sinusoidal Corrugations
In this subsection, we further demonstrate the performance of our hybrid scheme
in systems with more complicated geometries. Sinusoidal corrugations are added to
the solid walls used in the previous section with all other parameters kept fixed. As
illustrated in Figure 4.13 two different methods are used to generate the sinusoidal
corrugations in the atomic walls, resulting in two types of surfaces. In both cases the
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Figure 4.10: Mean flow profiles for electroosmotic flow with λB = 2.55σ and Ex =
0.32ε/σe and gravity force driven flow with Gx = 0.00035ε/mσ. The blue diamonds,
red pluses and black up-pointed triangles represent the full MD, hybrid MD and
hybrid continuum results for electroosmotic flow. The blue squares, red crosses and
black down-pointed triangles represent the full MD, hybrid MD and hybrid continuum
results for gravity driven flow. Each hybrid continuum data point corresponds to the
mean velocity over the whole row of cells at each given height. Each of the full MD
and hybrid MD data points is averaged over a slab with a thickness equal to half a
continuum cell h/2 = 1.7σ. Note that the data point closest to the wall corresponds
approximately to the first fluid layer above the surface. The mean velocities of the
charges in electroosmotic flow are also averaged within these small slabs and plotted
as blue dashed (full MD) and red dotted (hybrid) curves. The continuum analytical
solutions are plotted as green solid curves. The vertical black dotted lines indicate
the positions of yMD and ySELM . The boundaries of the y axis indicate the positions
of the wall surfaces.
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Figure 4.11: Mean flow profiles for electroosmotic flow with λB = 0.64σ and Ex =
0.32ε/σe. The blue diamonds, red pluses and black up-pointed triangles represent
the full MD, hybrid MD and hybrid continuum results for electroosmotic flow. Each
hybrid continuum data point corresponds to the mean velocity over the whole row
of cells at each given height. Each of the full MD and hybrid MD data points is
averaged over a slab with thickness h/2 = 1.7σ. Note that the data point closest to
the wall corresponds approximately to the first fluid layer. The mean velocities of the
charges in electroosmotic flow are also averaged within these small slabs and plotted
as blue dashed (full MD) and red dotted (hybrid) curves. The continuum analytical
solutions are plotted as green solid curves. The vertical black dotted lines indicate
the positions of yMD and ySELM . The boundaries of the y axis indicate the positions
of the wall surfaces.
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Figure 4.12: Mean flow profiles for electroosmotic flow with λB = 2.55σ and Ex =
3.2ε/σe. The blue diamonds, red pluses and black up-pointed triangles represent
the full MD, hybrid MD and hybrid continuum results for electroosmotic flow. Each
hybrid continuum data point corresponds to the mean velocity over the whole row
of cells at each given height. Each of the full MD and hybrid MD data points is
averaged over a slab with thickness h/2 = 1.7σ. Note that the data point closest to
the wall corresponds approximately to the first fluid layer. The mean velocities of the
charges in electroosmotic flow are also averaged within these small slabs and plotted
as blue dashed (full MD) and red dotted (hybrid) curves. The continuum analytical
solutions are plotted as green solid curves. The vertical black dotted lines indicate
the positions of yMD and ySELM . The boundaries of the y axis indicate the positions
of the wall surfaces.
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Figure 4.13: Sinusoidal wall surfaces at the channel bottom with two different atomic
geometries: (upper) bent surface; (lower) stepped surface. The horizontal dashed lines
denote the height y = 0σ for reference. Arrows indicate the values of x where the
vertical velocity profile is shown in Figure 4.15 and h is the width of the cells used in
the continuum domain.
169
CHAPTER 4. MULTI-SCALE SIMULATION METHOD FOR
ELECTROOSMOTIC FLOWS
top and bottom walls are mirror images of each other about the plane at the channel
center y = Ly/2.






where As and λs are the amplitude and wavelength of the sinusoidal roughness, re-
spectively. The mean height of the outer layer of surface atoms is maintained at
y = 0.
Stepped surfaces are created by cutting a crystalline surface rather than displacing
atoms. Atoms of the original crystal are removed if their initial height is above ys(x).
Special care is taken so that the mean height of the outer surface atoms is at y = 0.
The stepped surface approximates the sinusoidal profile by a series of discrete steps
at sharp edges and may be more representative of rough crystal surfaces.
As for planar electroosmotic flows, Ne = 160 ions with unit charge are placed at
random positions. Solid atoms at the surfaces are charged uniformly to ensure that
the system is electrically neutral. The dielectric constant is set so λB = 2.55σ, and
the external electric field is Ex = 0.32ε/eσ. For comparison, the results of the gravity
driven flow with Gx = 0.00035ε/mσ are also presented.
Figures 4.14 and 4.15 illustrate the velocity profiles for flow over a bent surface
with wavelength λs = Lx = 34σ and amplitude As = 5ay = 3.54σ, where ay = 0.71σ
is the distance between the (001) layers of the FCC crystal of the original planar
170

















Figure 4.14: Profiles of the horizontal velocity Ux for bent surfaces with As = 3.54σ
and λs = 34σ. The flow varies with x and is shown for x = 0σ. The blue diamonds,
red pluses and black up-pointed triangles represent the full MD, hybrid MD and
hybrid continuum results for electroosmotic flow with λB = 2.55σ and Ex = 0.32ε/σe.
The blue squares, red crosses and black down-pointed triangles represent the full
MD, hybrid MD and hybrid continuum results for gravity driven flow with Gx =
0.00035ε/mσ. Each of the full MD and hybrid MD data points is defined according
to the continuum grid for Ux and represents the mean velocity within the volume of
a continuum cell. The boundaries of the y axis indicate the mean heights of the wall
surfaces.
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Figure 4.15: Profiles of the vertical velocity Uy for bent surfaces with As = 3.54σ
and λs = 34σ for (a) electroosmotic flow with λB = 2.55σ and Ex = 0.32ε/σe and
(b) gravity driven flow with Gx = 0.00035ε/mσ. The blue diamonds, red pluses and
black up-pointed triangles represent the full MD, hybrid MD and hybrid continuum
velocities at x = h/2 = 1.7σ based on the staggered mesh of the continuum solver.
The blue squares, red crosses and black down-pointed triangles represent the full MD,
hybrid MD and hybrid continuum results at x = 4.5h = 15.3σ.
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wall. The curved surface leads to two-dimensional flows, thus we can further test the
performance of our hybrid scheme under a situation with consistent mean flows across
the overlap region. Once again, hybrid results are smooth and continuous through
the transition from MD to SELM regimes and show a remarkable agreement with full
MD results. Similar accuracy was found in all cases considered.
Figure 4.15 shows vertical velocity profiles for the y-z planes at x = 0.5h and
x = 4.5h (as marked in Figure 4.13). The profiles display a nice symmetry about
the positions of the wave crest at x = 2.5h, showing that the flows are well into
the Stokes regime.258 Curving the surface generates a larger vertical velocity for
electroosmotic flow than for gravity driven flow. Since the electroosmotic driving
force is concentrated close to the wall rather than being uniformly spread, a larger
portion of the fluid is driven to climb over the surface corrugations, leading to a larger
energy dissipation. As a result, the surface corrugation produces a greater relative
reduction in the net flow rate for the electroosmotic flows,208 as shown in Figures 4.16
and 4.17.




for gravity driven and electroosmotic flow over bent and stepped surfaces as a function
of the amplitude As for wavelength λs = Lx. The electroosmotic flow rate drops by
more than 40 percent as the amplitude increases to As = 5ay = 3.54σ. Stepped sur-
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Figure 4.16: Mass flow rate as a function of the amplitude As normalized by the
interlayer distance ay with constant wavelength λs = 34σ for both the electroosmotic
(triangles) and gravity driven (diamonds and squares) flows. The symbol orientation
indicates the type of surface: bent (squares and down-pointed triangles) or stepped
(diamonds and up-pointed triangles). The hybrid and full MD results are represented
by the solid and open symbols, respectively.
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Figure 4.17: Mass flow rate as a function of Lx/λs with constant amplitudeAs = ay =
0.81σ, for both electroosmotic (triangles) and gravity driven (diamonds and squares)
flows. The symbol orientation indicates the type of the surface: bent (squares and
down-pointed triangles) or stepped (diamonds and up-pointed triangles). The hybrid
and full MD results are represented by the solid and open symbols, respectively.
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faces produce a faster initial reduction in Q because of the increased drag associated
with the step edges. Their impact is pronounced because the charges contributing
most to the driving force are in the first fluid layer where they are easily trapped by
edges. The difference is suppressed at large amplitudes where the spacing between
step edges approaches the lattice constant and new facets are generated. Very similar
affects are seen in Figure 4.17 where the amplitude is fixed at As = ay = 0.71σ and
the number of wavelengths per system size, Lx/λs is varied. As found in Ref. [208],
the effect of roughness is reduced as the wavelength increases, and tends to saturate
at large λs,
As mentioned above, the gravity driven flow rate decreases much more slowly with
increasing roughness. The effects of the variation in As and λs has been studied both
analytically29,38,180–182 and numerically.35,36,44 It has been shown that Q decreases
linearly with A2s/λs when As is small and with As when As is large. We find our
results for As . 2ay and As & 2ay correspond well to the former and the latter
predictions, respectively. Note that the difference between bent and stepped surfaces
is also suppressed. Once again the lower fluid velocity and velocity gradient make
gravity driven flow less sensitive to surface details.
The difference between stepped and bent surfaces highlights the importance of
atomic details at the solid surface in determining electroosmotic flows. Accurately
coupling a fully-resolved near-wall molecular dynamics simulation with well modeled
bulk dynamics is the only way of ensuring that these details are completely captured.
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The results presented in this section show that our hybrid scheme achieves this goal
and demonstrates a remarkable agreement with full MD simulations.
4.4 Summary and Conclusions
In this work, we have developed a multi-scale hybrid scheme to simulate electroos-
motic flows. Following the idea of domain decomposition,97,98,192 molecular dynamics
is used in the near-wall subdomain where the atomistic details are important, while
the continuum hydrodynamics are solved in the remaining bulk region. The two
descriptions are coupled in a finite overlap region. Charges are included in the sim-
ulations and their long-range electrostatic interactions are solved with a multi-grid
particle-particle particle-mesh method208 throughout the entire domain. A discrete
description of ions is retained in the continuum bulk region because of the low density
of ions and the long-range of electrostatic interactions. A stochastic Euler-Lagrangian
method is used to simulate the dynamics of these ions coupled to an implicit contin-
uum fluid. Thermal fluctuations are incorporated in the continuum hydrodynamics,
so that the diffusive transport of the SELM ions can be accurately matched to the
MD description. The SELM and MD descriptions seamlessly exchange ions in the
middle of the overlap region.
The hybrid approach is validated against full molecular dynamics simulations for
different geometries and types of flows. A subject for our future studies will be
extending this approach to larger systems for practical applications. The computa-
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tional cost of the current hybrid simulation is roughly that of computing the LJ and
Coulomb interactions for the particles. The former is proportional to the size of the
MD domain. The calculation of the Coulomb potential involves solving a Poisson
equation over the entire domain,208 and the cost increases with the total system size.
However, this can be sped up by using a spatially adaptive mesh with fine grids only
in the near-wall region where the charge density is high, which can be naturally im-
plemented through the multigrid PPPM method.208 The continuum hydrodynamic
solver can be accelerated in the same manner when necessary.100,259
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[213] M. O. Robbins and M. H. Müser, “Computer simulations of friction, lubrication
and wear,” in Handbook of Modern Tribology, B. Bhushan, Ed. Boca Raton:
CRC Press, 2000 (cond-mat/0001056), pp. 717–765.
[214] A. J. Ladd, R. Kekre, and J. E. Butler, “Comparison of the static and dynamic
properties of a semiflexible polymer using lattice boltzmann and brownian-
dynamics simulations,” Phys. Rev. E, vol. 80, no. 3, p. 036704, 2009.
[215] N. K. Voulgarakis, B. Z. Shang, and J.-W. Chu, “Linking hydrophobicity and
hydrodynamics by the hybrid fluctuating hydrodynamics and molecular dynam-
ics methodologies,” Phys. Rev. E, vol. 88, no. 2, p. 023305, 2013.
208
BIBLIOGRAPHY
[216] A. M. Roma, C. S. Peskin, and M. J. Berger, “An adaptive version of the
immersed boundary method,” J. Comput. Phys., vol. 153, no. 2, pp. 509–534,
1999.
[217] B. Dünweg and A. J. Ladd, “Lattice boltzmann simulations of soft matter
systems,” Adv. Polym. Sci., vol. 221, p. 89, 2009.
[218] A. Chatterji and J. Horbach, “Electrophoretic properties of charged colloidal
suspensions: Application of a hybrid md/lb method,” Math. Comput. Sim.,
vol. 72, no. 2, pp. 98–102, 2006.
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