Abstract: One of the most important stages of creating DEMs is the selection of a suitable interpolation algorithm. In this paper I decided to take a look at the most popular methods of data interpolation: Inverse Distance Weighting, Natural Neighbour, Spline, Radial Basis Functions, Local Polynomial and Kriging. As the research area served fragment (20 km 2 ) of the Silesian Upland with diversified relief. I analysed visual effects (3D view and profiles), summarized the basic geomorphometric statistics (heights, local relief, slopes, aspects, curvatures) and an assessment of the vertical accuracy of developed models (RMSE and result conformity) have made. After conducted studies it can be stated, that the best interpolation methods for analyse of the relief are Natural Neighbour and Kriging, because they do not create any artefacts.
Introduction
The current broad access to world-wide digital elevation data such as SRTM (Farr et al. 2007 , Nering 2009 ) or very high resolution digital elevation models (DEMs) such as Light Detection And Ranging (LiDAR, Wehr and Lohr 1999) makes, that geomorphologists more often reach for them and use as an important data source. Geomorphometry, which deals with the quantitative land-surface analysis (Pike et al. 2009 ) increasingly becomes an important part of geomorphological analysis, where the idea of objective research can be carried out.
Elevation data, no matter whether it comes from high-scanning (LiDAR), field measurements (GPS, tachymeter) or topo-maps digitalization, are collections of point data, i.e. a discrete, discontinuous. Visiting every location in a study area to measure the elevation, concentration, or magnitude of a phenomenon is usually difficult or expensive. Instead, one can measure the phenomenon at strategically dispersed sample locations, and predicted values can be assigned to all other locations. Input points can be either randomly or regularly spaced or based on a sampling scheme. Surface interpolation tools create a continuous prediction surface from sampled point values. Interpolation is collection of methods that allow estimate values for locations where no samples have been taken. Interpolation predicts values for cells in a raster from a limited number of sample data points. It can be used to predict unknown values for any geographic point data, such as elevation, rainfall, chemical concentrations, noise levels, and so on.
Many interpolation methods refer to Tobler's First Law of Geography (Tobler 1970) . The basis of interpolation techniques is assumption, that spatially distributed objects are spatially correlated. Things that are close together tend to have similar characteristics, the values of points close to sampled points are more likely to be similar than those that are farther apart. Problems of interpolation methods are not new in the literature of the terrain models (Isaaks and Srivastava 1989 , Wood and Fisher 1993 , Declercq 1996 , Carrara et al. 1997 , Wise 1998 , Zimmerman et al. 1999 , Mitas and Mitasova 1999 , Wilson and Gallant 2000 , Sinha et al. 2002 , Yang et al. 2004 , Li et al. 2005 , Yilmaz 2007 , Kemp 2008 and it is known that DEMs can vary in quality depending on their method of creation (Wise 2011 ). It's just the choice of the appropriate interpolation method influ-ences the final result -digital elevation model, and followed derivatives and the resulting maps. In short -mismatched interpolation algorithm leads to false and low quality DEM, and this in turn leads to erroneous conclusions. Starting the work with elevation data one should be aware of the differences between interpolation algorithms in order to find the best one.
Modern GIS software lets better and more efficiently, than ever before, use the tools to create DEMs. Good quality DEM is basis of geomorphometry research, because as we know relatively small errors in elevation values in a DEM can produce large errors in the result maps. Florinsky (1998) pointed out that the quality of land surface parameters and objects depends on several factors, among other things, the DEM gridding algorithm. Erdogan (2009) concluded that the magnitude and distribution of errors in a DEM were strongly related to the interpolation algorithm. In this article I take a look at the six most common interpolation methods available in the ArcGIS for Desktop (10.5) software, which showed promising results at the initial stage.
There were two goals in this research: 1. The main aim was to answer: How different interpolation methods influence the creating of DEMs? How interpolation techniques change the final image of the DEMs? The first, the visual effect was taken into account, i.e. shapes and spatial distribution of landforms (morphography) of entire study area. Secondly, I wanted to check whether different interpolation methods affect the quantitative changes of the relief characteristics of the created DEMs, i.e. whether the characteristics of the geomorphometric variables are similar? This is important in the geomorphological analysis with a quantitative description and characteristics of the relief of the study area. 2. The second issue was checking how densely the height measurements in the study area need to sample that the resulting DEM reflects the character of the topography properly. Three experiments with pointsets were conducted and only one of them gave satisfactory results. I decided to random selection of points with the given distance interval between each other. It was turned out that it is possible to create a model with the much lower resolution, but with the similar geomorphometric properties. Six gridded DEMs derived from set of height point data were compared. In the gridded DEMs the terrain is represented as elevations sampled on a regular grid (Weibel and Heller 1991) . Sometimes there are problems with elevations that are sampled on a regular grid, which may undersample the terrain in rugged areas and oversample it in smooth areas for this kind of DEMs. I evaluated visual effect of the created DEMs (3D view and profile), compared to quantitative statistics (altitudes, local relief, slopes, aspects, curvatures, length and density of the contour lines) to verify their statistical variability and at the end I calculated the elevation accuracy (RMSE and result conformity) with the benchmark data (Li-DAR DEM).
Study area
Study area is located in the south part of Poland in the Katowice Upland mesoregion, which is a part of the Silesian Upland (Kondracki 2001) . The midpoint of the research area is situated at 50° 21' N of latitude and at 19° 05' E of longitude (Fig. 1) . This area occupies 20.5 km 2 , which corresponds to the one sheet of Topographic Map of Poland 1:10,000 (1993). Geologically -the most important elevations of this area are made of resistant low-Triassic rocks, mainly dolomites, marls and sandstones, which are islands in the upper Carboniferous rocks (schists, mudstones and sandstones). The lowest places are covered with Pleistocene deposits of glacial sands and gravels (Biernat 1955) .
The study area lies on the border of two major morphological units: Tarnogórski Threshold on the north and Bytom-Katowice Plateau on the south (Gilewska 1986 ). In addition, a more detailed subdivision includes this area to the Dąbrowa Basin, and the southern part of the area belongs to the Czeladź Upland (Karaś-Brzozowska 1960). The research area was chosen intentionally, it was supposed to be morphologically diversified and contain both elements of natural relief character, as well as related to human activity. The relief of the area is diverse -local relief is 125 m and the average altitude is 291 m a.s.l. There are the highest elevations St. Dorothy Hill (381 m a.s.l.) and Parcina Hill (355 m a.s.l.) in the central part of the area. In the NW part of the area Wielonka river flows, while at the NE edge -Psarka river. There are strong human impacts on relief in the western part of the area -it is an old coal mine area and the former sand pit.
Although the study area is not large, the goal was to select a place with diverse relief (both natural and anthropogenic), with elevation differences more than 100 m and with a well-recognized topography. That's all in order to easy catch artefacts and anomalies. In the light of such assumptions -the study area meets these requirements.
Data and methods
The elementary source data were binary files in LAS format, containing a cloud of points derived from airborne laser scanning (LiDAR), recorded in accordance with the standard 1.2 (ASPRS 2008). In addition to information about height and the metric system PUWG-1992 (EPSG:2180) coordinates, these files contain, among other things, class information for the point and the intensity of reflections in three ranges of the visible part of the electromagnetic radiation corresponding to the red, green and blue colours (RGB values), obtained from aerial photographs. The area of the analysis was generally in urban area, so the average density of the points was as high as 12 pts m -2 (standard II), and the average height accuracy is ≤ 0.2 m (CODGiK 2015 , Wężyk 2014 . Each LAS file corresponds to the one sheet of the map at scale of 1:1,250 (approx. 0.5 × 0.5 km), so these 64 files made up the entire research area.
The second source data set was the terrain model in ESRI ASCII Grid format and I called it LiDAR DEM. This DEM de facto is the result of the processing of the point cloud (LAS files) to the continuous raster surface with horizontal resolution of 1 × 1 m and the same vertical accuracy (i.e. ≤ 0.2 m). This format consists of header information containing a set of parameters, which can be used to geocode the data. Although the header includes the coordinates of the lower left corner of the area covered by the grid the elevation data are given as strings of elevations, in row by row, starting from the upper left point on the grid (ANU Fenner... 2008) .
Preparing the data
In the first step, I filtered LAS files and left information about ground only, which according to the LAS 1.2 format corresponds to the classification of value 2 (ASPRS 2008). After this initial filtering, every LAS file contained average 2.4 million points, which corresponds to an average density of 7.5 pts m -2 for the entire research area. The Table 1 summarizes the basic statistics for the complete set of filtered LAS files data.
In this place, to avoid confusion, one should to explain -why and what did I use these LAS files for? My intention was not thinning or generalization dense LiDAR data, and I only needed a set of precise point elevation data with an accuracy similar to that derived from field measurements using RTK GPS class equipment. Due to the lack of such kind of data -I decided to obtain the selected elevation points from available LiDAR data.
Three experiments with selection of points in given distance interval between each other were conducted. The benchmark points with the distance interval of 100, 200 and 500 m on the entire study area were generated. In the next step, inside the LiDAR points -the closest neighbour points of the bench- (Fig. 3 ). This pointset has become elementary elevation data, that next were used to create DEMs. It should be noted, that while the maximum height values are understated and SD values are three times higher than in the raw source (LiDAR) data (see Table 1 vs Table 2 ), whereas the minimum and averages values are almost the same. In addition, the Table 2 shows that the skewness values are positive, reflecting the right skewed distribution of data, i.e. the focus of the heights is at low values, and the dominant number of observations have a value below the average. Such prepared point elevation data was used to generate DEMs using different interpolation algorithms.
Used interpolation methods
There are a variety of ways to derive a prediction for each location and each way produces predictions using different calculations. The interpolation tools are generally divided into deterministic and geostatistical methods. The deterministic interpolation methods assign values to locations based on the surrounding measured values and on specified mathematical formulas that determine the smoothness of the resulting surface (ESRI 2015) . The deterministic methods that have been used here were: Inverse Distance Weighting (IDW), Natural Neighbour, Spline, Radial Basis Functions and Local Polynomial.
The geostatistical methods are based on statistical models that include autocorrelation (the statistical relationship among the measured points). Because of this, geostatistical techniques not only have the capability of producing a prediction surface but also provide some measure of the certainty or accuracy of the predictions. Geostatistical method that I have been used was Kriging.
All the methods which have been chosen are typical and in common use in available GIS software packages. Table 3 lists the interpolation algorithms available in commercial (ArcGIS, Surfer) and free (SAGA GIS, QGIS) software packages. Due to methodological limitations (i.e. using only point elevation data for interpolation) I decided not to use the ANUDEM method.
First method was Inverse Distance Weighted. IDW interpolation reflects that things that are close to one another are more alike than those that are farther apart. IDW assumes that each measured point has a local influence that diminishes with distance. This interpolation method determines cell values using a linearly weighted combination of a set of sample points. The weight is a function of inverse distance. The surface being interpolated should be that of a locational dependent variable. This method assumes that the variable being mapped decreases in influence with distance from its sampled location. The IDW is an inexact interpolation process. That is, the values that are interpolated won't exactly match the input points that are used. The IDW function should be used when the set of points is dense enough to capture the extent of local surface variation needed for analysis (Childs 2004) . Second method I used was Natural Neighbour. This interpolation finds the closest subset of input samples to a query point and applies weights to them based on proportionate areas to interpolate a value (Sibson 1981) . It is also known as Sibson or "area-stealing" interpolation. Its basic properties are that it's local, using only a subset of samples that surround a query point, and interpolated heights are guaranteed to be within the range of the samples used. It does not infer trends and will not produce peaks, pits, ridges, or valleys that are not already represented by the input samples. The surface passes through the input samples and is smooth everywhere except at locations of the input samples.
Third method was Spline. The Spline interpolation tool uses an interpolation method that estimates values using a mathematical function that minimizes overall surface curvature, resulting in a smooth surface that passes exactly through the input points. Conceptually, the sample points extrude to the height of their magnitude. The basic form of the minimum curvature Spline interpolation imposes the following two conditions on the interpolant: -the surface must pass exactly through the data points, -the surface must have minimum curvature.
The cumulative sum of the squares of the second derivative terms of the surface taken over each point on the surface must be a minimum (Mitas and Mitasova 1988) . There are two Spline types: regularized and tension. The regularized type creates a smooth, gradually changing surface with values that may lie outside the sample data range. The tension type controls the stiffness of the surface according to the character of the modelled phenomenon. It creates a less smooth surface with values more closely constrained by the sample data range (ESRI 2015) .
In the fourth method one used Radial Basis Function to interpolate a surface. Radial Basis Functions are a series of exact interpolation techniques; that is, the surface must pass through each measured sample value (Carlson and Foley 1991) . There are five different basis functions: Thin-plate spline, Spline with tension, Completely regularized spline, Multiquadric function and Inverse multiquadric function. Each basis function has a different shape and results in a different interpolation surface. In this case the best function turned out to be completely regularized spline. Radial basis functions are conceptually similar to fitting a rubber membrane through the measured sample values while minimizing the total curvature of the surface. The basis function you select determines how the rubber membrane will fit between the values (ESRI 2015).
The next method was Local Polynomial. This interpolation technique fits many polynomials, each within specified overlapping neighbourhoods. The search neighbourhood can be defined by using the size and shape, number of neighbours, and sector configuration. Local Polynomial interpolation fits the specified 
Interpolation from Points:
Networks -Statistics order (zero, first, second, third, and so on) polynomial using points only within the defined neighbourhood. The neighbourhoods overlap, and the value used for each prediction is the value of the fitted polynomial at the centre of the neighbourhood. Local Polynomial interpolation relies on the following assumptions: -the samples were taken on a grid (that is, the samples are equally spaced), -the data values, within the searching neighbourhood, are normally distributed. In practice, most datasets will not conform to these assumptions, and in these cases, the predicted values will be affected but not as much as the prediction standard errors. To help you decide if the results in certain areas are reliable or not, LP provides a spatial condition number surface (ESRI 2015) .
The last method was Kriging. This technique is an advanced geostatistical procedure that generates an estimated surface from a scattered set of elevation points. Unlike other interpolation methods, to use the Kriging tool effectively involves an interactive investigation of the spatial behaviour of the phenomenon represented by the z-values before one selects the best estimation method for generating the output surface (ESRI 2015) . Kriging assumes that the distance or direction between sample points reflects a spatial correlation that can be used to explain variation in the surface. The Kriging tool fits a mathematical function to a specified number of points, or all points within a specified radius, to determine the output value for each location. Kriging is a multistep process. It includes exploratory statistical analysis of the data, variogram modelling, creating the surface, and (optionally) exploring a variance surface (Royle et al. 1981 , Oliver 1990 .
In most cases, I used the default parameter settings. The Table 4 shows the properties of the main interpolation method parameters in the ArcGIS software.
Table 4. Parameters of used interpolation methods in ArcGIS
Interpolation method Settings in ArcGIS IDW Power (= 2) controls the significance of surrounding points on the interpolated value. A higher power results in less influence from distant points. It can be any real number greater than 0, but the most reasonable results will be obtained using values from 0.5 to 3 Search radius (= 12) defines which and how many of the input points will be used to interpolate the value for each cell in the output raster.
Natural Neighbour -

Spline
Spline type (= regularized) the type of spline to be used which yields a smooth surface and smooth first derivatives. Weight (= 0.1) Parameter influencing the character of the surface interpolation; it defines the weight of the third derivatives of the surface in the curvature minimization expression.
Number of points (= 12) the number of points per region used for local approximation
Radial Basis Functions
Kernel function (= completely regularized spline) the type of kernel that create the surface Search neighbourhood (max neighbours = 15; min neighbours = 10) max/min number of features to be included in each sector
Local Polynomial
Exploratory trend surface analysis (= 100) value between 0 and 100 (value of 0 is the same as using the Global Polynomial Interpolation method) Kernel function (= Expotential); Neighbourhood type (= standard); minimum neighbours (= 10); Bandwidth (= 99.99)
Kriging
Semivariogram properties (kriging method = ordinary; semivariogram model = spherical) the semivariogram model to be used. Search radius (= variable; number of points = 12) uses a variable search radius in order to find a specified number of input sample points for the interpolation; number of points -an integer value specifying the number of nearest input sample points to be used to perform interpolation
Results and discussion
DEMs were building in two resolutions: -in resolution suggested by the ArcGIS program (the default is the rule, that the system will take the shortest side of the study area and divide it by 250 to estimate the output cell size), -in resolution calculated after Hengl (2006) suggestions, who proposed the coarsest, the finest and the best (recommended) grid size (resolution).
Recommended grid resolution -this is a compromising resolution, usually set as the intermediate number between the coarsest and finest resolutions. I selected "best" option as the optimal. There are both proposals in the Table 5 .
Visual assessment of DEMs
Among the different interpolation methods available in ArcGIS I selected only those that during the first interpolation tests showed the best results. All methods shown herein meet the minimum requirements for the interpolation techniques, i.e. faithfully show the relief distribution of the test area, taking into account the characteristic landforms. In the first step six DEMs compared with each other visually (Figs 4 and 5) and with the benchmark data (LiDAR DEM). As one can see the overall spatial distribution of the relief in the study area is similar, and the hypsometry image of the DEMs generally agree with LiDAR DEM. This indicates good representation of the samples, which include important details of the terrain surface.
There are many small hills called bull's eyes in the IDW model, which are the result of irregular distribution of elevation points. Unfortunately, the visual effect is artificial and negative (Fig. 5B) .
The Natural Neighbour model is one of the best in this research. Although the basic equation used in Natural Neighbour interpolation is identical to the one used in IDW interpolation, the final surface is smoother (see Figs 5C and 6C ). Probably it is because of creation of curved covers around the sample points. There are no artefacts.
The Spline method was the best in creating hills and summit places; this method intelligent smoothed surfaces that passes exactly through the input points. Unfortunately this method created a sizable artefact at the site of the former sand pit in the SW part of the area (see Figs 5D and 6D) .
Another method -Radial Basis Function also quite well presented the image of the relief (Fig. 5E ), but here and there were a lot of beads, which are clearly visible on the profile (Fig. 6E) . Elevation areas are even more smoothed (flattened) than three previous methods.
Local Polynomial method, besides the two artefacts in the SW part (Fig. 5F ), which have reached abnormally high values, very well characterized the area, which can also see on the profile (Fig. 6F) . Table 5 . DEM resolutions recommended by Hengl (2006) and ArcGIS The last method -Kriging -proved to be by far the best in reconstructing the image of the relief (Fig.  5G ). Kriging gave a lot of small details (see Fig. 6A vs 6G) and did not create any artefacts or other errors.
Geomorphometric variables
In the second step I focused on geomorphometric parameters. I was taken into account: altitude, local relief, slopes, aspects, curvatures and length and density of contour lines. The elevation values are available in the statistics of the raster data. Local relief is just the difference between the highest and the lowest elevation value (true height) in the specified search window. Slope tool calculates the maximum rate of change in value from the centre cell to its neighbours. Aspect tool is just the slope direction. The values of each cell in the output raster indicate the compass direction that the surface faces at that location (ESRI 2015) . As the slope and aspect tools fit a plane to the z-values of a DEM 3 × 3 cell grid neighbourhood around the processing or centre cell, the true heights were calculating in the same 3 × 3 cell neighbourhood (Tabs. 6 and 7). The last parameters were length and density of contour lines generated with 1 meter interval. Length and the density of the contour lines express the degree of relief diversification, and some authors called it relief energy index (see Kozieł 2003) .
Because of the different models resolution (Table  6 ) in comparisons of the geomorphometric statistics below I decided to collated models with the same resolution (i.e. 17 × 17 m, but after closer examination of Table 6 it is easy to see that the differences of variables between 10 and 17 m DEMs of IDW, Natural Neighbour and Kriging methods are small).
All the models, except Spline and Local Polynomial (Table 6 ) correctly reflected altitudes: min 256.3 m, max 381.5 m, mean 291.3 m and SD 19.6 m), which were almost the same as in the LiDAR DEM (see the LiDAR source input data in Table 1) . What is interesting, Spline and Local Polynomial models through their artefacts disturbed only altitude range, while the mean altitude and standard deviation of the altitude are consistent with the other models.
Local relief (Table 6 ) up ranges from 8.2 to 16.5 m (without Spline and Local Polynomial models), but the average value of 1.1 to 2.3 m, and models in the same resolution (i.e. 17 × 17 m) differences were even smaller.
The maximum slopes for DEMs with a resolution of 17 m (without Spline and Local Polynomial models) took values from 13 to 21°, and the mean value common to all models (2.5°) and slope standard deviation (1.9 to 2.8°) confirm the overall gentle nature of the landscape. The curvature function displays the shape or curvature of the slope. The curvature values in Table 6 combines both the profile and planform curvatures. This is a general measure of the convexity of the landscape, where sinks and valleys are considered concave and peaks and high points are considered (Table 6 ). This shows that the Radial Basis Function model is the most smooth -at least when it comes to plan curvatures. The derivative of the total length of the contour lines is their density (m 100 m -2 ) which ranged average between 3.6 and 4.3 m 100 m -2 for the entire area. Due to the previously mentioned artefacts -Spline and Local Polynomial models are heavily inflated the value of contour lines. The last analysed geomorphometric variable was aspect. Table 7 shows the percentages of aspect for 8 basic directions. The most represented directions were ) and the least NW (7.5-8.4%) and N (7.9-9.6%). So it can be observed that the study area is the predominant E, SE and S aspect. Differences in the same direction for different DEMs (with 17 m resolution) are from 0.8 to 3.3%, but usually 1.5-2.0%. These differences are statistically insignificant and do not affect the general characteristics of the relief of the area. So, one can say that all tested interpolation methods coped successfully well with mapping of aspects.
Vertical accuracy of DEMs
The quality of the DEMs is essential for assessing their suitability and determines the quality of the geomorphometric (and geomorphological) analysis (Shearer 1990 , Desmet 1997 , Chaplot et al. 2006 , Reuter et al. 2009 ). Small errors in DEMs can produce large errors in derived values, especially second-order derivatives such as curvature (Florinsky 2002 , Wise 1998 . For the geomorphometric purposes it is extremely important the elevation accuracy, which is estimated by calculating the error. The error is the difference between elevation value from DEM and real elevation value. In this study, real elevation values represent LiDAR DEM mentioned above. The most commonly used measure of DEM quality, and the one published by data suppliers, is the Root Mean Square Error (RMSE). The RMSE is also an important parameter which is frequently used in GIS. The RMSE is used as an indicator of the accuracy of the spatial analysis. The RMSE is a measure of the differences between two datasets (DEMs). Each individual difference between the calculated and actual value is called a residual. The RMSE aggregates the residuals into a single measure. The RMSE is derived by squaring the differences between the actual and calculated values, adding these residuals together, dividing that by the total number of values, and taking the square root of the result. The RMSE is calculated as shown below (Wise 2011): where:
z p is the predicted elevation, z o the actual (observed) elevation. I estimated elevation accuracy of each interpolated DEM comparing it with the LiDAR DEM. The first -Root Mean Square Error values on the basis of all grid values of every DEMs were calculated. The results are shown in Table 8 . As one can see the greatest RMSE value is related to the Radial Basis Functions model (3.7 m), and the smallest -to the Local Polynomial (1.5 m). The RMSE in other DEMs varies 2-3 m. One should remember, that RMSE is averaged value and spread over the entire DEM (cellby-cell difference), so in this case the values ≥ 2.5 m are a relatively big errors.
When we look at the 'Difference' column in Table 8 we will see that the greatest differences in elevations are present in the Local Polynomial model (-115 and +181 m) and Spline (-23 and +86 m), but after the visual assessment of these models in 3D tool (ArcScene) we remember that these errors are one-time local artefacts (see black circles on Fig. 7C and E). The spatial distribution of the biggest positive differences in the models is associated with the highest places, and the biggest negative differences -with concave areas. Only in the Spline model the biggest positive differences found in the former excavation of sand, and the biggest negative differences -on a flat area.
The last thing to be considered was the result conformity of the elevations between DEMs. Result conformity values express how many percent of the grid 
Conclusions
My research lead to the following conclusions: 1. All interpolation methods (except Spline and IDW) overstate the terrain heights in the places of the main elevations, and underestimate in the lowest places. This causes the accentuating (enhancing) of the relief of the analysed area.
2. The Spline method showed the greatest positive differences in the sand excavation and negative differences -on a flat area; turn in the highest elevations -differences reached few meters (plus or minus). So one can say, that this method, except for artefacts which may occur, generally smoothes the relief. 3. There were the biggest errors in Spline and Local Polynomial methods. These errors are a number of local artefacts of a different elevation than real (from -115 to +181 m). However, taking into account the RMSE values (from 1.5 to 3.0 m) and result conformity of elevation with LiDAR DEM values (see Table 8 ) it must be recognized, that both methods well characterized of the morphology in the geomorphometric meaning. 4. All used interpolation techniques very well handled quantitative aspect characteristics of the study area. Regardless of the used method or resolution -the differences in percentage shares for the same aspect comparing with the LiDAR DEM were up to 3.5%, and usually less than 2%. 5. It turned out that the IDW, Natural Neighbours and Kriging models created in two different resolutions (10 and 17 m) had surprisingly similar geomorphometric variable values (see Table 5 ). The values of altitude, contour lines and the average true heights, slopes and curvatures were the same or nearly the same in both resolutions. The maximum true heights were greater in the 17 m models (which is apparent from the fact of taking into account the larger area for the calculations), and the maximum slope and curvature values are larger in the models of 10 m (which is also consistent with the observations, because a smaller field of analysis results a larger variety of curves, i.e. the smaller slope averaging). 6. After conducted studies -visual assessment of 3D models, comparing of geomorphometric variables, vertical accuracy and result conformity with the LiDAR DEM -it should be noted, that the best interpolation methods for analyse of the relief turned out to be the Natural Neighbour and Kriging. These models due to a lower resolution (than LiDAR DEM) are much less detailed, but did not create any artefacts. Although both methods are different in terms of handling (Natural Neighbour is simple and intuitive to use, and the only required input data are point elevation data, while Kriging is a powerful geostatistical tool with many definable parameters) they are both great coped successfully with properly relief mapping of the study area. 7. One can say, that in order to properly describe the relief of the selected area (on account of geomorphometric properties) it is not necessary to use huge sets of points derived from ALS (we say here about situation from geomorphological point of view). Sometimes one can thin the point clouds and leave points, spaced more or less regularly on the whole study area, with interval approx. 100 m among them, but still correctly reflecting the relief of any area (see Table 1 vs Table 2 ) in the given scale of accuracy. LiDAR data, with density up to 12 pts m -2 , obviously allow to create a model with a resolution of 0.5 × 0.5 m, while the data of the average density of 64 pts km -2 make possible to create a model with a maximum resolution of 10 × 10 m (i.e. 400 times less resolution!). Undoubtedly, this is important when analysing very small forms (microrelief), but in standard geomorphological research is not necessary.
