Abstract-The effect of time-domain and frequency-domain synchronization errors is quantified in the context of various coherently and noncoherently detected 1, 2, and 4 bits/symbol OFDM constellations, in order to demonstrate the wide applicability of the techniques proposed for mitigating the bit error rate (BER) performance degradations inflicted. A reference symbol is proposed and a range of correlation techniques are suggested for coarse and fine synchronization. Their performance is studied over time-dispersive Rayleigh fading channels, with the conclusion that the proposed synchronization techniques result in virtually unimpaired BERs over the range of wideband channels investigated in comparison to a perfectly synchronized system. Index Terms-DVB, HIPERLAN, OFM, synchronization.
University, Huber et al. at Erlangen University [29] , Lindner et al. at Ulm University [30] , Kammeyer et al. at Bremen University [31] , [32] , and Meyr et al. [37] , [44] at Aachen University; but the individual contributions are too numerous to mention. In the U.S., it has also been advocated for asymmetric digital subscriber loop (ADSL) applications. In Europe, it has been proposed furthermore for high-rate applications, such as 155-Mb/s wireless asynchronous transfer mode (WATM) local area networks [33] . These wide-ranging applications underline its significance as an alternative technique to conventional, channel equalization assisted serial modems [2] in order to combat signal dispersion [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Following the above brief historical overview of OFDM developments, in this paper we focus our attention on the various synchronization problems of OFDM schemes in the context of a range of coherently and noncoherently detected 1, 2, and 4 bits/symbol OFDM constellations, in order to demonstrate the wide applicability of the proposed techniques. A wide range of OFDM synchronization aspects were treated in [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] , although only [42] and [47] considered synchronization issues specifically over wideband frequency-selective channels. This paper contributes in the latter area by proposing a novel combination of algorithms for both OFDM frame and symbol synchronization as well as for frequency acquisition and fine tracking, invoking a unique reference symbol and two different correlation terms, concluding by quantifying the overall modem BER performance over frequency-selective fading channels, when using the proposed algorithms.
The paper is structured as follows. Section II quantifies the effects of synchronization errors in the above-mentioned modem schemes. Section III suggests a variety of time-and frequency-domain synchronization techniques, which are evaluated in terms of an OFDM system's bit-error-rate (BER) performance in Section IV, before concluding in Section V. Readers mainly concerned with the expected performance of the proposed synchronization schemes may prefer to bypass Sections II and III, and proceed to our performance section, namely Section IV.
II. OFDM PERFORMANCE WITH FREQUENCY AND TIMING ERRORS

A. Frequency Synchronization Errors
Carrier frequency errors result in a shift of the received signal in the frequency domain. If the frequency error is an integer multiple of the subcarrier spacing , then the received frequency domain quadrature amplitude modulated [2] (QAM) subcarriers are shifted by subcarrier positions. The subcarriers are still mutually orthogonal but the received data symbols, which were mapped to the OFDM spectrum, are now in the wrong position in the demodulated spectrum, resulting in a BER of 0.5. If the carrier frequency error is not an integer multiple of the subcarrier spacing, then energy is spilling over between the subcarriers, resulting in loss of their mutual orthogonality. Interference is then observed between the subcarriers, which deteriorates the BER of the system. Fig. 1 shows schematically the spectrum of the OFDM signal and the receiver's frequency sampling points in the presence of a frequency shift and the resulting interference between subcarriers. The amount of this intersubcarrier interference and its impact on the performance of an OFDM system can be evaluated by investigating the spectrum of the OFDM symbol, as it has been performed by Pollet et al. [20] .
B. Time Synchronization Errors
Unlike the frequency mismatch discussed above, time synchronization errors do not result in intersubcarrier interference. Instead, if the receiver's time-domain FFT window spans samples from two consecutive OFDM symbols, inter-OFDMsymbol interference occurs. Additionally, even small misalignments of the FFT window result in an evolving phase shift in the frequency domain symbols, leading to a BER degradation. Initially, we will concentrate on these phase errors.
If the receiver's FFT window is shifted in the received sampling stream, then the time shift property of the Fourier transform, formulated as describes the effects on the received symbols. Any misalignment of the receiver's FFT window will introduce a phase error of between two adjacent subcarriers. If the time shift is an integer multiple of the sampling time , then the phase shift introduced between two consecutive subcarriers is , where is the FFT length employed. This evolving phase error has a considerable influence on the BER performance of the OFDM system, clearly depending on the modulation scheme used. In a time-dispersive channel, the phase errors introduced by timing errors are superimposed on the channel's frequency domain transfer function, and their effect can be mitigated by differential encoding and detection, as will be demonstrated during our further discourse.
If the timing errors are so high that the FFT window of the receiver includes samples outside the data and guard segments of the current OFDM symbol, then the consecutive OFDM symbols interfere, severely affecting the system's performance. When the guard interval is followed by the data samples, a moderately delayed FFT receiver window may overlap with the next OFDM symbol, while an early FFT window will include samples of the data segment and the guard interval. The latter case will not introduce any interference, while the former case is much more detrimental to the performance.
This asymmetrical behavior is depicted in Fig. 2 (a) for a 512-subcarrier OFDM modem employing differentially detected quarternary phase shift keying (QPSK) in an AWGN channel. Without any channel equalization, an early receiver window shifted by up to six sampling instants, indicated by the hollow markers, does not affect the BER performance significantly. If the window is delayed, however, as indicated by the black markers, then the performance is degraded due to inter-OFDM symbol interference. A short cyclic postamble can be used to mitigate this effect for small timing errors. Fig. 2(b) depicts the performance of the modem using a cyclic postamble of ten samples, tolerating higher synchronization inaccuracies.
III. SYNCHRONIZATION ALGORITHMS
The results in Section II show that the accuracy of a modem's synchronization system greatly influences the overall BER performance. We have seen that carrier frequency differences between the transmitter and the receiver of an OFDM system will introduce additional impairments in the frequency domain caused by intersubcarrier interference, while FFT window misalignments in the time domain will lead to phase errors between the subcarriers. Both these effects will degrade the system performance and have to be kept to a minimum by the synchronization system.
In a TDMA-based OFDM system, the frame synchronization between a master station-in cellular systems generally the base station (BS)-and the portable stations (PS) has to be also maintained. For these systems, a BF reference symbol marking the beginning of a new time frame is commonly used. This added redundancy can be exploited for frequency synchronization and FFT-window alignment, if the reference symbol is correctly chosen.
In order to achieve synchronization with a minimal amount of computational effort at the receiver, while also minimizing the amount of redundant information added to the data signal, the synchronization process is normally split into an acquisition phase and a tracking phase, if the characteristics of the random frequency and timing errors are known. In the acquisition phase, an initial estimate of the errors is acquired, using more complex algorithms and possibly a higher amount of synchronization information in the data signal, whereas later the tracking algorithms only have to correct for small short-term deviations.
At the beginning of the synchronization process, neither the frequency error nor the timing information are known, hence synchronization algorithms must be found that are sufficiently robust to initial timing and frequency errors.
A. Coarse Frame and OFDM Symbol Synchronization
Coarse frame and symbol synchronization algorithms presented in the literature all rely on additional redundancy in the transmitted data stream. Claßen and Meyr [37] proposed an OFDM frame synchronization burst of at least three OFDM symbols per frame. Brüninghaus [24] suggested a reference symbol for easy frequency-domain frame start detection. For the ALOHA environment, Warner [38] proposed the use of a power detector and the subsequent correlation of a set of received synchronization tone phasors-embedded in the data symbols-with the known synchronization reference phasors. The received synchronization tones are extracted from the received time-domain signal using an iterative algorithm for updating the synchronization tone values once per sampling interval. For a more detailed discussion on these techniques the interested reader is referred to [37] and [38] .
B. Fine Symbol Tracking
Fine symbol tracking algorithms are generally based on correlation operations either in the time or in the frequency domain. Warner [38] and Bingham [39] employed frequency domain correlation of the received synchronization pilot tones with known synchronization sequences, while de Couasnon [40] utilized the redundancy of the cyclic prefix by integrating over the magnitude of the difference between the data and the cyclic extension samples. Sandell et al. [41] and van de Beek et al. [42] proposed using the autocorrelation properties of the received time-domain samples, imposed by the cyclic extension, for fine time tracking.
C. Frequency Acquisition
The frequency acquisition algorithm has to provide an initial frequency error estimate, which is sufficiently accurate for the subsequent frequency tracking algorithm to support fine tracking. Generally the initial estimate must be accurate to half a subcarrier spacing. Sari [36] proposed the use of a pilot tone embedded into the data symbol, surrounded by virtual subcarriers, so that the frequency-shifted pilot can be located easily by the receiver. Moose [43] suggested a shortened repeated OFDM symbol pair, analogous to his frequency tracking algorithm to be highlighted in the next section. By using a shorter DFT for this reference symbol pair, the subcarrier distance is increased and thus the frequency error estimation range is extended. Claßen and Meyr [37] , [44] proposed binary pseudonoise (PN) or so-called CAZAC training sequences carried by synchronization subcarriers, which can also be invoked for frequency tracking. Their frequency acquisition, however, is performed by a search for the training sequence in the frequency domain. This is achieved by means of frequency-domain correlation of the received symbol with the training sequence. Schmidl [45] suggests a blind algorithm for PSK or Star-QAM [2] modulation to resolve the ambiguity of the fine frequency synchronization algorithm proposed by Sandell [41] by a blind frequency error estimation step after the fine synchronization is performed. For burst-by-burst OFDM transmission, algorithms including a time-domain training sequence known to the receiver and preceeding the OFDM transmission bursts have been suggested by Lambrette et al. [46] and Házy [47] .
D. Frequency Tracking
Frequency tracking generally relies on an already-established coarse frequency estimation with an error of less than half a subcarrier spacing. Moose [43] suggested the use of the phase difference between subcarriers of repeated OFDM symbols, in order to estimate frequency deviations of up to half of the subcarrier spacing, while Claßen and Meyr [37] employed frequency-domain synchronization subcarriers embedded into the data symbols, for which the phase shift between consecutive OFDM symbols can be measured. Daffara [48] , Sandell [41] , and van de Beek [42] used the phase of the received signal's from (1) and (2) for two consecutive 64-slot TDD frames under perfect channel conditions. The peaks indicate the correct TDD frame and OFDM symbol synchronization instants, respectively. autocorrelation function, which represents a phase shift between the received data samples and their repeated copies in the cyclic extension of the OFDM symbols.
E. OFDM Synchronization by Autocorrelation
Both the frequency-and the time-synchronization control signals in the tracking mode can be derived from the received signal samples' cyclic nature, exploiting the OFDM symbols' cyclic time domain extension by means of correlation techniques. Originally, Moose [43] proposed a synchronization algorithm using repeated data symbols, and methods for the frequency error estimation employing the cyclic extension of OFDM symbols were presented by Daffara et al. [48] and Sandell et al. [41] , [42] . The frequency acquisition and frame synchronization proposed here are based on similar principles, employing a dedicated reference symbol exploited in the time domain [49] .
No added redundancy in the data symbols and no a priori knowledge of the synchronization sequences employed in the reference symbol is required, since only the repetitive properties of the OFDM symbols and those of the reference symbol (REF) in the proposed adaptive time division duplex (TDD) frame structure seen in Fig. 3 are exploited. All the processing is carried out in the time domain; hence, no FFT-based demodulation of the reference symbol is necessary.
F. Multiple Access Frame Structure
The proposed multiple access frame structure is depicted at the top of Fig. 3 , which is constituted by a null, reference, and 62 data symbols. The reference symbol is transmitted once per 64-symbol frame by the base station, and it is employed by the mobile stations in downlink synchronization.
1) The Reference Symbol: The proposed reference symbol shown in Fig. 4 was designed to assist in the operation of the synchronization scheme, and it consists of repetitive copies of a synchronization pattern SP of complex pseudorandom samples. As seen in the figure, the reference symbol is padded with negated copies of the synchronization pattern. The synchronization algorithm at the receiver needs no knowledge of the employed synchronization pattern, hence this sequence could be used for channel sounding training sequences or for base station identification signals. Note that there are three hierarchical periodic time-domain structures in the proposed framing scheme: the short-term intrinsic periodicity in the reference symbol of Fig. 4 , the medium-term periodicity associated with the quasiperiodic extension of the OFDM symbols, and the long-term periodicity of the OFDM frame structure, repeating the reference symbol every 64 OFDM symbols, as portrayed in Fig. 3 . The long-term reference symbol periodicity is exploited to maintain OFDM frame synchronization, while the medium-term synchronism of the cyclic extension assists in the process of OFDM symbol synchronization. A detailed discussion of this figure will be provided during our further discourse. Let us initially consider the macroscopic structure of the synchronization system in the next section.
2) Correlation Functions: The proposed synchronization algorithms rely on the evaluation of the correlation functions and , where is the index of the most recent input sample:
(1) (2) and represents the received complex signal samples, is the number of subcarriers per OFDM symbol, is the length of the cyclic extension, and is the periodicity within the reference symbol, as seen in Fig. 4 . The asterisk denotes the conjugate of a complex value.
is used for both frequency tracking and OFDM symbol synchronization-as will be shown below-expressing the correlation between two sequences of samples length, spaced by samples in the received sample stream, as shown in Fig. 5 . The second function, , is the corresponding expression for the reference symbol, where the period of the repetitive synchronization pattern is , as seen in (2) and Fig. 4 . In this case, samples are taken into account for the correlation, which are spaced by a distance of samples. Having defined the necessary correlation functions for quantifying the time-and frequency-synchronization error, let us now concentrate on how the synchronization algorithms rely on their evaluation.
G. Frequency Tracking and OFDM Symbol Synchronization
In this section, we consider details of the frequency tracking and OFDM symbol synchronization algorithms, which make use of , as defined by (1). This synchronization algorithm was originally proposed by Sandell et al. [41] , and assumes that a synchronization acquisition step has reduced the frequency error to be estimated to be less than half a subcarrier distance.
1) OFDM Symbol Synchronization:
The magnitude of is maximum, if is the last sample of the current OFDM symbol, since then the guard samples constituting the cyclic extension and their copies in the current OFDM symbol are perfectly aligned in the summation windows. Fig. 3 shows the simulated magnitude plots of and for two consecutive transmission frames, with and , under perfect channel conditions. The observed correlation peaks of can be easily identified as the last sample of an OFDM symbol. The amplitudes of the correlation peaks fluctuate, since the transmitted OFDM data symbols differ. The correlation peak magnitude is equal to the energy contained in the samples of the cyclic extension, and averages 50 for our system with and an average sample power of 1. The simulated accuracy of the OFDM symbol synchronization in an AWGN channel is characterized in Fig. 6(a) , where using a Gaussian channel was justified by the fact that the proposed synchronization schemes were initially tested in a 310-Mb/s data-rate portable wireless asynchronous transfer mode (WATM) system employing a high-gain directional antenna. This was necessary in order to maintain a realistic power budget design and support a bandwidth of 200 MHz, guaranteeing near-Gaussian channel conditions. In Section IV, however, we will characterize the peformance of our algorithm over frequency-selective Rayleigh channels. Observe in Fig. 6(a) that for SNRs in excess of about 7 dB, the histogram is tightly concentrated around the perfect estimate, typically resulting in OFDM symbol timing estimation errors below . However, since even slightly misaligned time domain FFT-windows cause phase errors in the frequency domain, this estimation accuracy can be improved by low-pass filtering the associated error estimates. Let us now concentrate on the issues of frequency tracking.
2) Frequency Tracking: A carrier frequency error of results in an evolving phase error of the received samples :
Clearly, the phase error difference between two samples and is a function of the frequency error and their time delay, and is given by . If the original phase difference between the two symbols and is known, and all other phase distortion is absent, then the phase difference error can be used to determine the frequency error .
As the time-domain samples of the cyclic extension or the guard interval are known to be a copy of the last data samples of the OFDM symbol, the frequency error can be estimated using each of these pairs of identical samples. To improve the estimation accuracy when exposed to noise and other channel impairments, averaging can be carried out over the estimates. The phase of at equals the averaged phase shift between the guard time samples and the corresponding data samples of the current OFDM symbol. As the corresponding sample pairs are spaced by samples, rearranging (4) leads to the fine frequency error estimation given by
Because of the ambiguity of the phase, the frequency error must be smaller than . Therefore, the initial frequency ac- quisition must ensure a rough frequency error estimate with an accuracy of better than , if frequency tracking is used. Fig. 6(b) shows the performance of the tracking algorithm in an AWGN channel for a 512-subcarrier modem with a cyclic extension length of 50 samples.
H. Frequency Acquisition and Frame Synchronization
Our proposed frequency acquisition and frame synchronization techniques are based on the same algorithms as the fine frequency and OFDM symbol synchronization. However, instead of using the medium-term periodicity of the cyclic extension of the OFDM data symbols, the dedicated reference symbol with shorter cyclic period is exploited to improve the frequency capture range.
1) Frame Synchronization:
Similarly to the OFDM symbol synchronization, the magnitude of in (2) and Fig. 3 is maximum, when the periodic synchronization segments SP of length of the reference symbol shown in Fig. 4 perfectly overlap. Again, the magnitude of for two simulated TDD frames is shown at the top of Fig. 3 . The OFDM frame timing is synchronized with the peak of , which can additionally be taken into account for the OFDM symbol synchronization. The peak height is constant under perfect channel conditions, owing to the fixed reference symbol.
2) Frequency Acquisition: The frequency acquisition uses the same principle as the frequency tracking scheme of Section III-G-2. Specifically, the phase of at the last sample of the reference symbol contains information related to the frequency error: (6) leading to (7) Because the spacing between the sample pairs used in the computation of is smaller than in the case of , which was used for the frequency tracking , the maximum detectable frequency error is now increased from to , where is the subcarrier spacing of the OFDM symbols.
3) Block Diagram of the Time-Domain Synchronization
Algorithms: In summary of our previous elaborations, Fig. 7 shows the detailed block diagram of the synchronization algorithms. The received samples are multiplied with the complex conjugate of the delayed input sequences, and summed up over and samples, respectively. The magnitude maxima of the two sequences and are detected, and these trigger the sampling of the phase estimates and in order to derive the two frequency error estimations and . 
4) Synchronization Acquisition Performance:
The performance of the joint frequency-and time-synchronization acquisition algorithm described above was studied in AWGN channels as well as in a time-dispersive Rayleigh fading channel. Fig. 8 shows the estimation error histograms for both the time and the frequency synchronization in an AWGN channel. It can be seen that the time-synchronization algorithm shows good estimation accuracy for all observed values of SNR, with no timing estimation errors of more than observed for SNR values above 5 dB. The frequency estimation accuracy, depicted in Fig. 8(b) , shows very good performance with estimation errors restricted to below 10% of the subcarrier distance for SNR values of more than 5 dB, and errors of less than 5% for SNR values of 10 dB or more.
The time-dispersive Rayleigh fading channel employed for the simulations is assumed to be an indoors channel for a WATM system, operating at 60 GHz with a sample rate of 225 MHz. Fig. 9 shows the unfaded impulse response consisting of three paths and the corresponding frequency domain channel transfer function. Each of the paths is multiplied by an independent Rayleigh fading function of a normalized Doppler frequency of , which corresponds to a worst-case vehicular velocity of 50 km/h or 13.89 m/s.
The synchronization acquisition error histogram for the reference symbol based algorithm in the time-dispersive Rayleigh fading channel is depicted in Fig. 10 . Fig. 10(a) shows the timing estimation errors, where the first arriving path was assumed to be the correct synchronization. The algorithm seeks to synchronize not on the first but on the path with the highest amplitude, which results in the histogram in Fig. 10(a) being spread over the duration of 11 sampling periods of the impulse response. The frequency estimation errors, shown in Fig. 10(b) , exhibit larger variations than in the AWGN channel, even for high SNR values. The estimation errors are below 5% of the subcarrier spacing for SNR values above 20 dB, but are much higher for lower SNR values.
IV. SYSTEM BER PERFORMANCE WITH TIME AND FREQUENCY ACQUISITION IN TIME-DISPERSIVE FADING CHANNEL
In order to investigate the effects of a real frequency synchronization algorithm on an OFDM modem, a series of simulations was conducted employing the synchronization acquisition algorithm described above. We modeled a system employing one reference and one data symbol per 64-slot TDMA frame. For each frame, the frequency and timing acquisition was performed using the reference symbol, and the data symbol was demodulated using the estimated values for the time and frequency errors. No averaging was performed for the estimated values.
The simulated OFDM symbols consisted of a 512-subcarrier data segment, with a cyclic preamble of 64 and a cyclic postamble of ten samples. The postamble helps avoid inter-OFDM symbol interference for small timing synchronization errors. The channel employed for these simulations was the three-path model depicted in Fig. 9(a) with the same fading parameters as listed above.
Coherently detected BPSK. QPSK and 16-QAM were assumed for data transmission over the subcarriers, and the channel estimation was performed with 64 frequency-domain pilot tones spread across the OFDM bandwidth. The pilotbased channel estimation not only tries to cancel out the frequency-domain fading effects due to the channel's impulse response, but also corrects the phase errors caused by moderate errors of the timing synchronization. A constant frequency error of was assumed for the simulation. The symbols in Fig. 11 show the BER performance of the OFDM modem employing the acquisition algorithm for synchronization in the fading time-dispersive channel, compared to the ideally synchronized modem with the same pilot-based channel estimation, which are represented by the continuous lines. It can be seen that for all SNR values, the perfectly synchronized system performs marginally better than the acquired synchronized one, for all studied modulation schemes. The difference between the two systems' performance is, however, very small for SNR values of up to 30 dB for BPSK and QPSK. 16-QAM shows greater sensitivity for synchronization-error induced noise, and suffers a maximum SNR loss of about 1 dB.
For very high SNR values, the residual synchronization errors that can be observed in Fig. 10 significantly influence the system's performance, resulting in residual BER values between about for 16-QAM and for BPSK. In practical systems, however, the error correction coding employed for data transmission can suppress the difference in raw BER performance.
V. DISCUSSION AND CONCLUSION
We have presented a Reference-symbol-based joint time-and frequency-synchronization acquisition algorithm for the downlink of OFDM systems. The system performance employing this algorithm in a time-dispersive Rayleigh fading WATM channel has been shown to be very close to the perfectly synchronized modem, and it can be used without a subsequent fine synchronization tracking stage, if the frequency and timing parameters are not significantly varying during the delay between the reference and the data symbols. The proposed combination of techniques is widely applicable, provided that the corresponding system parameters, such as the pre-and postamble duration, the number of frequency-domain pilot symbols, and the design of the reference symbol are appropriately adjusted. Our future work is focused on researching burst-by-burst adaptive OFDM systems, exploiting the time-variant fluctuation of the channel's frequency-selective frequency-domain transfer function. During his 24-year career in telecommunications, he has held various research and academic posts in Hungary, Germany, and the U.K. Since 1986, he has been with the Department of Electronics and Computer Science, University of Southampton, U.K., and has been a Consultant with Multiple Access Communications Ltd., Southampton, U.K. Currently, he holds a chair in telecommunications. He coauthored five books on mobile radio communications, published about 300 research papers, organized and chaired conference sessions, presented overview lectures, and was awarded a number of distinctions. Currently, he is managing an academic research team, working on a range of research projects in the field of wireless multimedia communications sponsored both by industry and under the auspices of the Engineering and Physical Sciences Research Council (EPSRC), U.K., the European IST Programme, and the Mobile Virtual Centre of Excellence (VCE), U.K.
