Drought forecasts using satellite data based on deep learning over East Asia by Park, Sumin
 
 
저 시-비 리- 경 지 2.0 한민  
는 아래  조건  르는 경 에 한하여 게 
l  저 물  복제, 포, 전송, 전시, 공연  송할 수 습니다.  
다 과 같  조건  라야 합니다: 
l 하는,  저 물  나 포  경 ,  저 물에 적 된 허락조건
 명확하게 나타내어야 합니다.  
l 저 터  허가를 면 러한 조건들  적 되지 않습니다.  
저 에 른  리는  내 에 하여 향  지 않습니다. 




저 시. 하는 원저 를 시하여야 합니다. 
비 리. 하는  저 물  리 목적  할 수 없습니다. 
경 지. 하는  저 물  개 , 형 또는 가공할 수 없습니다. 
 
 




Drought forecasts using satellite data  












Department of Urban and Environmental Engineering 










Drought forecasts using satellite data  

















Department of Urban and Environmental Engineering 








Drought forecasts using satellite data  









A thesis/dissertation submitted to 
Ulsan National Institute of Science and Technology 
in partial fulfillment of the 
requirements for the degree of 















Drought forecasts using satellite data  

































This thesis/dissertation seeks to 1) forecast drought conditions effectively considering temporal patterns 
of drought indices and upcoming weather conditions through the deep learning approach, and 2) 
forecast drought by identifying the teleconnection effect based on the sea surface temperature through 
the deep learning approach. 
 
In this thesis/dissertation, there are four chapters. Chapter 1 summarizes the background of the research 
and overviews of the thesis research. In Chapter 2, drought-forecasting models on a short-term scale (8 
days) were developed considering the temporal patterns of satellite-based drought indices and numerical 
model outputs through the synergistic use of convolutional long short term memory (ConvLSTM) and 
random forest (RF) approaches over a part of East Asia. Through the combination of temporal patterns 
and the upcoming weather conditions (numerical model outputs), the overall performances of drought-
forecasting models (ConvLSTM and RF combined) produced competitive results. Furthermore, our 
short-term drought-forecasting model can be effective regardless of drought intensification or 
alleviation. The proposed drought-forecasting model can be operationally used, providing useful 
information on upcoming drought conditions with high resolution (0.05°). In Chapter 3, the Drought 
forecasting model on a mid-and long-term scale (one-three lead time) over East Asia was developed 
using temporal patterns of drought indices and teleconnection phenomena of SST through the CNN. 
Reanalysis based drought index, SPI, were selected with a mid- and long-timescale (one to three 
months), and satellite-based variable, precipitation and SST across the Pacific Ocean. As the lead time 
increased, the accuracy tended to fall, but it showed good results compared to CFS. When compared to 
a drought case, the SST of 8 months ago influenced on the results. Chapter 4 provides a brief summary 
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Drought is a major natural disaster that generally occurs due to the deficit of precipitation (West 
et al., 2019). Drought can result in substantial damage to vegetation and crop conditions, human 
communities and economies depending on its persistence. Low levels of precipitation for weeks to 
months cause meteorological drought (Zhang and Jia, 2013). When meteorological drought is 
prolonged and the amount of water required for plant growth is insufficient, agricultural drought occurs. 
Hydrological drought indicates a shortage of water resources, such as a significant reduction in 
groundwater, reservoir or stream levels (Thomas et al., 2017), while socio-economic drought refers to 
the impact on the environment when water demands for agricultural, industry and living exceed the 
available water supply (Wu et al., 2013; Park et al., 2017; Zhang et al., 2017; Tu et al., 2018). 
According to EM-DAT provided by the Centre for Research on the Epidemiology of Disasters (CRED, 
2019), there have been 33 drought events with the economic loss of $18 billion worldwide from 2008 
to 2018. The drought monitoring and forecasting are essential to appropriate response and minimize 
the damage. In particular, drought forecast is more helpful for securing the prevention time from 
drought events than drought monitoring. In other words, drought forecasting plays a vital role in risk 
management as a comprehensive preparation and mitigation of potential drought-caused damages in a 
timely manner (Zhang et al., 2019; Belayneh et al., 2016; Demisse et al., 2019; Rhee and Im, 2017). 
For this reason, In the United States, information about upcoming drought conditions can obtain 
from National Oceanic and Atmospheric Administration (NOAA) Climate Weather Service Climate 
Prediction Center (CPC, https://www.cpc.ncep.noaa.gov, Figure 1.1) and the National Integrated 
Drought Information System’s (NIDIS’s) Drought Early Warning Systems (DEWS) 
(https://www.drought.gov). Those systems provide monthly and seasonal drought information by 
combining United States Drought Monitor (USDM) data, various satellite observations (e.g., products 
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or reflectance of Advanced Very-High-Resolution Radiometer (AVHRR) and Moderate Resolution 
Imaging Spectroradiometer (MODIS)), satellite-based drought indices (e.g., Vegetation Drought 
Response Index (VegDRI)) and climate forecasting models (e.g., Climate Forecast System (CFS)).  
In South Korea, drought forecasting information can be obtained from the National Drought 
Information-Analysis Center (www.drought.go.kr, Figure 1.2), which has been operated by the 
Ministry of Environment and Korea Water Resources Corporation. They provide present and 
upcoming drought conditions up to three months using a standardized precipitation index (SPI), the 
present conditions of water storage, and the available water capacity of the soil and water level of 
dams. China officially provides the present drought conditions using ground measurements and 
satellite data, while they provide only the forecast of each drought factor (e.g., precipitation and El 
Niño-Southern Oscillation (ENSO) from climate models) (Weather China, 
http://products.weather.com.cn). No drought forecast systems are blending in situ and satellite 




Figure 1.1 Seasonal(above) and Monthly (below) Drought Outlook from Climate Prediction Center 





Figure 1.2 Monthly Drought Outlook from National Drought Information-Analysis Center 





1.2 Previous research for drought forecasts 
1.2.1 Drought indices for drought forecasts 
A number of studies for drought forecast have been conducted using hydro-meteorological 
variables (e.g., precipitation, temperature, evapotranspiration, soil moisture and streamflow), drought 
indices (e.g., SPI, standardized precipitation evapotranspiration index (SPEI), evaporative stress 
index (ESI)) and climate indices (e.g., sea surface temperature (SST) and Atlantic Multidecadal 
Oscillation) (Figure 1.3, Mishra and Singh, 2011). Hydro-meteorological variables and drought 
indices were mainly used for short-term forecasts of drought (within two weeks), and climate indices 
were used for sub-seasonal or seasonal forecasts of drought in addition to variables used for short-
term forecasts of drought. Among three components (i.e., hydro-meteorological variables, drought 
indices and climate indices), drought indices are effectively presenting different drought types and 
drought conditions (e.g., intensity, duration and severity) as fusing drought factors. For these reasons, 
most studies used three components (i.e., hydro-meteorological variables, drought indices, and 
climate indices) for independent variables and drought indices for dependent variables. 
 
 




Drought indices were generated by using drought factors (e.g., precipitation and temperature) 
obtained from ground stations, satellite, and model. Surface-based drought indices have been widely 
used for drought forecasts, including Standardized Precipitation Index (SPI), Palmer Drought 
Severity Index (PDSI), Standardized Precipitation Evapotranspiration Index (SPEI) and Palmer 
Moisture Anomaly Index (Z-index) (Mishra and Singh, 2011; Zhang and Jia., 2013; Fang et al., 2019). 
However, point-based observation stations are often sparse and these indices can suffer from high 
levels of uncertainty when interpolating an insufficient number of stations across vast areas (Jiao et 
al., 2019; Rhee et al., 2010). Remote sensing data can mitigate this problem by providing several key 
drought-related factors such as land surface temperature (LST), precipitation, vegetation indices (VI), 
evapotranspiration (ET), and soil moisture (Bayissa et al., 2019).  
Researchers have proposed various satellite-based drought indicators for different study areas. 
Some have been developed at continental scales, such as the evapotranspiration stress index (ESI, 
Anderson et al., 2007), a vegetation index based on the universal pattern decomposition method based 
Vegetation condition index (VIUPD-VCI, Jiao et al., 2016), and the vegetation drought index (VDI, 
Sun et al., 2013). Others were developed for application at local or regional scales (e.g., one or two 
states for United States (US) and provinces for China) such as Multivariate Standardized Drought 
Index (MSDI) for California and North Carolina (Hao and Aghakouchak, 2013), Vegetation Drought 
Response Index (VegDRI) for north-central US (Brown et al., 2008), Microwave Integrated Drought 
Index (MIDI) for North China (Zhang and Jia, 2013), Optimized Meteorological Drought Index 
(OMDI) for Southwest China (Hao et al., 2015), and Vector Projection Index of Drought (VPID) for 
East Asia and United States (Son et al., 2021). 
 
1.2.2 Methods for drought forecasts 
A variety of methods were used for drought forecasting. In the early 2000s, the regression model 
was tested using Normalized Different Vegetation Index (NDVI), Oscillation Index (SOI), SST, 
ENSO (Kumar and Panu., 1997, Leilah and Al-Khateeb., 2005, Liu and Negron-Juarez.,  2001). 
Time series models were applied, taking characteristics that droughts gradually intensified and 
alleviated in general (Mishra and Desai, 2005; Durdu., 2010; Modarres., 2007; Han et al., 2010, 
Fernandez et al., 2009). Recently, machine learning approaches were used in drought forecasting. 
Belayneh et al.(2014) used SPI for drought forecasting in the Awash River Basin by combining 
wavelet neural networks and wavelet support vector regression approaches. Park and Kim. (2019) 
developed Prediction of Severe Drought Area based on Random Forest using Landsat8 and SRTM 
based SMI and Topography Data. Park et al. (2018) used time-series of satellite-based drought indices 
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In previous studies, a variety of methods were applied to drought forecasts. However, there are 
some limitations: 1) Some drought forecasts were conducted only using ground-based drought indices 
in the local region, especially in short-term drought forecasts. The model based on ground-based 
drought indices cannot be applied to the ungauged area. 2) Most studies applied only time-series 
patterns or upcoming conditions of hydro-meteorological variables obtained from numerical models. 
3) When generating drought forecasting models, geographical information was not considered. 
However, depending on the geographical characteristics, there are different characteristics in the 
intensification and alleviation of droughts (especially in the short-term forecast). 4) Improvements in 
forecasting skills are needed by applying new approaches to reflect the complex mechanisms of 
drought. 5) In East Asia, there are no drought forecast systems blending in situ and satellite 
observations and climate model output, unlike the United States. 
The ultimate goal of this dissertation is the development of drought forecasting models over East 
Asia . The research hypothesis is that 1) drought can be forecasted well if the drought indices suitable 
for the research area are well predicted, 2) Blending temporal patterns of drought and upcoming 
weather conditions can improve drought forecasting skills, and 2) Deep learning approaches can 
enhance drought forecasting skills. This thesis focuses on 1) development of short-term forecast 
model of drought considering the temporal patterns of satellite-based drought indices and numerical 
model outputs through the synergistic use of convolutional long short term memory (ConvLSTM) 
and random forest (RF) approaches (Chapter 2), and 2) (sub) seasonal forecasts models of drought 
considering SST teleconnection phenomena through a convolutional neural network (CNN) (Chapter 
3) (Figure 1.4). 
 
 





1.4 Overview of papers 
Chapter 1 contains the part of the published papers (Son et al., 2021; Park et al., 2017), Chapter 
2 has been published (Park et al., 2020) and chapter 3 is currently being drafted. Below are the 
summaries: 
 
Chapter 1 :  
Bokyung Son, Sumin Park, Jungho Im, Seohui Park, Yinghai Ke, Lindi J.Quackenbush. (2021). A 
new drought monitoring approach: Vector Projection Analysis. Remote Sensing of Environment, 
252, 112145 
Seonyoung Park, Sumin Park, Jungho Im, Jinyoung Rhee, Jinho Shin, Jun Dong Park. (2017). 
Downscaling GLDAS Soil Moisture Data in East Asia through Fusion of Multi-Sensors by 
Optimizing Modified Regression Trees. Water, 9(5), 332 
 
Chapter 2 :  
Sumin Park, Jungho Im, Daehyeon Han, Jinyoung Rhee. (2020). Short-Term Forecasting of 
Satellite-Based Drought Indices Using Their Temporal Patterns and Numerical Model Output. 
Remote Sensing, 12(21), 3499 
Drought-forecasting models on a short-term scale (8 days) were developed considering the 
temporal patterns of satellite-based drought indices and numerical model outputs through the 
synergistic use of convolutional long short term memory (ConvLSTM) and random forest (RF) 
approaches over a part of East Asia. Two widely used drought indices—Scaled Drought Condition 
Index (SDCI) and Standardized Precipitation Index (SPI)—were used as target variables. Through 
the combination of temporal patterns and the upcoming weather conditions (numerical model 
outputs), the overall performances of drought-forecasting models (ConvLSTM and RF combined) 
produced competitive results in terms of r (0.90 and 0.93 for validation SDCI and SPI, respectively) 
and nRMSE (0.11 and 0.08 for validation of SDCI and SPI, respectively). Furthermore, our short-
term drought-forecasting model can be effective regardless of drought intensification or alleviation. 
The proposed drought-forecasting model can be operationally used, providing useful information on 
upcoming drought conditions with high resolution (0.05°). 
 
Chapter 3 :  
Sumin Park, Juhyun Lee, Jungho Im, Sungmun Sim, Eunkyo Seo. (2021) Tele-connection based 
(sub)seasonal  Forecasting of drought using Convolution Neural Network, to be submitted. 
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Drought-forecasting models on sub-seasonal and seasonal scales were developed considering 
temporal patterns of drought indices and teleconnection phenomena of SST through the CNN. 
Reanalysis based drought index, SPI, were selected with a sub-seasonal and seasonal timescale (one 
to three months), and satellite-based variable, precipitation and SST across the Pacific Ocean. The 
SPI-based drought forecasting models proposed in this study showed competitive results in terms of 
r (0.5-0.7 for validation SPI at one lead time) and nrmse (0.1-0.2 for validation SPI at one lead time) 
regardless of regions. As the lead time increased, the accuracy tended to fall, but it showed good 
results compared to CFS, which is a numerical model data. When compared to a drought case, the 
SST of 8 months ago was influenced by the results. We confirmed the consistency of existing studies 





2. Short-Term Forecasting of Satellite-Based Drought Indices 
Using Their Temporal Patterns and Numerical Model Output 
2.1 Introduction 
Drought, one of the more extreme natural disasters observed in the world, is caused by complex 
mechanisms between the land surface, ocean and atmosphere (Bayissa et al., 2019; L. Han et al., 
2016; NOAA National Centers for Environmental Information (NCEI) U.S. Billion-Dollar Weather 
and Climate Disasters. Available online: https://www.ncdc.noaa.gov/billions/ (accessed on 06 
August 2020).; Sheffield et al., 2014). Since drought can not only last for weeks, months or even 
years but also develop over large spatial extents, it causes considerable problems, such as the decrease 
of crop yield, shortage of water, desertification, wildfires and dust storms (Tadesse et al., 2017; Tran 
et al., 2017; Yan et al., 2017). Many studies have reported that ongoing global warming has increased 
the frequency of severe drought (Dai, 2011; Dai, 2013; Zhang et al., 2019). According to Emergency 
Events Database (EM-DAT) provided by Centre for Research on the Epidemiology of Disasters 
(Centre for Research on the Epidemiology of Disasters (CRED) Natural Disasters in 2018. Available 
online: https://cred.be/sites/default/files/adsr_2018.pdf (access on 06 August 2020)., 2019), there 
were 33 drought events worldwide between 2008 and 2018, creating an economic loss of $18 billion. 
For these reasons, drought monitoring and forecasting are essential for appropriately managing 
drought-related damage and providing relevant drought information to decision-makers (Belayneh et 
al., 2016; Zhang et al., 2019). Drought forecasting plays a particularly vital role in risk management 
as a comprehensive preparation and mitigation of potential drought-caused damage in a timely 
manner (Demisse et al., 2019; Rhee & Im, 2017; Yan et al., 2017).  
In the United States, there are several drought forecasting systems, including the National 
Oceanic and Atmospheric Administration (NOAA) Climate Prediction Center’s (CPC’s) Seasonal 
Drought Outlook (SDO) (Climate Prediction Center (CPC) US Seasonal Drought Outlook (SDO), 
Available online: https://www.cpc.ncep.noaa.gov/products/outreach/publications.shtml (accessed on 
06 August 2020) ; Steinemann, 2006) and the National Integrated Drought Information System’s 
(NIDIS’s) Drought Early Warning Systems (DEWS) (https://www.drought.gov). These systems 
provide monthly and seasonal drought information that integrates United States Drought Monitor 
(USDM) data, various satellite observations (e.g., products or reflectance of Advanced Very-High-
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Resolution Radiometer (AVHRR) and Moderate Resolution Imaging Spectroradiometer (MODIS)), 
satellite-based drought indices (e.g., Vegetation Drought Response Index (VegDRI)) and climate 
forecasting models (e.g., Climate Forecast System (CFS)). In South Korea, drought forecasting 
information can be obtained from the National Drought Information-Analysis Center 
(www.drought.go.kr), which is operated by the Ministry of Environment and Korea Water Resources 
Corporation. The center provides present and upcoming drought conditions up to three months using 
the standardized precipitation index (SPI), the present conditions of water storage, and the available 
water capacity of the soil and the water level of dams. China officially provides the present drought 
conditions using ground measurements and satellite data, while they provide only the forecast of each 
drought factor individually such as precipitation and El Niño-Southern Oscillation (ENSO) from 
climate models (Weather China, http://products.weather.com.cn). However, in East Asia, there are 
no drought forecast systems blending in situ and satellite observations with climate model output, 
unlike in the United States.  
There have been considerable research activities looking at drought forecasts using a number of 
drought-related variables—hydro-meteorological factors (e.g., precipitation, temperature, 
evapotranspiration, soil moisture and streamflow), drought indices (e.g., SPI, standardized 
precipitation evapotranspiration index (SPEI), and evaporative stress index (ESI)), and climate 
indices (e.g., sea surface temperature, and ENSO)—from ground stations, satellites, and reanalysis 
or numerical models (Fung et al., 2020; Mishra and Singh, 2011). Among them, drought indices have 
the advantage of being more readily useable for understanding drought conditions than hydro-
meteorological factors (Zargar et al., 2011). This is because drought indices can reflect dryness 
anomalies and agricultural or hydrological impacts through using multiple drought factors. For this 
reason, drought indices have been used in many drought forecast studies.  
In previous studies using drought indices, ground-based drought indices—SPI, SPEI, and Palmer 
Drought Severity Index (PDSI)—have been frequently used for forecasting drought (Belayneh et al., 
2014; Cancelliere et al., 2007; Kim and Valdés, 2003; Lohani et al., 1998; Morid et al., 2007). 
However, those indices can cause high uncertainties over ungauged areas when calculated using 
spatial interpolation (Jiao et al., 2019; Rhee et al., 2010). For this reason, some studies have used 
remote sensing, reanalysis or numerical model data in their drought forecasts. Otkin et al. (Otkin et 
al., 2015) introduced a new index to forecast drought, named Rapid Change Index (RCI). RCI was 
developed to show the change in drought conditions using ESI (generated through Atmosphere-Land 
Exchange Invers (ALEXI) using satellite-based LST), soil moisture (obtained from North American 
Land Data Assimilation System (NLDAS)), and SPI (obtained from the CPC unified analysis of daily 
precipitation reports) across the United States. Park and Kim (2019) forecasted an area of severe 
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agricultural drought using a Landsat 8 and Shuttle Radar Topography Mission (SRTM)-based soil 
moisture index (SMI) and topographic data. Park et al. (2018) used the time-series of satellite-based 
drought indices (Scaled Drought Condition Index (SDCI), Microwave Integrated Drought Index 
(MIDI), and Very Short-term Drought Index (VSDI)) and climate indices (i.e., Madden-Julian 
Oscillation (MJO)) in order to develop a drought forecasting model for East Asia. Lorenz et al. (2018) 
conducted drought forecasting studies using USDM data, the anomaly of drought factors (i.e., 
precipitation, evapotranspiration and soil moisture), and forecasted drought factors from the Climate 
Forecasting System (CFS) focusing only on drought intensification with two-, four- and six-week 
time periods.  
Although there has been an effort to forecast drought by integrating multiple source data, drought 
forecasts are still challenging. This is due to the inherent complexity of drought and the spatio-
temporal variability of drought-related variables associated with the global hydrologic cycle (Mishra 
and Singh, 2011). Various methods have been applied to the development of drought forecasting 
models, e.g., regression (Li et al., 2016; Lorenz et al., 2017; Meng et al., 2017; Otkin et al., 2014), 
autoregressive integrated moving average (ARIMA) (Han et al., 2010; Han et al., 2012), and machine 
learning (Borji et al., 2016; Ö zger et al., 2012; Park and Kim, 2019; Park et al., 2018) models. 
However, most models have limited performance, especially with short-term (within two weeks) 
forecasting of drought showing lower predictive skills than long-term (e.g., seasonal) forecasts (Park 
et al., 2018). This is due to the complexity of the hydrological process related to droughts on the 
short-term scale (e.g., the relationship between soil moisture, temperature, and evapotranspiration 
after precipitation events).  
Another reason for the inaccuracy of short-term forecasting is that most drought forecast studies 
on a short-term scale have only considered the time-series pattern of drought (Abebe and Foerch, 
2008; Han et al., 2010; Modarres, 2007; Otkin et al., 2015). Only a few papers have used the 
numerical forecast model data and climatic indices to reflect the impact of upcoming weather 
conditions. Lorenz et al. (Lorenz et al., 2018) proved that the use of numerical predictors in the short-
term (two weeks in this study) drought forecasting through logistic regression could increase 
predictive skills when the drought intensified. Park et al. (Park et al., 2018) combined the time-series 
of satellite-derived drought indices and climate indices for drought forecasting at a pentad scale. 
Although the use of climate indices improved the drought forecasting skills, the model performance 
was saturated with r ~ 0.7 regardless of the drought indices used. Therefore, it is necessary to improve 
drought forecasting skills at the short-term scale considering the alleviation and intensification of 
drought by combining forecasted climate factors (e.g., precipitation and temperature).  
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In this research, we aimed to propose a drought forecasting model on a short-term scale through 
the integration of numerical model outputs, topographic characteristics (i.e., climate zone, digital 
elevation model (DEM), and landcover), and satellite-based drought indices (i.e., Scaled Drought 
Condition Index (SDCI) and SPI) using convolutional long short term memory (ConvLSTM) and 
random forest (RF) approaches. The assumption of this study is that drought indices (SDCI and SPI 
for this study) perfectly represent drought. Therefore, if the drought indices are well forecasted, then 
the drought is also well predicted. The measurable objectives of this study were to 1) forecast drought 
on a short-term scale (8 days) over a part of East Asia and to 2) analyze the system’s forecasting skills 
when only considering temporal patterns of drought conditions and when combining numerical model 
outputs, topographic information, and temporal patterns of drought conditions in the short-term 
forecasting of drought. The reasons for the 8-day time scale were 1) because satellite products are 
provided every eight days, and 2) because drought is not a rapidly changing (e.g., daily) phenomenon. 
The novelty of this study can be summarized in two aspects: 1) ConvLSTM was used to develop the 
drought forecasting model, which has the advantage of being able to predict time-series data by 
considering spatial characteristics. Because droughts have both spatial and temporal patterns, 
ConvLSTM can be useful in forecasting drought because it learns time-series and spatial patterns 
simultaneously. To our knowledge, this is the first attempt to use ConvLSTM in a drought forecasting 
model. 2) The proposed drought forecasting model considers not only drought patterns but also 
predicted climatological factors (i.e., precipitation, temperature) in both drought intensifications and 






2.2 Study area and data 
2.2.1 Study area 
The study area is a part of East Asia (latitude: 25.17◦ N–45.72◦ N; longitude: 114.05◦ E–133.25◦ 
E), including east China, southeast Russia, Korea, and part of Japan (Figure 2.1). According to the 
EM-DAT (https://www.emdat.be), the study area suffered from severe drought 13 times between 
2000 and 2018 with economic losses totaling over $20 million. The study area consists of diverse 
landcover types (i.e., water, forest, cropland, built-up, grassland, and savannas; Figure 2.1a) and 
climate zones (i.e., snow, warm temperature, and arid climates; Figure 2.1c). Cropland is located at 
low altitudes while grasslands and forests are located at relatively high altitudes. In terms of climatic 
characteristics (Figure 2.1c), the study area is generally hot and humid in summer caused by the East 
Asia monsoon (Park et al., 2019), while it is dry and cold in winter. Southern and central-eastern 
China, Japan and Southern and central-eastern China, Japan and the coastlines of South Korea have 





Figure 2.1  The study area of this research with (a) Moderate Resolution Imaging Spectroradiometer 
(MODIS) landcover, (b) Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM), 
and (c) climate classification map (Kottek et al. (Kottek et al., 2006) 
 
2.2.2 Data 
Our drought forecasting model was developed using 1) satellite-based drought indices for 
documenting the historical patterns and current conditions of drought, 2) numerical forecasting model 
outputs for considering upcoming weather phenomena, and 3) the spatially distributed geographic 
characteristics of the study area.  
satellite-based drought indices 
In this study, we selected two satellite-based drought indices, SDCI and SPI, for drought 
forecasting over the study area. The non-vegetated area (i.e., urban area) was extracted when 
calculating both drought indices because drought indices are valid only over vegetated areas. The 
irrigation effect was not considered as the irrigation information of the study areas was not provided 
in detail on the spatial domain. The reasons why SDCI and SPI were selected included that 1) these 
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two indices have been proved useful in drought monitoring in previous studies and Chinese and South 
Korean drought management (National Bureau of Statistics of China (http://data.stats.gov.cn); 
National Drought Information Portal (http://www.drought.go.kr/english/), (Han et al., 2020; Park et 
al., 2018)), and 2) they are calculated using different drought factors. SDCI is designed to incorporate 
multiple drought factors (i.e., vegetation health, temperature, and precipitation), while SPI uses a 
single factor (i.e., precipitation). Thus, they have somewhat different spatial and temporal patterns, 
which can affect forecasting skills when using the same upcoming weather conditions. Note that this 
study aimed to forecast each drought index, not to compare two indices as we assumed the indices 
perfectly represent drought. 
SDCI (Rhee et al., 2010) is designed to be not only applicable to both arid and humid regions 
but also flexible in terms of the multiple timescales of precipitation. It combines thermal stress 
(Temperature Condition Index (TCI), (Kogan, 1995a)), water stress (Precipitation Condition Index, 
PCI) and vegetation stress (Vegetation Condition Index, VCI, (Kogan, 1995b)), which can be used 












                              (3) 
𝑆𝐷𝐶𝐼 = 0.25 × 𝑇𝐶𝐼 + 0.5 × 𝑃𝐶𝐼 + 0.25 × 𝑉𝐶𝐼                     (4) 
Similar to USDM, SDCI has six categories: no drought, abnormally dry, moderate drought, 
severe drought, extreme drought, and exceptional drought (Table 2.1, Rhee et al., 2010). To obtain 
factors for SDCI, we used Terra MODIS products (i.e., MOD 13C1 NDVI and MOD11C2 LST, 
EARTHDATA (https://search.earthdata.nasa.gov) for VCI and TCI, and Tropical Rainfall Measuring 
Mission (TRMM) daily precipitation 3B42 (https://disc.gsfc.nasa.gov) for PCI (Table 2.1). PCIs with 




Table 2.1 Drought categories based on Scaled Drought Condition Index (SDCI, Rhee et al. (Rhee et 
al., 2010)) and Standardized Precipitation Index (SPI, McKee et al. (McKee et al., 1993)). 
SDCI value  
(unitless) 
SDCI category 
SPI value  
(unitless) 
SPI category 
0.0 to < 0.1 Exceptional Drought -2.0 and less Extreme Drought 
0.1 to < 0.2 Extreme Drought -1.99 to < -1.5 Severe Drought 
0.2 to < 0.3 Severe Drought -1.5 to < -1.0 Moderate Drought 
0.3 to < 0.4 Moderate Drought -1.0 to < 0 Mild Drought 
0.4 to < 0.5 Abnormally Dry 0 or more  No Drought 
0.5 to <= 1 No Drought   
 
 
Table 2.2 Summary of data used to develop drought forecasting model in this study. The entire period 













Terra MODIS Normalized Difference 
Vegetation Index (NDVI, MOD13C1) 
0.05º 
16 days 
Terra MODIS Land Surface Temperature 
(LST, MOD11C2) 
8 days 
TRMM precipitation (3B42) 0.25º daily 
SPI 
Numerical model 
(from 2015 to 2018) 
GFS air temperature 
0.5º 
3 hours  
(to 240 hours) 
GFS precipitation 
Static data 
Terra MODIS landcover (MCD12C1) 0.05º yearly 
SRTM digital elevation model (DEM) 90 m 






SPI is one of the ground-based drought indices, which is based on precipitation deficit or surplus 
with multiple time scales of accumulation (McKee et al., 1993). It is calculated by a gamma 
probability density function using more than 30 years of precipitation data and categorized by eight 
classes (Table 2.1). It has the advantage of determining drought types, such as meteorological and 
agricultural drought, based on the time scales of accumulation (Livada & Assimakopoulos, 2007; 
Zhu et al., 2019). However, ground measurement-based SPI does not provide spatially continuous 
drought information. In this study, similar to PCI, TRMM daily precipitation (3B42) was used for 
calculating SPI, which was applied to accumulated precipitation, 3-month (SPI3). Although SPI 
requires a long period (over 30 years) of data, some research has proved the capability of TRMM-
based SPI for drought monitoring (De Jesús et al., 2016; Tan et al., 2017; G. Yan et al., 2018; Zhu et 
al., 2019). SPI was produced in 0.05 degree resolution using bilinear-resampled TRMM precipitation 
through SPI function (T. Lee) in Matlab 2019a. 
 
Numerical model outputs 
Global Forecasts System (GFS) is a widely used weather forecast model which blends 
atmosphere, ocean, land/soil, and sea ice models. It provides atmospheric (e.g., air temperature, 
precipitation) and land-soil variables (e.g., soil moisture) for 240-hour forecasts, four times a day, 
with 0.5° spatial resolution for the National Centers for Environmental Prediction (NCEP, 
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-system-gfs) 
(Table 2.2). In this study, we used averaged air temperature and accumulated precipitation predicted 
for eight days. The reason for using upcoming weather conditions is that the current drought status 
may dramatically change depending on upcoming weather conditions, which cannot be expected only 
using the historical patterns of drought indices. To minimize the differences in temperature and 
precipitation data between satellite products and numerical model outputs, linear fitting was 
conducted between the two (i.e., GFS air temperature and precipitation were converted to LST and 
TRMM precipitation, respectively). The mean (max and min) slopes and intercepts were 1.28 (4.5 
and 0.07) and 9.62 (50 and -6) for precipitation and 1.1 (1.33 and 0.76) and 6 (71 and -91) for 
temperature, respectively. Although air temperature is not always highly correlated with LST, many 
studies have proved a relatively strong positive relationship between them (Benali et al., 2012; Vogt 
et al., 1997). Fitted LST and precipitation were normalized to TCI (TCIGFS) and PCI (PCIGFS) 







In this study, landcover, elevation and climate zones were used as additional predictors, 
considering the environmental and topographic characteristics of the study area. MODIS landcover 
(MCD12C1, Majority land cover type 1) was used after simplifying classes through reclassification 
(Figure 1a). For elevation, 90m SRTM DEM was obtained from the United States Geological Survey 
(USGS) elevation products site (http://eros.usgs.gov/elevation-products). It was resampled to 5km 
using the mean aggregation for co-locating with MODIS products (Figure 2.1b).  
Köppen-Geiger climate classification maps have been frequently used by researchers across a 
wide range of disciplines for the climatic regionalization of environmental variables (Kottek et al., 
2006; Park et al., 2019). The map was developed through rule-based methods using 50 years (from 
1950 to 2000) of temperature and precipitation from reanalysis data. The map has 31 classes (e.g., 
equatorial, arid, warm temperate, snow, and polar) in 0.5 degrees (http://koeppen-geiger.vu-
wien.ac.at/present.htm). The study region was cropped from the map produced by Kottek et al. (2006) 







Figure 2.2 shows the process flow diagram of this study. The proposed approach is divided into 
two steps: step 1 uses ConvLSTM to obtain temporal patterns from historical drought conditions (i.e., 
SPI and SDCI) and step 2 uses RF to feed static variables (i.e., landcover, elevation and climate zone) 
and forecasted climate factors (i.e., temperature (TCIGFS) and precipitation (PCIGFS)) provided 
from the numerical model into the output of step 1. There are two reasons why the final drought 
forecasting model combines two machine learning approaches. First, the model structure becomes 
complex when all independent variables are used as input variables for ConvLSTM. This requires 
much more memory and processing time than statistical and basic machine learning (e.g., support 
vector regression or RF) approaches (He and Sun, 2015). Therefore, the temporal patterns of each 
drought index and spatial information were used in ConvLSTM and RF, respectively, to enable 
drought forecasting even in a memory limited environment. The second reason is that ConvLSTM is 
a model optimized for analyzing temporal patterns such as the drought indices used as predictors in 
a spatial context in this study. Numerical model outputs and static data were used to help improve the 
model’s forecasting skills as they can provide information which was not included in the temporal 
patterns of the drought indices (i.e., SDCI and SPI).  
 During the entire study period, the ConvLSTM model was produced by real-time learning (step 
1, 2003-2018 (2003-2014 for optimizing parameters)) to reflect the most recent drought condition. 
The RF model was applied to produce the final drought forecasts using data from 2015 to 2017, using 
the output of ConLSTM, static data, and numerical model outputs. The model performance was 
evaluated for 2018. The reason why study periods were divided into 2003-2018 and 2015-2017 is to 
reserve enough data for the tuning parameters of ConvLSTM and to obtain the number of reasonable 
samples required for the models (i.e., ConvLSTM and RF) considering the annual phenology of 
drought factors (i.e., temperature, vegetation, and precipitation). After obtaining drought indices (i.e., 
SDCI and SPI) as an 8-day interval, the ConvLSTM model for each drought index (SDCI model and 
ConvLSTM-SPI model for step 1) was generated by training the previous one-month (8-day x 4) of 
drought conditions in step 1. In step 2, the final drought forecasting model for each drought index 
(SDCI model and SPI model for step 2) was developed using forecasted weather conditions, climate 
zone, landcover, DEM, and outputs of step 1 through RF, which reduces errors caused by training 





Figure 2.2 The process flow diagram of this study. Step1 used convolutional long short term memory 
(ConvLSTM) from 2003 to 2018 by real-time learning. Step 2 used random forest (RF) from 2015 to 
2017). The test of the final drought forecasting model was conducted for 2018. 
 
2.3.1. Step 1 : Convolutional long short term memory (ConvLSTM) 
Shi et al. (2015) developed ConvLSTM (Figure 2.3) which combines convolutional neural 
networks (CNN) and long short term memory (LSTM). The two algorithms have been widely used 
in image classification and time-series forecasting, respectively. ConvLSTM has recently been 
applied to various research tasks that need to consider both time-series patterns and spatial 
information, such as segmentation, change detection, forecasting video frames, forecasting sea 
surface temperature, and air pollution research (Ghimire et al., 2019; Mateo-García et al., 2019; Mu 
et al., 2019; Petrou and Tian, 2019; Song et al., 2018; Wen et al., 2019). ConvLSTM models space-
time structures through encoding spatial information, which can overcome the major limitations of 
LSTM, namely the loss of spatial information (Ma et al., 2019). The structure of ConvLSTM is 
similar to that of LSTM, which consists of memory cells and three gates (i.e., forget, input, and output 
gates). The three gates play roles in maintaining or discarding memory (temporal information) (Cruz 
and Bernardino, 2019). The main difference between LSTM and ConvLSTM is that the internal 
matrix multiplications of LSTM are replaced with convolution operations in ConvLSTM. As a result, 
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ConvLSTM can produce 2-D output while the result of LSTM is only a 1-D vector. The main 
equations are as follows (Shi et al., 2015): 
it= σ(Wxi*Xt+Whi*Ht-1+Wci∘Ct-1+bi)                                                          (5) 
ft= σ(Wxf*Xt+Whf*Ht-1+Wcf∘Ct-1+bf)                         (6) 
Ct= ft∘Ct-1+ it∘ tanh(Wxc*xt+Whc*Ht-1+bc)                       (7) 
Ot= σ(Wxo*Xt+Who*Ht-1+Wco∘Ct+b0)                      (8) 
Ht=  Ot∘ tanh(Ct)                                (9) 
it and Ot  are input and output gates. 𝐶𝑡 is the memory cell that has accumulated the state 
information using W (weight). When new input is entered, it is activated and Ct accumulates the 
state information. The past status can be forgotten when ft is on. Ot can be obtained through the 
final state H𝑡, which is propagated by Ct (Figure 3). A more detailed explanation of ConvLSTM can 





Figure 2.3 The structure of convolution long short term memory (ConvLSTM) model used in this 
research. Three layers used in the ConvLSTM model have the same structure shown in a gray shading 
box. X, H, C, i, f, and o are input sequence, hidden state, memory cell, input gate, forget gate and 
output gate, respectively. 
 
Recently, Mu et al. (Mu et al., 2019) proposed a ConvLSTM-Rolling Mechanism (ConvLSTM-
RM, named “real-time learning” in the present study), which utilizes the most recent data (named 
“stride period” in this study) to develop a forecasting model. The RM method helped improve 
forecasting performance (Akay and Atak, 2007; Mu et al., 2019; Zhao et al., 2012). Therefore, in this 
study, four temporally consecutive data with an 8-day interval that stride for the recent three years 
were applied to forecast drought conditions in the next 8-day interval through real-time learning from 
2003 to 2017. For example, to forecast drought conditions on 9 January 2018, the ConvLSTM model 
is updated through striding the four consecutive data with the 8-day interval from 9 January 2015 to 
1 January 2018 (for three years). The stride period of three years was determined considering the 
computational efficiency and the impact of annual phenology. The “convlstm2d” function provided 
by TensorFlow Core r2.0 
(https://www.tensorflow.org/api_docs/python/tf/keras/layers/ConvLSTM2D) was used in this study. 
After testing various combinations of parameters using data from 2003 to 2014, the ConvLSTM 
structure was determined to have three layers with 16, 16, and 1 filters of 3x3, 3x3, and 1x1 size 
(Figure 2.3). Mean square error (MSE) was used as a loss function, and the model was optimized by 
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the adaptive moment estimation (Adam), which is a popular optimization algorithm in neural 
networks (Kingma & Ba, 2014). All experiments were run on a computer with Intel(R) Xeon(R) CPU 
E5-2680 v2 @ 2.80GHz and NVidia Titan Black GPU (6GB of memory). About 24 days were taken 
to train the ConvLSTM model in step 1 with 50 epochs and 2 batch size. 
 
2.3.2. Step 2 : Random forest (RF) 
RF is an ensemble approach based on classification and regression trees (CART), which 
overcomes the major limitations of CART, such as its sensitivity to training data configuration and 
the overfitting problem, by aggregating multiple independent trees (Breiman, 2001). RF consists of 
a variety of CARTs (“decision trees”) that have the same probability distributions through 
bootstrapping‐based randomization approaches. All decision trees are aggregated using (weighted) 
majority voting for classification and (weighted) averaging for regression. RF provides the relative 
importance of independent variables, which has been widely used in previous studies, even though it 
is of local importance, not global (Cho et al., 2020; McLaren et al., 2019; Park et al., 2017; Park et 
al., 2019; Rhee and Im, 2017). It can be obtained as a percentage of the increased MSE for each 
variable using out-of-bag (OOB) data. Having a variable with a relatively large percentage of 
increased MSE means that it made a relatively more significant contribution to our model than to 
other variables. 
In this study, upcoming weather conditions and terrestrial information were used as additional 
inputs to RF to further improve forecasting skills. The predicted drought conditions from ConvLSTM 
(output from step 1), static variables (i.e., landcover, climate zone, and DEM) and normalized climate 
factors (i.e., TCIGFS and PCIGFS) were used as independent variables, while the drought conditions in 
the next eight days were used as a dependent variable in step 2 (Figure 2.2). From 2015 to 2017, the 
calibration and validation data set were divided into 80% and 20% respectively after randomly 
extracting samples to ensure that landcover types, climate zones and all ranges of drought index 
values (e.g., 0-1 for SDCI) were uniformly included. The RF package of R statistic software 
(http://www.r-project.org) was used with default settings except for the number of trees (500).
  
2.3.3. Accuracy assessment 
In order to evaluate the performances of the forecasting model for each drought index (i.e., SDCI 
and SPI), three statistical metrics were used: correlation coefficient (r), normalized root mean square 
error (nRMSE), and mean absolute scaled error (MASE; Hyndman and Koehler (Hyndman and 
Koehler, 2006)).  
r= 
n( ∑ yŷ)-( ∑ y)( ∑ ŷ)
√[n ∑ y2-(∑ y)2][n ∑ ŷ2-(∑ ŷ)2]






, 𝑛𝑅𝑀𝑆𝐸 =  
𝑅𝑀𝑆𝐸
𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
                       (11) 






                           (12) 
 and  are the number of samples and  and  are the values of reference and predicted 
drought indices, respectively. The forecasting skills are useful when r (nRMSE) is closer to 1 (0). 
MASE is one of the statistical indices used to evaluate the time-series forecasting model, which has 
an advantage when there are very different scales (i.e., negative, positive and zero) (Hyndman and 
Koehler, 2006). MASE is less than 1 (MASE <1) when the forecasting error is better than the 





2.4 Results and Discussion 
2.4.1. The performance of drought forecasting model 
Figure 4 depicts the model performance of the SDCI model for step 1 (ConvLSTM, Figure 2.4a) 
and step 2 (RF, Figures 2.4b-c). Based on the period of the three-year stride, the averaged r and 
nRMSE are presented from 2006 to 2017 (Figure 2.4a). The r and nRMSE values ranged from 0.23 
to 0.92 (mean of 0.73) and from 0.07 to 0.2 (mean of 0.12), respectively. Despite the generally high 
accuracy, some dates had low r and high nRMSE due to sudden changes in drought conditions based 
on SDCI. For example, on 7 April 2006 (Day-Of-Year (DOY) 2006097) in Northeast China (Liaoning 
and Jilin provinces), drought conditions rapidly changed in eight days from abnormally dry to 
extreme drought, which was caused by little precipitation and unusually high temperatures. The 
region remained in normal drought conditions for about two months (DOY: 2006033-2006089), 
making it difficult to forecast serious drought outbreaks using temporal patterns. In other words, 
drought forecasting through ConvLSTM cannot reflect the impact of upcoming precipitation and 
temperature because ConvLSTM only considers historical patterns. Some previous studies that 
considered historical patterns were similarly vulnerable to sudden weather changes (Belayneh et al., 
2014; Park et al., 2018). 
The r, nRMSE, and slope of RF calibration and validation are 0.98 and 0.90, 0.05 and 0.11, and 
0.89 and 0.78, respectively (Figure 2.4b-c). In terms of r and nRMSE, the forecasting skill was 
improved when integrating upcoming weather and spatial information with ConvLSTM outputs. 
There was a tendency for an overestimation in exceptional and extreme drought conditions (low 
values of SDCI) and underestimation in no drought conditions (high values of SDCI). This was 
probably because 1) the samples in extreme values (0-0.1 and 0.9-1) were smaller (4% (for 0-0.1) 
and 5% (for 0.9-1) than the other samples (Park et al., 2019), 2) random forest produces trees with 
reducing errors, which leads to the values trending around the mean value, especially when there are 
not many extreme samples (Im et al., 2016; Park et al., 2016), and 3) the numerical model outputs 
did not reflect weather well in some regions and on some dates due to low correlation with the satellite 
products (i.e., GPM precipitation and MODIS LST) . However, compared to the validation results on 
Park et al. (2018), who developed RF-based drought forecasting models with the pentad interval using 
SDCI and climate index (MJO), our model showed larger dynamic ranges in the output, possibly due 
to the incorporation of numerical model outputs. Lorenz et al. (Lorenz et al., 2018) also demonstrated 
that drought forecasting models using weather forecasts (when the drought intensified) performed 
better than those that only used the past and present drought conditions. The accuracy of the model 
without using upcoming weather conditions decreased, resulting in r of 0.85 and nRMSE of 0.13 for 
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Figure 2.4 Results of step1 and step2 using SDCI. (a) r (blue line) and RMSE (gray shading) through 
the real-time training of convolutional long short term memory (ConvLSTM) from 2006 to 2017, (b) 
calibration results from random forest (RF) and (c) validation results from random forest (RF) 
 
Figure 2.5 shows the performance of the SPI model through step 1 (ConvLSTM, Figure 2.5a) 
and step 2 (RF, Figures 2.5b and 2.5c). The r and nRMSEs of the SPI ConvLSTM model ranged from 
0.22 to 0.96 (mean of 0.84) and from 0.04 to 0.2 (mean of 0.09), respectively (Figure 2.5a). 
Performance varied between SPI- and SDCI- based ConvLSTM model in terms of r and nRMSE 
(Figure 2.4). This is probably because of the temporal variabilities according to type and number of 
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drought factors when calculating drought indices. There are three cases: (1) If there is a drastic change 
in precipitation only, SPI rapidly changes dry to wet or wet to dry, unlike SDCI that can have lower 
temporal variability caused by other factors (i.e., temperature or vegetation condition). (2) If there is 
an abrupt change in temperature, SDCI undergoes drastic changes. However, such a temperature 
change does not impact SPI because it is a function of precipitation only. (3) If both precipitation and 
temperature change dramatically, the result depends on the intensity of the change in each factor.  
In the RF model, the r, nRMSE, and slope of RF calibration and validation were 0.98 and 0.93, 
0.05 and 0.08, and 0.90 and 0.84, respectively (Figure 2.5b-c). In terms of r and nRMSE, both RF-
based SDCI and SPI models showed better results when using both temporal patterns and numerical 






Figure 2.5 Results of step 1 and step 2 for SPI. (a) r (blue line) and RMSE (gray shading) through 
the real-time training of convolutional long short term memory (ConvLSTM) from 2006 to 2017, (b) 
calibration results from random forest (RF), and (c) validation results from random forest (RF) 
 
Figure 2.6 describes the spatial and time-series distribution of the performance metrics of the 
SDCI and SPI model in 2018 (validation year). High correlation values (mean r of 0.62 and 0.77) for 
the SDCI and SPI model are shown in most areas in Figures 2.6a and 2.6d, respectively. There are 
common distributions in the SDCI and SPI models (see r graph in middle of Figures 2.6a and 2.6d). 
Some regions (e.g., Shandong and Jiangxi province) and dates (e.g., DOY 2018193 and 2018337) 
showed lower correlations than other regions and dates for the SDCI model, which indicates that the 
numerical model did not have much impact on the improvement of the forecasting skills through RF 
in those specific cases. This is because there is a significant difference between upcoming 
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precipitation and temperature from the numerical model and the precipitation and temperature in 
SDCI that were produced by satellite products. Besides, upcoming vegetation stress was not 
considered as an independent variable in the RF model due to its absence in the numerical model, 
which could cause a decrease in correlations. The spatial distributions and time-series distributions 
of nRMSE (Figures 2.6a and 2.6e) also show generally low values (means of 0.19 and 0.17 for SDCI 
and SPI, respectively), which have similar patterns to r.  
In Figures 2.6c and 6f, MASE shows that the forecasting ability is good (MASE<1) when the 
forecasting error is less than the average time-series variation of the drought indices. Unlike the other 
metrics (i.e., r and nRMSE), the MASE maps and graphs have different distributions, which were 
caused by considering the time-series variation of each index. While most SDCI MASE values were 
less than 1 (mean of 0.93), SPI MASE were not (mean of 1.15). The fact that the MASE value is over 
1 indicates that the error between forecasts and actual values is greater than the average of the time-
series variation at each pixel. There are two reasons why SPI has relatively high MASE. One is a 
limitation of the MASE metric, which is sensitive to outliers (Davydenko and Fildes, 2016). Since 
SPI values fluctuate depending on precipitation only, the variation of the SPI is generally greater than 
that of SDCI. The other is that drought forecasting skills decrease when drought conditions change 
rapidly. Therefore, the MASE of the SPI can be higher than SDCI even if the average of the time-





Figure 2.6 Spatial distribution and time-series patterns of r, nRMSE and MASE from random forest 
model results for SDCI and SPI. The vivid red in the six maps indicates areas of relatively high errors 
(a-f). The green and purple in three time-series graphs indicate the time-series patterns of SDCI and 
SPI, respectively. 
 
2.4.2. The spatial distribution of the drought forecasting model 
Figure 2.7 depicts spatial distributions of reference SDCI (SDCI_o), outputs of forecasting 
model (i.e., ConvLSTM (SDCI_s1) and RF (SDCI_s2)), and forecasted climate factors (i.e., 
precipitation and temperature) from 1 May to 2 June in 2018. The spatial patterns of drought and no-
drought conditions were well detected regardless of outputs of SDCI_s1 or SDCI_s2 (e.g., alleviation 
in the north-western region (i.e., Inner Mongolia) from 1 to 17 May and intensification in Korean 
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Peninsula from 17 May to 2 June). This indicates that the spatial distribution of drought can be 
forecasted only using historical patterns of drought when droughts gradually intensify or alleviate 
(Choi et al., 2017). However, in the case of sudden droughts, such as in the central- and north-western 
regions (i.e., Inner Mongolia and Henan Provinces) on DOY 2018045, the forecasting skills were 
limited, especially in terms of drought intensity. According to the relative importance of the 
independent variables used in RF, two upcoming weather data have a significant impact on the RF-
based drought forecasting model (after the ConvLSTM output). However, on that day, the quality of 




Figure 2.7 Spatial distribution of forecasted SDCI from 1 May to 2 June. The vivid red and blue 
present dry and wet conditions, respectively, in SDCI maps (i.e., reference SDCI (SDCI_o), SDCI 
from step 1 (SDCI_s1) and SDCI from step 2 (SDCI_s2). The light red and blue present dry and wet 
conditions, respectively, caused by temperature (TCIGFS) and precipitation (PCIGFS) from Global 




SDCI_s1 was slightly underestimated or overestimated when droughts alleviated or intensified, 
respectively, whereas SDCI_s2 reduced the differences between SDCI_s1 and SDCI_o using 
forecasted weather data (i.e., TCIGFS and PCIGFS). SDCI_s2 improved 51% of the total pixels on 
average (up to 68%) in terms of the value of |forecasted-actual|. In other words, the GFS data were 
used to improve the SDCI_s1 through the RF model. For example, the drought on 17 May was 
alleviated compared to the eight days before in the central-western region (e.g., Shandong and Hebei 
Provinces). The output of SDCI_s2 is closer to SDCI_o than SDCI_s1 (the error of 60% of the whole 
pixel decreased on 17 May). When compared to Lorenz et al. (Lorenz et al., 2018), who focused only 
on drought intensification, our models are applicable for both drought intensification and alleviation. 
However, the improvement is relatively low when there are large gaps between the satellite data 
(i.e., TRMM Precipitation, MODIS LST) and the GFS data (i.e., TCIGFS and PCIGFS). For example, 
on 9 May, SDCI_s2 improved only about 45% of the pixels due to an underestimation of GFS 
precipitation in Shandong province. Kumar et al. (Kumar et al., 2016) compared GFS and TRMM in 
terms of monthly precipitation and pointed out that GFS precipitation was overestimated in south and 
northeast China and underestimated in central-eastern China. Another reason for the discrepancy 
between SDCI_o and SDCI_s2 is the degradation of forecasting skills in the numerical model as lead 
time increases (Park et al., 2017). 
The outputs from our forecasting model for SPI (i.e., ConvLSTM (SPI_s1) and RF (SPI_s2)) are 
depicted in Figure 2.8 with reference SPI (SPI_o) and forecasted precipitation (PCIGFS). SPI and 
SDCI models showed the spatial patterns. However, some regions have different drought severity 
because vegetation and temperature stresses were not considered (e.g., the central-western region and 





Figure 2.8 Spatial distribution of forecasted SPI from 1 May to 2 June. The vivid red and blue present 
dry and wet conditions, respectively, in the SPI maps (i.e., reference SPI (SPI_o), SPI from step1 
(SPI_s1) and SDCI from step2 (SPI_s2)). The light red and blue present dry and wet conditions, 
respectively, using precipitation (PCIGFS) from Global Forecasts System (GFS). 
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Similar to the results of SDCIs, the spatial patterns of drought and no-drought conditions were 
well detected in SPI_s1 and SPI_s2. The outputs improved when using forecasted precipitation data 
(PCIGFS) (up to 62% of pixels). For example, SPI_s1 on 9 May was underestimated in the central-
western regions (e.g., Jiangsu and Anhui Provinces), although the wet conditions were well detected. 
SPI_s2 captured wetter conditions than SPI_s1 using PCIGFS, which was helpful to improve the 
forecasting skills (60% of the pixels were improved on 9 May, Figure 8). Another example is that the 
drought on 25 May was well captured when considering the dry conditions in PCIGFS, which helped 
improve about 51% of pixels from SPI_s1 to SPI_s2, especially in the Korean Peninsula. In other 
words, if there are well-forecasted weather data, the accuracy of the drought forecasting model can 
be improved. Lorenz et al. (Lorenz et al., 2018) also found that the weather forecasting model is 
responsible for improving short-term forecasting of drought. In contrast, sometimes the drought 
forecasting skills were degraded when integrating forecasted data, due to the discrepancy between 
satellite products and numerical model outputs (e.g., Shandong Province on 9 May and Jiangxi and 
Fuzhou Province on 2 June) (Kumar et al., 2016). This has already been described in Lorenz et al. 
(2018).  
 
2.4.3. Novelty and Limitations 
In this study, we proposed a new drought forecasting model on a short-term scale using time-
series patterns and upcoming weather conditions through ConvLSTM and RF combined. Many 
previous studies have developed drought forecasting models aimed at improving the accuracy of 
forecasting skills (e.g., drought area and intensity) (Jiao et al., 2019; Rhee et al., 2010; Otkin et al., 
2015; Park and Kim. 2019; Park et al., 2018; Lorenz et al., 2018). However, they still show limitations 
in forecasting skills: they have relatively simple statistical approaches (e.g., logistic regression and 
RF) and use historical data. To improve forecasting skills on a short-term scale we combined two 
models, ConvLSTM and RF, blending temporal patterns of drought and upcoming weather conditions. 
There are two novelties in our study: 1) the ConvLSTM approach used in this study well reflected 
both spatial and temporal patterns in drought forecasting. To the best of our knowledge, this is the 
first study in which ConvLSTM is used in the drought forecasting. 2) Our model fuses time-series 
patterns and upcoming weather conditions by blending approaches (i.e., ConvLSTM + RF and 
satellite products + numerical model outputs), which has not been tried much in previous studies. 
Lorenz et al. (Lorenz et al., 2018) also fused past drought conditions and upcoming weather 
conditions, but they only investigated drought intensifications. The present study, on the other hand, 
has examined both drought intensifications and alleviations. 
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However, despite the novelties of the proposed model, there are still some limitations. First,  
computational demand is a common problem in deep learning-based models (Lee et al., 2020). 
Although ConvLSTM reflects time-series patterns well, it requires a significant computational 
demand in terms of memory and running time when optimizing parameters because there are 26 
parameters in the Keras “convlstm2d” function. Second, machine learning approaches are generally 
known as black box models which give results that are hard to interpret in terms of the causal 
relationships between and specific importance of variables. Third, the forecasting skills were not good 
when there were sudden changes in drought conditions. This is because of the discrepancies between 
satellite products and numerical model outputs and the degradation of forecasting skills in the 
numerical model with increasing lead time (Park et al., 2017).  
To overcome these limitations, several plans can made for future studies: 1) auto-
parameterization tools (e.g., Keras-tuner and AutoKeras) should be adopted for cost-effective 
parameterizing, 2) heatmaps should be generated to interpret the effect of each input variable on 
model performance (Ye et al., 2019), 3) other machine or deep learning approaches that can reflect 
complex drought mechanisms should be tested to further improve drought forecasting skills, and 4) 
an ensemble of various numerical models should be tested in order to reduce the gap between the 





Short-term forecasting of drought is crucial to reduce the damage to agriculture caused by 
drought, especially during critical crop yield development stages. Many studies have been conducted 
for drought forecast, but they still have limited forecasting skills. In this study, a drought forecasting 
model on a short-term scale was developed using temporal patterns of drought indices and upcoming 
weather conditions (numerical model outputs) through the synergistic use of ConvLSTM and RF. 
Two satellite-based drought indices—SDCI and SPI—were selected with a short-time scale (eight 
days), and the GFS numerical model was used to improve drought forecasting skills, considering 
upcoming weather conditions. The SDCI- and SPI-based drought forecasting models proposed in this 
study (ConvLSTM and RF combined) showed competitive results in terms of r (0.90 and 0.93 for 
validation SDCI and SPI respectively) and RMSE (0.11 and 0.08 for validation of SDCI and SPI, 
respectively). Furthermore, our drought forecasting model on a short-term scale can be applicable 
regardless of drought intensification or alleviation. While ConvLSTM resulted in good performance, 
the combined model showed better results by feeding upcoming weather conditions and topographic 
characteristics. The proposed drought forecasting model can be operationally used, providing useful 





3. Tele-connection based (sub)seasonal forecasting of drought 
using Convolution Neural Network 
3.1 Introduction 
Drought is a major natural disaster that generally occurs due to the deficit of precipitation (West 
et al., 2019). Drought can result in substantial damage to vegetation and crop conditions, human 
communities and economies depending on its persistence. Low levels of precipitation over a period 
of weeks to months cause meteorological drought (Zhang and Jia, 2013). When meteorological 
drought is prolonged and the amount of water required for plant growth is insufficient, agricultural 
drought occurs. Hydrological drought indicates a shortage of water resources, such as a significant 
reduction in groundwater, reservoir or stream levels (Thomas et al., 2017), while socio-economic 
drought refers to the impact on the environment when water demands for agricultural, industry and 
living exceed the available water supply (Wu et al., 2013; Hao et al., 2015; Park et al., 2017; Zhang 
et al., 2017; Tu et al., 2018).  
There is a relatively strong relationship between SST and rainfall in the long-range precipitation 
forecast (Palmer and Anderson, 1994). Several studies have shown that one factor (e.g., SST) can 
have varying effects from one region to another (Chiew and McMahon, 2002; Morid et al. (2006), 
affecting the timing of ocean-atmosphere forcing caused by SST, and the duration and magnitude of 
continental areas are largely dependent on land-atmosphere feedbacks (Ferguson et al., 2010). Barros 
and Bowden (2008) improved drought forecasting models in Australia up to 12 months in advance 
based on precipitation, SST anomaly patterns over the Indian and Pacific Oceans, and the far western 
Pacific wind-stress anomaly. According to the warming and cooling of SST, the distribution of 
precipitation can be changed. SST anomaly can make the chance of droughts across East Asia on 
altering the tropical and subtropical circulation anomalies and carrying the influence far to the mid 
and high latitudes by teleconnection. The SST anomalies have related to large‐scale based drought 
(Hoerling and Kumar, 2003) by influence on temperature and precipitation.  
In this research, we aimed to propose a drought forecasting model on a mid and long-term scale 
through considering SST teleconnection phenomena using a convolutional neural network (CNN) 
approaches. The measurable objectives of this study were to 1) forecast drought on a mid and long-
term scale (i.e., 1-3month) over a part of East Asia and to 2) analyze the forecasting skills as lead 
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time. The novelty of this study can be summarized in two aspects: 1) CNN was used to develop the 
drought forecasting model, which has the advantage of being able to recognize both temporal patterns 
when using time-series data and (Lee et al., 2020) and spatial characteristics, which is suitable for 
drought forecasting (Park et al., 2020). To our knowledge, using CNN is the first attempt in drought 
forecast modeling. 2) The proposed drought forecasting model considers drought patterns and 
teleconnection phenomena using SST across the Pacific Ocean. 3) “Heat map” which is one of the 
visualization methods for understanding the CNN models, was used for analyzing the teleconnection 





3.2 Study area and data 
3.2.1 Study area 
The study area is a part of East Asia (latitude: 25.17◦ N–45.72◦ N; longitude: 97°E–134°E, East 
Asia monsoon region) for drought forecast (Figure 3.1). East Asia is generally hot and humid in 
summer caused by the East Asia monsoon system, while it is dry and cold in winter (Park et al., 2019). 
Southern and central-eastern China, Japan and Southern and central-eastern China, Japan and the 
coastlines of South Korea have warm temperate climates, while north-east China, North Korea and 
inland South Korea have snow climates.  
In this study, the study area was divided into eight zones, which have similar drought 
characteristics on a large scale. In teleconnection-related research, north and south Korea unified for 
drought forecast (Ham et al., 2016; Yoon and Lee, 2016; Son et al., 2014). Li et al. (2015) assessed 
drought trend and risk across China and conducted drought climate division using station-based SPI 
through clustering approach. Referring to Li et al.(2015) and previous research, we finally divided 





Figure 3.1 The study area of this research with optimal interpolation sea surface temperature (OISST, 
upper) across the Pacific Ocean and eight zones over East Asia (below) 
 
3.2.2 Data 
Our drought forecasting model was developed using 1) reanalysis data based drought index (i.e., 
Standardized Precipitation Index (SPI)) for documenting the historical patterns across the study area, 
2) satellite products as independent variables for considering the possible operational forecast, and 3) 
SST and Niño indices for reflecting teleconnection phenomena from the Pacific Ocean.  
 
Dependent variables : Standardized Precipitation Index (SPI) 
This study used a surface-based drought index, SPI, as a dependent variable to forecast drought 
across the study areas. The World Meteorological Organization (WMO) recommends that SPI is s 
suitable drought monitoring index using precipitation rate (Hayes et al., 2011) (Table 3.1). SPI is 
calculated using the gamma probability distribution of precipitation accumulated at various time scales, 
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such as one month (McKee et al., 1993; Rhee and Im, 2017). However, ground measurement-based SPI 
does not provide spatially continuous drought information. It is challenging to explain drought 
conditions in areas where ground stations are skewed in some areas or low dense (Park et al., 2020). 
Global Precipitation Climatology Centre provides grid-based gauge-analysis products after conducting 
controlled station data at 1° spatial resolution. In this study, 3-month SPI (SPI3) from 1984 to 2016 was 
produced in 1° spatial resolution using GPCC precipitation through SPI function (T. Lee, n.d.) in Matlab 
2020a. In order to extract the representative value of SPI3 from each zone in the study area (Figure 3.1), 
the SPI of 25 percentile at each zone was used. 
 
Table 3.1 Drought categories based on Standardized Precipitation Index (SPI, McKee et al. (McKee 
et al., 1993)). 
SPI value  
(unitless) 
SPI category 
-2.0 and less Extreme Drought 
-1.99 to < -1.5 Severe Drought 
-1.5 to < -1.0 Moderate Drought 
-1.0 to < 0 Mild Drought 
0 or more  No Drought 
 
Independent variables  
National Oceanic and Atmospheric Administration (NOAA) Physical Sciences Laboratory (PSL) 
provides Optimally Interpolated SST version 2 (OISSTv2) products, which combines in-situ 
measurement, satellite SST product, and simulated SST based on sea ice cover (Reynolds et al., 2002; 
Shukla and Shin, 2020). In this study, monthly OISSTv2 monthly data (1° spatial resolution) derived 
by linear interpolation of the weekly OISSTv2 product (Reynolds and Banzon 2008) was used from 
1983 to 2016 to reflect teleconnection phenomena 
(https://psl.noaa.gov/data/gridded/data.noaa.oisst.v2.html). We masked the Pacific Ocean (longitude: 
105°E to 280°E, latitude: 30°S to 50°N) for modeling and additionally obtained Niño indices (i.e., 
Niño1+2 and Niño3.4) based on OISSTv2. Niño index— Niño1+2 and Niño3.4— is an anomaly of 
SST the part of the pacific ocean(i.e., 0-10S, 90W-80W and 5N-5S, 170W-120W, respectively) which 
is useful for explaining teleconnection based drought conditions. 
Global Precipitation Mission (GPM), a follow-up to the Tropical Rainfall Measuring Mission 
(TRMM), was launched in 2014, which has monitored precipitation including rainfall and snow 
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worldwide based on Du/Ka-band Dual-frequency Precipitation Radar (DPR) and multi-channel GPM 
Microwave Imager (GMI) (Draper et al., 2015; Casella et al., 2017; Son et al., 2021). In order to 
calculate GPM-based SPI, we accumulated 3-month of GPM IMERG precipitation (Final Run, 3B-
MO, version 06) from 2000 to 2018 provided by Earthdata, which was the same way with GPCC-
based SPI3. Unlike dependent variables, the reason for using satellite-based precipitation is to 
consider the possibility of real-time operation. For adopting independent variables on CNN model, 





Figure 3.2 shows the model structure of this study. In this study, we adopted combined CNN 
structures, called “the integrated CNN model”. It consists of one 3D CNN model and three 1D CNN 
models due to the different size(or dimension) of independent variables. In the 3D CNN model, 
normalized SST over the Pacific Ocean was used to reflect teleconnection phenomena on drought 
conditions across East Asia. A series of past 12 months of normalized SST data (from t-11 to t)  has 
been applied as independent variables in 3D CNN. In terms of 1D CNN model, there are three types 
of independent variables—monthly precipitation from GPM, Niño1+2, and Niño3.4. The series of 
past 12 months of three types of independent variables (from t-11 to t) are entered into each 1D CNN 
model. The reason for applying the values of the past 12 months for each independent variable is to 
determine how many months earlier data would help forecast future drought conditions (i.e., one to 
three months). The temporal patterns of precipitation can especially explain how the drought 
conditions have been changing for about a year in each region. During the entire study period, the 
CNN model was generated by using information from 1984 to 2013 and model performance was 






Figure 3.2  Model structure for developing drought forecast model in this study.  
 
3.3.1 Convolutional Neural Networks (CNN) 
CNN is one of the artificial neural network approaches, which is widely applied in recognizing 
visualization data such as handwriting, photos, and medical images (LeCun et al., 2015; Lee et al., 
2019; Krizhevsky et al., 2017). A major characteristic of CNN is extracting the spatial patterns using 
convolutional layers (Yoo et al., 2019). CNN modeling proceeds as follows :1) The input data pattern 
is extracted using the convolutional layer. 2) The pooling layers make dimension decrease to avoid 
overfitting problems. 3) The extracted feature determines the output. 4) the last convolutional layer 
is flattened so that it can be applied to the fully connected layer.  
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In this study, CNN models were constructed using the Keras library in Python. In order to find 
an optimal model in 3D CNN (for SST), 32, 64 and 128 filters and 3x3, 5x5, 7x7 kernels at 
convolutional layers were tested. The final CNN structure is shown in Figure 3.2. The ReLU and 
linear activation function was adopted at 3D CNN and 1D CNN, respectively.  In the last steps, a 
linear function was used to predict drought conditions with 128 and 32 nodes.  
 
3.3.2  Accuracy assessment 
In order to evaluate the performances of the forecasting model, two statistical metrics were used: 
correlation coefficient (r) and normalized root mean square error (nrmse).  
r= 
n( ∑ yŷ)- ( ∑ y)( ∑ ŷ)









 and  are the number of samples and  and  are the values of reference and predicted drought 
indices, respectively. r is the strength of a linear relationship between predicted and real values, which 
is useful when r is closer to 1. nrmse indicates the relative standard deviation of the forecasting errors. 
The model can be evaluated for having an excellent, good, fair, or poor performance when nrmse lower 
than 0.1, higher than 0.1 but lower than 0.2, higher than 0.2 but lower than 0.3, or higher than 0.3 




3.4. Results and discussion  
3.4.1 The performance of the drought forecasting model 
Drought Accuracy values were compared between lead times of 1–3 months (Figure. 3.3). In the 
result of calibration, averaged r(nrmse) are 0.96(0.09), 0.94(0.06) and 0.92(0.07) in lead time 1, 2, 
and 3 respectively. Regardless of lead time, the model has excellent performance (r is over 0.94 and 
nrmse is under 0.1). In the result of validation, averaged r(nrmse) are 0.63(0.17), 0.62(0.16) and 
0.67(0.15) in lead time 1, 2, and 3 respectively. Although validation performance was lower than 
calibration, the model still has good performance (nrmse is under 0.2). However, for test, the value 
of r(nrmse) (Figure 3.3, below) was rapidly reduced(increased). The reasons are that 1) the 
distribution of the calibration data used in model training and the test data is different, and 2) SST 
across the Pacific Ocean is not cover SPI due to other drought factors (e.g., Atlantic or Indian Ocean 
and snow depth). Nevertheless, it showed fair performances (under 0.3 in nrmse). As lead time 
increase from 1 to 3, the accuracy in r is rapidly decreased in the test, unlike in calibration and 
validation. It is consistent with Rhee and Im (2017) results, but there is relatively little decreasing 
accuracy. 
There is no difference in each zone's calibration and validation accuracy at one lead time (orange 
color in Figure 3.3). However, there is a large difference in accuracy for each zone at two and three 
lead time (purple and green color respectively, in Figure 3.3). For example, there are low correlations 





Figure 3.3 The model performance in terms of calibration, validation and test. The performances of 
each lead time model (i.e., lead time1-3) were shown as the orange, purple and green line, respectively. 




Figure 3.4 shows the temporal patterns of GPCC based SPI (reference), CNN-based forecasted 
SPI (forecasted), and Climate Forecast System (CFS) based SPI for one lead time. CFSv2 operational 
forecasts model was used in order to compare to our model performance. CFS has been providing 
data since 2011, we only used 2016 data due to data missing in the past period. Our results showed 
that the pattern tends to match the time series, and some periods have tended to be not good. Due to 
the lack of precipitation by 2014 and early 2015, GPCC-based SPIs are showing drought conditions, 
which is consistent with the results of our model. Regardless of zones, The predicted values showed 
the tendency to be averaged, and the maximum value (underestimated) and the minimum value 
(overestimated) were not good (e.g., zone3, zone4 and zone8). Except for zone8, CFS based SPI 
tended to match GPCC-based SPIs in summer, fall and winter. The reason that zone 8 has a different 
pattern is the CFS model overestimated precipitation considering regional characteristics.  
Figure 3.5 shows the temporal patterns for two lead time. Our model showed a tendency not to 
be very sensitive to changes in temporal patterns despite the increase in lead time. The forecasted 
values showed the tendency to be averaged, and the maximum value (underestimated) and the 
minimum value (overestimated) were not good (e.g., zone3, zone4 and zone8). In CFS based SPI, 
generally, spring precipitation is more overestimated than one lead time. CFS has better temporal 






Figure 3.4 The time-series patterns of SPI in one lead time from 2013 to 2016. The reference SPI, 




Figure 3.5 The time-series patterns of SPI in two lead time from 2013 to 2016. The reference SPI, 
Forecasted SPI, and CFS SPI were described by black dash, red line, and gray line, respectively. 




3.4.2 The spatial distribution of heat map 
CNN is called “Black box” because they struggle to identify the general relationship between 
the variables and the model parameters (Lee et al., 2019). However, the part of the CNN model can 
be interpreted through the heat map (Figure 3.6). Since June 2010, the SST in the Niño 3.4 area was 
recorded under -0.5 and continued until April 2011 (La Nina). In May 2011, South-East China (i.e., 
zone 6) suffered from drought due to a deficiency of precipitation. Jin et al.(2013) analyzed SST 
anomaly in the western and eastern equatorial Pacific from Jan to May of 2011. The positive signal 
in the western Pacific and the negative signal in the eastern Pacific (Figure 3.6). La Nina facilitate a 
less than general winter and spring. Figure 3.6 described the SST anomaly and heat map from CNN 
model from May 2010 to April 2011. In the heat map, there are similar patterns to SST anomaly. The 
forecasted SPI in zone6 was derived from Niño1+2 and Niño3.4 regions. At least 8 months ago, the 
feature began to appear. There is a similar case in spring 1997 (drought case in the same 




Figure 3.6 The SST anomaly and heat map from CNN model for May 2011 (for zone 6). The 
positive(negative) anomaly of SST was presented red(blue) color, and the strong signals of the heat map 
were presented by red color. 
 
In May 2014, North-East China (i.e., zone 2 and 3) suffered from drought due to a deficiency of 
precipitation. In the heat map 9 months ago, a strong signal was found in SST near Australia, and a 
strong positive signal was also observed in SST anomaly map (Figure 3.7). The positive SST anomaly 
makes air mass sink faster, which causes the southward shift of subtropical westerly jet (Zhao et al., 
2020). Furthermore, it leads to drier conditions in northern and wetter conditions in central and 
southeastern East Asia. Strong signals were shown in the eastern Pacific three to seven months ago 





Figure 3.7 The SST anomaly and heat map from CNN model for May 2014 (for zone 2 and 3). The 
positive(negative) anomaly of SST was presented red(blue) color, and the strong signals of the heat 





Sub-seasonal and seasonal forecasting of drought is crucial to reduce the damage caused by 
drought and manage drought-related polices. Many studies have been conducted for drought forecast, 
but they still have limited forecasting skills. In this study, a drought forecasting model on a mid-and 
long-term scale (one-three lead time) was developed using temporal patterns of drought indices and 
teleconnection phenomena of SST through the CNN. Reanalysis based drought index, SPI, were 
selected with a sub-seasonal and seasonal timescale (one to three months), and satellite-based variable, 
precipitation and SST across the Pacific Ocean. The SPI-based drought forecasting models proposed 
in this study showed competitive results in terms of r (0.5-0.7 for validation SPI at one lead time) and 
nrmse (0.1-0.2 for validation SPI at one lead time) regardless of regions. As the lead time increased, 
the accuracy tended to fall, but it showed good results compared to CFS, which is a numerical model 
data. When compared to a drought case, the SST of 8 months ago was influenced by the results. We 
confirmed the consistency of existing studies through Heat Map. The proposed drought forecasting 





The objective of this is to develop a short- mid-and long-term drought forecasting model by 
integrating satellite products and model outputs over East Asia through the Deep learning approaches. 
Drought forecasting is essential for effectively managing drought-related damage and providing 
relevant drought information to decision-makers so they can make appropriate decisions in response 
to drought. Although there have been great efforts in drought-forecasting research, drought forecast 
is still difficult. 
Drought-forecasting models on a short-term scale (8 days) were developed considering the 
temporal patterns of satellite-based drought indices and numerical model outputs through the 
synergistic use of convolutional long short term memory (ConvLSTM) and random forest (RF) 
approaches over a part of East Asia. Two widely used drought indices—Scaled Drought Condition 
Index (SDCI) and Standardized Precipitation Index (SPI)—were used as target variables. Through 
the combination of temporal patterns and the upcoming weather conditions (numerical model 
outputs), the overall performances of drought-forecasting models (ConvLSTM and RF combined) 
produced competitive results in terms of r and nrmse. Furthermore, our short-term drought-
forecasting model can be useful regardless of drought intensification or alleviation. The proposed 
drought-forecasting model can be operationally used, providing useful information on upcoming 
drought conditions with high resolution. 
Drought forecasting model on sub-seasonal and seasonal scales (one-three lead time) was 
developed using temporal patterns of drought indices and teleconnection phenomena of SST through 
the CNN. Reanalysis based drought index, SPI, were selected (one to three months lead time), and 
satellite-based variable, precipitation and SST across the Pacific Ocean. The SPI-based drought 
forecasting models proposed in this study showed competitive results in terms of r (0.5-0.7 for 
validation SPI at one lead time) and nrmse (0.1-0.2 for validation SPI at one lead time) regardless of 
regions. As the lead time increased, the accuracy tended to fall, but it showed good results compared 
to CFS, which is a numerical model data. When compared to a drought case, the SST of 8 months 
ago was influenced on the results. we confirmed the consistency of existing studies through Heat 
Map. 
Deep learning-based drought forecasting models over East Asia will be helpful to effectively 
manage drought-related damage and provide relevant drought information to decision-makers so they 




5. Outlook and Future works 
Although great efforts have been made in drought forecast, there are still some limitations. 
Despite the presence of many drought indices, the drought forecasting performance based on various 
drought indices was not evaluated. Unlike the United States, there is no official drought index in East 
Asia. Recently, Son et al. (2021) developed a drought index that reflects the climatic characteristics 
of East Asia. Since the index contains several drought factors, it is expected to be helpful in drought 
forecasts in East Asia if the characteristics of each drought factor are well understood. 
Compared to previous studies, forecasting skills have been improved, but the predictive ability 
was still low for the rapid change (flash drought). To overcome this limitation, several plans can try 
for future studies : 1) machine or deep learning approaches that can reflect complex drought 
mechanisms should be tested to further improve drought forecasting skills, and 2) an ensemble of 
various numerical models should be tested in order to reduce the gap between the satellite products 
and numerical model outputs.  
Another limitation is the efficiency of the drought forecasting model proposed in this dissertation. 
Although models were divided according to the forecasting scale (e.g., short-term, seasonal), it is not 
efficient for decision-makers who need drought forecasting information. Additionally, there is no 
information affected area and drought persistency. In order to minimize damage caused by drought, 
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