Abstract-In this paper we investigate the problem of remote stabilization via communication networks. This problem arises when the control law is remotely implemented. The exchange of data between the controller and the system is done via a data communication network described by a deterministic model. This leads to the problem of stabilizing an open-loop unstable system with time-varying delay. Assuming a known general model for the time-delay dynamics, we develop B time-varying horizon predictor, which is used as a basis to build a stabilizing control is then applied to the case of TCP nehvorks. Experimental results a* nresepntprl.
. Network Control Protocol (NCP) . Sequenced Packet Exchange (SPX)
The first two are built on Internet Protocol (IP) networks wMe NCP/SPX work on Internetwork Packet Exchange (IPXj networks. Note that TCP and SPX are secure protocol protocols, meaning that the lost packets are re-emitted. The impact of such network is to introduce a time-varying delay in the data transmission between the system and the controller, due to the multiple users interaction.
The time-varyiug delay makes the problem more difficult since the time-translation is not reversible. Most of the existing coutrol methods (like the Lyapunov-Krasovskii approaches) either assume a constant time-delay, or a known upper bound on it together with the assumption that the time-derivative of the delay is bounded by 1 (see for example [I] or 121). The case of time-varying or state-dependent delays can he treated along the solutions presented in 131, and [41 as long as the system is open-loop stable. These solutions do not allow for a direct use of the time-delay dynamics in the design of the control law and naturally yield to conservative results.
The case of open-loop unstable systems with time-varying delays has not been fully studied yet, hut it may he of interest in some tele-operation problems. An example is the airplane drones, that are remotely controlled and open-loop unstable, to allow for a faster response. Another example is a complex system such as a supply chain, where all the subsystems and contmllers are connected together through a local area network.
The stabilization of an open-loop unstable system with timevarying delays is studied in [51 and [61, where the system is stabilized with a state predictor and a precise condition on the time-varying predictor's horizon is established. This predictor is included in a H" control scheme in [7] and results in a LMI formulation. In [8], the state predictor is used to stabilize a system under two channels time-varying delays and to design a n observer-based control; the results of this work can he applied directly with the present control scheme if the delayed output is to be used to establish the control law. In this paper, we use this control structure, based on the ideas of "poleplacement", and show precisely how the available information on the communication network dynamics is involved in the computation of the predictor's horizon. We show that, under certain weak conditions, we are able to set the eigenvalues of a time-varying shifted system, or equivalently we transform the time-invariant delayed unstable open-loop system, into a stable time-varying linear system.
PROBLEM STATEMENT
The aim of this paper is then to explore how the transmission protocol dynamics can he explicitly used in the design of the control feedback. These dynamics can be described by the general class of systems that write a s 
) descrihes the internal dynamics of the network, set by the TP on the window sizes, and by the queue management scheme on the queue length,
gives the resulting delay r(t) from the whole model. This delay is the one that occurs from the controller to the source. Note that (1)-(2) describe an autonomous system with an exogenous input u d ( t ) . This input is assumed to be known over a certain range of time ahead of the present time (equal to the maximum delay expected T,,,~~) . This would he the case if the subsystems of a supply chain act in a predetermined order or if the transfer protocol is set to declare to the network that its source will emit and wait during 7,,, before starting the emission.
An example of such dynamics is the TCP model described by [9] , where a fluid flow model was developed using Poisson counter driven differential equations, with a propoldonal Active Queue Management (AQM) policy set on the router's site. The AQM is introduced with a packet discard function p ( z ) and acts as a feedback from the router on the emitter's window size: the proportional scheme is shown to be stable in [IO]. The network equations then write as [Wl(t) . . . W N ( t ) P(t)IT, where Ri(t) = 2 + T, i is the round trip time, p i ( t ) = K P q ( t -Ri(t)), T , i is the constant propagation delay.
The remotely controlled system has the form:
where x E R" is the intemal state, U E R is the control input, y E Rm is the system output, and A, B, C are matrices of appropriate dimensions. The pairs ( A , B ) and ( A , C ) are assumed to he controllable and observable, respectively, hut no assumption is made on the stability of A. We assume that all solutions of model (1)- (2), lead to the following property
where rmaz 2 0 is an upper hound on the time-delay. Note that condition (8) is a technical one, first introduced in [SI and necessary for the stability analysis.
CONTROL DESIGN
We consider the simple problem of state feedback stabilization, where we w u m e that the full state is measurable, i.e.
assuming the existence of a hounded time-depending function 00 > 6 ( t ) 2 0 (to he defined later), and replacing the cunent time t by the shifted time coordinate t + &(t) in (3, we have
It is wonh to note that for time-varying delays, the time translation is not reversible, i.e.
u ( t + J ( t ) j = u ( t -r ( t + J ( t j ) + 6 ( 1 ) )
as it is the case when the delay is constant, and 6 = r.
Assume that it is possible to set
Then the resulting closed-loop equation is
where Ad is the closed loop state matrix, that can be made negative definite, by the controllability hypothesis on the ( A , B ) pair. Nevertheless, stability of this system does not follow straightfonvardly from the stability of the matrix A,{, as it is the case for systems with constant time-delay. We will come to this point, after presenting the procedure to predict
v(t + 6 ( t ) ) , and the resulting constructive definition for 6(t).
To sum up, two conditions are to be satisfied for the above scheme to be implementahle
1) The possibility to predict z(t + 6(t))
2) The possibility to assign u(t + 6(t)). From (9) , this is possible provided that t -r(t + 6 ( t ) ) + 6(t) = t. This leads to a necessary condition on 6 ( t ) that will be used later.
The prediction of x(t + 6 ( t ) ) is then the key point for the consiruction of (IO), and for (11) 
Proof Let t be some given instant, The admissible set for the optimization problem (13) is non empty since the value 6 = 0 is a candidate solution that meets the constraint t -T ( t ) 5 t [This is because 7 ( t ) 2 0 by assumption (7)].
Funhermore, the admissible set is hounded since an upper bound is given by 6 = ~u p~,~r ( r~) ,
Finally, by classical continuity arguments. the adn&sihle set is clearly closed. Therefore, the optimization problem (13) is that of finding the maximal value of a continuous function (the identity map) over a compact set. The fact that the solution 6(tj satisfies (14) is a direct consequence of its maximal propeny. 000
Based on the above proposition, it is clear that 6(t) defined by (13) 
000
Corollary 3.1: the control law (15) applied to the system (5)-(6), has a bounded solution and exponentially converges to zero, for all t 2 0.
Proof. System (5)-(6) is a linear one, and its states cannot diverge in finite time. Therefore for any hounded 60. the state at that time x(6,) will he hounded. From the previous lemma, the state will then exponentially converge to zero.

B. Compurntion of 6(t) and use of the time-delay model
In this subsection we discuss several aspects related to the computation of the prediction time-varying horizon, and provide some special cases where this computation can be donne explicitly.
The computation of the control law implies to continuously solve, for 6(t), the implicit equation (14) for at all t 2 0. This theorem is applied to the problem of the existence of 6 by first considering g(6, t i ) , where tl > 0 is a given time instant. In that case the fixed point theorem, along with the properties on g and 6 given by (18)-(19), directly ensures that there exists a fixed point 6 t [0, T ,~~~] . This is then extended to the general case hy noticing that this remains true for all ti E R+. Therefore, we can ensure that there exists a 6 ( t ) E [0, r,nar] can be found by explicit numerical search. The dichotomy method can be applied on (14) using the numerical values of the time delay: the validity of this method follows from the fixed point theorem but is time consuming since the dichotomy is used at each sampling time, The delay dynamics can he used duectly by first defining the function S ( t ) = 6(t)-r(t+6(t)) and then finding 6(t) such that 6 ( t ) reaches asymptotically the manifold S ( t ) = 0. In order to prevent for the numerical instabilities, the dynamics of S ( t ) is defined as 
S(t)
+
( z ( t + 6 ) . u d ( t + 6 ) ) .
The main contribution of the paper is now summarized in the following theorem.
Theorem 3.1: Consider the system
kit) = 4 4 t ) + Bu(t -T i t ) )
(A, B) controllable pair. Assume that the delay dynamics (I)- (2) is such that the following holds for r(t)
Then the feedback control law when i ( t ) # 1. It can he easily verified that the lower bound is always true and doesn't imply any constraint on i , while the upper bound condition is given hy hypothesis (A2) since p can he chosen arbitrarily large. Therefore, the proof follows using the previous lemma and corollary, and by noticing that 
C. Applicarion tu rhe TCP network
We now detail how the TCP model described by (3)- (4) is used in the computation of 6 ( t ) to set the control law (23)- (24),can now he substituted in (21)- (22) to obtain the dynamics 6(t).
IV. EXPERIMENTAL RESULTS We describe in this section how a "T-shape" inverted pendulum, depicted on fig. 2 , is controlled through a TCP network. The detailed model description of this system can be found in [I21 and is briefly recalled here. The inverted pendulum is composed of an horizontal actuated rode that can slide on the top of a vertical rod: the bottom of the vertical rod rotates freely around a point fixed on the supporting structure. Tne angle between the vertical upward position and the vertical rod is B ( t ) , measured positive counterclockwise, and the displacement of the horizontal rod from the central position is z ( t ) , positive to the left. This system is actuated The eigenvalues of A are XI , ? = 57.073, X3 = 3.58 and Xq = -3.58: the two pure imaginary eigenvalues depend on the vertical rod dynamics without friction, while the positive real one depends on the sliding rod dynamics. The linearized model of the pendulum is used to build the control law and the controller gain K is chosen so that the closed-loop poles of the time-shifted system are set to [-8+0.5i; -8-0.5i; -16; -321. The network consists of one router and two TCP flows (the one used by the system and the controller, and a disturbing one, acting between t = 10s and t = 25s). Its parameters are such that the time-delay is obtained from the following dynamics
~( t ) = R i ( t ) / 2
with Rl(t) = $$ + 0.001, Rz(t) = $$ + 0.0015, p l , z ( t ) = 0.005q(t-Rl,z(t)), and Wl(0) = W2(10) = 10 packets. The computation of J(t) and the control law is then straightforward from (23)- (24) and Theorem 3.1.
The time-delay induced by the proposed network model and the resulting 6 ( t ) are pre-computed, while the control law is implemented in a discrete form (the integral part is approximated using the backward rectangular d e ) . The sampling time of the sensors, actuator and control is set to 1 ms, and the inverted pendulum's response to a filtered square reference is studied. The induced time-delay, the closed-loop response with the proposed feedback and the response with a state feedback control are presented on fig. 3 . Some results obtained from a network model inducing a smaller time-delay are also presented (in dotted lines on fig. 3 ). These results show the efficiency of the proposed control law to stabilize the inverted pendulum when a time-varying delay occurs on the communication channel. The results obtained with a simple proportional state feedback clearly show that the system grows unstable and that this feedback can not cope with the delay. The compaison between the system response obtained for large delays and the one obtained for small delays illustrate the fact that we set the poles of the rime-shifed system but not those of the actual system (while stability is ensured, the transient response depends on the delay).
V. CONCLUSIONS In this paper we have investigated the problem of remote stabilization via communication networks, which is formulated 1s the problem of stabilizing an open-loop unstable system with time-vaqing delay of known dynamics. The proposed controller includes explicitly the delay dynamics and results in a exponentially converging closed-loop system, under weak assumptions. This controller is based on a 6(t)-step ahead predictor, where 6(t) is the solution of the implicit equation 6 -r(t + 6 ) = 0, which is shown to be solved if the time delay is bound and is transformed into a differential equation. The control scheme is applied to the TCP network, using an existing fluid-flow model. We have also presented some experimental results showing the capability of this controller to stabilize an inverted pendulum through a TCP network.
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