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We study the minimum number of complete bipartite subgraphs needed to 
cover and partition the edges of a k-regular bigraph on 2n vertices. Bounds are 
determined on the minima of these numbers for fixed n and k. Exact values of the 
minima are found for all n and k 6 4. The same results hold for directed graphs. 
Equivalently, we have determined bounds on the minimum value of the Boolean 
and nonnegative integer ranks of binary n xn matrices with constant row and 
column sum k for fixed n and k, obtaining the exact values of the minimum for 
k <4. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Edge coverings of graphs and more recently arc coverings of digraphs 
have been the focus of considerable research during the last ten years. 
Surveys of the theory of edge coverings and partitions can be found in 
papers by Orlin [9], Pullman [ 111, and Roberts [ 141. While most of the 
early work has involved coverings with cliques, several authors including 
Orlin [9], Gregory and Pullman [6], Tuza [15], and Graham and 
Pollack [S] have considered the problem of covering or partitioning the 
edges of a graph with complete bipartite subgraphs (bicliques). Jones, 
Lundgren, and Maybee [S] extended this type of covering to digraphs, 
using directed bicliques to cover or partition the arcs of a loopless digraph. 
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A directed biclique is a biclique with partition (X, Y) whose edges have 
been oriented from X to Y. 
Pullman and de Caen have investigated the clique covering problem 
[12] and clique partition problem [13] for regular graphs. Barefoot et al. 
[ 1 ] have found minimum biclique covers and partitions for (n - 2)-regular 
digraphs on n points. Here we find the minimum values of the covering and 
partition numbers for k-regular bipartite graphs (bigraphs) on 2n points 
and digraphs on n points for k < 4 and k =n+- 1. 
The biclique covering (partition) number bc (D), (G(D)) of a digraph D 
is the size of a smallest family of directed bicliques covering (partitioning) 
the arcs of D. Similarly, we let be(B) (bp(B)) be the minimum size of a 
biclique covering (partition) of the edges of a bigraph B. 
To see the relationship between the covering problem for digraphs and 
the covering problem for bigraphs, let A(D) be the adjacency matrix for a 
digraph D on n vertices. Our digraphs will have no loops or multiple arcs, 
so A(D) is a (0, 1)-matrix with zeros on the diagonal. The bicliques of D 
are in one-to-one correspondence to those p x q submatrices of A(D) with 
all entries equal to one and for which the sets of row indices and column 
indices are disjoint. Furthermore, if B is the bipartite graph on 2n vertices 
whose adjacency matrix is A(D), then z(D) = be(B) and G(D) = bp(B). 
For n > k > 1, let 9(n, k) be the set of k-regular digraphs on n points and 
9#(n, k) be the set of k-regular bigraphs on 2n points. Next we set 
$(n, k)=min{$(D): DEg(n, k)} (1.1) 
G(n, k) = min{&?(D) : De 9(n, k)} (1.2) 
bc(n, k)=min{bc(B) : BEC&?(IZ, k)} (1.3) 
bp(n, k) = min{bp(B) : BE a(n, k)} (1.4) 
Since each digraphD E 9(n, k) determines2 bigraph BE 9?(n, k), it is 
clear that bc(n, k) < bc (n, k) and bp(n, k) d bp (n, k). However, there are 
bigraphs B with an adjacency matrix with ones on the diagonal, so equality 
is not obvious. In Section 2.3 we show that in fact equality holds in both 
cases, so it suffices to consider only the bigraph problem. It is also evident 
that bc(n, k) < bp(n, k). In fact, in Section 4 we find exact values for k < 4 
and all n and show that bc(n, k) = bp(n, k) for all of these values of n and 
k except bc(5,4) = 4 while bp(5,4) = 5. 
The equivalence of Boolean (nonnegative integer) rank and biclique 
coverings (partitions) is discussed in Section 2. We use it in calculations of 
bp and bc. It also provides a matrix theoretic interpretation of our results 
in that we have found bounds on the minimum of the Boolean and non- 
negative integer ranks of all square binary matrices with constant row and 
column sum k. Also we have found exact values of these minima for k d 4. 
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These results are analogous to the results of Brualdi, Manber, and Ross 
[2] on the minimum real rank of square binary matrices. There are some 
striking similarities; for example, their Theorem 3.8 on real rank of 
3-regular matrices has the same conclusion as our Theorem 2 on Boolean 
and nonnegative integer rank of 3-regular matrices even though there are 
matrices where these ranks differ. On the other hand, the Boolean results 
for (n - 1)-regular matrices are quite different from the real results. 
Algebraic preliminaries are presented in Section 2. Section 3 contains the 
principal lemmas as well as the bounds on bc(n, k) and bp(n, k) for 
arbitrary k (Theorem 1). Section 4 contains the exact results. Lemma 4.1 
and Theorems 2 and 3 give the exact results for k < 4. The matrix formula- 
tion of each theorem is given as a corollary after the proof. Usually the 
proofs indiscriminately mix graph theoretic and matrix theoretic methods. 
2. ALGEBRAIC PRELIMINARIES 
2.1. Rank and Partition Numbers 
Let X be an m x n matrix over 2 +, the nonnegative integers. The non- 
negative integer rank of X, rz+ (X), is the least k for which there exist m x k 
and k x n matrices F and G over Z+ providing the factorization X= FG. (If 
X= 0, we put rz+ (X) = 0.) Our first lemma is an immediate consequence 
of the definition. 
LEMMA 2.1. Zf X is a (0, 1 )-matrix and k = rz+ (X), then there exist 
m x k and k x n (0, 1 )-matrices F and G such that X = FG. 
LEMMA 2.2. Suppose X is an m x n (0, 1)-matrix. Zf B is its bigraph, then 
bp(B) = rz+ (X). Zf m = n, all th e d’ lagonal entries in X are zero, and D is the 
digraph of X, then bp(D) = rz+ (X). 
ProoJ: Bicliques (directed or undirected) have adjacency matrices of the 
form mr where _u, Q are (0, 1 )-vectors. The lemma follows from Lemma 2.1 
since 
FG= i _F,G’, 
i= I 
where Yi is the ith column of Y and Yi is the ith row of Y. 1 
Here are some properties of rz+ that we will need. They follow easily 
from the definition. 
PROPERTY 1. rz+ (X) d min(m, n) for all m x n matrices X over Z +. 
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PROPERTY 2. Zf X is an m x n matrix over Z+ and rR(X) denotes its rank 
as a real matrix, then rR(X) < rz+ (X). 
Sometimes strict inequality can hold in Property 2. See, for example, 
C61. 
EXAMPLE 2.1. Let X = &, the n x n (0, 1 )-matrix where off-diagonal 
entries are 1 and where diagonal entries are 0. By a result of Chung, 
Graham, and Winkler [3] and also of Pritikin [IO], rz+ (T,,) = n. This is 
also a consequence of Properties 1 and 2 since r,JX) = n. 
EXAMPLE 2.2. Suppose 
We show that rz+ (M2) = 4. We have 
0 1’ 1 1 
0 1 1 1 
M,= [ 1 0 1 0 
1 1 0 0 
1100 . 
‘1 
1 0 0 0 
0 0 1 0 0 
00010’ 
0 0 0 0 1  
so 4 >/ rz+ (M,). But rR(MZ) = 4. The rest follows from Property 2. 1 
The last property of rz+ that we need is this. 
PROPERTY 3. Suppose 
x= Xl 0 [ 1 0 x2
and 
0 Xl Y= x [ 1 2 0 
are matrices over Z +, Then 
rZ+(X) = r,+(X,) + r,+(X2) = rz+( Y). 
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ProoJ The definition of rz + implies that r,+(X) is invariant under row 
and column permutations of X. Hence rz+(X)=rz+( Y). Let B be the 
bigraph of X. The bigraphs Bi of Xi are vertex- and edge-disjoint from each 
other and B = B, u Bz. Therefore bp(B) = bp(B,) + bp(B,). The rest follows 
from Lemma 2.2. m 
2.2 Rank and Covering Numbers 
Let B be the two-element Boolean algebra. That is, B = (0, 1 } satisfies 
the ordinary (integer) addition and multiplication tables except that 
1 + 1 = 1. The Boolean rank rB(X) of a matrix X over B is the least k for 
which there exist m x k and k x I? matrices F and G over B providing the 
factorization X= FG. (If X= 0, we put r,(X) = 0.) 
LEMMA 2.3. Suppose X is an m x n (0, 1 )-matrix. Zf B is its bigraph, then 
be(B) = rB(X). Zf m = n, all the diagonal entries in X are zero, and D is the 
digraph of X, then s(D) = rB(X). 
ProoJ: Use the proof of Lemma 2.2 and Boolean arithmetic, omitting 
the reference to Lemma 2.1. 1 
COROLLARY. ZfX is any m x n (0, 1)-matrix, then r,(X) < r=+(X), 
Proof We know that be(B) < bp(B). Apply Lemmas 2.2 and 2.3. 1 
Although Property 1 holds for Boolean rank, Property 2 is not generally 
true. We can have rR(X) > re(X) for some matrices X and rR( Y) < rg( Y) 
for others. For example, the matrix 7n of Example 2.1 has real rank n for 
all n, but its Boolean rank is 
according to [4]. But a(n) <n for all n > 4. Therefore for all n 2 5, 
rBVn) < r&J, 
with equality for 2 <n < 4. On the other hand if 
1 
0 
0 ’ 
1 I 
(2.2.1) 
(2.2.2) 
then rR( Y) = 3. The bigraph of Y is an S-cycle so its biclique covering 
number is 4. So rR( Y) < rB( Y). 
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Property 3 of nonnegative integer rank is also enjoyed by Boolean rank. 
Here is a lemma that we will use frequently in the sequel to obtain lower 
bounds on biclique covering numbers. 
LEMMA 2.4. Zf a bigraph B contains a matching S, no two edges of which 
are in a 4-cycle of B, then bc( B) > ISI, the number of edges in S. 
Proof Clearly, each biclique can contain at most one edge of S. 1 
EXAMPLE 2.3. Let A be the matrix of Example 2.2 and B be its bigraph. 
Then 
bc( B) d bp(B) = 4 
by Example 2.2 and the corollary to Lemma 2.3. The bigraph B contains a 
matching consisting of four edges, no two on a 4-cycle. Hence bc( B) = 4. 
2.3. Why Bigraphs Suffice 
Our original problem was to study the minimum values of 2 and $ 
over 9(n, k), the loopless k-regular digraphs on n vertices. By introducing 
the ranks of k-regular n x n (0, 1)-matrices, we transformed the problem 
into minimizing rB and rz+ over M(n, k) the k-regular n x n (0, 1)-matrices. 
This is equivalent to minimizing bc and bp over 9#(n, k). It might at first 
seem that the minimum of rB (respectively<,+) over M(n, k) is less than 
the minimum value of 2 (respectively, bp ) over 9(n, k), because the 
adjacency matrices of loopless digraphs have zero diagonals. But 
Lemma 2.5 below implies that the minima are the same. It implies that if 
bc( B) = x (respectively, bp(B) = x) for some B in g(n, k), then there is a D 
in 9(n, k) such that z(D) = x (respectively, G(D) = x). This makes 
constructions easier. If we have found a k-regular n x n matrix A with 
rB(A) =x, then even if there are ones on A’s diagonal, we know that 
s(D) = x for some loopless k-regular digraph on n vertices. (Similarly for 
rZ+ and $.) 
LEMMA 2.5. Suppose A is an n x n (0, 1)-matrix with constant line-sum 
k < n. Then there exists a permutation matrix P such that the digraph with 
adjacency matrix PA is loopless. 
Proof: Let B be the digraph of A and B” be its complement in K,,,. 
Since B’ is (n - k)-regular and n > k, it follows from Hall’s Marriage 
Theorem that B’ contains a perfect matching M. Therefore for some 
permutation matrix P, PA’ has only ones on its diagonal. Here A’ is the 
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adjacency matrix of B’. It is obtained by replacing each one in A by a zero 
and each zero by a one. It follows that PA has only zeros on its 
diagonal. 1 
2.4. Matrix Formulation 
Corresponding to the terminology of Section 1, Definitions 1.1 through 
1.4, and Section 2.3, let us set 
r,+(n, k)=min{r,+(A): AeM(n, k)} 
and 
T~(M, k) = min{v,(A): A E M(n, k)}. 
The following lemma is an immediate consequence of Lemmas 2.2, 2.3, 
and 2.5. 
LEMMA 2.6. For aN n and k, 
rz+(n, k) = bp(n, k) = $(n, k) 
and 
r,(n, k) = bc(n, k) = &?(n, k). 
As a referee observed, the fact that bp(n, k) = G(n, k) and bc(n, k) = 
s(n, k) can be deduced graph-theoretically, without recourse to (0, l)- 
matrices. 
3. RESULTS FOR ARBITRARY k; 
BOUNDS ON THE RANKS AND BICLIQUE NUMBERS 
Recall that bp(n, k) is the minimum value of bp(B) over the set .S?(n, k) 
and bc(n, k) is defined analogously. We summarize the work of several 
authors in the following lemma. 
LEMMA 3.1. (a) [l, 81 For aN k B 1 and q 2 1, bc(qk, k) = 
Mqk k) = 4. 
(b) [3,4,10] ForaNk~l,bc(k+l,k)=o(k+l)andbp(k+l,k)= 
k+ 1. 
(c) [l] Ifn=2k, ka2, then bp(n,n-2)=k; ifn=2k+l, k>l, 
then bp(n, n - 2) = k + 2. 
(d) [l] Zf n=2k, then bc(n,n-2)=0(k); if n=2k+1>9, then 
a(k+2) < bc(n,n-2) < o(k-1)+2; bc(3,l) = 3, bc(5,3) = 4, and 
bc(7, 5) = 5. 
58?b151.1-6 
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The next theorem gives bounds on bc(n, k) and bp(n, k). 
THEOREM 1. For all k, nJk Q bc(n, k) < bp(n, k) < k + n/k. 
Proof: Let ?Z be a minimum biclique covering of an arbitrary k-regular 
bigraph 3 on 2n vertices. Then k’jV/ > kn since the size of the largest 
biclique is at most k*. So [%?j 2 n/k. Therefore, bc(n, k) > n/k. 
Let A(k, r) be the k x k circulant matrix whose first row has r con- 
secutive ones followed by k - r consecutive zeros. Let J= J,,k be the r x k 
block of ones and 
Mr., = 
0 J 
I J’A(k, k-r) 
Then M,.k is an (r+ k)x (r+ k) k-regular (0, 1)-matrix and r,+(M,,,)< 
k + 1 for r = 0, 1, 2, . . . . k. 
Given n and k, let q = Ln/k] and r be the remainder when n is divided 
by k. Let N, be the direct sum of q - 1 replicas of Jr+ and one copy of 
M,,k. Then N, is n x n and k-regular with 
r,+(N,,)d(q-l)+k+l=q+k 
by Property 3. Hence, bp(n, k) < q + k. 1 
Applying Lemma 2.6, we have the following matrix form of Theorem 1. 
COROLLARY 1. For all k, n/k < r,(n, k) d rz+(n, k) d n/k + k. 
Note that the lower bound is achieved for all n ~0 (mod k) by 
Lemma 3.1. The upper bound is achieved for all n > k by the matrices N, 
of the proof of Theorem 1 with n E - 1 (mod k). 
The rest of this section is devoted to two technical lemmas useful in 
determining lower bounds on bc(n, k), and a matrix formulation of 
Lemma 2.4 that we use to obtain lower bounds on the Boolean rank. 
A claw is a replica of K,,,. 
LEMMA 3.2. Suppose B is a k-regular bigraph with k 2 2 and there is a 
minimum biciique covering % of B containing /I > 0 replicas of Kk _ I.k. Then 
there is a minimum biclique covering of B containing ~12 2 claws and fl 
replicas of Kk ~ I,k such that o! > /I. 
Proof: The case k = 2 is trivial, as K,,, is a claw. Suppose k > 3. Let 5% 
be a minimum biclique covering of B that contains /I replicas of Kk _ I,k and 
a maximum number M of claws. Denote by K ‘, . . . . KB those K E 59 that are 
isomorphic to Kk ~ ,,k. 
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If K’ and Kj are not vertex-disjoint, then the k-element class of K’ con- 
tains one of the two classes of Kj, and vice versa. Thus, either K’u KJ is 
isomorphic to Kk,k, contradicting the minimality of I%‘(, or the edges 
E(K’)\E(Kj) form a claw, contradicting the maximality of ~1. Consequently, 
the K’ are vertex-disjoint, and there are /3k edges incident to U V(K’) that 
do not belong to IJ E(K’). Denote their set by F. If all edges of F are 
covered by claws, then the number of those claws is at least lF;l/k = p. 
Suppose there is a biclique L E %Y, other than a claw, that covers some 
edge xy = e E F. Say x E V(K’). Since all neighbors y’ # y of .X are in K’, as 
well as all neighbors x’ of any y’, it follows that L entirely belongs to the 
subgraph induced by V(K’) u { y ). Thus, E(L)\E(K’) is a claw; i.e., L 
should be replaced by the claw incident to y, contradicting the assumptions 
on %‘. 
Hence, the only case left is when B = 1. If c1= 1 held, then all the k edges 
of F would form just one claw C’, i.e., a vertex y, adjacent to all vertices 
of the k-element class of K ‘. In this case, however, K’ u C’ z Kk k would 
hold, and the two bicliques K’ and C’ might be replaced by their union 
as a single biclique, contraditing the minimality of I%/. 1 
LEMMA 3.3. Suppose B is a k-regular bigraph on 2n vertices. If & is 
obtained by deleting y replicas of Kk,k from B, then b is a k-regular bigraph 
on 2(n - ky) vertices and 
bc( B) = bc( I?) + y. 
bp(B) = bp@) + y. 
The last lemma in this section is used to estimate Boolean rank. 
If au = 1, we say that “A has a one at (i, j).” A set S of ones of A (really 
a set of index pairs (i, j) with aii= 1) is independent if no two occur on the 
same row or column. The set S is isolated if S is independent and no two 
ones of S are in a 2 x 2 submatrix of A of the form 
1 1 [ 1 11’ 
EXAMPLE 3.1. Let 
0 
0 
1 
1 
1  
and S= ((1, 3), (2, l), (3, 5), (4, 2), (5, 4)}. The ones in S are indicated “1” 
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in the matrix A. It is easy to see that S is isolated. The set { (1, l), (2,4), 
(3,4), (5, 5)} is not independent. The set ((1, l), (2,2), (3, 5), (4,4), 
(5, 3)) is independent but not isolated. 
LEMMA 3.4 [6]. If the adjacency matrix of a bigraph B has an isolated 
set of r ones, then be(B) > r. 
Note that Lemma 3.4 is a matrix formulation of Lemma 2.4. 
4. MINIMUM VALUES OF THE BICLIQUE NUMBERS, k< 4 
The following lemma is immediate. 
LEMMA 4.1. rf a bigraph B is k-regular and 1 d k d 2, then bc( B) = 
W-9 
EXAMPLE 4.1. Let G be the bigraph presented in Fig. 4.1. 
This example shows that Lemma 4.1 is false for k = 3 because be(G) = 10 
and bp(G) = 11. To prove those assertions, let 
S= {a, b, c, 4 e,fi g, h, i,.i) 
be the matching in G as indicated in Fig. 4.1. No two members of S are in 
a common 4-cycle in G, so be(G) >, ISI by Lemma 2.4. Let %? be the family 
of bicliques consisting of the four 4-cycles containing edges a, e, f, and j; 
the two 4-cycles marked K and L; and the four 3-edged claws centered at 
U, v, W, and x. Then W covers G and ISI = /%?I = 10. Hence, be(G) = 10. The 
determinant of the matrix A of G is not zero, so m(A) = 11. By Lemma 2.2 
and Property 2, bp( G) = 11. So bc( G) < bp( G) and G is a 3-regular bigraph. 
EXAMPLE 4.2. Let G, be the bigraph of 7n for all n 2 4. That is, G, is the 
Y  X 
II W 
FIGURE 4.1 
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complement of a perfect matching in K,,,. Equation 2.3.1 implies that 
bc(G,) = a(n) while Example 2.1 implies bp(G,) = n. 
So for every n > 2, there exist regular bigraphs G, such that 
WGJ < MGd 
We shall see however that bc(n, k) = bp(n, k) for all n and all k d 4, 
except n = 5 when k = 4. 
In [S], Jones et al. computed ?$(n, 2). Applying Lemmas 2.6 and 4.1, 
we have the following. 
PROPOSITION 4.1. For all n > 1, bp(n, 1) = bc(n, 1) = n, and for all n 3 2, 
bp(n, 2) = hc(n, 2) = Ln/2 J + 1 + (- l)n+‘. 
Applying Lemma 2.6, we obtain the matrix formulation of Proposi- 
tion 4.1. 
COROLLARY 4.1. For all n > 1, rz+(n, 1) = r,(n, 1) = n, andfor all n 3 2, 
r,+(n, 2) = r,(n, 2) = Ln/2 J + 1 + (- l)n+ ‘. 
THEOREM 2. Let s(n) = 0 if n E 0 (mod 3) and s(n) = 3 otherwise. Then 
for aN n b 3, 
bc(n, 3)=bp(n, 3)= 3 +s(n). 
11 
Proof Case 1. n - 0. By Lemma 3.1, 
bc(n, 3)=bp(n, 3)=5. 
Case 2. n f 0. Let B be a 3-regular bigraph on 2n vertices. If n = 4, then 
Br G, and the theorem follows from Example 4.2. 
By Theorem 1, bc(n, 3) < bp(n, 3) < Ln/3 J + 3 for all n 2 3. 
For n > 5, we prove that s(n) + Ln/3 J is a lower bound by showing that 
bc(n, 4) > s(n) + Ln/3 J. If n = 5, we consider two cases. Suppose B has a 
subgraph isomorphic to K,,,. Then B is isomorphic to the bigraph of M, 
of Example 2.2, and hence be(B) = 4 by Example 2.3. If B contains no such 
subgraph, then every biclique in any biclique covering of B would have at 
most four edges. Therefore, bc( B) > r 15/4] as B has 15 edges. 
Now we may assume n B 7. Let q = Ln/3 J so that n = 3q + r where r = 1 
or 2. Let %? be any biclique covering of B and c = [%?I. For each 
1~ i <j< 3, let cii denote the number of members of %? isomorphic to K,. 
We then have 
i i ijcii33n (4.1) 
j-1 i=* 
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(4.2) 
j=l i=l 
Suppose B contains no replica of K,,,. If cz3 = 0, then 4c > 3n by (4.1) 
and (4.2). If c<q+2, then 4(q+2)>3(3q+r) and hence 8-3r> 5q, so 
q = 1. That would contradict our assumption that n > 7. Hence c > q + 3. 
If cz3 > 0, let 
3 
Cl = 1 c*j. 
J=l 
According to (4.1), we have 6(c,, + czz) + 3c, 2 3n, and hence by (4.2), 
2c 2 n + ci. Since cz3 > 0, then according to Lemma 3.2, c, 2 2. If c < q + 2, 
then 
and hence 1 B q, contrary to the assumption that n > 7. Thus, c > q + 3. 
If B contains y > 0 replicas of K3, 3, then by Lemma 3.3, k(B) = y + bc(& 
where & is 3-regular on 2ri = 2n - 6y vertices. Since A & 0 (mod 3) and 
Kss, s& & we have 
by the previous paragraph. Hence 
We have shown that 3 + Ln/3 J < bc(n, 3) for all n such that 4 d n & 0 
(mod 3). This completes the proof of Case 2 and the theorem. 1 
COROLLARY 2. For every n > 3, 
r,h 3) = rz+(n, 3) = 5 + s(n). 
11 
THEOREM 3. Let s(n) =O, 3, 2, or 4 according as n ZE 0, 1,2, or 3 
(mod 4). Then for all n > 5, 
Wb 4) = bp(n, 4) = 
11 
f + s(n), 
bc(5,4) = 4 and bp(5,4) = 5. 
BICLIQUE COVERINGS 85 
Proof: To establish that s(n) + Ln/4 J is an upper bound, we need only 
provide 4-regular matrices A, such that 
n 
rZ+(A,)=s(n)+ - 11 4 
for all n 2 6. 
Let J,., be the s x t matrix of ones. Put 
where J= J2.2; 
A,= 
0 J [ 1 J’ I ’ 
where J= J,.,; and 
0 Jw it’ 
A, = [ X’ 0 J,., 1 , 
J 3.4 0 0 
where 
Let r=rz+. It is easy to verify that r(A6) < 3, r(A7) 6 5, and r(A,) < 5 by, 
for example, exhibiting appropriate-sized biclique partitions of the corre- 
sponding bigraphs. Then r(A6) = 3, r(A,) = 5, and r(A,) = 5 by Property 2 
of rz+ . Now let Np be the direct sum of p replicas of J4,4 and let q = Ln/4]. 
Let A,=A,@N,-, if ni (mod4) and i=6 or 7. Let A,,=A,@N,-, 
when n = 1 (mod 4). Then by the properties of rank discussed in Section 2, 
r(A,)=r(A,)+(q- 1) for n=i (mod4) and i=6 or 7; also r(A,)= 
r(A,) + (q - 2) for n E 1 (mod 4). So 
for all n36. 
Now we show that bc(n, 4) as(n) + Ln/4J to complete the proof. 
Throughout this proof, G? will denote a minimum biclique covering of a 
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bigraph B, c = I%‘] = k(B), cii will denote the number of members of V? 
isomorphic to Ki.j (for 1 <i<j<4), and m=rnax{ij:~~>O}. We also let 
4 
Cl = c Cl,’ 
,= 1 
the number of claws in %. Then by adding the number of edges in the 
members of %Y&, we obtain 
4 j 
C 1 ijc,24n, (4.3) 
j=l i=l 
and hence 
4n 
c> - . I 1 m 
Also we have 
c=c,+ i i cq. 
j-2 i=2 
(4.4) 
(4.5) 
Suppose n = 5, then B is isomorphic to the graph G,. The theorem 
follows from Example 4.2. 
Lemma 3.1 allows us to assume that n & 0 (mod 4). For n > 6, we show 
that s(n) + Ln/4] is a lower bound by showing that 
bc(n, 4) as(n) + a . 
11 
Suppose n = 6; then no biclique in B can have more than nine edges. 
That is, m < 9. Therefore h(B) 2 3 by Inequality 4.4. 
Suppose n = 7. The proof can be divided into several cases determined by 
the size of the largest biclique contained in B. For each possibility one can 
show that k(B) 2 5. Since the argument is rather long, we have omitted 
the details which can be found in [7]. 
We may now assume n 2 9. Let q = j-n/4 J. Suppose K+, g B. 
Case 1. 9 d n = 1 (mod 4). By Inequality 4.3 and Equation 4.5, 
9(c - c3‘$ - c,) + 12c,, + 4c, 2 4(4q + 1). 
Therefore, 
(4.6) 
9c 3 169 + 4 + 5c, - 3c,,. 
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But c, > cj4 by Lemma 3.2, so 
caq+ I 7q+4+2c, 9 1 zq+3 
if c1 > 0. If ci = 0, then the same lemma implies cj4 = 0. Then Inequality 4.6 
implies c 2 q + 3 unless q = 2. Then n = 9, ci = 0, and cJ4 = 0. If c < 4, then 
4 or fewer bicliques (none with more than 9 edges) cover the 36 edges of 
B. Hence V consists of four edge-disjoint replicas of K,.,. Since n = 9, two 
of these share a vertex u. But then deg(u) > 4, a contradiction. Conse- 
quently, h(B) 3 q + 3 for all n = 1 (mod 4), n B 9. 
Case 2. 10 d n z 2 (mod 4). According to Inequality 4.4, 
because q 2 2. Therefore, h(B) 2 + 2 for q all n E 2 (mod 4). 
Case 3. 11 <n = 3 (mod 4). According to Inequality 4.3, 
12c,, + 9(c - Cl - c34) + 4c, 2 4(4q + 3). 
Hence, 
9c 2 16q + 12 + 5c, - 3c,,. (4.7) 
But ci > cJ4 by Lemma 3.2. If c34 > 0, then Inequality 4.7 implies 
9c 2 9q + 28 because q 2 2. Thus c 2 q + 4. Suppose c34 = 0. Then m < 9 and 
c 2 r( 16q + 12)/m]. If m d 8, then 
c22q+2bq+4 
as qa2. If m =9, then 
7q+ 12 
caq+ ~ r 1 9 >q+4 
unless q = 2. Then n = 11 and from Inequality 4.3, 
9(c-;~e,)+8c,,+6c,,+4c,,+4c1r44. 
Hence, 9c B 44 + x where 
X = C24 + 3C23 + 5C22 -k 5C,, 
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so ~86 unless x< 1. If x< 1, let K be a replica of K3,3 in %?. If x= 1, then 
V consists of four replicas of K, 3 and one replica of K,,,. It follows that 
97 partitions the edges of B. Consider an edge with one end v in K and the 
other not a vertex of K. That edge is in a unique member of %? - (K} and 
that member must be a claw because the degree of v is 4 and v is in K; a 
contradiction. Therefore x = 0. But then %’ consists of live replicas of K,,, 
and exactly one edge of B is covered by two of them (the rest are parti- 
tioned by V). But since B is 4-regular, any two replicas of K,,, sharing an 
edge must share a 4-cycle; a contradiction. Thus, k(B) > q + 4 when n = 3 
(mod 4). 
Now suppose B contains y > 0 replicas of K,,,. Then by Lemma 3.3, 
bc( B) = y + bc( b), (4.8) 
where B is the 4-regular bigraph on 2n - 8y vertices obtained by deleting 
the y K4,4’s from B. Then by the previous paragraphs, 
n-4y lx(B)2 4 1 1 + s(n - 4y). 
But n - 4y z n (mod 4), so 
k(B)> ; +s(n) 
11 
by Eq. 4.8. 
Applying Theorem 1, we have for all n 
s(n) + q < bc(n, 4) < bp(n, 4), 
completing the proof. 1 
COROLLARY 3. Let s(n) = 0, 3, 2, or 4 according as n E 0, 1,2, or 3 
(mod 4). Then for all n # 5, 
rz+(n, 4) = r,(n, 4) = a 
11 
+ s(n); 
rz+(.5, 4) and rB(5, 4) = 4. 
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