The number of lattice points, A(r), in 3)(r) can now be written as consuming to determine square roots on most existing computers and the accuracy required here is to within the integral part of y i. There is in fact no serious problem for "small" values of r (say, r < 213 = 8.2 X 103) either with regard to time or accuracy. However, if, as we desire, r is of the order of magnitude of the machine fixed point word capacity (236 -1 on an IBM 7090) then efficiency and extreme accuracy are crucial. We shall describe a counting procedure to evaluate ^ Y i which employs no square root computations and is more efficient on a 7090 than any other procedure known to us. This procedure may not be the most efficient on a machine with a very fast fixed point square root instruction.
3. Counting Algorithm and Machine Program. Let 3(r) denote the set 3(r) -{(*,») | y > 0; K+láiá L; (x, y) £ SD(r)}.
Then ^2 F, is just the number of lattice points contained in 3(r). If the lattice point (i, j) (z 3(r) and the point (i,j + 1) £ 3(r) then Yi(r) = j. Furthermore, for such a lattice point (i, j), if i > K 4-1 then, as a simple geometric or algebraic argument shows, (i -l,j + 1) Ç 3(r). Thus, roughly speaking, we can count the number of lattice points in 3(r) by tracing out a piecewise rectangular boundary which is just interior to the circular boundary of 3(r). This is done by starting at the point (i, j) = (L, 0) and with fixed i increasing j until Ä2,3-= % + / > r2. When the first such y is obtained and Yi(r) = (j -1) is accumulated in 2^ Y, then reduce i by unity. Continue this procedure until i -K + 1. A great saving in computing time is effected by noting that R2iJ+1 = Rli + 2j + 1, Rtij = Rli -2i + 1.
Thus, on a binary machine, given RL,o, no multiplications are required to evaluate recursively the Rij. The algorithm for computing A (r) based on the above observations is described on the flow diagram, Figure 2 . This algorithm was coded in FAP for the 7090. Using the 7090 fixed-point arithmetic operations a code based on the flow diagram of Figure 2 can compute A(r) for all r < \/2 X 217 = 1.8 X 106. By employing the sign bit to record arithmetic data the range of r is easily extended to r < 218 = 2.6 X 10 . In order to do this the ordinary arithmetic machine operations must be modified. The closed loop then takes 22 cycles and the partial loop only 32 cycles. The total time to compute A(r) then becomes 55r X 10~6 sec. The time estimates given here were found to be extremely accurate.
For values of r such that r = 2 the arithmetic in boxes 0.1 and 3.0 of the flow diagram required special higher precision techniques which do not essentially alter the above time estimates. In fact, by using certain tricks only (Q + L) is required in the 7090 in order to calculate E and a special 1401 output routine can be used to transform (Q + L) in octal to A(r) in decimal.
It is a simple matter to employ the above procedures in order to count the number of lattice points in a sphere, say of radius p. We need only compute A(rk) where rk = vV ~ ^2 for fc = 0, 1, • • • , [p] . Using the previous estimate this requires at least 55 ( -J p2 X 10~6 sec. for the total count.
4. Numerical Results. It is an elementary fact that A (r) is a piecewise constant function with discontinuities only at values of r for which r can be written as the sum of the squares of two integers. Thus, for any integer m there are only a finite number of distinct values of A(r) for all r ^ m. However, it is quite impractical, for large m, to compute all of these values (e.g., for m = 10° we would require the order of 1010 computations).
Hence, we content ourselves with some uniform samplings in r, bearing in mind the defects in any such experimental approach. [4] . Exact agreement for A(r) and agreement to at least five digits for E(r) was observed for r = 1(1) 1,000 and r -2,000. However, the remaining 27 values of A(r) for r in 3,000 ^ r í= 200,000 reported in [4] did not agree with our values. Independent check calculations were made for r = 3000, = 4000, = 5000 by using equations (2)-(5). The square roots were evaluated by means of a NewtonRaphson subroutine and exact agreement for A(r) with those computed by the method of Section 3 was obtained. Thus, we conclude that the results in [4J are incorrect for r ïï 3000. We also believe that our calculations are correct for all reported values of r. Since our method depends upon r only through the quantities r2, K(r), and L(r) and then only integer arithmetic is performed on numbers which fit into a machine word, it seems quite likely that our claim is justified. Table 1 lists a small sample of the numerical results from sets d) and 1) and Table 2 lists sample results from sets a)-d). The numbers in the columns headed E(r) and E(r)/r112 are in floating decimal notation with signed exponents and those in the A(r) column are integers. Positive values of E(r) were observed to be ex-tremely rare for integer values of r. For example, in the approximately 890 cases contained in sets c)-h) only one such value was found, namely, r = 253,500. However, in the sets i)-1) the sign distribution of E(r) was about uniform or perhaps even slightly biased in favor of positive values.
In Figure 3 The results summarized in Figure 3 clearly suggest that (1) is valid for 6 = 0.70 or even perhaps for d = 0.68. But since it is known to be valid for all 8 2: 0.65 no useful quantitative estimates are obtained. However, an extrapolation of these data does suggest that a smaller order should suffice and that computations for larger values of r could indicate this. For example, to obtain a significant improvement, say 8 ^ 0.60, a crude extrapolation implies a radius of about 10s. Unfortunately, calculations for such radii, employing a partial-double-precision version of our present method on a 7090, would require at least two hours per case. Hence, they are impractical for the number of cases required to show a reasonable trend in the data. Furthermore, serious problems arise in attempting to insure the accuracy of such computations.
It was also observed that for all of our calculations | E(r) |/r1/2 < 7. Since by Hardy's result this ratio is unbounded we must conclude that either our sampling is too crudely spaced or more likely that our range in r is relatively small.
