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Abstract
Invariant foliations over inertial manifolds of partial differential equations under numerical dis-
cretizations are studied. It is proved that the numerical method considered as a discrete dynamical
system has C1-close invariant foliations. The rate of the C1-convergence is estimated as well.
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1. Introduction
In the study of the dynamics near an equilibrium point, a periodic orbit or a more general
invariant set, invariant manifolds and foliations serve as a convenient coordinate system to
describe the qualitative behavior of the local flow, see, e.g., [2,5,13,14]. In many cases they
are useful tools for technical estimates which facilitate the study of the local bifurcation
diagram. Several other important concepts in dynamical systems are closely related to in-
variant manifolds and foliations. For instance, in [12] detailed results have been given on
invariant foliations and their applications to linearizations for finite dimensional systems,
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ible mappings near fixed points. Recently, in [15] it has been shown that the existence of
certain invariant foliations is equivalent to the linearizability for hyperbolic fixed points.
Invariant foliations around normally hyperbolic invariant manifolds for finite dimensional
systems have been obtained in [9], see also [16]. An extension to infinite dimensional sys-
tems has been given by [3].
In this paper we consider a class of evolution partial differential equations that are
known to possess an inertial manifold (i.e., a smooth finite dimensional exponentially
attracting invariant manifold). Invariant foliations over inertial manifolds have been con-
structed in [4] (for a similar result we refer to [6]) via an abstract result on the existence and
smoothness of the solutions to Lyapunov–Perron equations. The aim of the present paper
is to study the behavior of these foliations under numerical approximations. Although such
an investigation can be carried out within the framework of perturbation theory, we note
that neither [3] nor [4] dealt with the persistence of invariant foliations under perturbations.
On the other hand the numerical approximations of inertial manifolds are well studied in
the literature, see, e.g., [7,10,11] and references therein. In [10] it has been shown that
certain numerical approximations (which might originate from fully discrete or semidis-
crete approximations) have approximating inertial manifolds. We extend the results of [10]
and show that the invariant foliations over the approximating inertial manifolds converge
in the C1-norm to the original invariant foliation. Moreover, under additional hypotheses
we study the rate of the C1-convergence as well. (Higher order estimates on the rate of
the C0-convergence of the inertial manifolds and their approximations under higher or-
der Runge–Kutta time-discretizations have been given by [7].) Results on the numerics of
invariant foliations near fixed points of finite dimensional systems have been given by [8].
2. Preliminaries
First we recall the abstract result of [4] concerning the existence and smoothness of
invariant manifolds and foliations for C1 mappings. For the reader’s convenience most of
our notations follows [4] as well since we place our problem into the general framework
presented there.
Let (X,‖ · ‖) be a Banach space. We consider a map G of the form
G(u) = Lu +N(u),
where L ∈ L(X,X) is a bounded linear operator and N :X → X is a C1-map.
From now on we assume that the map G has the following properties.
(G1) There are subspaces Xi , i = 1,2, of X and continuous projections Pi :X → Xi , such
that P1 +P2 = I , X = X1 ⊕X2, L leaves X1 and X2 invariant and L commutes with
Pi , i = 1,2. Denoting by Li :Xi → Xi the restriction of L on Xi , L1 has bounded
inverse and there exist constants α1 > α2  0 and C1,C2  1 such that∥∥L−k1 P1∥∥ C1α−k1 , ∥∥Lk2P2∥∥ C2αk2, k  0.
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(
√
C1 + √C2 )2
α1 − α2 ‖DN‖ < 1,
where DN ∈ C(X,L(X,X)) denotes the Fréchet derivative of N .
For γ ∈ (α2, α1) define
λ(γ ) := C1
α1 − γ +
C2
γ − α2 .
From (G2) it follows that there are α2 < γ2 < γ1 < α1 such that ‖DN‖λ(γ2) =
‖DN‖λ(γ1) = 1 and ‖DN‖λ(γ ) < 1 for all γ ∈ (γ2, γ1).
A sequence {un}n0 ⊂ X is called a negative semiorbit of G if G(un) = un+1 for any
n−1.
Define
M = M(γ1) :=
{
y ∈ X: there is a negative semiorbit {un}n0 with u0 = y
such that lim sup
n→−∞
1
|n| ln‖un‖− lnγ1
}
and for x ∈ X, define
Mx = Mx(γ2) :=
{
y ∈ X: lim sup
n→∞
1
n
ln
∥∥Gn(y)−Gn(x)∥∥ lnγ2
}
.
The following theorem is taken from [4].
Theorem 1. If G satisfies (G1), (G2) and γ2 < 1 then M is an invariant C1 manifold for G
and Mx is a C1 graph over X2 for each x ∈ X and depends on x continuously. Moreover, if
min
γ2γγ1
C1C2 Lip(N)
(α1 − γ )(1 − λ(γ )Lip(N)) · minγ2γγ1
γC1C2 Lip(N)
α1(γ − α2)(1 − λ(γ )Lip(N))
< 1, (1)
then {Mξ }ξ∈M form a foliation over M , i.e., Mξ ∩Mη = ∅ whenever ξ, η ∈ M , ξ = η.
We also consider a family of mappings {Gh}h0h>0 of the form
Gh(u) = Lu+Nh(u),
where Nh :X → X is a C1-map. From now on we assume that
(H1) there exists a constant K > 0 such that
‖G −Gh‖C1(X,X) Kh.
From this assumption the following frequently used global error estimate can be de-
duced:∥∥Gk(x)−Gk(x)∥∥ qkKh for k  0,h
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k−1
Lip(G)−1 is possible, for example, if G
has an exponentially attractive fixed point then qk  const.
From (H1) it also follows that for all h small enough (G2) is satisfied by Nh and there
are α2 < γ
h
2 < γ
h
1 < α1 such that ‖DNh‖λ(γ h2 ) = ‖DNh‖λ(γ h1 ) = 1 and ‖DNh‖λ(γ ) < 1
for all γ ∈ (γ h2 , γ h1 ).
3. Main results
From now on we assume that γ2 < 1. Then for all h small enough the conditions of The-
orem 1 is satisfied by Gh. Thus there are invariant manifolds Mh and invariant foliations
Mhx for the mappings Gh. The aim of this section is to study the behavior of these objects as
h tends to zero. To be more precise there are C1-functions g,gh :X1 → X2 and continuous
functions H,Hh :X × X2 → X1 such that H(x, ·),Hh(x, ·) :X2 → X1 are C1-functions
for all x ∈ X, Mh = graph(gh) and Mhx = graph(Hh(x, ·)). We have the following theo-
rem.
Theorem 2. Assume that (G1), (G2), (H1) and γ2 < 1 hold. Let B1 ⊂ X1 be an arbitrary
compact subset. Then there exists a constant K1 > 0 such that
‖g − gh‖C(X1,X2) K1h,
and
‖Dg −Dgh‖C(B1,L(X1,X2)) → 0
as h → 0+.
Proof. Assume that h is so small such that we can fix numbers γ¯ , ¯¯γ and δ > 0 such that
min
{
γ1, γ
h
1
}
> γ¯ > ¯¯γ > max{γ2, γ h2 },
γ¯ < 1 and λ(γ¯ )‖DN(h)‖, λ( ¯¯γ )‖DN(h)‖ 1 − δ.
For γ ∈ (γ2, γ1), γ < 1 and n  0 define the Banach spaces Eγn = (X,‖ · ‖Eγn ), where‖x‖Eγn = γ−n‖x‖ and
Eγ :=
{
u: u ≡ {un}n0, un ∈ Eγn , sup
n0
‖un‖Eγn < ∞
}
with norm |u|γ = supn0 ‖un‖Eγn . Let y1 ∈ X1 and
wn := −
∑
nk<0
Ln−k−11 P1N(0)+
∑
k<n
Ln−k−12 P2N(0) for n 0.
(Note that {wn}n0 ∈ Eγ since γ < 1.) Consider the mapping F defined on Eγ by setting
F(u)n = Ln1y1 +wn −
∑
nk<0
Ln−k−11 P1
(
N(uk)−N(0)
)
+
∑
Ln−k−12 P2
(
N(uk) −N(0)
)
.k<n
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λ(γ )Lip(N). Moreover, the fixed point of F does not depend on γ . Denote the fixed point
of F by {u∗(y1)n}n0 ∈ Eγ . Set g(y1) := P2u∗(y1)0. Then M = graph(g).
Similarly, for y1 ∈ X1 and γ ∈ (γ h2 , γ h1 ), γ < 1, we define the mapping Fh on Eγ by
setting
Fh(u)n = Ln1y1 +whn −
∑
nk<0
Ln−k−11 P1
(
Nh(uk)−Nh(0)
)
+
∑
k<n
Ln−k−12 P2
(
Nh(uk)−Nh(0)
)
,
where
whn = −
∑
nk<0
Ln−k−11 P1Nh(0)+
∑
k<n
Ln−k−12 P2Nh(0) for n 0.
The mapping Fh maps Eγ into itself and is a contraction with Lipschitz constant
λ(γ )Lip(Nh). Moreover, the fixed point of Fh does not depend on γ . Denote the fixed
point of Fh by {u∗h(y1)n}n0. Set gh(y1) := P2u∗h(y1)0. Then Mh = graph(gh). In what
follows we compare g and gh.
Lemma 1. For all u ∈ Eγ¯ there exists a constant K2 independent of y1 such that∣∣F(u)−Fh(u)∣∣γ¯ K2h.
Proof of Lemma 1. Let u ∈ Eγ¯ be given. Then
∣∣F(u)−Fh(u)∣∣γ¯  sup
n0
γ¯−n
( ∑
nk<0
C1α
n−k−1
1 +
∑
k<n
C2α
n−k−1
2
)
Kh λ(γ¯ )Kh
and the lemma is proved. 
By using Lemma 1 we find that
sup
y1∈X1
∣∣u∗(y1)− u∗h(y1)∣∣γ¯  K2hδ (2)
which proves that ‖g − gh‖C(X1,X2) K2h/δ.
Let us turn to the derivatives. For γ ∈ (γ2, γ1), γ < 1 and η  0, define the Banach
spaces Eˆγn = L(X1,Eγn ) and
Eˆγ :=
{
U : U ≡ {Un}n0, Un ∈ Eˆγn , sup
n0
‖Un‖Eˆγn < ∞
}
with norm |U |γ = supn0 ‖Un‖Eˆγn .
Define the mapping DF on Eˆγ by setting
DF(U)n = Ln1 −
∑
nk<0
Ln−k−11 P1DN
(
u∗(y1)k
) ·Uk
+
∑
Ln−k−12 P2DN
(
u∗(y1)k
) ·Uk.
k<n
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and the fixed point of DF does not depend on γ . Denote the fixed point of DF by
{U∗(y1)n}n0. Then Dg(y1) = P2U∗(y1)0.
Similarly, for γ ∈ (γ h2 , γ h1 ), γ < 1, we define the mapping DFh on Eˆγ by setting
DFh(U)n = Ln1 −
∑
nk<0
Ln−k−11 P1DNh
(
u∗h(y1)k
) ·Uk
+
∑
k<n
Ln−k−12 P2DNh
(
u∗h(y1)k
) ·Uk.
Then DFh maps Eˆγ into itself and is a contraction with Lipschitz constant λ(γ )‖DNh‖
and the fixed point of DFh, does not depend on γ . Denote the fixed point of DFh by
{U∗h (y1)n}n0. Then Dgh(y1) = P2U∗h (y1)0.
Lemma 2. For all U ∈ Eˆγ¯ we have that∣∣DF(U) −DFh(U)∣∣ ¯¯γ → 0
as h → 0+. Moreover, the convergence is uniform in y1 ∈ B1.
Proof of Lemma 2. Let U ∈ Eˆγ¯ be given. Then∣∣DF(U) −DFh(U)∣∣ ¯¯γ  sup
n0
I1(n)+ I2(n)+ I3(n) + I4(n),
where
I1(n) = ¯¯γ−n
∥∥∥∥
∑
nk<0
Ln−k−11 P1
(
DN
(
u∗(y1)k
)−DN(u∗h(y1)k)) · Uk
∥∥∥∥,
I2(n) = ¯¯γ−n
∥∥∥∥
∑
nk<0
Ln−k−11 P1
(
DN
(
u∗h(y1)k
)−DNh(u∗h(y1)k)) ·Uk
∥∥∥∥,
I3(n) = ¯¯γ−n
∥∥∥∥
∑
k<n
Ln−k−11 P2
(
DN
(
u∗(y1)k
)−DN(u∗h(y1)k)) ·Uk
∥∥∥∥
and
I4(n) = ¯¯γ−n
∥∥∥∥
∑
k<n
Ln−k−11 P2
(
DN
(
u∗h(y1)k
)−DNh(u∗h(y1)k)) ·Uk
∥∥∥∥.
We estimate each term separately. Let us start with estimating I1(n). Let ε > 0 be given.
Choose K ∈ Z− so that
2λ( ¯¯γ )‖DN‖ · |U |γ¯
( ¯¯γ
γ¯
)−K
< ε/8
holds. There are two cases.
Case nK . Since K is fixed for all 0 < h < h1(ε) we have (by the continuity of DN
and Lemma 1) that
sup
∥∥DN(u∗(y1)k)−DN(u∗h(y1)k)∥∥ ε4λ( ¯¯γ )|U | . (3)Kk<0 γ¯
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nuity of DN on u∗(B1)k , k = −1, . . . ,K . Hence I1(n) ε/4 for all 0 < h h1(ε).
Case n <K . Write I1(n) = I 11 (n) + I 21 (n), where
I 11 (n) = ¯¯γ−n
∥∥∥∥
∑
Kk<0
Ln−k−11 P1
(
DN
(
u∗(y1)k
)−DN(u∗h(y1)k)) ·Uk
∥∥∥∥
and
I 21 (n) = ¯¯γ−n
∥∥∥∥
∑
nk<K
Ln−k−11 P1
(
DN
(
u∗(y1)k
)−DN(u∗h(y1)k)) · Uk
∥∥∥∥.
The first term can be handled as I1(n) in case nK (and we get that I 11 (n) ε/8), while
I 21 (n)  ε/8 thanks to the choice of K . Hence I1(n)  ε/4 for all 0 < h  h1(ε) in this
case as well. Note that h2(ε) can be chosen independent of y1 ∈ B1.
Concerning I2(n) we note that
I2(n) λ( ¯¯γ )|U |γ¯ Kh.
Thus I2(n)  ε/4 for all 0 < h  h3(ε), where h3(ε) can be chosen independent of
y1 ∈ X1.
Finally, I3(n) and I4(n) can be handled as I1(n) and I2(n), respectively, and we omit
the details. The lemma is proved. 
From Lemma 2 it follows that
‖Dg −Dgh‖C(B1,L(X1,X2)) → 0
as h → 0+ and the proof of the theorem is complete. 
Let us turn to the foliations.
Theorem 3. Assume that (G1), (G2), (H1) and γ2 < 1 hold. Let B2 ⊂ X2 be an arbitrary
compact subset. Then for all x ∈ X we have that∥∥H(x, ·)−Hh(x, ·)∥∥C(X2,X1) → 0
and ∥∥DH(x, ·)−DHh(x, ·)∥∥C(B2,L(X2,X1)) → 0
as h → 0+.
Proof. Assume that h is so small such that we can fix numbers γ¯ , ¯¯γ and δ > 0 such that
min
{
γ1, γ
h
1
}
> γ¯ > ¯¯γ > max{γ2, γ h2 }
and λ(γ¯ )‖DNh‖, λ( ¯¯γ )‖DNh‖ 1 − δ.
For γ ∈ (γ2, γ1) and n 0 define the Banach spaces Fγn = (X,‖ ·‖Fγn ), where ‖x‖Fγn =
γ−n‖x‖ and
Fγ :=
{
v: v ≡ {vn}n0, vn ∈ Fγn , sup
n0
‖vn‖Fγn < ∞
}
with norm |v|γ = supn0 ‖vn‖ γ .Fn
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setting
G(v)n = Ln2(y2 − P2x)−
∑
kn
Ln−k−11 P1
(
N
(
vk +Gk(x)
)−N(Gk(x)))
+
∑
0k<n
Ln−k−12 P2
(
N
(
vk +Gk(x)
)−N(Gk(x)))
for n 0.
It was shown in [4] that G maps Fγ into itself and is a contraction with Lipschitz
constant λ(γ )Lip(N). Moreover, the fixed point of G does not depend on γ . Denote the
fixed point of G by {v∗(x, y2)n}n0. Set H(x,y2) = P1(x + v∗(x, y2)0). Then Mx = {x +
v∗(x, y2)0: y2 ∈ X2} = graph(H(x, ·)).
Similarly, let x ∈ X be fixed and for y2 ∈ X2, γ ∈ (γ h2 , γ h1 ) we define the mapping Gh
on Fγ by setting
Gh(v)n = Ln2(y2 −P2x)−
∑
kn
Ln−k−11 P1
(
Nh
(
vk +Gkh(x)
)−Nh(Gkh(x)))
+
∑
0k<n
Ln−k−12 P2
(
Nh
(
vk +Gkh(x)
)−Nh(Gkh(x)))
for n 0.
Then Gh maps Fγ into itself and is a contraction with Lipschitz constant λ(γ )Lip(Nh).
Moreover, the fixed point of Gh does not depend on γ . Denote the fixed point of Gh by
{v∗h(x, y2)n}n0. Set Hh(x, y2) = P1(x+v∗h(x, y2)0). Then Mhx = {x+v∗h(x, y2): y2 ∈ X2}= graph(Hh(x, ·)).
Lemma 3. For all v ∈ F ¯¯γ we have that∣∣G(v) − Gh(v)∣∣γ¯ → 0
as h → 0+. Moreover, the convergence is uniform in y2 ∈ X2.
Proof of Lemma 3. Let v ∈ F ¯¯γ be fixed. Write∣∣G(v) − Gh(v)∣∣γ¯  sup
n0
I1(n)+ I2(n),
where
I1(n) = γ¯−n
∥∥∥∥
∑
kn
Ln−k−11 P1
(
N
(
vk +Gk(x)
)−N(Gk(x))
−Nh
(
vk +Gkh(x)
)+Nh(Gkh(x)))
∥∥∥∥
and
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∥∥∥∥
∑
0k<n
Ln−k−12 P2
(
N
(
vk +Gk(x)
)−N(Gk(x))
−Nh
(
vk +Gkh(x)
)+Nh(Gkh(x)))
∥∥∥∥.
We estimate each term separately. Let ε > 0 be given. Choose K ∈ N so that
λ(γ¯ )
(
Lip(N) + Lip(Nh)
)|v| ¯¯γ
( ¯¯γ
γ¯
)K
 ε/4.
There are two cases.
Case nK . In this case I1(n) ε/4 for all 0 < h h1(ε) (where h1(ε) can be chosen
independent of y2) thanks to the choice of K .
Case n <K . Write I1(n) = I 11 (n) + I 21 (n), where
I 11 (n) = γ¯−n
∥∥∥∥
∑
kK
Ln−k−11 P1
(
N
(
vk +Gk(x)
)−N(Gk(x))
−Nh
(
vk +Gkh(x)
)+Nh(Gkh(x)))
∥∥∥∥
and
I 21 (n) = γ¯−n
∥∥∥∥
∑
K>kn
Ln−k−11 P1
(
N
(
vk +Gk(x)
)−N(Gk(x))
−Nh
(
vk +Gkh(x)
)+Nh(Gkh(x)))
∥∥∥∥.
Since K is fixed it is easy to see that for all 0 < h  h2(ε) (where h2(ε) can be chosen
independent of y2)
sup
0k<K
∥∥N(vk +Gk(x))−N(Gk(x))−Nh(vk +Gkh(x))+Nh(Gkh(x))∥∥
 ε
4λ(γ¯ )γ¯−K−1
.
Hence I 11 (n)  ε/4, while I 21 (n) can be handled as I1(n) in case n  K . Finally we get
that I1(n) ε/2 for all 0 < h h3(ε), where h3(ε) can be chosen independent of y2 ∈ X2.
Since I2(n) can be treated as I1(n) we omit the details. The lemma is proved. 
From Lemma 3 we readily obtain that
sup
y2∈X2
∣∣v∗(x, y2)− v∗h(x, y2)∣∣γ¯ → 0, (4)
hence∥∥H(x, ·)−Hh(x, ·)∥∥C(X2,X1) → 0
as h → 0+.
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Fˆ
γ
n = L(X2,F γn )
Fˆ γ :=
{
V : V ≡ {Vn}n0, Vn ∈ Fˆ γn , sup
n0
‖Vn‖Fˆ γn < ∞
}
with norm |V |γ = supn0 ‖Vn‖Fˆ γn .
Let x ∈ X be fixed. For y2 ∈ X2, γ ∈ (γ2, γ1), we define the mapping DG on Fˆ γ by
setting
DG(V )n = Ln2 −
∑
kn
Ln−k−11 P1DN
(
v∗(x, y2)k +Gk(x)
) · Vk
+
∑
0k<n
Ln−k−12 P2DN
(
v∗(x, y2)k +Gk(x)
) · Vk
for n 0.
Then DG maps Fˆ γ into itself and is a contraction with Lipschitz constant λ(γ )‖DN‖
and the fixed point of DG does not depend on γ . Denote the fixed point of DG by
{V ∗(x, y2)n}n0. Then DH(x,y2) = P1V ∗(x, y2)0.
Similarly, for y2 ∈ X2, γ ∈ (γ h2 , γ h1 ), we define the mapping DGh on Fˆ γ by setting
DGh(V )n = Ln2 −
∑
kn
Ln−k−11 P1DNh
(
v∗h(x, y2)k +Gkh(x)
) · Vk
+
∑
0k<n
Ln−k−12 P2DNh
(
v∗h(x, y2)k +Gkh(x)
) · Vk
for n 0.
Mapping DGh maps Fˆ γ into itself and is a contraction with Lipschitz constant
λ(γ )‖DNh‖ and the fixed point DGh does not depend on γ . Denote the fixed point DGh
by {V ∗h (x, y2)n}n0. Then DHh(x, y2) = P1V ∗h (x, y2)0.
Lemma 4. For all V ∈ Fˆ ¯¯γ we have that∣∣DG(V )−DGh(V )∣∣γ¯ → 0
as h → 0+. Moreover, the convergence is uniform in y2 ∈ B2.
Proof of Lemma 4. Let V ∈ Fˆ ¯¯γ be given. Then∣∣DG(V )−DGh(V )∣∣γ¯  sup
n0
I1(n)+ I2(n) + I3(n)+ I4(n),
where
I1(n) = γ¯−n
∥∥∥∥
∑
kn
Ln−k−11 P1
(
DN
(
v∗(x, y2)k +Gk(x)
)
−DN(v∗h(x, y2)k +Gkh(x))) · Vk
∥∥∥∥,
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∥∥∥∥
∑
kn
Ln−k−11 P1
(
DN
(
v∗h(x, y2)k +Gkh(x)
)
−DNh
(
v∗h(x, y2)k +Gkh(x)
)) · Vk
∥∥∥∥,
I3(n) = γ¯−n
∥∥∥∥
∑
0k<n
Ln−k−12 P2
(
DN
(
v∗(x, y2)k +Gk(x)
)
−DN(v∗h(x, y2)k +Gkh(x))) · Vk
∥∥∥∥
and
I4(n) = γ¯−n
∥∥∥∥
∑
0k<n
Ln−k−12 P2
(
DN
(
v∗h(x, y2)k +Gkh(x)
)
−DNh
(
v∗h(x, y2)k +Gkh(x)
)) · Vk
∥∥∥∥.
We estimate each term separately. Let us start with estimating I1(n). Let ε > 0 be given.
Choose K ∈ N so that
2λ(γ¯ )‖DN‖ · |V | ¯¯γ
( ¯¯γ
γ¯
)K
 ε/8
holds. There are two cases.
Case nK . It is easy to see that I1(n) ε/8 for all 0 < h h1(ε) thanks to the choice
of K . Moreover, h1(ε) can be chosen independent of y2 ∈ X2.
Case n <K . Write I1(n) = I 11 (n) + I 21 (n), where
I 11 (n) = γ¯−n
∥∥∥∥
∑
kK
Ln−k−11 P1
(
DN
(
v∗(x, y2)k +Gk(x)
)
−DN(v∗h(x, y2)k +Gkh(x))) · Vk
∥∥∥∥
and
I 21 (n) = γ¯−n
∥∥∥∥
∑
K>kn
Ln−k−11 P1
(
DN
(
v∗(x, y2)k +Gk(x)
)
−DN(v∗h(x, y2)k +Gkh(x))) · Vk
∥∥∥∥.
As in case nK we obtain that I 11 (n) < ε/8. Since K is fixed for all 0 < h h2(ε), we
have (by the continuity of DN and Lemma 3) that
sup
0k<K
∥∥DN(v∗(x, y2)k +Gk(x))−DN(v∗h(x, y2)k +Gkh(x))∥∥ ε8λ(γ¯ )|V | ¯¯γ . (5)
Note that h2(ε) can be chosen independent of y2 ∈ B2 thanks to (4) and the uniform con-
tinuity of DN on v∗(x,B2)k , k = 0, . . . ,K − 1. Hence I1(n) ε/4 for all 0 < h h3(ε),
where h3(ε) can be chosen independent of y2 ∈ B2.
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I2(n) λ(γ¯ ) · |V | ¯¯γ ·Kh.
Thus I2(n)  ε/4 for all 0 < h  h4(ε), where h4(ε) can be chosen independent of
y2 ∈ X2. Finally, I3(n) and I4(n) can be handled as I1(n) and I2(n), respectively, and
we omit the details. The lemma is proved. 
From Lemma 4 we obtain that∥∥DH(x, ·)−DHh(x, ·)∥∥C(B2,L(X2,X1)) → 0
as h → 0+ and the proof of the theorem is complete. 
In what follows we give stronger results under additional assumptions. First we assume
that
(G3) the function DN ∈ C(X,L(X,X)) is globally Lipschitzian.
Theorem 4. Assume that (G1)–(G3), (H1) and γ2 < 1 hold. Assume further that √γ¯ ∈
(γ2, γ1). Then there exists a constant K3 > 0 such that
‖g − gh‖C1(X1,X2) K3h
as h → 0+.
Proof. We use notations introduced in the proof of Theorem 2. Note that 1 >
√
γ¯ > γ¯
hence E
√
γ¯ ⊂ Eγ¯ and Eˆ
√
γ¯ ⊂ Eˆγ¯ . If h is small enough then γ¯ can be replaced by √γ¯ in
the proof of Theorem 2. Thus instead of (2) we get that
sup
y1∈X1
∣∣u∗(y1)− u∗h(y1)∣∣√γ¯  K2hδ .
Let us prove that for all U ∈ Eˆ
√
γ¯ there exists a constant K4 > 0 independent of y1 such
that ∣∣DF(U) −DFh(U)∣∣γ¯ K4h. (6)
Clearly, it is enough to prove that I1(n) < K5h with some constant K5, see the proof of
Lemma 2. Observe that (instead of (3))
I1(n) = γ¯−n
∥∥∥∥
∑
nk<0
Ln−k−11 P1
(
DN
(
u∗(y1)k
)−DN(u∗h(y1)k)) · Uk
∥∥∥∥
 λ(γ¯ )Lip(DN)
∣∣u∗(y1) − u∗h(y1)∣∣√γ¯ sup
k0
‖Uk‖
√
γ¯
−k

K2hλ(γ¯ )Lip(DN)|U |√γ¯
δ
,
where we have used (2). Hence (6) holds and the theorem is proved. 
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as h → 0+.
Proof. We use notations introduced in the proof of Theorem 3. Since the conditions of
Theorem 3 are satisfied it is enough to prove that∥∥DH(x, ·)−DHh(x, ·)∥∥C(X2,L(X2,X1)) → 0
as h → 0+. Clearly, it is enough to prove that for all V ∈ Fˆ ¯¯γ ,∣∣DG(V )−DGh(V )∣∣γ¯ → 0
as h → 0+ uniformly in y2 ∈ X2, see the proof of Lemma 4. We have seen that
supn0 I2(n) → 0 (and supn0 I4(n) → 0) uniformly in y2 ∈ X2. It remains to show sim-
ilar results for I1(n) (and I3(n)). Observe that the only point where the uniformity in
y2 ∈ X2 must be reduced to y2 ∈ B2 is the estimate (5). Since DN is globally Lipschitzian
we have uniform convergence in y2 ∈ X2 in (5) and the theorem is proved. 
In order to get estimates for the rate of the convergence of the foliations we assume that
(H2) |q|γ := supk0 |qk|γ−k < ∞ for some γ ∈ (γ2, γ1), γ > 1.
Theorem 6. Assume that (G1), (G2), (H1), (H2) and γ2 < 1 hold. Then there exists a
constant K6 > 0 such that∥∥H(x, ·)−Hh(x, ·)∥∥C(X2,X1) K6h
as h → 0+.
Proof. We use notations introduced in the proof of Theorem 3. Let h is so small such that
γ ∈ (γ h2 , γ h1 ) and fix a number 1 > δ > 0 such that λ(γ )Lip(N(h))  1 − δ, where γ is
taken from (H2). Recall that γ > 1. By Lemma 3 it is enough to prove that for all v ∈ Fγ
there exists a constant K7 > 0 such that∣∣G(v) − Gh(v)∣∣γ K7h (7)
holds as h → 0+. By inserting suitable terms we can estimate I1(n) as
I1(n) 2λ(γ )
(
1 + Lip(N)|q|γ
)
Kh.
The estimate for I2(n) is similar. Hence we have (7) and the theorem is proved. 
Finally we prove that the convergence of the derivatives of the foliations is of order h.
To this end we assume that
(H3) γ 2 ∈ (γ2, γ1), where γ is taken from (H2).
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constant K8 > 0 such that∥∥H(x, ·)−Hh(x, ·)∥∥C1(X2,X1) K8h
as h → 0+.
Proof. We use notations introduced in the proof of Theorem 3. Since the conditions of
Theorems 5 and 6 are satisfied it is enough to prove that there exists a constant K9 > 0
such that∥∥DH(x, ·)−DHh(x, ·)∥∥C(X2,L(X2,X1)) K9h
as h → 0+. To this end we prove that for all V ∈ Fˆ γ there exists a constant K10 > 0
independent of y2 ∈ X2 such that∣∣DG(V )−DGh(V )∣∣γ 2 K10h (8)
as h → 0+. Let us estimate I1(n) as
I1(n) λ(γ 2)
(∣∣v∗(x, y2)− v∗h(x, y2)∣∣γ + |q|γ ) · |V |γ .
By Theorem 6 and the estimates of I2(n) in the proof of Lemma 4 we have (8) and the
theorem is proved. 
We end this section with some remarks.
Remark 1. Concerning Theorem 1 let us note that one can get rid of the assumption γ2 < 1
at the expense of assuming that N(0) = 0. It is not difficult to see that our results remain
true (with the same proofs) if we assume that N(0) = 0 = Nh(0) for all h instead of as-
suming γ2 < 1. Details are left to the reader.
Remark 2. Recall that we have proved (see the proof of Theorem 3) that
sup
n0
∣∣v∗(x, y2)n − v∗h(x, y2)n∣∣γ¯−n → 0
as h → 0. Set y := x + v∗(x, y2)0 and yh := x + v∗h(x, y2)0. Then Gn(y) = Gn(x) +
v∗(x, y2)n and Gnh(yh) = Gnh(x)+ v∗h(x, y2)n for all n ∈ N and we get the following ‘long
time error estimate-type’ result:∥∥(Gn(y)−Gn(x))− (Gnh(yh)−Gnh(x))∥∥ c(h) · γ¯ n,
where c(h) is some constant depending on h (and x) such that c(h) → 0 as h → 0+.
Note that we have compared the difference of two orbits of the original mapping G and its
approximation which do not share the same initial conditions.
Remark 3. Finally we note that our Theorem 2 above is essentially the main result of
[10, Theorem 3.2, p. 493]. The essential improvements on previous studies are the ex-
tension to C1-approximation of invariant foliations and the estimates of the rate of the
C1-convergence of invariant manifolds and their foliations.
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