Introduction A differential equation (or DE) is an equation that involves one or more derivatives of an unknown function. Solving the differential equation means finding a function (or every such function) that satisfies the differential equation.
Many physical laws and relationships between quantities studied in various scientific disciplines are expressed mathematically as differential equations. For example, Newton's second law of motion (F = ma) states that the position x(t) at time t of an object of constant mass m subjected to a force F(t) must satisfy the differential equation (equation of motion):
Similarly, the biomass m(t) at time t of a bacterial culture growing in a uniformly supporting medium changes at a rate proportional to the biomass:
which is the differential equation of exponential growth (or, if k < 0, exponential decay). Because differential equations arise so extensively in the abstract modelling of concrete phenomena, such equations and techniques for solving them are at the heart of applied mathematics. Indeed, most of the existing mathematical literature is either directly involved with differential equations, or is motivated by problems arising in the study of such equations. Because of this, we have introduced various differential equations, terms for their description, and techniques for their solution at several places in the development of calculus throughout this book. This final chapter provides a more unified framework for a brief introduction to the study of ordinary differential equations. Some material from earlier sections (especially Sections 7.9 and 3.7) is repeated here for the sake of unity. This chapter is, of necessity, relatively short. Students of mathematics and its applications usually take one or more full courses on differential equations, and even then hardly scratch the surface of the subject.
Classifying Differential Equations
Differential equations are classified in several ways. The most significant classification is based on the number of variables with respect to which derivatives appear in the equation. An ordinary differential equation (ODE) is one that involves derivatives with respect to only one variable. Both of the examples given above are ordinary differential equations. A partial differential equation (PDE) is one that involves partial derivatives of the unknown function with respect to more than one variable. For example, the one-dimensional wave equation
models the lateral displacement u (x, t) at position x at time t of a stretched vibrating string. (See Section 12.4.) We will not discuss partial differential equations in this chapter.
Differential equations are also classified with respect to order. The order of a differential equation is the order of the highest order derivative present in the equation. The one-dimensional wave equation is a second-order PDE. The following example records the order of two ODEs. Like any equation, a differential equation can be written in the form F = 0, where F is a function. For an ODE, the function F can depend on the independent variable (usually called x or t), the unknown function (usually y), and any derivatives of the unknown function up to the order of the equation. For instance, an nth-order ODE can be written in the form F(x, y, y , y , . . . , y (n) ) = 0.
An important special class of differential equations are those that are linear. An nth-order linear ODE has the form a n (x)y (n) (x) + a n−1 (x)y (n−1) (x) + · · · + a 2 (x)y (x) + a 1 (x)y (x) + a 0 (x)y(x) = f (x).
Each term in the expression on the left side is the product of a coefficient that is a function of x, and a second factor that is either y or one of the derivatives of y. The term on the right does not depend on y; it is called the nonhomogeneous term.
Observe that no term on the left side involves any power of y or its derivatives other than the first power, and y and its derivatives are never multiplied together. A linear ODE is said to be homogeneous if all of its terms involve the unknown function y, that is, if f (x) = 0. If f (x) is not identically zero, the equation is nonhomogeneous.
Example 2 In Example 1 the first DE,
is linear. Here the coefficients are a 2 (x) = 1, a 1 (x) = 0, a 0 (x) = x 3 , and the nonhomogeneous term is f (x) = sin x. Although it can be written in the form
dx 2 − e y = 0, the second equation is not linear (we say it is nonlinear) because the second term involves the square of a derivative of y, the third term involves the product of y and one of its derivatives, and the fourth term is not y times a function of x. The equation
is a linear equation of order 3. The coefficients are a 3 (x) = 1 + x 2 , a 2 (x) = sin x, a 1 (x) = −4, and a 0 (x) = 1. Since f (x) = 0, this equation is homogeneous.
The following theorem states that any linear combination of solutions of a linear, homogeneous DE is also a solution. This is an extremely important fact about linear, homogeneous DEs.
THEOREM

1
If y = y 1 (x) and y = y 2 (x) are two solutions of the linear, homogeneous DE a n y (n) + a n−1 y (n−1) + · · · + a 2 y + a 1 y + a 0 y = 0 then so is the linear combination y = Ay 1 (x) + By 2 (x)
for any values of the constants A and B.
PROOF We are given that a n y (n) 1 + a n−1 y (n−1) 1 + · · · + a 2 y 1 + a 1 y 1 + a 0 y 1 = 0, and a n y (n) 2 + a n−1 y (n−1) 2 + · · · + a 2 y 2 + a 1 y 2 + a 0 y 2 = 0.
Multiplying the first equation by A and the second by B and adding the two gives a n (Ay
2 ) + a n−1 (Ay (n−1) 1 + By (n−1) 2 ) + · · · + a 2 (Ay 1 + By 2 ) + a 1 (Ay 1 + By 2 ) + a 0 (Ay 1 + By 2 ) = 0.
Thus y = Ay 1 (x) + By 2 (x) is also a solution of the equation.
The same kind of proof can be used to verify the following theorem.
THEOREM
2
If y = y 1 (x) is a solution of the linear, homogeneous equation a n y (n) + a n−1 y (n−1) + · · · + a 2 y + a 1 y + a 0 y = 0 and y = y 2 (x) is a solution of the linear, nonhomogeneous equation a n y (n) + a n−1 y (n−1) + · · · + a 2 y + a 1 y + a 0 y = f (x), then y = y 1 (x) + y 2 (x) is also a solution of the same linear, nonhomogeneous equation.
We will make extensive use of the two theorems above when we discuss secondorder linear equations in Sections 17.6-17.8. We want y (0) = −4, so −4 = 2A cos 0 − 2B sin 0 = 2A. Thus A = −2 and the required solution is y = −2 sin 2x + 2 cos 2x.
Remark Let P n (r ) be the nth-degree polynomial in the variable r given by P n (r ) = a n (x)r n + a n−1 (x)r n−1 + · · · + a 2 (x)r 2 + a 1 (x)r + a 0 (x), with coefficients depending on the variable x. We can write the nth-order linear ODE with coefficients a k (x), (0 ≤ k ≤ n), and nonhomogeneous term f (x) in the form
where D stands for the differential operator d/dx. The left side of the equation above denotes the application of the nth-order differential operator
to the function y(x). For example,
It is often useful to write linear DEs in terms of differential operators in this way.
Remark Unfortunately, the term homogeneous is used in more than one way in the study of differential equations. Certain ODEs that are not necessarily linear are called homogeneous for a different reason than the one applying for linear equations above. We will encounter equations of this type in Section 17.2.
Exercises 17.1
In Exercises 1-10, state the order of the given DE, and whether it is linear or nonlinear. If it is linear, is it homogeneous or nonhomogeneous?
9. y (4) + e x y = x 3 y 10. x 2 y + e x y = 1 y 11. Verify that y = cos x and y = sin x are solutions of the DE y + y = 0. Are any of the following functions solutions? (a) sin x − cos x, (b) sin(x + 3), (c) sin 2x? Justify your answers.
12.
Verify that y = e x and y = e −x are solutions of the DE y − y = 0. Are any of the following functions solutions? (a) cosh x = 1 2 (e x + e −x ), (b) cos x, (c) x e ? Justify your answers.
13. y 1 = cos(kx) is a solution of y + k 2 y = 0. Guess and verify another solution y 2 that is not a multiple of y 1 . Then find a solution that satisfies y(π/k) = 3 and y (π/k) = 3.
14. y 1 = e kx is a solution of y − k 2 y = 0. Guess and verify another solution y 2 that is not a multiple of y 1 . Then find a solution that satisfies y(1) = 0 and y (1) = 2.
15.
Find a solution of y + y = 0 that satisfies y(π/2) = 2y(0) and y(π/4) = 3. Hint: see Exercise 11.
16.
Find two values of r such that y = e r x is a solution of y − y − 2y = 0. Then find a solution of the equation that satisfies y(0) = 1, y (0) = 2.
17.
Verify that y = x is a solution of y + y = x, and find a solution y of this DE that satisfies y(π) = 1 and y (π) = 0. Hint: use Exercise 11 and Theorem 2.
18. Verify that y = −e is a solution of y − y = e, and find a solution y of this DE that satisfies y(1) = 0 and y (1) = 1. Hint: use Exercise 12 and Theorem 2.
First-Order Separable and Homogeneous Equations
In the next three sections we will develop techniques for solving first-order ODEs, mostly ones of the form
Solving differential equations typically involves integration; indeed, the process of solving a DE is called integrating the DE. Nevertheless, solving DEs is usually more complicated than just writing down an integral and evaluating it. The only kind of DE that can be solved that way is the simplest kind of first-order, linear DE that can be written in the form
The solution is then just the antiderivative of f :
Separable Equations
The next most simple kind of equation to solve is a so-called separable equation.
Such equations were examined in Section 7.9; part of that material is reproduced here. A separable equation is one of the form
We can rewrite such an equation in the equivalent differential form
where the variables have been separated on opposite sides of the equation. This was possible because the derivative dy/dx was a product of a function of x alone times a function of y alone, rather than a more general function of the two variables x and y. We solve the separated equation by integrating both sides,
remembering to include a constant of integration on one side after the integrals are evaluated. (Why don't you need to include a constant of integration on both sides?) Assuming both of the integrals can be evaluated, we can obtain a general solution to the given DE in the form
It may or may not be possible to solve this equation explicitly for y as a function of x, but the equation will normally define y(x) at least implicitly. The graphs of the curves G(y) = F(x) + C for various values of C are called solution curves of the given DE. A single initial condition of the form y = b when x = a (or, equivalently, y(a) = b) will serve to single out a unique solution curve from among those given by the general solution.
Example 1 Solve the equation
Solution We rewrite the equation in the form y dy = x dx, and integrate both sides to get
or y 2 − x 2 = C 1 where C 1 = 2C is an arbitrary constant. The solution curves are rectangular hyperbolas with asymptotes y = x and y = −x.
Example 2 Solve the initial-value problem 
This solution is valid for x ≤ 7 6 1/3 .
Example 3 Solve the logistic equation introduced in Section 3.4:
Here y(t) is the size of an animal population at time t, k is a positive constant related to the fertility of the animals, and L is the steady-state population size that can be sustained by the available food supply. Assume that 0 < y(t) < L for all t.
Solution The equation can be separated to give
and solved by integrating both sides. Expanding the left side in partial fractions and integrating, we get
We can solve this equation for y by first taking exponentials of both sides:
where
Many applied problems lead to separable equations. Three extended examples are given in Section 7.9. These concern solution concentrations, the rate of a chemical reaction, and determining a family of curves each of which intersects all the curves of a second family at right angles.
First-Order Homogeneous Equations
A first-order DE of the form
is said to be homogeneous. This is a different use of the term homogeneous from that in the previous section, which applied only to linear equations. Here homogeneous refers to the fact that y/x,and therefore g(x, y) = f (y/x) is homogeneous of degree 0 in the sense described after Example 7 in Section 12.5. 
which is separable.
Example 4 Solve the equation
Solution The equation is homogeneous. (Divide the numerator and denominator of the right-hand side by x 2 to see this.) If y = vx the equation becomes
Separating variables and integrating, we calculate
The solution is best expressed in the form x 2 − y 2 = C 4 . However, near points where y = 0, the equation can be solved for y as a function of x.
Exercises 17.2
Solve the differential equations in Exercises 1-20.
1.
d
21.
Find an equation of the curve in the x y-plane which passes through the point (2,3), and has, at every point (x, y) on it, slope equal to 2x/(1 + y 2 ).
22.
Repeat the previous problem for the point (1, 3) and slope 1 + (2y/x).
23.
Show that the change of variables ξ = x − x 0 , η = y − y 0 transforms the equation
into the homogeneous equation
is the solution of the system ax + by + c = 0
24. Use the technique of the previous exercise to solve the
Exact Equations and Integrating Factors
A first-order differential equation expressed in differential form as
which is equivalent to
, is said to be exact if the left-hand side is the differential of a function φ(x, y):
The function φ is called an integral function of the differential equation. The level curves φ(x, y) = C of φ are the solution curves of the differential equation. For example, the differential equation
x dx + y dy = 0 has solution curves given by
Remark The condition that the differential equation M dx + N dy = 0 should be exact is just the condition that the vector field A necessary condition for the exactness of the DE M dx + N dy = 0 is that
this just says that the mixed partial derivatives ∂ 2 φ ∂ x∂y and ∂ 2 φ ∂y∂ x of the integral function φ must be equal.
Once you know that an equation is exact, you can often guess the integral function. In any event, φ can always be found by the same method used to find the potential of a conservative vector field in Section 15.2.
Example 1 Verify that the DE
is exact and find its solution curves.
Solution
Here M = 2x + sin y − ye −x and N = x cos y + cos y + e −x . Since
the DE is exact. We want to find φ so that
Integrate the first equation with respect to x, being careful to allow the constant of integration to depend on y:
Now substitute this expression into the second equation:
x cos y + cos y + e −x = ∂φ ∂y = x cos y + e −x + C 1 (y).
Thus C 1 (y) = cos y, and C 1 (y) = sin y + C 2 . (It is because the original DE was exact that the equation for C 1 (y) turned out to be independent of x; this had to happen or we could not have found C 1 as a function of y only.) Choosing C 2 = 0, we find that φ(x, y) = x 2 + x sin y + ye −x + sin y is an integral function for the given DE. The solution curves for the DE are the level curves
Integrating Factors
Any ordinary differential equation of order 1 and degree 1 can be expressed in differential form: M dx + N dy = 0. However, this latter equation will usually not be exact. It may be possible to multiply the equation by an integrating factor µ(x, y) so that the resulting equation
is exact. In general such integrating factors are difficult to find; they must satisfy the partial differential equation
which follows from the necessary condition for exactness stated above. We will not try to solve this equation here.
Sometimes it happens that a differential equation has an integrating factor depending on only one of the two variables. Suppose, for instance, that µ(x) is an integrating factor for M dx + N dy = 0. Then µ(x) must satisfy the ordinary differential equation
.
This equation can be solved (by integration) for µ as a function of x alone provided that the right-hand side is independent of y.
Example 2 Show that (x + y 2 ) dx + x y dy = 0 has an integrating factor depending only on x, find it, and solve the equation.
does not depend on y, the equation has an integrating factor depending only on x. This factor is given by dµ/µ = dx/x. Evidently µ = x is a suitable integrating factor; if we multiply the given differential equation by x, we obtain
The solution is therefore 2x 3 + 3x 2 y 2 = C.
Remark Of course, it may be possible to find an integrating factor depending on y instead of x. See Exercises 7-9 below. It is also possible to look for integrating factors that depend on specific combinations of x and y, for instance, x y. See Exercise 10.
Exercises 17.3
Show that the DEs in Exercises 1-4 are exact, and solve them.
(x y
Show that the DEs in Exercises 5-6 admit integrating factors that are functions of x alone. Then solve the equations. 
(x
2 + 2y) d x − x d y = 0 6. (xe x + x ln y + y) d x + x 2 y + x ln x + x
11.
Find an integrating factor of the form µ(x y) for the equation
and hence solve the equation. Hint: see Exercise 10.
First-Order Linear Equations
A first-order linear differential equation is one of the type
where p(x) and q(x) are given functions, which we assume to be continuous. The equation is homogeneous (in the sense described in Section 17.1) provided that q(x) = 0. In that case, the given linear equation is separable:
which can be solved by integrating both sides. Nonhomogeneous first-order linear equations can be solved by the following procedure involving the calculation of an integrating factor. This material repeats part of Section 7.9.
Let µ(x) be any antiderivative of p(x):
If y = y(x) satisfies the given equation, then we calculate, using the Product Rule,
Therefore,
We reuse this method, rather than the final formula, in the following examples. We call e µ(x) an integrating factor of the given differential equation because, if we multiply the equation by e µ(x) , the left side becomes the derivative of e µ(x) y(x).
Solution Here p(x) = 1/x and q(x) = 1. We want dµ/dx = 1/x, so that µ(x) = ln x (for x > 0). Thus e µ(x) = x and we calculate
Finally,
This function is a solution of the given equation for any value of the constant C.
Thus,
and, finally,
Example 8 of Section 7.9 illustrates the application of the technique for solving a first-order linear DE to a typical stream of payments problem. We conclude this section with an applied example involving current flow in an electric circuit.
Example 3 (An inductance-resistance circuit) An electric circuit (Figure 17 .1) contains a constant DC voltage source of V volts, a switch, a resistor of size R ohms, and an inductor of size L henrys. The circuit has no capacitance. The switch, initially open so that no current is flowing, is closed at time t = 0 so that current begins to flow at that time. If the inductance L were zero, the current would suddenly jump from 0 amperes when t < 0 to I = V /R amperes when t > 0. However, if L > 0 the current cannot change instantaneously; it will depend on time t. Let the current t seconds after the switch is closed be I (t) amperes. It is known that I (t) satisfies the initial-value problem
Find I (t). What is lim t→∞ I (t)? How long does it take after the switch is closed for the current to rise to 90% of its limiting value? 
It is linear and has
integrating factor e µ(t) , where
Thus the current flowing at any time t > 0 is
It is clear from this solution that lim t→∞ I (t) = V /R; the steady state current is the current that would flow if the inductance were zero.
I (t) will be 90% of this limiting value when
This equation implies that e −Rt/L = 1/10, or t = (L ln 10)/R. The current will grow to 90% of its limiting value in (L ln 10)/R seconds.
Exercises 17.4
Solve the differential equations in Exercises 1-6.
Solve the initial-value problems in Exercises 7-10.
7.
 
y(1) = 3e 11. An object of mass m falling near the surface of the earth is retarded by air resistance proportional to its velocity so that, according to Newton's second law of motion,
where v = v(t) is the velocity of the object at time t, and g is the acceleration of gravity near the surface of the earth. Assuming that the object falls from rest at time t = 0, that is, v(0) = 0, find the velocity v(t) for any t > 0 (up until the object strikes the ground). Show v(t) approaches a limit as t → ∞. Do you need the explicit formula for v(t) to determine this limiting velocity?
12.
Repeat Exercise 11 assuming that the air resistance is proportional to the square of the velocity so that the equation of motion is
(Note that this equation is not linear, but it is separable.)
13.
A savings account has an initial balance of $900 and earns interest at a nominal annual rate of 5% paid continuously into the account. The account is also being continuously depleted by service charges at a rate of $50/year. Write a DE satisfied by the balance y(t) in the account after t years. Find the balance in the account after five years.
Existence, Uniqueness, and Numerical Methods
A general first-order differential equation of the form
specifies a slope f (x, y) at every point (x, y) in the domain of f , and therefore represents a slope field. Such a slope field can be represented graphically by drawing short line segments of the indicated slope at many points in the x y-plane. Slope fields resemble vector fields, but the segments are usually drawn having the same length and without arrowheads. Figure 17 .2 portrays the slope field for the differential equation
Solving a typical initial-value problem
involves finding a function y = φ(x) such that
The graph of the equation y = φ(x) is a curve passing through (x 0 , y 0 ) that is tangent to the slope-field at each point. Such curves are called solution curves of the differential equation. The DE y = x − y is linear, and can be solved explicitly by the method of Section 17.4. Indeed, the solution satisfying
. Most differential equations of the form y = f (x, y) cannot be solved for y as an explicit function of x, so we must use numerical approximation methods to find the value of a solution function φ(x) at particular points.
Existence and Uniqueness of Solutions
Even if we cannot calculate an explicit solution of an initial-value problem, it is important to know when the problem has a solution, and whether that solution is unique.
THEOREM
3
An existence and uniqueness theorem for first-order initial-value problems
Suppose that f (x, y) and
Then there exists a number δ > 0 and a unique function φ(x) defined and having a continuous derivative on the interval
has a unique solution on (x 0 − δ, x 0 + δ).
We give only an outline of the proof here. Any solution y = φ(x) of the initial-value problem ( * ) must also satisfy the integral equation
and, conversely, any solution of the integral equation ( * * ) must also satisfy the initial-value problem ( * ). A sequence of approximations φ n (x) to a solution of ( * * ) can be constructed as follows:
(These are called Picard iterations.) The proof of Theorem 3 involves showing that
exists on an interval (x 0 − δ, x 0 + δ), and that the resulting limit φ(x) satisfies the integral equation ( * * ). The details can be found in more advanced texts on differential equations and analysis.
Remark Some initial-value problems can have non-unique solutions. For example, the functions y 1 (x) = x 3 and y 2 (x) = 0 both satisfy the initial-value problem
In this case f (x, y) = 3y 2/3 is continuous on the whole x y-plane. However ∂ f /∂y = 2y −1/3 is not continuous on the x-axis, and is therefore not continuous on any rectangle containing (0, 0) in its interior. The conditions of Theorem 3 are not satisfied and the initial-value problem has a solution but not a unique one.
Remark
The unique solution y = φ(x) to the initial-value problem ( * ) guaranteed by Theorem 3 may not be defined on the whole interval [a, b] , because it can "escape" from the rectangle R through the top or bottom edges. Even if f (x, y) and (∂/∂y) f (x, y) are continuous on the whole x y-plane, the solution may not be defined on the whole real line. For example
but only for x < 1. Starting from (0, 1), we can follow the solution curve as far as we want to the left of x = 0, but to the right of x = 0 the curve recedes to ∞ as x → 1−. It makes no sense to regard the part of the curve to the right of x = 1 as part of the solution curve to the initial-value problem. The solution to y = y 2 , y(0) = 1 is the part of the curve y = 1/(1 − x) to the left of the vertical asymptote at x = 1
Numerical Methods
Suppose that the conditions of Theorem 3 are satisfied, so we know that the initialvalue problem
has a unique solution y = φ(x) on some interval containing x 0 . Even if we cannot solve the differential equation and find φ(x) explicitly, we can still try to find approximate values y n for φ(x n ) at a sequence of points
starting at x 0 . Here h > 0 (or h < 0) is called the step size of the approximation scheme. In the remainder of this section we will describe three methods for constructing the approximations {y n }, namely 1. The Euler method, 2. The improved Euler method, and 3. The fourth-order Runge-Kutta method.
Each of these methods starts with the given value of y 0 and provides a formula for constructing y n+1 when you know y n . The three methods are listed above in increasing order of the complexity of their formulas, but the more complicated formulas produce much better approximations for any given step size h. The Euler method involves approximating the solution curve y = φ(x) by a polygonal line (a sequence of straight line segments joined end to end), where each segment has horizontal length h, and has slope determined by the value of f (x, y) at the end of the previous segment. Thus, if x n = x 0 + nh, then
and, in general,
Iteration formulas for Euler's method
Example 1 Calculate the error at each step, given that the problem (which involves a linear equation and so can be solved explicitly) has solution y = φ(x) = x − 1 + 2e −x .
Solution
(a) Here we have f (x, y) = x − y, x 0 = 0, y 0 = 1, and h = 0.2, so that
and the error is e n = φ(x n ) − y n for n = 0, 1, 2, 3, 4, and 5. The results of the calculation, which was done easily using a computer spreadsheet program, are presented in Table 1 . The exact solution y = φ(x) and the polygonal line representing the Euler approximation are shown in Figure 17 .4. The approximation lies below the solution curve, as is reflected in the positive values in the last column of Table 1 , representing the error at each step.
(b) Here we have h = 0.1, so that
for n = 0, 1, . . . , 10. Again we present the results in tabular form: Table 2 . Euler approximations with h = 0.1 Observe that the error at the end of the first step is about one-quarter of the error at the end of the first step in part (a), but the final error at x = 1 is only about half as large as in part (a). This behaviour is characteristic of Euler's Method. 
If we decrease the step size h it takes more steps (n = |x − x 0 |/ h) to get from the starting point x 0 to a particular value x where we want to know the value of the solution. For Euler's method it can be shown that the error at each step decreases on average proportionally to h 2 , but the errors can accumulate from step to step, so the error at x can be expected to decrease proportionally to nh 2 = |x − x 0 |h. This is consistent with the results of Example 1. Decreasing h and so increasing n is costly in terms of computing resources, so we would like to find ways of reducing the error without increasing the step size. This is similar to developing better techniques than the Trapezoid Rule for evaluating definite integrals numerically.
The improved Euler method is a step in this direction. The accuracy of the Euler method is hampered by the fact that the slope of each segment in the approximating polygonal line is determined by the value of f (x, y) at one endpoint of the segment. Since f varies along the segment, we would expect to do better by using, say, the average value of f (x, y) at the two ends of the segment, that is, by calculating y n+1 from the formula
Unfortunately, y n+1 appears on both sides of this equation, and we can't usually solve the equation for y n+1 . We can get around this difficulty by replacing y n+1 on the right side by its Euler approximation y n + h f (x n , y n ). The resulting formula is the basis for the improved Euler method. Solution Table 3 summarizes the calculation of five steps of the improved Euler method for f (x, y) = x − y, x 0 = 0, and y 0 = 1. Observe that the errors are considerably less than one-tenth those obtained in Example 1(a). Of course, more calculations are necessary at each step, but the number of evaluations of f (x, y) required is only twice the number required for Example 1(a).
Iteration formulas for the improved Euler method
As for numerical integration, if f is complicated, it is these function evaluations that constitute most of the computational "cost" of computing numerical solutions.
Remark It can be shown for well-behaved functions f that the error at each step in the improved Euler method is bounded by a multiple of h 3 , rather than h 2 as for the (unimproved) Euler method. Thus the cumulative error at x can be bounded by a constant times |x − x 0 |h 2 . If Example 2 is repeated with ten steps of size h = 0.1, the error at n = 10 (that is, at x = 1) is −0.001323, which is about one-fourth the size of the error at x = 1 with h = 0.2.
The fourth-order Runge-Kutta method further improves upon the improved Euler method, but at the expense of requiring more complicated calculations at each step. It requires four evaluations of f (x, y) at each step, but the error at each step is less than a constant times h 5 , so the cumulative error decreases like h 4 as h decreases. Like the improved Euler method, this method involves calculating a certain kind of average slope for each segment in the polygonal approximation to the solution to the initial-value problem. We present the appropriate formulas below, but cannot derive them here. Solution Table 4 summarizes the calculation of five steps of the Runge-Kutta method for f (x, y) = x − y, x 0 = 0, and y 0 = 1 according to the formulas above. The table does not show the values of the intermediate quantities p n , q n , r n , and s n , but columns for these quantities were included in the spreadsheet in which the calculations were made. Solution The various approximations are calculated using the various formulas described above for f (x, y) = y 2 , x 0 = 0, and y 0 = 1. The results are presented in Table 5 . 
Iteration formulas for the Runge-Kutta method
x n+1 = x n + h p n = f (x n , y n ) q n = f x n + h 2 , y n + h 2 p n r n = f x n + h 2 , y n + h 2 q n s n = f (x n + h, y n + hr n ) y n+1 = y n + h p n + 2q n + 2r n + s n 6 .
Exercises 17.5
A computer is almost essential for doing most of these exercises. The calculations are easily done with a spreadsheet program in which formulas for calculating the various quantities involved can be replicated down columns to automate the iteration process. H I 11. Repeat Exercise 10 using the improved Euler method. H I 12. Repeat Exercise 10 using the Runge-Kutta method.
H I
Solve the integral equations in Exercises 13-14 by rephrasing them as initial-value problems. 
y(x)
=
17.
3
Consider the three initial-value problems 
Differential Equations of Second Order
The general second-order ordinary differential equation is of the form
for some function F of four variables. When such an equation can be solved explicitly for y as a function of x, the solution typically involves two integrations and therefore two arbitrary constants. A unique solution usually results from prescribing the values of the solution y and its first derivative y = dy/dx at a particular point. Such a prescription constitutes an initial-value problem for the second-order equation.
Equations Reducible to First Order
A second-order equation of the form
that does not involve the unknown function y explicitly (except through its derivatives) can be reduced to a first order equation by a change of dependent variable; if v = dy/dx, then the equation can be written
This first-order equation in v may be amenable to the techniques described in earlier sections. If an explicit solution v = v(x) can be found and integrated, then the function
is an explicit solution of the given equation.
Example 1 Solve the initial-value problem
Solution If we let v = dy/dx, the given differential equation becomes
which is a separable first-order equation. Thus
The initial condition y (0) = −2 implies that v(0) = −2 and so C 1 = 1. Therefore
The initial condition y(0) = 1 implies that C 2 = 1 so the solution of the given initial-value problem is y = 1 − 2 tan −1 x.
that does not explicitly involve the independent variable x can be reduced to a firstorder equation by a change of both dependent and independent variables. Again let v = dy/dx, but regard v as a function of y rather than x; v = v(y). Then
by the Chain Rule. Hence the given differential equation becomes Solution The change of variable dy/dx = v(y) leads to the equation
which is separable, dv/v = dy/y, and has solution v = C 1 y. The equation
is again separable, and leads to
Second-Order Linear Equations
The most frequently encountered ordinary differential equations arising in applications are second-order linear equations. The general second-order linear equation is of the form
As remarked in Section 17.1, if f (x) = 0 identically, then we say that the equation is homogeneous. If the coefficients a 2 (x), a 1 (x), and a 0 (x) are continuous on an interval and a 2 (x) = 0 there, then the homogeneous equation
has a general solution of the form
where y 1 (x) and y 2 (x) are two independent solutions, that is, two solutions with the property that C 1 y 1 (x) + C 2 y 2 (x) = 0 for all x in the interval only if C 1 = C 2 = 0. (We will not prove this here.)
Whenever one solution, y 1 (x), of a homogeneous linear second-order equation is known, another independent solution (and therefore the general solution) can be found by substituting y = v(x)y 1 (x) into the differential equation. This leads to a first-order, linear, separable equation for v . 
Substituting these expressions into the given DE we obtain
Thus y = y 1 v is a solution provided v (x) = 0. This equation for v has the general solution v = C 1 + C 2 x, so the given equation has the general solution
where y 2 = xe −2x is a second solution of the DE, independent of y 1 .
By Theorem 2 of Section 17.1, the general solution of the second-order, linear, nonhomogeneous equation (with f (x) = 0) is of the form
where y p (x) is any particular solution of the nonhomogeneous equation and y h (x) is the general solution (as described above) of the corresponding homogeneous equation. In Section 17.8 we will discuss the solution of nonhomogeneous linear equations. First, however, in Section 17.7 we concentrate on some special classes of homogeneous, linear equations.
Exercises 17.6
1. Show that y = e x is a solution of y − 3y + 2y = 0, and find the general solution of this DE.
2.
Show that y = e −2x is a solution of y − y − 6y = 0, and find the general solution of this DE.
3.
Show that y = x is a solution of x 2 y + 2x y − 2y = 0 on the interval (0, ∞), and find the general solution on this interval.
4.
Show that y = x 2 is a solution of x 2 y − 3x y + 4y = 0 on the interval (0, ∞), and find the general solution on this interval.
Show that y = x is a solution of the differential equation
x 2 y − (2x + x 2 )y + (2 + x)y = 0, and find the general solution of this equation.
6. Show that y = x −1/2 cos x is a solution of the Bessel equation with ν = 1/2:
Find the general solution of this equation.
First-order systems 7.
A system of n first order, linear, differential equations in n unknown functions y 1 , y 2 , · · · , y n is written
. . .
Such a system is called an n × n first-order linear system and can be rewritten in vector-matrix form as y = (x)y + f(x), where
Show that the second-order, linear equation y + a 1 (x)y + a 0 (x)y = f (x) can be transformed into a 2 × 2 first-order system with y 1 = y and y 2 = y having
8.
Generalize the previous exercise to transform an nth-order linear equation
into an n × n first-order system.
9.
If is an n × n constant matrix, and if there exists a scalar λ and a nonzero constant vector v for which v = λv show that y = C 1 e λx v is a solution of the homogeneous system y = y.
10. Show that the determinant 2 − λ 1 2 3 − λ is zero for two distinct values of λ. For each of these values find a nonzero vector v which satisfies the condition 2 1 2 3 v = λv.
Hence solve the system y 1 = 2y 1 + y 2 , y 2 = 2y 1 + 3y 2 .
Linear Differential Equations with Constant Coefficients
In this section we will solve second-order, linear, homogeneous differential equations of the form
where a, b, and c are constants and a = 0, as well as higher-order equations of this type. Some of the material in this section repeats Section 3.7. Equations of type ( * ) arise in many applications of mathematics. The equation of simple harmonic motion,
is of type ( * ) (with a = 1, b = 0 and c = ω 2 ) and governs the vibration of a mass suspended by an elastic spring. If the motion of the mass is impeded by a resistance proportional to its velocity (supplied, say, by friction with the air) then the equation of motion would look like ( * ) with a positive constant b. The mass will still vibrate if the resistance is not too large (b 2 < 4ac) but the amplitude of the vibration will decay exponentially with time, as we will see shortly. Equation ( * ) also arises in the study of current flowing in an electric circuit having resistors, capacitors, and inductors connected in series. In this case a measures the inductance, b the resistance, and c the reciprocal of the capacitance of the circuit. In both the mechanical (vibrating mass) and electrical applications the constants a, b, and c are positive. Also, the independent variable in all these applications is time, so we will regard the function y in ( * ) as a function of t rather than x. Thus a prime ( ) denotes d/dt rather than d/dx.
Let us try to find a solution of equation ( * ) having the form y = e rt . Substituting this expression into the equation, we obtain ar 2 e rt + br e rt + ce rt = 0.
Since e rt does not vanish, y = e rt will be a solution of the differential equation ( * ) if and only if r satisfies the quadratic auxiliary equation
which has roots given by the quadratic formula:
Here D = b 2 − 4ac is the discriminant of the auxiliary equation ( * * ).
There are three cases to consider, depending on whether D is positive, zero, or negative.
Then the auxiliary equation has two different real roots, r 1 and r 2 , given by
(Often these roots can be found easily by factoring the left side of the auxiliary equation.) In this case y = y 1 (t) = e r 1 t and y = y 2 (t) = e r 2 t are independent solutions of the differential equation ( * ), and so y = C 1 e r 1 t + C 2 e r 2 t , is also a solution for any choice of the constants C 1 and C 2 by Theorem 1 of Section 17.1. Since the differential equation is of second order and this solution involves two arbitrary constants we suspect it is the general solution, that is, that every solution of the differential equation can be written in this form. Exercise 18 at the end of this section outlines a way to prove this fact.
Example 1 Find the general solution of y + y − 2y = 0.
Solution The auxiliary equation is r 2 + r − 2 = 0, or (r + 2)(r − 1) = 0. The auxiliary roots are r 1 = −2 and r 2 = 1. Hence the general solution of the differential equation is
In order to facilitate discussion of the other two cases, D = 0, and D < 0, let us make a change of dependent variable in the differential equation ( * ) to transform it into a similar equation with no first-order derivative. This can be achieved by letting
Differentiating twice, using the Product Rule, we obtain
Substituting these expressions into the differential equation ( * ), we obtain
Since 2ak = −b, the coefficient of u in this equation is 0 and that of u is
Dividing by a and e kt , we are left with the reduced equation Solution The auxiliary equation is r 2 + 6r + 9 = 0, or (r + 3) 2 = 0, which has identical roots r = −3. According to the discussion above, the general solution of the differential equation is
CASE III Suppose D = b 2 − 4ac < 0. Then the auxiliary equation has complex roots, and the reduced equation for u is
We recognize this as the equation of simple harmonic motion. It has the general solution
where C 1 and C 2 are arbitrary constants. Therefore the given differential equation has the general solution y = C 1 e kt cos(ωt) + C 2 e kt sin(ωt),
Remark In Case III, where b 2 −4ac < 0, the auxiliary equation ( * * ) has complex conjugate roots given by
where i is the imaginary unit (i 2 = −1). Thus the values of k and ω needed to write the general solution of ( * ) can be read immediately from the solution of the auxiliary equation. Thus Case III applies: k = −1 and ω = 1. The differential equation has the general solution y = C 1 e −t cos t + C 2 e −t sin t.
Applying the initial conditions y(0) = 2 and y (0) = −3, we obtain C 1 = 2 and C 2 − C 1 = −3. Hence C 2 = −1 and the initial-value problem has the solution y = 2 e −t cos t − e −t sin t.
Constant-Coefficient Equations of Higher Order
The techniques described above for solving second-order linear, homogeneous DEs with constant coefficients can also be applied to equations of higher order. We describe the procedure without offering any proofs. If P n (r ) = a n r n + a n−1 r n−1 + · · · + a 2 r 2 + a 1 r + a 0 is a polynomial of degree n with constant coefficients a j (0 ≤ j ≤ n) and a n = 0, then the DE
can be solved by substituting y = e r x and obtaining the auxiliary equation P n (r ) = 0. This polynomial equation has n roots (see Appendix II) some of which may be equal, and some or all of which can be complex. If the coefficients of the polynomial P n (r ) are all real then any complex roots must occur in complex conjugate pairs a ± i b, where a and b are real.
The general solution of ( * ) can be expressed as a linear combination of n independent particular solutions
where the C j are arbitrary constants. The independent solutions y 1 , y 2 , . . . , y n are constructed as follows:
1. If r 1 is an k-fold root of the auxiliary equation (that is, if (r − r 1 ) k is a factor of P n (r )), then e r 1 t , te r 1 t , t 2 e r 1 t , . . . , t k−1 e r 1 t are k independent solutions of ( * ).
If r = a + i b and r = a − i b (a and b real) constitute a k-fold pair of complex conjugate roots of the auxiliary equation (that is, if [(r
k is a factor of P n (r )), then e at cos bt, te at cos bt, . . . , t k−1 e at cos bt, e at sin bt, te at sin bt, . . . , t k−1 e at sin bt are 2k independent solutions of ( * ).
Example 5 Solve (a) y (4) − 16y = 0, and (b)
Solution The auxiliary equation for (a) is r 4 − 16 = 0, which factors down to (r − 2)(r + 2)(r 2 + 4) = 0, and hence has roots r = 2, −2, 2i , and −2i . Thus the DE (a) has general solution y = C 1 e 2t + C 2 e −2t + C 3 cos(2t) + C 4 sin(2t)
for arbitrary constants C 1 , C 2 , C 3 , and C 4 .
The auxiliary equation for (b) is r 5 − 2r 4 + r 3 , which factors to r 3 (r − 1) 2 = 0, and so has roots r = 0, 0, 0, 1, 1. The general solution of the D E (b) is
where C 1 , . . . , C 5 are arbitrary constants.
Example 6 What is the order and the general solution of the constant-coefficient, linear, homogeneous DE whose auxiliary equation is (r + 4) 3 (r 2 + 4r + 13) 2 = 0?
Solution The auxiliary equation has degree 7 so the DE is of seventh order. Since r 2 + 4r + 13 = (r + 2) 2 + 9, which has roots −2 ± 3i , the DE must have the general solution
+ C 4 e −2t cos(3t) + C 5 e −2t sin(3t) + C 6 te −2t cos(3t) + C 7 te −2t sin(3t).
Euler (Equidimensional) Equations
A homogeneous, linear equation of the form
is called an Euler equation or an equidimensional equation, the latter term being appropriate since all the terms in the equation have the same dimension (that is, they are measured in the same units), provided that the constants a, b, and c all have the same dimension. The coefficients of an Euler equation are not constant, but the technique for solving these equations is similar to that for solving equations with constant coefficients, so we include these equations in this section. As in the case of constant coefficient equations, we assume that the constants a, b, and c are real numbers, and that a = 0. Even so, the leading coefficient, ax 2 , does vanish at x = 0 (which is called a singular point of the equation), and this can cause solutions to fail to be defined at x = 0. We will solve the equation in the interval x > 0; the same solution will also hold for x < 0 provided we replace x by |x| in the solution.
Let us search for solutions in x > 0 given by powers of x; if
then the Euler equation becomes
This will be satisfied for all x > 0 provided that r satisfies the auxiliary equation
As for constant coefficient equations, there are three possibilities.
If (b − a) 2 ≥ 4ac then the auxiliary equation has two real roots
In this case, the Euler equation has the general solution
The general solution is usually quoted in the form
which is valid in any interval not containing x = 0, and may even be valid on intervals containing the origin if, for example, r 1 and r 2 are nonnegative integers.
Example 7 Solve the initial-value problem
Solution The auxiliary equation is 2r (r −1)−r −2 = 0, that is, 2r 2 −3r −2 = 0, or (r − 2)(2r + 1) = 0, and has roots r = 2 and r = −(1/2). Thus, the general solution of the differential equation (valid for x > 0) is
The initial conditions imply that
Therefore C 1 = 1 and C 2 = 4, and the initial-value problem has solution
If (b − a) 2 = 4ac then the auxiliary equation has one double root, namely the root r = (a − b)/2a. It is left to the reader to verify that in this case the transformation y = x r v(x) leads to the general solution
or, more generally,
If (b − a) 2 < 4ac then the auxiliary equation has complex conjugate roots
The corresponding powers x r can be expressed in real form in a manner similar to that used for constant coefficient equations; we have
Accordingly, the Euler equation has the general solution y = C 1 |x| α cos(β ln |x|) + C 2 |x| α sin(β ln |x|).
Example 8 Solve the DE x 2 y − 3x y + 13y = 0.
Solution The DE has the auxiliary equation r (r − 1) − 3r + 13 = 0, that is, r 2 − 4r + 13 = 0, which has roots r = 2 ± 3i . The DE, therefore, has the general solution y = C 1 x 2 cos(3 ln |x|) + C 2 x 2 sin(3 ln |x|).
Exercises 17.7
In Exercises 1-12, find the general solutions for the given equations.
1. y + 7y + 10y = 0 2. y − 2y − 3y = 0 3. y + 2y = 0 4. 4y − 4y − 3y = 0 5. y + 8y + 16y = 0 6. y − 2y + y = 0 7. y − 6y + 10y = 0 8. 9y + 6y + y = 0 9. y + 2y + 5y = 0 10. y − 4y + 5y = 0 11. y + 2y + 3y = 0 12. y + y + y = 0
In Exercises 13-16, solve the given initial-value problems.
13.
   2y + 5y − 3y = 0
14.
15.
16. 
18.
3
Prove that the solution given in the discussion of Case I, namely y = A e r 1 t + B e r 2 t , is the general solution for that case as follows: first let y = e r 1 t u and show that u satisfies the equation
Then let v = u , so that v must satisfy v = (r 2 − r 1 )v. The general solution of this equation is v = C e (r 2 −r 1 )t . Hence find u and y. 
Nonhomogeneous Linear Equations
We now consider the problem of solving the nonhomogeneous second-order differential equation
We assume that two independent solutions, y 1 (x) and y 2 (x), of the corresponding homogeneous equation 
where y p (x) is any particular solution of the nonhomogeneous equation. All we need to do is find one solution of the nonhomogeneous equation and we can write the general solution.
There are two common methods for finding a particular solution y p of the nonhomogeneous equation ( * ):
1. The method of undetermined coefficients, and 2. The method of variation of parameters.
The first of these hardly warrants being called a method; it just involves making an educated guess about the form of the solution as a sum of terms with unknown coefficients and substituting this guess into the equation to determine the coefficients. This method works well for simple DEs, especially ones with constant coefficients. The nature of the guess depends on the nonhomogeneous term f (x), but can also be affected by the solution of the corresponding homogeneous equation. A few examples will illustrate the ideas involved.
Example 1 Find the general solution of y + y − 2y = 4x.
Solution Because the nonhomogeneous term f (x) = 4x is a first-degree polynomial, we "guess" that a particular solution can be found which is also such a polynomial. Thus we try
This latter equation will be satisfied for all x provided 2A + 4 = 0 and A − 2B = 0. Thus we require A = −2 and B = −1; a particular solution of the given DE is y p (x) = −2x − 1.
Since the corresponding homogeneous equation y + y − 2y = 0 has auxiliary equation r 2 + r − 2 = 0 with roots r = 1 and r = −2, the given DE has the general solution
Example 2 Find general solutions of the equations (where denotes d/dt)
Solution
(a) Let us look for a particular solution of the form
Substituting these expressions into the DE y + 4y = sin t, we get
which is satisfied for all x if 3A = 1 and 3B = 0. Thus A = 1/3 and B = 0. Since the homogeneous equation y + 4y = 0 has general solution y = C 1 cos(2t) + C 2 sin(2t), the given nonhomogeneous equation has the general solution y = 1 3 sin t + C 1 cos(2t) + C 2 sin(2t).
(b) Motivated by our success in part (a), we might be tempted to try for a particular solution of the form y = A sin(2t) + B cos(2t), but that won't work, because this function is a solution of the homogeneous equation, so we would get y + 4y = 0 for any choice of A and B. In this case it is useful to try y = At sin(2t) + Bt cos(2t).
We have
Substituting into y + 4y = sin(2t) leads to
Observe that the terms involving t sin(2t) and t cos (2t) (c) is
We summarize the appropriate forms to try for particular solutions of constantcoefficient equations as follows:
Trial solutions for constant-coefficient equations
Let A n (x), B n (x), and P n (x) denote the nth-degree polynomials
To find a particular solution y p (x) of the second-order linear, constantcoefficient, nonhomogeneous DE
use the following forms:
If f (x) = P n (x)e r x cos(kx) try
where m is the smallest of the integers 0, 1, and 2, that ensures that no term of y p is a solution of the corresponding homogeneous equation
Resonance
For λ > 0, λ = 1, the solution y λ (t) of the initial-value problem
can be determined by first looking for a particular solution of the DE having the form y = A sin(λt), and then adding the complementary function y = B cos t + C sin t.
For λ = 1 the nonhomogeneous term in the DE is a solution of the homogeneous equation y + y = 0, so one must try for a particular solution of the form y = At cos t + Bt sin t. In this case, the solution of the initial-value problem is
(This solution can also be found by calculating lim λ→1 y λ (t) using l'Hôpital's rule.) Observe that this solution is unbounded; the amplitude of the oscillations become larger and larger as t increases. In contrast, the solutions y λ (t) for λ = 1 are bounded for all t, though they can become quite large for some values of t if λ is close to 1. The graphs of the solutions y 0.9 (t), y 0.95 (t), and y 1 (t) on the interval −10 ≤ t ≤ 100 are shown in Figure 17 .6. The phenomenon illustrated here is called resonance. Vibrating mechanical systems have natural frequencies at which they will vibrate. If you try to force them to vibrate at a different frequency, the amplitude of the vibrations will themselves vary sinusoidally over time, producing an effect known as beats. The amplitudes of the beats can grow quite large, and the period of the beats lengthens as the forcing frequency approaches the natural frequency of the system. If the system has no resistive damping (the one illustrated here has no damping) then forcing vibrations at the natural frequency will cause the system to vibrate at ever increasing amplitudes.
As a concrete example, if you push a child on a swing, the swing will rise highest if your pushes are timed to have the same frequency as the natural frequency of the swing. Resonance is used in the design of tuning circuits of radios; the circuit is tuned (ususally by a variable capacitor) so that its natural frequency of oscillation is the frequency of the station being tuned in. The circuit then responds much more strongly to the signal received from that station than to others on different frequencies.
Variation of Parameters
A more formal method for finding a particular solution y p (x) of the nonhomogeneous equation when we know two independent solutions, y 1 (x) and y 2 (x), of the homogeneous equation is to replace the constants in the complementary function by functions, that is, search for y p in the form
Requiring y p to satisfy the given nonhomogeneous DE provides one equation that must be satisfied by the two unknown functions u 1 and u 2 . We are free to require them to satisfy a second equation also. To simplify the calculations below, we choose this second equation to be
Now we have
because y 1 and y 2 satisfy the homogeneous equation. Therefore u 1 and u 2 satisfy the pair of equations
We can solve these two equations for the unknown functions u 1 and u 2 by Cramer's Rule (Theorem 5 of Section 10.6), or otherwise, and obtain
where W (x), called the Wronskian of y 1 and y 2 , is the determinant
Then u 1 and u 2 can be found by integration.
Example 3 Find the general solution of y − 3y + 2y = 4x.
Solution First we solve the homogeneous equation y − 3y + 2y = 0, which has auxiliary equation r 2 − 3r + 2 = 0 with roots r = 1 and r = 2. Therefore two independent solutions of the homogeneous equation are y 1 = e x and y 2 = e 2x , and the complementary function is
A particular solution y p (x) of the nonhomogeneous equation can be found in the form
where u 1 and u 2 satisfy
u 2 e 2x = 0.
We solve these linear equations for u 1 and u 2 and then integrate to obtain
Hence y p = 4x + 4 − (2x + 1) = 2x + 3 is a particular solution of the nonhomogeneous equation, and the general solution is
Remark This method for solving the nonhomogeneous equation is called the method of variation of parameters. It is completely general and extends to higher order equations in a reasonable way, but it is computationally somewhat difficult. We could have found y p more easily had we "guessed" that it would be of the form y p = Ax + B and substituted this into the differential equation to get
The only way this latter equation can be satisfied for all x is to have 2A = 4 and 2B − 3A = 0, that is, A = 2 and B = 3.
Exercises 17.8
Find general solutions for the nonhomogeneous equations in Exercises 1-12 by the method of undetermined coefficients. 13. Repeat Exercise 3 using the method of variation of parameters.
14. Repeat Exercise 4 using the method of variation of parameters.
15.
Find a particular solution of the form y = Ax 2 for the Euler equation x 2 y + x y − y = x 2 , and hence obtain the general solution of this equation on the interval (0, ∞).
16.
For what values of r can the Euler equation x 2 y + x y − y = x r be solved by the method of the previous exercise. Find a particular solution for each such r .
17.
Try to guess the form of a particular solution for x 2 y + x y − y = x and hence obtain the general solution for this equation on the interval (0, ∞).
18.
Use variation of parameters to solve x 2 y + x y − y = x.
19. Consider the nonhomogeneous, linear equation
Use the fact that y 1 (x) = x and y 2 (x) = xe x are independent solutions of the corresponding homogeneous equation (see Exercise 5 of Section 17.6) to find the general solution of this nonhomogeneous equation.
20.
Consider the nonhomogeneous, Bessel equation
Use the fact that y 1 (x) = x −1/2 cos x and y 2 (x) = x −1/2 sin x are independent solutions of the corresponding homogeneous equation (see Exercise 6 of Section 17.6) to find the general solution of this nonhomogeneous equation.
Series Solutions
Many of the second-order, linear, differential equations that arise in applications do not have constant coefficients and are not Euler equations. If the coefficient functions of such an equation are sufficiently well behaved we can often find solutions in the form of power series (Taylor series). Such series solutions are frequently used to define new functions, whose properties are deduced partly from the fact that they solve particular differential equations. For example, Bessel functions of order ν are defined to be certain series solutions of Bessel's differential equation
Series solutions for second-order homogeneous linear differential equations are most easily found near an ordinary point of the equation. This is a point x = a such that the equation can be expressed in the form
where the functions p(x) and q(x) are analytic at x = a. (A function f is analytic at x = a if f (x) can be expressed as the sum of its Taylor series in powers of x − a in an interval of positive radius centred at x = a.) Thus we assume
q n (x − a) n with both series converging in some interval of the form a − R < x < a + R.
Frequently p(x) and q(x) are polynomials and so are analytic everywhere. A change of independent variable ξ = x − a will put the point x = a at the origin ξ = 0, so we can assume that a = 0.
The following example illustrates the technique of series solution around an ordinary point. (n + 2)(n + 1)a n+2 x n .
(We have replaced n by n + 2 in order to get x n in the sum for y .) We substitute these expressions into the differential equation to get (n + 2)(n + 1)a n+2 − (2n − ν)a n x n = 0.
This identity holds for all x provided that the coefficient of every power of x vanishes; that is, a 2 = − νa 0 2 , a n+2 = (2n − ν)a n (n + 2)(n + 1) , (n = 1, 2, · · ·).
The latter of these formulas is called a recurrence relation.
We can choose a 0 and a 1 to have any values; then the above conditions determine all the remaining coefficients a n , (n ≥ 2). We can get one solution by choosing, for instance, a 0 = 1 and a 1 = 0. Then, by the recurrence relation, One solution to the Hermite equation is
We observe that if ν = 4n for some nonnegative integer n then y 1 is an even polynomial of degree 2n, for a 2n+2 = 0 and all subsequent even coefficients therefore also vanish.
The second solution, y 2 , can be found in the same way, by choosing a 0 = 0 and a 1 = 1. It is
and is an odd polynomial of degree 2n + 1 if ν = 4n + 2. Both of these series solutions converge for all x. The Ratio Test can be applied directly to the recurrence relation. Since consecutive nonzero terms of each series are of the form a n x n and a n+2 x n+2 , we calculate
x n x n = |x| 2 lim n→∞ a n+2 a n = |x| 2 lim n→∞ 2n − ν (n + 2)(n + 1) = 0
for every x, so the series converges by the Ratio Test.
If x = a is not an ordinary point of the equation
then it is called a singular point of that equation. This means that at least one of the functions p(x) and q(x) is not analytic at x = a. If, however, (x − a) p(x) and (x − a) 2 q(x) are analytic at x = a then the singular point is said to be a regular singular point. For example, the origin x = 0 is a regular singular point of any Euler equation, and also of Bessel's equation, x 2 y + x y + (x 2 − ν 2 )y = 0, since p(x) = 1/x and q(x) = (x 2 −ν 2 )/x 2 satisfy x p(x) = 1 and x 2 q(x) = x 2 −ν 2 , which are both polynomials and therefore analytic.
The solutions of differential equations are usually not analytic at singular points. However, it is still possible to find at least one series solution about such a point. The method involves searching for a series solution of the form x µ times a power series, that is, y = ∞ n=0 a n (x − a) n+µ , where a 0 = 0.
Substitution into the differential equation produces a quadratic indicial equation, which determines one or two values of µ for which such solutions can be found, and a recurrence relation enabling the coefficients a n to be calculated for n ≥ 1. If the indicial roots are not equal, and do not differ by an integer, two independent solutions can be calculated. If the indicial roots are equal, or differ by an integer, one such solution can be calculated (corresponding to the larger indicial root), and a second solution can be found by using the technique described in Section 17.6. These calculations can be quite difficult. The reader is referred to standard texts on differential equations for more discussion and examples. We will content ourselves here with one final example. (µ + n)(µ + n − 1)a n x µ+n−2 .
Substituting these expressions into the Bessel equation, we get
(µ + n)(µ + n − 1) + (µ + n) − 1 a n x n + a n x n+2 = 0 ∞ n=0 (µ + n) 2 − 1 a n x n + ∞ n=2 a n−2 x n = 0 (µ 2 − 1)a 0 + (µ + 1) 2 − 1 a 1 x + ∞ n=2 (µ + n) 2 − 1 a n + a n−2 x n = 0.
All of the terms must vanish. Since a 0 = 0 (we may take a 0 = 1) we obtain µ 2 − 1 = 0, the indicial equation [(µ + 1) 2 − 1]a 1 = 0, a n = − a n−2 (µ + n) 2 − 1 , (n ≥ 2). the recurrence relation Evidently µ = ±1, and therefore a 1 = 0. If we take µ = 1, then the recurrence relation is a n = −a n−2 /(n)(n + 2). Thus a 3 = 0, a 5 = 0, a 7 = 0, · · · a 2 = −1 2 × 4 , a 4 = 1 2 × 4 × 4 × 6 , a 6 = −1 2 × 4 × 4 × 6 × 6 × 8 , · · · .
Again the pattern is obvious: By the Ratio Test, this series converges for all x.
Remark Observe that if we tried to calculate a second solution using µ = −1 we would get the recurrence relation a n = − a n−2 n(n − 2) , 
