統計的モデルの幾何学 (エントロピー最大化原理の展開と統計モデル (特集 統計数理研究所創立40周年記念シンポジウム)) by 甘利 俊一 & Shun-ichi Amari
エントロピー一最大化原理の展開と統計モデル
 これらのすぐれた統計学者はベイズ的方法の良さを十分認識していた．しかしその実用化に
は成功したかったのである．
 この問題に対して，エントロピー最大化原理は容易に解答を与える．客観性あるいは情報有
効性の獲得は，多くのモデルの比較結果を通じて実現される．ここではそれぞれのベイズモデ
ルの対数尤度あるいはエントロピーの推定値が，客観性あるモデル比較上の情報を提供するこ
とにたる．
 ベイズモデルに不確定たパラメータが存在する場合にこれを最尤法によって決定することに
すれば，
             ABIC＝（一2）1og max1ike1ihood
                 ＋2（number of parameters）
によって情報量規準を定義することができる．ただし，ここに1ike1ihoodはベイズ模型の尤度で
∫・（κ1θ，∫1）力（θ1∫・）・θ
によって定義される．g／κ1θ，∫1）はデータ分布，力（θ1∫。）は事前分布，∫1，∫。は未知パラメー
タである．
 ABICの実用上の有効性は，このシンポジウムで報告される多くの例がこれを利用して満足
すべき結果を与えていることから明らかである．ベイズ的方法の実用化という従来の統計学の
枠組では解決し得なかった問題に対して組織的な接近を可能にするというこの事実は，エント
ロピー最大化原理が従来の統計学の枠組みを超える新しい視点を与えていることの証明であ
る．
統計的モデルの幾何学
東京大学工学部甘利俊一
 統計学は，確率的な機構にもとづいて発生したとみなせる観測データをもとに，もとの確率
的な構造についての推論を行なう科学である．確率変数をκとし，そ、の分布密度関数を力（κ）と
しよう．また，適当な正則条件を持つ密度関数全体の集合を∫としよう．確率変数κの々個の
実現値κ1，…，κ。をもとにして，そのもとにあるSの一つの要素を求めるのが推定の問題であ
る．このとき，集合∫はどんた構造をしているのか，たとえばSの二つの要素力（κ）とσ（κ）の
問には意味のある分離度が定義できるのかが問題とたる．通常，集合∫の中から真の分布力を
探すには，∫は広すぎてうまくいかない．このため，統計学者は統計的モデル〃を考える．こ
れは有限個のパラメータθ＝（θユ，…，θ，三）で指定される確率分布力（κ，θ）の集まりで，Sの中に
〃次元の部分生問として入っている．
 Mとして何を採用するか，これはモデルを構成する問題であって，確率変数κを生成する物
理的機構だと種々の先験的た知識に基づいて〃を設定することにたる．古典的た統計学はモ
デル〃は正しい，すなわち真の分布力（κ）は〃の中に入っている，という仮定のもとで理論を
展開する．しかし，通常〃は近似にすぎず，真の分布はMに入っていたいことも多い．赤池
の情報量基準は多数の合理的なモデルを考えて，どのモデルを選ぶべきかをデータから推論し
ようという，従来の枠を破る試みであった．モデル〃を与えられたものとして考えるのではた
く，このように一度対象化して考えるたらば，統計的モデル〃自体の持つ性質を議論する必要
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性が明らかになる．Mは∫の中でどのような部分を占めるのか，Mの形状はどのようにたっ
ているのか，Mの幾何学的構造は統計的推論にどのようにかかわっているのか，こうした問題
に答えるのが統計的モデルの幾何学である．この場合，Mの内の立場からMの構造を調べる内
的幾何学と，∫の幾何学との関係でMの性質を調べる外的幾何学があって，両者が密接に関連
している．
 微分幾何は与えられた空間を局所的に線形化してその線形幾何としての構造を調べるのであ
るが，この局所線形化を空間のあらゆる点で行うと共に，こうした局所線形化生問すなわち接
空間を互に接続することにより，全体としての曲がった空間の構造を把握する．観測するデー
タの数の多い場合を扱う漸近理論では，推論は比較的正確であるから，モデル〃を線形近似し
た接空間の線形幾何学によって理論が構成できる．通常の統計的漸近理論が美しい統一的た形
をしているのはこのためである．高次の漸近理論を展開しようとたるとこのような線形化だけ
ではだめで，線形化生問を互に結びつけていくアフィン接続という手法が必要になる．統計的
モデルの空間にはα一接続，とくにα＝1の指数接続とα＝一1の混合接続が導入できて，これら
が双対的た構造を有し，どちらも統計的推論の特性と深く結びついていることが示せる．こう
して，高次の漸近理論は統計的モデルの微分幾何の上に統一的に建設できる．
 一方，空間∫自体の性質はどうなっているであろうか．無限次元の空間∫自体の幾何学を作
るには未だに多少の数学的困難が避けられたい．しかし，∫はα＝±1のとき平担，他のαに
対してもSの拡大が平担で，このことからSの二点すたわち二つの確率分布力（此）とσ（κ）の
問にα擬距離D、（力，σ）というものが導入できて，具体的には
                1三、・／l一∫力11α片・κ／，α・・1
          軌小細 一
                一∫σ1・・（州・κ， α一1
である．．明らかにα＝一1の場合のD一。（力，σ）はKu11back－Leib1erの情報量，α＝1の場合がそ
の双対にたっていて，これは赤池の理論の基礎にたるエントロピーである．
 α平担た空間には二種のポテンシャル関数が存在し，ルジャンドル変換の核をだしている．ま
た，αと一αの双対性が存在する．α平担な空間はユークリッド空間の拡張であって，α擬距
離，±α測地線を用いると拡張ピタゴラスの定理が成立する．ここからα近似とα測地線の関
係が明らかにされるが，これがエントロピー最大化原理および最尤推定法の理論的た根拠を与
え，理論の枠組みを明らかにする．
 これらを詳細に説明するには，微分幾何学的な諸量を統計的モデルの空間の上で定義し，さ
らに従来たかった新しい双対接続の概念を導入したければならない．こうすると，統計的推論
の高次漸近理論や，多数の局外母数を含む場合の推定など，多くの議論が新しい立場からでき
る．ここでは，統計的モデルの幾何学の立場から，定常ガウス時系列の全体のなす空間sおよ
びその部分空間である力次AR過程の時系列全体のたす空間M芦，力次MA過程の時系列全
体のたす空間Mメ”などの幾何学的構造についてふれてみよう．全空間Sは，正則なハワースペ
クトラムP（ω）の全体のたす関数空間に等しい．sの幾何学的構造を調べると，これはすべて
のαに対しα平担であることがわかる．二つのハワースペクトラムP1（ω）とP。（ω）の間のα
擬距離を求めると，
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である．さらに，P（ω）のフーリエ変換である自己共分散系列。‘，（4＝0，1，…）を考えると，o
＝（o。，c1，…）は空間Sの無限次元座標系をたすが，これはα＝一1の基準の直線座標系をた
す．また，P」1（ω）のフーリエ展開係数である逆自己共分散の系列δ＝（δ・，δ・，…）を考えると，
これはα＝1の基準の直線座標系を構成する．
 ARモデルの空間〃グを考えよう．明らかに，次数力（力＝0，1，2，…）のモデルの集りは入れ
子構造
                 〃♂R⊂〃芦⊂〃グ⊂…
にたっている．モデルM戸の幾何学的構造を調べると，これはα＝！の平担空間である．さて，
与えられた時系列P（ω）を力次のARモデルで近似する問題を考えてみよう．近似の基準はα
＝一 P擬距離（Ku11back－Leib1erの情報量）最小，すなわちエントロピー最大原理を用いる，い
ま，力次ARモデルを用いたP（ω）の最良近似をPク（ω）としよう．次数力を上げれば近似の度
合は良くなっていく．このとき，近似度に関する次の誤差の分解定理が成立する．
              D－1（P．P。）＝ΣD－1（P。十1，P。）
                     9＝o
ここで，
                   1im P。二p
                   マー亡。
さらに形をかえると
            D－1（P，Pq）＝D－1（P，Pq。、）十D－1（Pq．1，Pq）
が成立する．これらがピタゴラスの定理の形をしていることが直ちにわかるであろう．こうし
た定理が成立するのは，ARモデルの空間がα＝1平担で，情報量がα＝一1擬距離であったか
らに他ならない．
 MAモデルについても同様のことが成立する．ただし，MAモデルはα＝一1平担であるか
ら，今度は双対情報量（情報量の式で力とσとを入れかえたもの）を近似の基準として用いる
と，誤差の分解定理が成立する．また，B1oomie1dの指数型モデルの空間はα＝Oで平担で，こ
れは自己相村であるから実は本当のユークリッド空間になっている．したがって，α：0の距離
（これはHe11inger距離に他ならない）を用いて誤差の分解定理が成立するが，これはピタゴラ
スの定理そのものである．この他ARMAモデルの空間を考察すると，これは複雑な大域的トポ
ロジーを持つ空間であることがわかる．
 古典的統計学は統計的モデルを与えられたものとして，その枠組の内で理論を展開した．し
かし一度モデルを相対化し客体化してみれば，モデルそのものが研究の対象とたるべきことが
わかる．赤池の理論はこれを追求したものである．モデルそのものの研究にあたっては，幾何
学的考察が重要でありまた有用である．筆者は情報幾何学という新しい研究方法を提唱するも
のであり，その一端をここで述べた．統計数理研究所の40周年を記念するシンポジウム「エン
トロピー最大化原理と統計モデル」においてこのような発表を行なう機会を与えられたことに
感謝したい．
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ベイズ型重回帰モデル
統計数理研究所石 黒 真木夫
 1．間 題 意 識
 最近，Akaike（1980）の考えにもとづいたABIC最小化法によるベイズモデルの利用が活発
に行われるようにたってきた．
 ベイズモデルは性格を異にする2つのモデル，データ分布のモデルとこのモデルのパラメー
タの分布（事前分布）のモデル，で構成されるが，事前分布のモデルとして現実に利用されて
いるのはいわゆるsmoothnesspriorと呼ばれる形の，パラメLタの問に自然な順序がつけられ
て，その順序にパラメータの値が滑らかに変化する場合のものだけである．
 赤池の方法は，すくたくとも形式的には，いかたる事前分布を持って来ても使える一般的た
形をしている．従って，様々なデータ分布と事前分布を組合わせることによって多種多様の統
計的方法を構成することができる．しかし，そうして導かれる統計的方法のすべてが実用的な
ものであるとは限らたい．
 ABIC最小化法はこれまで成功をおさめてきているが，これは単にベイズモデルを利用した
からそうたったということではなく，smoothnesspriorという極めて特殊た形をした事前分布
が何らかの意味で自然なものであったからだ，と考えられる．では，smoothnesspriorではな
い事前分布であって，同じように自然で実用的なものは在りうるか．もし在るものたらそのよ
うな事前分布を構成してみたい．
 2．ベイズモデルとAIC最小化法
 smoothness priorをもちいたベイズモデルによる解析が有効な典型的な例として回帰分析
がある（石黒・荒畑，1982）．ベイズモデルを利用することによってデータの大局的な動きを捕
えた適度に滑らかだ回帰曲線が得られる．
 従来のAIC最小化法によって滑らかだ回帰曲線を得ることは，たとえば，多項式回帰におけ
る次数選択によって実現されていた（坂元化，1983）．一般に，何等かの意味であまり激しい変
動をしたい滑らかだ推定を得ようとしている場合に「次数選択」という手段が使われるといっ
てよい．逆にある場面でAICがr次数選択」に使われているたら，そこではベイズモデル，
