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vZusammenfassung
Zufallszahlengeneratoren sind in der modernen Gesellschaft von großer Be-
deutung und in vielen Bereichen verbreitet. In numerischen Simulationen, in
der Glückspielindustrie, bei Authentiﬁzierungsaufgaben wie zum Beispiel bei
der Erzeugung von PIN/TAN Nummern als auch in kryptographischen An-
wendungen ﬁnden sich Einsatzgebiete von Zufallszahlengeneratoren. Heut-
zutage werden dazu häuﬁg algorithmische oder physikalische Ansätze ver-
wendet, die aber auf Grund des Determinismus der klassischen Physik keine
echten, sondern im Prinzip vorhersagbare Zufallszahlen erzeugen können. Die
Unbestimmtheit und Unvorhersagbarkeit in der Quantenmechanik bietet je-
doch die Möglichkeit echte Zufallszahlen erzeugen zu können.
In dieser Arbeit wird ein Zufallszahlengenerator auf Basis quantenme-
chanischer Eﬀekte entwickelt. Dazu wird die Lichtemission einer Leuchtdi-
ode (LED) als Zufallsquelle verwendet. Die Detektion einzelner Photonen
erfolgt mithilfe eines Photomultipliers. Das Zufallsbit ergibt sich aus der Teil-
barkeit durch zwei der in einem bestimmten Zeitintervall beobachteten An-
zahl von Detektionsereignissen. Bei der Entwicklung des theoretischen Mo-
dells wird sowohl der Emissionsprozess der LED als auch der Detektions-
und der elektronische Verarbeitungsprozess betrachtet. Dabei zeigt sich, dass
sowohl der Abstoßungsprozess der Elektronen innerhalb des Halbleiterüber-
gangs der LED als auch die hohe Abschwächung des Photonenstroms und die
Totzeit, die bei der Detektion der Photonen auftritt, die detektierte Photo-
nenstatistik und damit die Eigenschaften der Zufallszahlen bestimmen. Be-
merkenswert ist, dass durch den Einﬂuss der Totzeit die Poissonstatistik der
Photonen dahingehend verändert wird, dass gleichverteilte Bitfolgen selbst
bei niedrigen Photonenzahlen erzeugt werden können. Im Fall einer Poisson-
statistik tritt dies erst im Grenzfall unendlich hoher Photonenzahlen ein.
In einem kompakten experimentellen Aufbau kann dieses theoretische
Modell bestätigt werden. Mit diesem Gerät können Zufallsbits mit einer Ge-
schwindigkeit von bis zu 50MBit
s
erzeugt werden. Eine abschließende Analyse
der Zufallsbitfolgen mit statistischen Methoden zeigt außerdem kein Anzei-
chen von Regelmäßigkeiten in diesen Folgen.
Der in der vorliegenden Arbeit entwickelte Zufallszahlengenerator wird
zukünftig in ein Quantenkryptographiesystem der LMU München integriert.
Eine einfache Skalierbarkeit dieses Geräts und die damit verbundene Steige-
rung der Erzeugungsrate erlaubt den Einsatz in modernen Kryptographiesy-





In our modern society random number generators are widely circulated. Nu-
merical simulations, the gambling industry, authentication tasks like the ge-
neration of pin/tan numbers all the way to cryptographic environments are
applications for random number generators. Today algorithmic or physical
deterministic approaches are used, which cannot produce true random num-
bers. The indeterminacy and unpredictability in quantum mechanics however
provide the possibility to generate true random numbers.
In this work a random number generator is developed using quantum
mechanical eﬀects. The random source is based on the light emission of a
light emitting diode. The emitted photons are detected by a photomultiplier
tube. The random bit values are extracted by counting the number of photons
detected in a certain time interval. Both the photon emission process of
the LED, the detection process and the electronical pulse recognition circuit
are considered in developing the theoretical model. It turns out that the
main contributions to the ﬁnal detected photon number distribution come
from a coulomb blockade eﬀect of electrons inside the semiconductor junction
of the LED, the optical attenuation of the photons and the dead time of
the detection circuitry. Remarkably the eﬀect of the dead time modiﬁes the
photon statistics in such a way that equally distributed random bit sequences
can be generated even at low mean photon numbers. In case of a Poissonian
statistics this would require an inﬁnitely high photon number.
In a compact experimental setup this theoretical model can be veriﬁed.
Random bit rates of up to 50 MBit/s can be generated. A ﬁnal analysis of
bit sequences with statistical methods do not reveal any regularities in these
sequences.
In future this random number generator will be integrated into the quan-
tum key distribution setup of the LMUMunich. An increase in the generation
rate by scaling the setup would allow to adopt this system in modern cryp-
tographic applications with rates of up to 1 GBit/s.
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Kapitel 1
Einleitung
Anyone who considers arithmetical
methods of producing random digits is, of
course, in a state of sin.
John von Neumann
Der Zufall übt auf Menschen eine besondere Faszination aus. Bereits in
der Antike gab es Glücksspiele zur Unterhaltung und zum Zeitvertreib, bei
denen der unvorhersagbare, zufällige Ausgang den besonderen Reiz dieser
Spiele ausmachte. Als Zufallsgenerator wurde zum Beispiel ein Würfel mit
unterschiedlich markierten Flächen verwendet. Glücksspiele sind auch heute
noch sehr beliebt und aufgrund des vielfältigen Angebots ein großes Einsatz-
gebiet von Zufallsgeneratoren.
Durch die Entwicklungen im letzten Jahrhundert sind allerdings weitere
Einsatzgebiete von Zufallsgeneratoren hinzugekommen. Notwendig sind Zu-
fallszahlen beispielsweise in computergestützten numerischen Simulationen
oder in probabilistischen Algorithmen, wie zum Beispiel der Primzahlsuche.
Durch die weltweite Vernetzung sowohl privater als auch wirtschaftlicher Be-
reiche in den letzten Jahren, gewinnt sowohl die Kryptographie als auch die
Authentiﬁzierung als Anwendung von Zufallszahlengeneratoren immer mehr
an Bedeutung.
Es werden heute zwei grundlegend verschiedene Ansätze zur Erzeugung
von Zufallszahlen verwendet. Algorithmische Zufallszahlen beruhen auf ei-
ner Rechenvorschrift, bei der aus einer Anfangszahl (engl: Seed) eine Folge
von Zahlen berechnet wird. Wie in dem oben angeführten Zitat von von
Neumann drastisch ausgedrückt, können diese Folgen nicht als echte Zufalls-
zahlen betrachtet werden. Häuﬁg ist es jedoch ausreichend, wenn diese so
erzeugten Zahlenfolgen nur einige Eigenschaften von Zufallszahlen erfüllen.
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Im Anwendungsgebiet der Numerik genügt es meist, dass die Zahlenfolge
gleichverteilt ist und keine ausgeprägte Struktur besitzt. Ausschlaggebend
ist in diesen Anwendungsgebieten vielmehr die Geschwindigkeit und die Ef-
ﬁzienz der Erzeugung. Ergebnisse aus der Vergangenheit zeigen jedoch, dass
solche Systeme für kryptographische Anwendungen nicht geeignet sind [1,2].
Auf der anderen Seite gibt es Zufallszahlengeneratoren (ZZG), bei denen
ein physikalischer Prozess die Grundlage zur Erzeugung von Zahlenfolgen,
im Allgemeinen Bitfolgen ist. Diese ZZG werden auf Basis der zugrundelie-
genden Prozesse in zwei Bereiche unterteilt. Zum einen dienen chaotische
physikalische Prozesse als Zufallsquelle wie zum Beispiel elektronisches Rau-
schen in Dioden oder zeitlicher Jitter in Oszillatoren. Diese mit klassischer
Physik beschreibbaren Abläufe sind deterministisch und nur die Komplexität
verhindert eine Berechnung dieser Prozesse. Andererseits existieren ZZG auf
Basis der Quantenphysik, deren Zufälligkeit auf fundamentalen Gesetzen der
Quantenmechanik beruhen.
Die Idee zur Entwicklung eines Zufallszahlengenerators entstand in Zu-
sammenhang mit einem bestehenden Quantenschlüsselverteilungexperi-
ment1 [35]. Die Sicherheit diesem Verfahren hängt maßgeblich von der Zufäl-
ligkeit der gesendeten Qubits ab, die in diesem Experiment mit einer Wieder-
hohlrate von 10 MHz erzeugt werden müssen. Deshalb wird ein Zufallszahlen-
generator benötigt, dessen Zufälligkeit ebenfalls durch eine quantenmechani-
sche Theorie gestützt wird. Da für jedes Qubit mindestens zwei Zufallsbits
benötigt werden, muss zusätzlich eine hohe Erzeugungsgeschwindigkeit er-
reicht werden.
Überblick über die Arbeit:
Im ersten Abschnitt dieser Arbeit wird ein Überblick über den Stand der
Forschungsarbeit im Zusammenhang mit quantenmechanischen ZZG gege-
ben. Das Hauptaugenmerk liegt anschließend auf der Realisierung unseres
ZZG, dessen Zufallsprozess durch die Quantenmechanik beschrieben werden
kann. Eine theoretische Beschreibung aller Komponenten des optischen ZZG
führt den Zufall auf die Statistik emittierter Photonen einer Leuchtdiode zu-
sammen mit der probabilistischen Natur einer Abschwächung zurück. Am
Schluss der theoretischen Beschreibung steht ein stochastisches Modell, das
bei einer Zertiﬁzierung [6, 7] durch das Bundesamt für Sicherheit in der In-
1Quantenschlüsselverteilung wird auch oft missverständlich mit Quantenkryptograﬁe
bezeichnet obwohl die Verschlüsselung klassisch mithilfe des one time pads durchgeführt
wird.
3formationstechnologie (BSI) gefordert wird2. Im darauf folgenden Abschnitt
werden die einzelnen optischen und elektronischen Komponenten des ZZG
bestimmt und deren Verhalten in Bezug auf die Generierung einer Zufallsbit-
folge untersucht. Bei der Analyse der Zufallsbits werden zunächst die Vorher-
sagen des stochastischen Modells veriﬁziert. Anschließend werden die Bitfol-
gen mithilfe von statistischen Tests auf eventuelle Korrelationen untersucht.
Es werden einzelne Tests ausgewählt, deren Sensitivität an das Modell des
ZZG angepasst ist. Für die Analyse von Zufallsbitfolgen wurden in diesem
Forschungsbereich verschiedene Testbibliotheken zusammengestellt, die ab-
schließend auf große Zufallsbitfolgen angewendet werden. Das Bestehen der
statistischen Tests ist aber nicht als Beweis zu sehen, dass der ZZG tatsäch-
lich zufällige Bitfolgen erzeugt, sondern lediglich, dass diese endlichen Folgen
sich in guter Näherung zufällig verhalten. Gute algorithmische Zufallszah-
lengeneratoren, die rein deterministisch arbeiten, bestehen nämlich ebenfalls
diese statistischen Tests. Der Beweis für die Zufälligkeit liegt deshalb sowohl
im theoretischen Modell als auch in dessen experimenteller Bestätigung.
2Eine Zertiﬁzierung ist für Geräte notwendig, die als Teil eines Kryptographiesystems
eingesetzt werden, um deren Sicherheit zu gewährleisten.




Zufallszahlengeneratoren erzeugen im Allgemeinen eine Folge von Bits, de-
ren Eigenschaften zu Beginn dieses Abschnitts deﬁniert werden. In einem
Überblick über verschiedene Strategien zur Implementierung von ZZG wird
anschließend zwischen algorithmischen und experimentellen Ansätzen unter-
schieden. Eine weitere Klassiﬁzierung letzterer kann man durch den grundle-
genden physikalischen Prozess des Generators vornehmen. Ein ZZG, der zur
Erzeugung von Zufallszahlen einen Prozess verwendet, bei dem das Resultat
durch dessen Komplexität zufällig erscheint, bezeichnet man als physikali-
schen Zufallszahlengenerator(PZZG). Quantenmechanische Zufallszahlenge-
neratoren(QZZG) verwenden einen Prozess, dessen Zufälligkeit aus der Unbe-
stimmtheit der Messung eines quantenmechanischen Zustands resultiert. Im
darauﬀolgenden Abschnitt werden Beispiele für verschiedenen Strategien zur
Realisierung eines QZZG aufgezeigt. Im Besonderen wird auf die Beschrei-
bung der jeweiligen Stärken und Schwächen dieser Prinzipien eingegangen.
2.1 Eigenschaften von Zufallszahlen
Die Ausgabe eines ZZG ist in der Regel eine Abfolge von Bits, die in ei-
nem mathematischen Formalismus als Realisierung eines Zufallsexperiments
Xi = xi beschrieben werden kann. Dabei wird das Experiment mit Xi be-
zeichnet, das Ergebnis eines Experiments Xi = xi mit i ∈ 1 . . . n. Durch
die Einschränkung auf Bitfolgen kann xi nur die Werte 0, 1 annehmen. Die
Elemente einer zufälligen Bitfolge müssen sowohl gleichverteilt als auch un-
abhängig voneinander sein.
Gleichverteilung: Die Wahrscheinlichkeit, dass eine bestimmte Realisie-
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rung bei einem Zufallsexperiment eintritt, ist für alle Realisierungen
gleich. Für den betrachteten binären Fall gilt daher:
P (Xi = 1) = P (Xi = 0) =
1
2
Unabhängigkeit: Die Wahrscheinlichkeit, dass eine Realisierung xi eintritt,
ist unabhängig von der Historie an Zufallsexperimenten, das heißt un-
verändert unter Kenntnis aller zuvor erzeugten Zufallszahlen.
P (Xi = xi) = P (Xi = xi|Xi−1 = xi−1 . . . X0 = x0)
In der folgenden Analyse bestehender ZZG werden nicht nur die Zahlen auf
deren Zufallseigenschaften untersucht, sondern insbesondere der physikali-
sche Prozess. Aus diesem Grund wird eine weitere Eigenschaft deﬁniert.
Unbestimmtheit: Bei vollständiger Kenntnis des quantenmechanischen
Zustands des ZZG vor einer Messung bleibt die Wahrscheinlichkeit für
das Eintreten einer Realisierung unverändert.
P (Xi = xi|Kenntnis des Systems) = P (Xi = xi) = 12 (2.1)
Diese letzte Eigenschaft wird bei der Unterscheidung von physikalischen und
quantenmechanischen ZZG wichtig.
2.2 Klassiﬁzierung der Zufallszahlengenerato-
ren
In diesem Abschnitt werden verschiedene Ansätze zur Erzeugung von Zu-
fallszahlenfolgen aufgezeigt. Obwohl algorithmische Methoden keine wirklich
zufälligen Zahlen erzeugen, werden sie aufgrund der Eﬃzienz bei der Gene-
rierung von Bitfolgen häuﬁg eingesetzt. Physikalische Zufallszahlengenerato-
ren nutzen oft elektronische Eﬀekte, um Zufallsbits zu erzeugen. Sie können
jedoch mit Hilfe der klassischen Physik beschrieben werden, wodurch das
Resultat prinzipiell deterministisch ist. Nur die Komplexität der oft chaoti-
schen Abläufe verhindert, dass diese Bitfolgen heutzutage berechnet werden
können. Im Gegensatz dazu basiert der Zufall in quantenmechanischen ZZG
auf der Unbestimmtheit und Unvorhersagbarkeit der Quantenmechanik.
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2.2.1 Algorithmische Zufallszahlengeneratoren
Bei dieser Art von ZZG werden, wie die Bezeichnung bereits suggeriert, Zah-
lenfolgen mit Hilfe eines Algorithmus aus einem Startwert (engl. Seed) be-
rechnet. Durch dieses deterministische Vorgehen wird bei identischem Seed
immer dieselbe Bitfolge generiert. Man bezeichnet diese Programme trotzdem
als Zufallszahlengeneratoren, da die damit erzeugten Bitfolgen zumindest die
erste Eigenschaft von Zufallsbitfolgen in Abschnitt 2.1 erfüllen. Die Unab-
hängigkeit der Bits kann nicht erfüllt werden, obwohl bei der Untersuchung
von kurzreichweitigen1 Abhängigkeiten die Bitfolgen keine Anzeichen einer
Struktur aufweisen. Ein Merkmal dieser Generatoren, welche oft auch als
Pseudozufallszahlengeneratoren bezeichnet werden, ist, dass sich nach einer
bestimmten Periode die Zufallszahlen wiederholen2. Da diese Generatoren
jedoch sehr schnell arbeiten, werden sie häuﬁg eingesetzt. In numerischen
Simulationen [8] werden zum Beispiel große Mengen von Zufallszahlen benö-
tigt, die gleichverteilt sein sollten und für kurze Bitfolgen keine statistischen
Abweichungen von idealen Zufallszahlen aufweisen sollten. Ein weiterer Vor-
teil dieses ZZG ist die einfache Reproduzierbarkeit von Simulationen, da nur
jeweils der gleiche Startwert verwendet werden muss.
Wenn diese Art der Zufallszahlerzeugung bei kryptographischen Anwen-
dungen bzw. der Authentiﬁzierung eingesetzt wird, kann die Sicherheit be-
einträchtigt werden, da durch die (bekannte) Berechnung der Zahlenfolgen
die Zufallszahlen deterministisch sind [1,2]. Dennoch werden heutzutage sehr
komplexe algorithmische Zufallszahlengeneratoren in den meisten kryptogra-
ﬁschen Anwendungen eingesetzt. Um die Sicherheit zu erhöhen, wird der Seed
deshalb oft aus unbestimmten Ereignissen wie zum Beispiel Systemzeiten bei
Festplattenzugriﬀen, Bewegungen der Maus, Tastaturanschlägen oder Zeit-
punkte für Interruptroutinen etc. erneuert.
Das bekannteste Beispiel eines algorithmischen ZZG ist das Lineare Rück-
gekoppelte Schiebe-Register (LFSR) [9]. Die Funktionsweise beruht auf einem
Schieberegister, dessen Eingang bei jedem Zyklus durch eine Kombination
der Einträge neu berechnet wird. Durch die einfache Implementierbarkeit in
Mikroprozessoren und programmierbarer Logik wird diese Art von Pseudo-
zufallszahlgenerierung verbreitet eingesetzt.
1Kurzreichweitig bezieht sich in diesem Zusammenhang auf den Abstand der Bits in
der Zufallszahlenfolge.
2Diese Periode kann bei modernen Algorithmen sehr groß sein: MT19937 hat eine
Periode von 219937 − 1.
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2.2.2 Physikalische Zufallszahlengeneratoren
Zu dieser Kategorie zählen Generatoren, deren zugrundeliegende Prozesse
klassisch beschreibbar aber meist sehr komplex sind. Hierzu gehören einfa-
che Systeme wie zum Beispiel der Münzwurf, der Würfel oder das Roulette.
Bei identischen Startbedingungen werden in diesen Experimenten im Prin-
zip aber gleiche Resultate erzeugt [10]. Erst durch kleine Abweichungen in
den Startbedingungen, die dem Anwender nicht bekannt sind, erscheint das
Ergebnis zufällig.
Weitere Beispiele dieser Kategorie sind Generatoren, die auf Rauschen
in Widerständen [11] oder Halbleiterbauelementen [6, 12] zurückgreifen, um
Zufallsbits zu erzeugen. Diese Systeme basieren auf der Digitalisierung der
Rauschspannung an einem Widerstand oder einer Diode durch einen Kom-
parator, dessen Schwelle der mittleren Rauschspannung entspricht. Um die
Zufälligkeit noch zu erhöhen, werden dabei zwei identische Rauschquellen
logisch kombiniert. Ein alternativer Ansatz verwendet zwei gegeneinander
ﬂuktuierende Oszillatoren wobei ein Oszillator am Daten-Eingang und einer
am Takt-Eingang eines FlipFlop sitzt [13].
Der Einsatz solcher Generatoren in kryptographischen Anwendungsgebie-
ten erhöht aufgrund der Komplexität der Prozesse die Sicherheit gegenüber
algorithmischen Verfahren, basieren aber auf Abläufe, die mit Hilfe klassi-
scher Physik beschreibbar sind und deshalb im Prinzip berechnet werden
können.
2.2.3 Quantenmechanische Zufallszahlengeneratoren
Die Grundlage von quantenmechanischen Zufallszahlengeneratoren ist die
Messung eines Quantensystems. Als Ergebnis der Messung treten die Eigen-
zustände des Messoperators jeweils mit einer bestimmten Wahrscheinlichkeit
auf. Diese Wahrscheinlichkeitsverteilung dient als Grundlage zur Erzeugung
von Zufallszahlen.
Die nachfolgende Übersicht gibt einen Überblick über den aktuellen Stand
der Forschung auf diesem Gebiet.
Photonen und Strahlteiler: Passiert ein einzelnes Photon einen Strahl-
teiler, so kann der quantenmechanische Zustand |Ψ〉 nach dem Strahl-
teiler als Superpositionszustand, bestehend aus Photon im transmit-




(|1T 〉|0R〉+ |0T 〉|1R〉) (2.2)
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Dabei ist |n〉 der Photonenzahlzustand im jeweiligen Ausgang des
Strahlteilers. Bei einem idealen Strahlteiler mit Teilungsverhältnis
50/50 wird das Photon in jedem Ausgang mit einer Wahrscheinlich-
keit von 0.5 gemessen. Den Detektionsereignissen an beiden Ausgängen
werden jeweils die Bitwerte 0 und 1 zugeordnet [14, 15].
Bei den Implementierungen [16, 17] wird ein polarisierender Strahltei-
ler verwendet. Zusammen mit einer polarisierten Lichtquelle (LED +
Polarisator) und einer Halbwellen-Verzögerungsplatte kann so die De-
tektionswahrscheinlichkeit der beiden Detektoren an den Ausgängen
des Strahlteilers annähernd gleich eingestellt werden. Als tatsächliche
Einzelphotonquelle wurde in [18, 19] eine SPCM-Quelle3 benutzt und
ein Photon als Trigger verwendet.
Dem Ereignis, dass in beiden Detektoren gleichzeitig ein Photon de-
tektiert wird, kann kein Bitwert zugeordnet werden. Er muss deshalb
ignoriert werden. Durch die Anpassung der Detektionseﬃzienzen mit
Hilfe eines polarisierenden Strahlteilers kann eine Schiefe in den Zufalls-
zahlen oft nicht ausreichend behoben werden [16], wodurch eine Regu-
larisierung [20, 21] notwendig wird. Mithilfe dieses Vorgehens wurden
Zufallszahlen mit einer maximalen Rate von 1 Mbit/s erzeugt.
Einschränkende Faktoren dieses Verfahrens sind die Totzeit der Detek-
toren, die die maximale Anzahl an Detektionsereignissen beschränkt.
Da pro Photon je ein Zufallsbit erzeugt wird, ist die Biterzeugungsra-
te damit limitiert. Gleichzeitig führt eine Schiefe in den Zufallsbits zu
einer weiteren Reduktion der Zufallsbits (siehe Abschnitt 3.6).
Unbestimmter Emissionszeitpunkt: Der Emissionszeitpunkt einer
spontanen Zerfallsquelle dient als Quelle zur Zufallsbiterzeugung. Die
zeitlichen Abstände aufeinanderfolgender Zerfälle sind für unabhängige
Emissions- und Absorptionsprozesse aufgrund deren Zufälligkeit expo-
nentiell verteilt. Für die Erzeugung der Zufallsbits können unterschied-
liche Verfahren verwendet werden.
Einerseits ist es möglich zwei aufeinanderfolgende Zeitintervalle zu ver-
gleichen [2225]. Dem Zufallsbit wird der Wert 0 zugeordnet, wenn das
erste der beiden Intervalle größer ist und 1 wenn das zweite Intervall
größer ist. Durch die Unabhängigkeit der Intervalllängen ist bei dieser
Methode der Bitextraktion keine Schiefe in den Zufallszahlen zu er-
warten. Durch eine endliche Zeitauﬂösung können zwei Zeitintervalle
auchgleich groß sein. Diese Ereignisse tragen nicht zur Zufallszahler-
3SPCM=spontaneous parametric down conversion ist ein nichtlinearer Prozess, bei
dem ein Photon in einem nichtlinearen Kristall zwei Photonen mit halber Frequenz erzeugt.
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zeugung bei.
Eine andere Möglichkeit besteht darin die Zeitabstände im Rahmen
der Messgenauigkeit zu bestimmen. Die exponentielle Verteilung die-
ser Werte wird in kleine Teilbereiche aufgeteilt. Werden diesen Teil-
bereichen abwechselnd die Bitwerte 0/1 zugeordnet, können daraus
gleichverteilte Zufallsbits erzeugt werden, wenn die Zeitauﬂösung aus-
reichend groß gegenüber dem mittleren Abstand zweier Detektionser-
eignisse ist [26]. Alternativ können die einzelnen Teilbereiche von 0
aufsteigend nummeriert werden, sodass ein detektiertes Photon meh-
rere Roh-Zufallsbits erzeugt. Durch die unterschiedlichen Wahrschein-
lichkeiten der Teilbereiche muss eine maximale Information berechnet
werden, die daraus extrahiert werden kann [27,28]. Die Roh-Zufallsbits
müssen dann mit einem geeigneten Verfahren auf diese maximale Län-
ge reduziert werden4.
Eine weitere Methode verwendet eine gepulst betriebene Lichtquel-
le, deren mittlere Intensität ein Photon innerhalb von n Pulsen ent-
hält [29, 30]. Der Zeitpunkt, an dem ein Photon innerhalb dieser Se-
quenz 0 . . . n − 1 detektiert wird, ergibt die Zufallszahl. Nach einer
Detektion und eventuell einer Wartezeit, um die Totzeit des Detektors
zu berücksichtigen, wird eine neue Pulssequenz gestartet.
Neben der Photonemission kann auch der radioaktive Zerfallsprozess als
Zufallsquelle verwendet werden. Hierzu existieren keine experimentellen
Arbeiten.
Ein Vorteil dieses Verfahrens besteht in der Eﬃzienz mit der Zufalls-
zahlen erzeugt werden können. Pro detektiertem Photon können auch
mehrere Zufallsbits erzeugt werden. Dadurch werden Bitraten von bis
zu 40 Mbit/s experimentell erreicht.
Unbestimmte Emissionsrichtung: Als Zufallsquelle kann die Verteilung
des Intensitätsproﬁls einer Strahlungsquelle verwendet werden. So ist
zum Beispiel die Richtung, in die bei einem radioaktiven Zerfall die
Zerfallsprodukte emittiert werden, a priori zufällig. Durch zwei oder
mehrere um eine radioaktive Quelle angeordnete Detektoren, können
aus der Information, in welchem Detektor ein Ereignis registriert wird,
Zufallsbits erzeugt werden [31].
In einem optischen Aufbau kann zum Beispiel das Emissionsproﬁl aus
einer Monomoden-Glasfaser benutzt werden. Im Experiment von Ste-
4In [27] wird der SHA-256 Algorithmus zur Regularisierung verwendet. Gefahren dieser
Vorgehensweise werden am Ende dieses Abschnitts diskutiert.
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vanov [32] wurde mithilfe zweier Multimoden-Glasfasern jeweils Photo-
nen aus einem bestimmten Raumwinkel am Ausgang der Monomoden-
Glasfaser aufgesammelt. Aus der Information, in welcher der beiden
Multimoden-Glasfasern ein Photon detektiert wurde, konnte ein Zu-
fallsbit generiert werden. In [33] wurde der Aufbau skaliert und ein De-
tektorfeld mit 400x400 Pixeln verwendet. In diesem Experiment wurde
lediglich gezeigt, wie man mit Hilfe von optischen Abschwächern die-
ses Feld homogen ausleuchten kann. Zufallszahlen wurden in diesem
Experiment jedoch nicht erzeugt.
Ein entscheidender Vorteil dieser Idee ist die einfache Skalierbarkeit
dieses Verfahrens. Dennoch bestehen Schwierigkeiten darin, dass Mehr-
fachereignisse, das heißt in mehreren Detektoren werden Photonen de-
tektiert, nicht zur Generierung von Zufallsbits beitragen können. An-
dererseits führt eine unterschiedliche Detektionseﬃzienz zu einer Schie-
fe in den Zufallsbits, welche durch geeignete Regularisierungsalgorith-
men [20, 21] entfernt werden muss. Beide Prozesse führen zu einer Re-
duktion der Zufallsbitrate. Letztendlich wird in [32] eine Zufallsbitrate
von 100 kbit/s berichtet.
Photonenstatistik in einem Laserpuls: Der Quantenzustand aus
einem gepulsten Laser kann als Superposition von Photonenzahlzustän-




P (n, µ) · |n〉 (2.3)
P (n, µ) ist dabei die Poisson-Wahrscheinlichkeitsverteilung mit dem
Mittelwert µ. Ein Zufallsbit 0 wird in diesem System erzeugt, wenn
während eines Laserpulses kein Photon detektiert wird. Der Bitwert 1
gilt, wenn mindestens ein Photon detektiert wird. Um eine gleichver-
teilte Bitsequenz zu erhalten, muss dabei die Pulsintensität präzise auf
µ = 0.693 gesetzt werden [34,35].
Mit diesem Verfahren können hohe Zufallsbitraten erreicht werden,
aber durch eine ungenügende Stabilisierung der Pulsintensität und der
damit verbundenen Schiefe in den Zufallsbits muss eine Regularisierung
angewendet werden. Obwohl experimentell bisher nur eine Bitrate von
1 Mbit/s erreicht wurde, kann dieses System relativ einfach auf erheb-
lich höhere Datenraten erweitert werden.
Photonenstatistik in einem Zeitintervall: Sowohl Licht aus einer ko-
härenten Strahlungsquelle als auch aus einer inkohärenten Quelle wer-
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den unabhängig voneinander emittiert. Bei konstanter Lichtleistung er-
gibt sich als Wahrscheinlichkeit n Photonen in einem deﬁnierten Zeit-
intervall T zu ﬁnden, eine Poissonverteilung. Diese Verteilung lässt sich
auf unterschiedliche Weise zur Erzeugung von Zufallsbits verwenden.
Einerseits kann auch hier die Unterscheidung getroﬀen werden, ob min-
destens ein Ereignis detektiert wird oder keines (entspricht Bitwert 1
bzw. 0). Andererseits kann man eine ungerade und eine gerade Photo-
nenzahl in einem Intervall den Bitwerten 0 und 1 zuordnen [24,3639].
Für sehr große mittlere Photonenzahlen µ→∞ pro Intervall entsteht
eine gleichverteilte Bitfolge. Alle bisherigen Implementierungen dieser
Art beziehen sich auf radioaktive Quellen.
Der in dieser Arbeit beschriebene Zufallszahlengenerator basiert auf
dieser Idee und verwendet einen optischen Aufbau.
Phasenrauschen eines Lasers: Eine weitere Zufallsquelle bietet das Pha-
senrauschen eines Lasers. Der Ursprung dieses Rauschens ﬁndet sich in
der spontanen Emission, durch die jedes Photon mit einer zufälligen
Phase erzeugt wird. In einem Mach-Zehnder Interferometer kann die
Phasendiﬀerenz eines Lasers zwischen Zeitpunkt t und Zeitpunkt t+ τ
gemessen werden. Diese Diﬀerenz wird mit Hilfe einer Photodiode ge-
messen und als Basis für die Biterzeugung verwendet. Ein Komparator
generiert ein Bit 0, wenn die Amplitude des Signals der Photodiode
unterhalb des Mittelwerts ist und ein Bit 1 bei Überschreitung dieses
Werts [40,41].5
Mithilfe dieses Prinzips lassen sich Zufallszahlen mit einer sehr ho-
hen Rate erzeugen. Experimentell wurden 500 Mbit/s erzeugt. Den-
noch muss bei diesem Verfahren angemerkt werden, dass elektronisches
Rauschen eine Quelle für zusätzliches Rauschen ist, die eher als her-
kömmlicher physikalischer ZZG angesehen werden kann. Zusätzlich be-
einträchtigt die Wahl der Diskriminierungsschwelle die Schiefe in den
Zufallszahlen derart, dass diese durch Regularisierungsverfahren [20,21]
entfernt werden muss.
Rauschen des atomaren Spins: Als Zufallsquelle wird der Spin in einem
atomaren Ensemble verwendet [42]. Quantenﬂuktuationen dieses Spins
lassen sich mit Hilfe eines Messlasers messen und erzeugen mit einem
zusätzlichen Schwellen-Diskriminator Zufallsbits. Experimentell konn-
ten bisher nur Zufallsbits in der Größenordnung von 1 kbit/s erreicht
5Die Biterzeugung mit Hilfe des letzten Bits eines Analog-Digital-Wandlers, wie in [40]
durchgeführt, führt aufgrund des elektronischen Fehlers bei der Digitalisierung zu einer
weiteren pseudozufälligen Zufallsquelle.
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werden. Wenn Spinszustände innerhalb eines Festkörpers werwendet
werden, könnte dieses System sowohl sehr kompakt werden als auch
erheblich höhere Raten produzieren.
Verschränkte Photonenpaarquelle: Bei Realisierungen eines ZZG mit
Hilfe eines Strahlteilers wurden bereits verschränkte Photonenpaare
verwendet, um einzelne Photonen zu generieren. Der Verschränkungs-
zustand bietet desweiteren die Möglichkeit, den Quantenzustand als
solchen mithilfe einer Bellschen Ungleichung (zum Beispiel CHSH Un-
gleichung [43]) zu untersuchen. Durch dieses Verfahren wird der Zu-
stand als quantenmechanischer Zustand veriﬁziert. In Abhängigkeit
vom Grad der Verletzung dieser Ungleichung können Zufallsbits er-
zeugt werden, für deren Beschreibung keine klassische Statistik verwen-
det werden kann [44]. Anzumerken ist hier, dass für die Messung der
Photonenpaare oder wie in [44] verwendete verschränkte Ionenzustände
bereits Zufallszahlen zur Polarisationsanalyse benötigt werden. Es kön-
nen aber mehr Zufallsbits extrahiert werden als zur Messung gebraucht
werden. Experimentell wurden bisher Zufallsbitraten von 42 Bits inner-
halb eines Monats(!) demonstriert.
Messung des Vakuumzustandes: Der Quanten-Vakuumzustand eines
Lichtfeldes kann mit Hilfe eines Strahlteilers gemessen werden. Dazu
wird ein Laser mit geringem Intensitätsrauschen an einem Eingang des
Strahlteilers eingekoppelt. Der zweite Eingang wird blockiert und dient
somit als Eingang für den Vakuumzustand. Am Ausgang des Strahl-
teilers wird das Signal mit zwei Photodioden detektiert. Die Summe
und Diﬀerenz dieser Signale gibt Aufschluss über die Rauschamplitu-
de des Vakuumzustands [45, 46]. Die gemessene Amplitude des Quan-
tenrauschens wird anschließend digitalisiert und Bitwerten zugeordnet.
Dadurch werden Erzeugungsraten von bis zu 25 Mbit/s regularisierter
Zufallsbits erreicht, ausgehend von einer Rohbitrate von 2 Gbit/s.
Die in den einzelnen Experimenten verwendeten Regularisierungsalgorith-
men dienen grundsätzlich dazu, eine Schiefe in den Zufallszahlen zu entfernen
und damit die erste Bedingung für Zufallsbits zu erfüllen. Abhängig von die-
sem Algorithmus können jedoch möglicherweise auftretende Korrelationen
in der erzeugten Bitfolge verschleiert werden, sodass diese nicht mehr oﬀen-
sichtlich zu erkennen sind. Deshalb ist es bei der Analyse von regularisierten
Bitfolgen immer notwendig auch die Roh-Bitfolgen zu analysieren, um gege-
benenfalls Korrelationen erkennen zu können.
14 2.2 Klassiﬁzierung der Zufallszahlengeneratoren
Kapitel 3
Theoretische Beschreibung
Das Prinzip unseres quantenoptischen Zufallszahlengenerators wird in diesem
Abschnitt zu Beginn skizziert. Die darauf folgende theoretische Behandlung
der einzelnen dafür notwendigen Komponenten dient zur Erstellung eines sto-
chastischen Modells, das den Entropiezuwachs pro neu generiertem Zufallsbit
quantiﬁziert. Dazu werden Auswirkungen der einzelnen Komponenten auf die
Qualität der Zufallsbits untersucht. Am Ende dieses Abschnitts werden Re-
gularisierungsalgorithmen vorgestellt, die bei Bedarf eine Gleichverteilung in
der Häuﬁgkeit der beiden Bitwerte sicherstellen.
3.1 Funktionsweise des Zufallszahlengenerators
3.1.1 Anforderungen an den Zufallszahlengenerator
Vor Beginn der Beschreibung des Funktionsprinzips werden Anforderungen
an den Aufbau des Generators deﬁniert.
Quantenprozess: Der zugrundeliegende quantenmechanische Prozess
muss theoretisch beschrieben werden können.
Gleichverteilung: Viele in Abschnitt 2.2.3 beschriebene Generatoren er-
zeugen nur mit Hilfe von Regularisierungsalgorithmen gleichverteilte
Zufallszahlen. Der hier gezeigte Aufbau soll ohne dieses Hilfsmittel aus-
kommen.
Robust: Das Modell der Zufallszahlerzeugung soll zudem robust gegen Stö-
rungen wie zum Beispiel Lichtintensitätsschwankungen oder Span-
nungsschwankungen sein.
Hohe Bitrate: Eine hohe Erzeugungsrate und eine leichte Skalierbarkeit
sollten erreicht werden.
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Kompakt: Der Zufallszahlengenerator soll unter anderem in ein vorhande-
nes Quantenkryptographieexperiment integriert werden. Deshalb sollte
der experimentelle Aufbau kompakt sein.
3.1.2 Prinzip der Zufallszahlerzeugung
Für die technische Umsetzung der Quelle des Zufalls wurde eine optische
Implementierung gewählt [47, 48]1. Eine Leuchtdiode (LED) als Lichtquelle
stellt aufgrund ihres breiten Spektrums eine in Bezug auf die verwendeten
Zeitskalen inkohärente Photonenquelle dar2. Die ausgestrahlte Photonensta-
tistik lässt sich damit mithilfe der Poissonstatistik beschreiben. Die Anzahl
der detektierten Photonen n in einem festen Zeitintervall T (für T  τLEDC )
ist somit unabhängig vom betrachteten Zeitintervall und wird als Zufallsva-
riable verwendet. Eine gerade beziehungsweise ungerade Anzahl n wird den
Bitwerten '0' beziehungsweise '1' zugeordnet. Im Grenzfall sehr großer mitt-
lerer Photonenzahlen µ in einem Zeitintervall T stellt sich in guter Näherung
ein Gleichgewicht in der Häuﬁgkeit der Bitwerte 0/1 ein.
In den folgenden Abschnitten wird die LED in Bezug auf die emittier-
te Photonenstatistik theoretisch untersucht. Aufgrund von Eﬀekten in der
Raumladungszone kann es unter bestimmten experimentellen Umständen zu
einer Veränderung der Statistik hin zu einer Sub-Poisson3-Verteilung kom-
men. Andererseits wird durch eine ineﬃziente optische Ankopplung der LED
an einen Detektor dieser Eﬀekt unterdrückt. Daher stellt der Nachweis dieses
Eﬀekts eine große Herausforderung in Bezug auf die optische Kopplung der
LED an einen Photodetektor dar.
Die Detektion erfolgt mit einem Photomultiplier (PMT), der gegenüber
einer Avalanche Photodiode (APD) unter anderem den Vorteil einer höheren
maximalen Zählrate besitzt. Neben der Digitalisierungselektronik modiﬁziert
die sogenannte Totzeit die aufgenommene Photonenstatistik. Als Totzeit wird
die Zeitspanne nach einer Detektion bezeichnet, während der kein weiteres
Photon registriert werden kann. Beide Eﬀekte ﬂießen in das stochastische Mo-
dell des Zufallszahlengenerators ein, das in Abschnitt 3.5 zusammengefasst
wird.
1Die Entwicklung dieses ZZG erfolgte im Rahmen eines vom Bundesamt für Sicherheit
in der Informationstechnik geförderten Projekts. Berichte im Zusammenhang mit diesem
Projekt beinhalten beinhalten auch eine kompakte Beschreibung und Analyse dieses ZZG.
2Kohärenzzeiten von LEDs liegen im Bereich von τLEDC ≈ 10−14s [49]




In diesem Abschnitt wird die LED im Bezug auf die Verwendung in unse-
rem ZZG untersucht. Bedeutend dabei ist die emittierte Photonenstatistik.
Photonen werden in einer LED durch einen spontanen Emissionsprozess bei
der Rekombination eines Elektron-Loch Paares erzeugt (vergleiche Abbil-
dung 3.1). Dieser an einem p-n Übergang stattﬁndende Prozess erzeugt Pho-
tonen mit einer spektralen Verteilung mit einer Breite von ∆λ > 10 nm. Die
zeitliche Kohärenz ist damit beschränkt auf τLEDC < 10
−13 s. Auf einer Zeits-
kala von einigen Nanosekunden können emittierte Photonen als inkohärent
angesehen werden.
Wenn zusätzlich die Elektronen-Loch-Paar-Dichte konstant ist, ist der
Emissionszeitpunkt der Photonen unabhängig voneinander (ähnlich dem ra-
dioaktiven Zerfallsprozess). Die Wahrscheinlichkeit, dass ein Photon im Zei-
tintervall dt emittiert wird, ist außerdem proportional zur Länge des Inter-
valls dt mit dem Proportionalitätsfaktor λ. Die Zufallsvariable N , die die
Anzahl n der emittierten Photonen in einem Zeitintervall T angibt, folgt
damit einer Poissonverteilung




Hier gibt µ := λ·T die mittlere Photonenzahl pro Zeitintervall T an (=Er-
wartungswert E(N) der Verteilung). Eine Eigenschaft der Poissonverteilung
ist, dass das Quadrat der Standardabweichung σ2(N) dieser Verteilung gleich
dem Erwartungswert der Verteilung ist.
E(N) = µ (3.2)
σ2(N) = µ (3.3)
Für den zeitlichen Abstand zweier Photonen ergibt sich ein exponentieller
Zusammenhang:
P (t|Photon bei t′ = 0) = λ · e−λ·t (3.4)
Die bisherige Betrachtung geht von einer konstanten Elektronen-Loch-
Paar-Dichte aus. Im Folgenden wird detailliert erläutert unter welchen Um-
ständen diese Eigenschaft nicht mehr gewährleistet sein kann.
Dazu wird in der weiteren Beschreibung zunächst eine LED mit Wir-
kungsgrad ηLED = 1 betrachtet. Abschnitt 3.3 befasst sich anschließend mit
der Frage, wie ein endlicher Wirkungsgrad zusammen mit einer weiteren Ab-

















Abbildung 3.1: Schematische Darstellung eines p-n-Übergangs in einer LED.
Nach rechts ist die Richtung orthogonal zur Grenzﬂäche aufgetragen; nach
oben die Energie. Efermi bezeichnet das Fermi-Niveau im Halbleiter.
Die Lichtemission der LED ﬁndet an einem p-n Übergang zweier Halblei-
ter statt (vergleiche Abbildung 3.1). Elektronen aus der n-dotierten Schicht
driften bei angelegter externer Spannung U in die p-dotierte Schicht. Dort re-
kombinieren diese mit Löchern auf einer Zeitskala τsp und emittieren dabei je
ein Photon. Der Strom an diesem Übergang setzt sich zusammen aus dem be-
schriebenen Driftstrom Ifi und einem Diﬀusionsstrom Ibi [50,51] in umgekehr-
ter Richtung, der durch eine interne Konzentrationsdiﬀerenz der Ladungs-
träger verursacht wird. Daraus ergibt sich die Strom-Spannungskennlinie in
Durchlassrichtung für eine LED bei einer Temperatur T :
Iges = (Ifi − Ibi) = I0(e
eU
kBT − 1) (3.5)
I0 ist die Summe aus den Generationsströmen (für eine detaillierte Beschrei-
bung siehe zum Beispiel [52,53]).
Vor der Betrachtung der Photonenstatistik wird zunächst die Elektronen-
statistik berechnet, mit der die Elektronen den p-n Übergang passieren. Im
Besonderen wird die Änderung dieser Statistik aufgezeigt, wenn bereits ein
Elektron diesen Übergang überquert hat.
Da bei einem Elektronenübergang ein Spannungsabfall an diesem Über-
19
gang auftritt, wird die Wahrscheinlichkeit für den darauﬀolgenden Übergang
beeinﬂusst. Zur Abschätzung betrachten wir die Änderung des Stroms Ifi,













; ∆U = e
Cdep
gibt die Spannungsänderung am Übergang bei
diesem Prozess an. Jetzt kann man zwei Fälle unterscheiden:
Mesoskopischer Fall (r  1):
Im Fall extrem kleiner Temperaturen (T≈ 50 mK) und kleiner Kapazitäten
(Cdep ≈ 1 fF) verhindert der Übergang eines Elektrons den unmittelbaren
Übergang eines folgenden Elektrons (single electron coulomb blockade eﬀect).
Die Änderung des Stroms Ifi in Gleichung (3.6) ist in diesem Fall sehr groß.
Der abstoßende Eﬀekt der Elektronen induziert damit eine Regularisierung
des Elektronenstroms und damit eine Veränderung der Photonenstatistik hin
zu einer Sub-Poisson-Verteilung. Dieser Fall wurde in zahlreichen Arbeiten
sowohl theoretisch als auch experimentell untersucht [54,55].
Makroskopischer Fall (r  1):
In diesem Fall kommt es durch den Übergang eines Elektrons zu einer ver-
nachlässigbaren Änderung der Spannung am p-n Übergang und damit gilt
Ifi(nach) ≈ Ifi(vor).
Da die LED unseres ZZGs bei Raumtemperatur betrieben werden soll, be-
handelt die nachfolgende Diskussion ausschließlich den makroskopischen Fall.
Zu klären bleibt, unter welchen Bedingungen auch hier die Photonenstatistik
von einer Poissonverteilung abweicht.
Ein abstoßender Eﬀekt der Elektronen am p-n Übergang kann nur auf-
treten, wenn die Spannung am Übergang signiﬁkant also um mindestens e
kBT
verändert wird [51]. Diese Änderung tritt im makroskopischen Fall nur auf,
wenn sehr viele Elektronen den Übergang passieren. Dazu wird die Zeitskala
τte (thermionic emission time) eingeführt, bei der so viele Elektronen den








· τ = N · τ, (3.7)
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N gibt diese Anzahl der Elektronen an, die beim Passieren des Übergangs
die Spannung um e
kBT verringert. τ gibt die Rate an, mit der Elektronen von
der Stromquelle nachgeliefert werden τ = e
I
.
Zusammen mit dieser Zeitskala wird in der Arbeit von Imamoglu [56] die
Wahrscheinlichkeit angegeben, dass z Elektronen die Barriere in der Zeit T
passieren:






· e−µ︸ ︷︷ ︸
Poisson
· e− r2 (z−µ)2︸ ︷︷ ︸
Gauß
(3.8)
mit µ := T
τ
und F (r, µ) als Normierungskonstanten.
Bei einer mittleren Zahl µ  N (das heißt bei Zeiten T  τte) reichen
die Elektronen nicht aus, um die Spannung am p-n Übergang signiﬁkant zu
verändern. Der Eﬀekt der Gaußverteilung in Gleichung (3.8) ist in diesem
Bereich zu vernachlässigen. Die Rekombinationsereignisse sind als unabhän-
gig voneinander anzusehen. Aus einer Poisson-Verteilung der Elektron-Loch-
Rekombinationen folgt daher auch eine Poisson-Verteilung für die dadurch
erzeugten Photonen.
Gilt aber µ  N , so kann während der Messzeit die Spannung am
p-n Übergang um kBT /e absinken. Dieser Eﬀekt führt zu einer Blockade der
folgenden Elektronen (collective/macroscopic coulomb blockade eﬀect). Aus
Gleichung (3.8) kann man für diesen Bereich entnehmen, dass hier P (µ, z, T )
durch die Gaußverteilung bestimmt wird. Die Standardabweichung dieser











und damit unabhängig vom Erwartungswert E(N) = µ. Die Standardab-
weichung ist somit kleiner (µ  N ) als die Wurzel des Erwartungswerts
und man erhält dadurch eine Sub-Poisson-Wahrscheinlichkeitsverteilung der
Elektronen. Diese Sub-Poisson-Verteilung überträgt sich auf die Photonen-
statistik nur eingeschränkt, da durch den zufälligen Prozess der spontanen
Emission diese Verteilung modiﬁziert wird. Dennoch kann die Breite der Pho-
tonenzahlverteilung durch die der Elektronenverteilung abgeschätzt werden.
σ ∈ [
√
N ;µ] ⊂ [0;µ] (3.10)
Unter großem experimentellen Aufwand und mit speziell dafür angefer-
tigten Leuchtdioden ist es experimentell gelungen, diesen makroskopischen
Coulomb blockade eﬀect zu zeigen [50, 57, 58]. Um diesen Eﬀekt zu detek-
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Abbildung 3.2: Experimentelle Resultate einer Messung des makroskopischen
coulomb blockade Eﬀekts aus [50]. Das Rauschniveau konvergiert bei hohen
Frequenzen (kurzen Messzeiten) gegen das Poisson-Limit.
ungenügende Detektoreﬃzienz verfügen und damit die Regularisierung des
Photonenstroms nicht auﬂösen könnten. Um eine sehr hohe Detektionseﬃzi-
enz zu erreichen, werden in diesen Experimenten Halbleiterphotodioden bei
der Herstellung der LED direkt auf diese aufgebracht. Dabei lassen sich Ge-
samtdetektionswahrscheinlichkeiten von ca. 40% erreichen. Die Messung des
Rauschspektrums des Photostroms zeigt in einem gewissen Frequenzbereich
eine verminderte Amplitude und ist somit der Beweis für die Sub-Poisson-
Verteilung in der Photonenstatistik (siehe Abbildung 3.2).
Die Notwendigkeit einer sehr hohen Kopplungseﬃzienz der Lichtquelle an
den Detektor, um Abweichungen der Photonenstatistik von der Poissonvertei-




In diesem Abschnitt wird gezeigt, wie sich die gemessene Photonenstatistik
durch eine geringe Detektionseﬃzienz verändert. Im Folgenden wird die Ef-
ﬁzienz der LED, die optische Ankopplung der LED an den Detektor und die
Detektionseﬃzienz für die theoretische Betrachtung symbolisch durch einen
Strahlteiler ersetzt [5961] (vergleiche Abbildung 3.3). Dazu wird die Trans-










ηST = ηLED · ηPMT
Abbildung 3.3: Die Abschwächung der Photonen von der Generierung in
der LED bis zur Detektion im Photomultiplier kann theoretisch durch einen
Strahlteiler modelliert werden. Die Transmission des Strahlteilers entspricht
dabei dem Produkt der Eﬃzienz der LED ηLED, der Abschwächung infolge
der optischen Kopplung und der Detektionseﬃzienz ηPMT .
Für die Berechnung der resultierenden Statistik wird von einer Photo-
nenstatistik mit einer mittleren Photonenzahl von µLED und einer Varianz
von ∆nLED ausgegangen. Ein Photon am Strahlteiler wird mit einer Wahr-
scheinlichkeit von ηST transmittiert und mit einer Wahrscheinlichkeit von
1 − ηST reﬂektiert. Dadurch ist die erwartete mittlere Photonenzahl nach
dem Strahlteiler
E(N) := µST = ηST · µLED (3.11)
Das Quadrat der Standardabweichung der Verteilung nach dem Strahl-
teiler wird beschrieben durch [59]
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= µST −O(η2ST )
(3.12)
wobei (∆nLED)2 die Varianz der Photonenzahlverteilung vor dem Strahlteiler
angibt.
Aus Gleichung (3.12) kann man erkennen, dass sich die Varianz aus dem
Erwartungswert der Verteilung und einem Term zweiter Ordnung in ηST zu-
sammensetzt, der die Abweichung zu einer Poissonverteilung angibt. Die Dif-
ferenz µLED−(∆nLED)2 ist ein Maß für die Abweichung der Photonenstatistik
der LED von einer Poissonstatistik und ist nach Gleichung (3.8) und (3.9)
beschränkt auf das Intervall [0, µLED].
µST ≥ σ2(N) ≥ µST · (1− ηST ) (3.13)
Durch die niedrige Gesamteﬃzienz ηST = 10−8 in unserem experimentel-
len Aufbau können Abweichungen der Photonenstatistik von der Poissonsta-
tistik selbst bei Auftreten des Blockade-Eﬀekts nicht mehr beobachtet und
somit vernachlässigt werden.
Als Fazit dieses Abschnitts kann man festhalten, dass durch den Einﬂuss
der verschiedenen Beiträge zum Gesamtwirkungsgrad ηST die Varianz der
Photonenverteilung pro Zeitintervall durch
µST ≥ σ2(N) ≥ µST · (1− 10−8) (3.14)
=⇒ σ2(N) ∼= E(N) (3.15)
eingeschränkt ist. Aus diesem Grund wird im weiteren Verlauf dieser Arbeit
von einer Poisson-Photonenstatistik ausgegangen.
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3.4 Detektion durch einen Photomultiplier
Aufgrund der hohen zu erreichenden Zufallsbitrate und somit auch einer ho-
hen Photonendetektionsrate wird in diesem Aufbau ein Photomulti-
plier (PMT) verwendet. Dieser weist aufgrund seiner Funktionsweise gegen-
über InGaAs-/ Silizium-Avalanche Photodioden (APD) eine wesentlich klei-
nere Totzeit auf4. (Mit Hilfe einer periodisch betriebenen InGaAs APD und
einer selbst diﬀerenzierenden Elektronik wurde vor Kurzem eine Totzeit von
< 10 ns erreicht [62]). Die absolute Detektionseﬃzienz spielt im ZZG eine
untergeordnete Rolle, da die Zufallszahlen, wie bereits in Abschnitt 3.3 be-
schrieben, durch die ohnehin niedrige optische Kopplungseﬃzienz nicht weiter
beeinﬂusst werden. Lediglich die Intensität der LED muss erhöht werden, um
eine ausreichend hohe mittlere Detektionsrate zu erreichen.
3.4.1 Funktionsprinzip eines Photomultipliers
Um Auswirkungen des Detektionsprozesses auf die Statistik detektierter Pho-
tonen zu untersuchen, wird die Funktionsweise eines Photomultipliers erklärt.
Eintreﬀende Photonen lösen an einer Photokathode Elektronen aus, die
mit Hilfe einer Kaskade von Dynoden, aus denen weitere Elektronen aus-
geschlagen werden, verstärkt werden. Am Ende dieser Kaskade ist ein elek-
trischer Puls messbar [63]. Aufgrund unterschiedlicher Flugzeiten der Elek-
tronen und einer begrenzten elektronischen Bandbreite hat dieser Puls eine
endliche Länge (vergleiche Abbildung 3.4). Ein zur Digitalisierung dieser Si-
gnale verwendeter Schwellendiskriminator ignoriert Pulse, falls der zeitliche
Abstand zum vorherigen Puls kleiner als die Pulsbreite ist. Aus diesem Grund
wird die Pulsbreite im Folgenden auch als Totzeit τd betrachtet. Zudem ver-
längert dieser ignorierte Puls die Pulsbreite des digitalisierten Signals. Ex-
emplarisch ist dieser Sachverhalt in Abbildung 3.4 dargestellt.
3.4.2 Einﬂuss der Totzeit auf die Photonenstatistik
In diesem Abschnitt wird der Einﬂuss untersucht, den die Totzeit des Pho-
tomultipliers auf die registrierte Photonenstatistik ausübt. Die einfallende
Photonenstatistik wird auf Basis der Diskussion in Abschnitt 3.3 als Poisson-
Photonenstatistik angenommen.
Mit einer festen Totzeit, das heißt mit keiner Verlängerung durch dicht
aufeinanderfolgende Pulse, wurde in den Arbeiten von Müller [6466] und
Srinivas [67, 68] die Veränderung der Photonenstatistik ausgehend von ei-
ner Poissonstatistik berechnet. In [67, 68] wurde der Eﬀekt vernachlässigt
4Si-APD: ∼ 50 ns, InGAs-APD: ∼ 1 µs bzw. PMT: ∼ 2 ns
































Abbildung 3.4: Gemessene elektrische Pulse aus einem Photomultiplier und
die simulierte Ausgabe nach einem Schwellendiskriminator.
den ein Puls am Ende eines Zeitintervalls auf das nächste Intervall ausüben
kann. Die Ergebnisse dieser Arbeiten werden in Abbildung 3.5 in Form der
Photonenzahlverteilungen dargestellt.
Der Einﬂuss einer erweiterbaren Totzeit auf diese Verteilung, wie sie bei
einem Photomultiplier zu erwarten ist (siehe Abschnitt 3.4.1), wurde in den
Arbeiten von Omote und Libert [69,70] berechnet.
Dazu wurde die Art der Auswirkung der Totzeit in zwei Bereiche unter-
teilt.
1. Innerhalb eines Intervalls T werden Pulse nicht registriert, wenn deren
zeitlicher Abstand kleiner als τd ist.
2. Ein Photon zum Zeitpunkt t am Ende eines Intervalls (t ∈ [T − τd, T ])
verhindert eine mögliche Detektion eines Photons zu Beginn des näch-
sten Intervalls.
Die Photonenstatistik des einfallenden Lichts wird gemäß der Diskussion
in Abschnitt 3.2 und 3.3 als Poissonstatistik angenommen (vergleiche Glei-
chung 3.1). Aus dieser Verteilung werden während der weiteren Berech-
nung [69] die Photonenereignisse herausgeﬁltert, deren Abstand zum vor-
hergehenden Ereignis kleiner als die Totzeit τd ist. Dies wirkt sich auf die
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Abbildung 3.5: Die theoretische Photonenzahlverteilung für unterschiedliches
Verhalten der Totzeit verwendet eine mittlere Photonenzahl von µ = 4 (auf-
treﬀende Photonenzahl). Eine Totzeit von τd = 2.5 ns sowie eine Intervall-
länge von T = 20 ns werden eingesetzt. Die maximale Anzahl detektierbarer
Photonen M = 8, verursacht durch die Totzeit, ist ebenfalls gekennzeich-
net. Da die Wahrscheinlichkeitsverteilungen lediglich diskrete Funktionen für
ganzzahlige Photonenzahlen sind, dienen die Kurven nur zur Visualisierung.












Durch die minimale Pulslänge τd eines Photonereignisses kann nur eine ma-







Die Wahrscheinlichkeit mehr als M Photonen zu detektieren ist P (µ, n >
M, T, τd)0. Darüber hinaus wird auch der Erwartungswert dieser Verteilung,
die mittlere detektierte Zählrate µr, reduziert (vergleiche Abbildung 3.5).




Im Gegensatz zur Berechnung mit einer festen Totzeit, bei der sich diese
mittlere Photonenzahl asymptotisch µr
µ→∞−−−→ M verhält, weist die mittlere
Photonenzahl hier ein Maximum bei µ = T
τd
auf und tendiert anschließend


































Abbildung 3.6: Mittlere detektierte Zählrate in Abhängigkeit der auftreﬀen-
den Intensität. Es wurde eine Totzeit von τd = 2.5 ns sowie eine Intervalllänge
von T = 20 ns eingesetzt.
Zusammenfassend wurde für die Beschreibung des ZZG bisher die detek-
tierte Photonenstatistik einer LED betrachtet. Außerdem wurde berücksich-
tigt, dass bei der Detektion mit einem Photomultiplier eine verlängerbare
Totzeit auftritt. Im Folgenden werden die Auswirkungen dieser Statistik auf
die Zufallszahlen analysiert.
3.5 Stochastisches Modell
In den vorangegangenen Abschnitten wurde die Photonenstatistik des von ei-
ner LED emittierten Lichts und deren Modiﬁkation auf Grund von Abschwä-
chung und zusätzlichen Eﬀekten bei der Detektion mit einem Photomultiplier
untersucht. In diesem Kapitel wird nun die Qualität der Zufallszahlen unter-
sucht. Zu diesem Zweck wird die Entropie berechnet, die ein neu generiertes
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Bit besitzt, wenn alle zuvor generierten Bits bekannt sind.
H(Xi = xi|Xi−1 = xi−1 . . . X0 = x0) (3.19)
Da diese Größe den Informationsgehalt eines Zufallsbits angibt und eine di-
rekte Berechnung nicht möglich ist, wird eine untere Grenze dafür ermit-
telt. Aus diesem Grund werden im Folgenden verschiedene Faktoren un-
tersucht, die diese untere Schranke beeinﬂussen: Gleichverteilung der Zu-
fallsbits, Nächste-Nachbar-Korrelationen und längerreichweitige Korrelatio-
nen. Die Berechnungen werden in der weiteren Analyse für ein Zeitinterall
T = 20 ns und eine Totzeit von τd = 2.5 ns durchgeführt.
Zu Beginn werden die Wahrscheinlichkeiten für die Bitwerte 0 bzw. 1 und
deren Abhängigkeit von der detektierten mittleren Photonenzahl µr unter-
sucht.
Eine gerade bzw. ungerade Photonenzahl in einem Zeitintervall T wird
den Bitwerten 0 bzw. 1 zugeordnet. Aufgrund dieser Zuordnung können die









P (µ, 2 · n, T, τd)
(3.20)





























Abbildung 3.7: Die Schiefe B der Zufallsbits in Abhängigkeit von der mitt-
leren Detektionsrate µr. Eine Totzeit von τd = 2.5 ns sowie eine Intervall-
länge von T = 20 ns werden eingesetzt. Das Inset ist eine Vergrößerung des
Anzeigebereichs. Durch die maximal erreichbare Zählrate (vergleiche Abbil-
dung 3.6) ist die rote Kurve beschränkt auf Werte µr < 2.95. Die markierten
Punkte im Inset zeigen Werte für µr, bei denen der Bias verschwindet.
Bei einem idealen Zufallszahlengenerator sind diese Wahrscheinlichkeiten
gleich p0 = p1 = 12 . Die Abweichung dieser Wahrscheinlichkeiten vom Ide-
alwert, im Folgenden als Bias oder Schiefe B (vergleiche Gleichung (3.21))
bezeichnet, wird in Abhängigkeit der mittleren detektierten Photonenzahl in
Abbildung 3.7 dargestellt.
B = p0 − 0.5 (3.21)
Der Bias zeigt für Detektionen ohne Totzeit ein exponentielles Verhalten und
B
µr→∞−−−−→ 0 für sehr große Photonenzahlen. Im Fall einer verlängerbaren Tot-
zeit existieren mittlere Photonenzahlen, bei denen der Bias verschwindet (in
Abbildung 3.7 markiert). Bei diesen mittleren Photonenzahlen erhält man
also eine gleichverteilte Zufallszahlenfolge. Die Zufallsbiterzeugung ist bei an-
deren mittleren Photonenzahlen ebenfalls möglich, der Bias in den Zufallsbits
müsste aber noch durch Regularisierungsalgorithmen (siehe Abschnitt 3.6)
eliminiert werden. Dieser Prozess reduziert die Erzeugungsrate in Abhängig-
keit des Bias jedoch signiﬁkant, weshalb für die Biterzeugung die mittleren
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Zählraten mit verschwindendem Bias gewählt werden. Dadurch ergibt sich
keine Reduktion der Entropie aus Gleichung (3.19) aufgrund der Schiefe in
den Zufallszahlen.
Ein weiterer Parameter, der den Entropiegewinn des Zufallszahlengene-
rators einschränken kann, sind Korrelationen der Bits untereinander. Die




k=1 (xk − (B + 0.5))(xk+l − (B + 0.5))∑N
k=1(xk − (B + 0.5))2
(3.22)
wobei N die Anzahl der Zufallsbits angibt. Für den Fall, dass die Zufallsbits






11 − pl01 − pl10 (3.23)
mit den Paarwahrscheinlichkeiten plxx mit Abstand l.
Aufgrund der hohen Abschwächung der Photonen der LED bis zur De-
tektion werden keine Abhängigkeiten der Bits untereinander beobachtet. Der
Überlapp eines Totzeitintervalls von einem Zeitintervall in das darauﬀolgen-
de generiert jedoch Korrelationen benachbarter Bits. Zur Abschätzung die-
ser Nächste-Nachbar-Korrelationen wird die Tatsache verwendet, dass aus
Zufallsbits, die mit einem Zeitintervall von T = τ aufgenommen werden,
Zufallsbits berechnet werden können, die mit einem Zeitintervall T = 2τ
aufgenommen worden wären, indem man zwei benachbarte Bits zusammen-
fasst (siehe Tabelle 3.1).





Tabelle 3.1: Umrechnung von Zufallsbits aufgenommen mit einem Auslesein-
tervall T = τ in Zufallsbits aufgenommen mit einem Intervall T = 2τ .
Unter der Bedingung, dass die Zufallsbits gleichverteilt sind, kann man
aus Gleichung (3.23) und Tabelle 3.1 folgenden Zusammenhang zwischen
den Nächste-Nachbar-Korrelationen (l = 1) bei einem Zeitintervall T = τ
und dem Bias bei einem Zeitintervall T = 2τ ableiten:
SCC1(µ, T = τ, τd) = p00+11(µ, T = τ, τd)− p01+10(µ, T = τ, τd)
= p0(2 · µ, T = 2 · τ, τd)− p1(2 · µ, T = 2 · τ, τd)
= 2 ·B(2 · µ, T = 2 · τ, τd).
(3.24)
31
Für die Parameter, die in Abbildung 3.7 gewählt wurden, ergibt sich für
den Korrelationskoeﬃzienten SCC1 = 2.0 · 10−7.
Innerhalb dieser theoretischen Beschreibung können keine langreichweiti-
gen oder komplexeren Korrelationen gefunden werden. Ursachen für derarti-
ge Korrelationen könnten im experimentellen Aufbau in langfristigen Span-
nungs- beziehungsweise Temperaturschwankungen an verwendeten optischen
und elektronischen Komponenten gefunden werden. Diese Auswirkungen wer-
den aber in der vorliegenden theoretischen Beschreibung nicht berücksichtigt.
Aus der Photonenemission der LED und der nachfolgenden Detektion
können keine weiteren Korrelationen abgeleitet werden, als die, die durch die
Totzeit der Detektion in Form Nächster-Nachbar-Korrelationen auftreten.
Zur Berechnung einer Grenze für die bedingte Entropie in Gleichung (3.19)
werden der Bias und diese Korrelationen verwendet.
H(Xi = xi|Xi−1 = xi−1) ≥ 1− 1.4 · 10−14 (3.25)
Diese Abschätzung der Entropie, das Photonenzahlhistogramm (vergleiche
Abbildung 3.5) und die Abhängigkeit des Bias von der mittleren Photonen-
zahl (vergleiche Abbildung 3.7) ergeben das stochastische Modell des ZZG.
In Abschnitt 5.1 wird dieses Modell experimentell veriﬁziert.
3.6 Regularisierungsalgorithmen
Das Problem vieler physikalischer Zufallszahlengeneratoren ist ein Ungleich-
gewicht in der Erzeugung der Bitwerte 0/1. Da in den meisten Einsatzgebie-
ten dieser Generatoren eine Gleichverteilung vorausgesetzt wird, gibt es eine
Reihe von Regularisierungsalgorithmen, um dieses Ungleichgewicht zu entfer-
nen, ohne jedoch die Zufälligkeit zu beeinträchtigen. Alle diese Operationen
haben eine Reduktion der Zufallsfolge in Abhängigkeit zur ursprünglichen
Schiefe der Zufallszahlen zur Folge. Die Regularisierungseﬃzienz ηr der un-
terschiedlichen Ansätze wird am Ende dieses Abschnitts in Abbildung 3.8
verglichen.
3.6.1 von-Neumann Algorithmus
Bei der von-Neumann Regularisierung [21] werden Bits aus der Zufallszah-
lenfolge paarweise nicht überlappend mit folgender Zuordnung verarbeitet.
Die Bitpaare 00 und 11 werden gestrichen und den Bitpaaren 01, 10 wer-
den die Bits 0, 1 zugeordnet (vergleiche Tabelle 3.2). Unter der Bedingung,







Tabelle 3.2: Zuordnung der Bits beim Regularisierungsalgorithmus nach von-
Neumann.
dieser Regularisierung eine gleichverteilte Bitfolge. Dieses sehr einfache Ver-
fahren hat den Nachteil, dass selbst bei einer annähernden Gleichverteilung
der Zufallsbits 1− ηr = 75% der Bits verworfen werden.
3.6.2 Iterierter von-Neumann Algorithmus
Um die niedrige Eﬃzienz des von-Neumann Verfahrens zu erhöhen, existiert
ein iterativer von-Neumann Algorithmus von Peres [20]. Der erste Iterations-
schritt ist die gewöhnliche von-Neumann Regularisierung. In den weiteren
Iterationsschritten werden jeweils die Bitpaare, die dort verworfen werden,
in einem Bitstrom weiterverarbeitet. Zusammen mit einem zweiten Bitstrom
aus den XOR verknüpften Eingangsbits wird darauf erneut der gewöhnliche
von-Neumann Algorithmus angewendet. Die Regularisierungseﬃzienz in Ab-
hängigkeit der Anzahl der Iterationen k und dem in der Eingangsbitfolge
enthaltenem Bias wird zudem in der Arbeit von Peres angegeben.






















Aus Abbildung 3.8 lässt sich die Eﬃzienzsteigerung gegenüber dem von-
Neumann Algorithmus selbst nach zwei Iterationsschritten deutlich erkennen.
Dieser Gewinn ist natürlich durch einen erhöhten Rechenaufwand erkauft.
3.6.3 Elias Algorithmus
Ein alternativer Ansatz um die Eﬃzienz der von-Neumann Regularisierungs-
methode zu erhöhen, wurde durch Elias [72] entwickelt. Dabei wird die Bit-
folge ebenfalls in Blöcke aufgeteilt, deren Länge N im Gegensatz zum von-
Neumann Schema variabel gestaltet werden kann (N ≥ 2). Die Zuordnung
der Ausgabebits analog zu Tabelle 3.2 ist dabei komplizierter. Dazu werden
die Blöcke der LängeN in Klassen nach der Anzahl k der Bitwerte 1 geordnet.





Elemente. Die Binärdarstellung von

























wird anschließend dazu benutzt, um die Zuordnung der Eingangsblöcke
zu den Ausgangsbits herzustellen. In Tabelle 3.3 ist ein Beispiel dieser Zuord-
nung für eine Blocklänge von N = 4 dargestellt. Eine untere Grenze für die


















In Abbildung 3.8 ist der Eﬃzienzgewinn bei einer Blocklänge von N = 8
deutlich zu erkennen. Ein Vorteil dieser Methode ist eine verhältnismäßig
einfache Möglichkeit der hardwarenahen Implementierung.
Eine Übersicht der Eﬃzienz der einzelnen Regularisierungsschemata ist in
Abbildung 3.8 gegeben. In dieser Graphik sind die Eﬃzienz der von-Neumann
Regularisierung, dem iterativen Algorithmus mit 2 und 8 Schritten, die Me-
thode nach Elias mit Blocklängen N = 8 und N = 32 und die Bitentropie
dargestellt. Letztere stellt die maximal erreichbare Eﬃzienz von Regularisie-
rungsmethoden dar und wird von den Verfahren nach Peres und Elias im





























Abbildung 3.8: Eﬃzienz verschiedener Regularisierungsmethoden. Die Re-
gularisierung nach Peres wurde mit 2 ( ) und 8 ( ) Iteratio-
nen durchgeführt. Die Methode nach Elias wird mit einer Blocklänge von
8 ( ) und 32 ( ) Bit berechnet.
Allen Regularisierungsverfahren gemeinsam ist die Voraussetzung, dass
die Eingangsbitfolge keine Korrelationen aufweisen darf. Um Korrelationen
aus einer Bitfolge zu eliminieren, existieren weitere Verfahren. Um Korrela-
tionen erster Ordnung (vergleiche Gleichung (3.23)) zu entfernen, kann eine
Methode von Samuelson und Pratt angewendet werden, die wiederum die
Bitfolge verkürzt. Für die Details dieser Methode sei hier auf die Arbeit von
Samuelson [73] verwiesen.
Die vorgestellten Verfahren zeichnen sich dadurch aus, dass diese garantie-
ren, aus einer unausgeglichenen Bitfolge bezüglich der Bitwerte eine gleich-
verteilte, im Allgemeinen kürzere Bitfolge zu erzeugen. Zusätzlich werden
in vielen experimentellen ZZG auch Hash-Algorithmen verwendet, die eben-
falls gewährleisten sollen, dass der Informationsgehalt eines Bits maximal ist.
Diese Funktionen (wie zum Beispiel SHA-1, SHA-2, 2-universal hash functi-
ons) reduzieren den Eingangsbitstrom, wobei der Reduktionsfaktor a priori
bekannt sein muss. Nichtsdestoweniger können diese Funktionen nicht garan-




Nachdem im letzten Abschnitt bereits die wichtigsten Komponenten des ZZG
benannt wurden, folgt in diesem Kapitel die Beschreibung des kompletten
Aufbaus des ZZG. Dabei liegt der Schwerpunkt auf dem Zufallssignal von der
Entstehung in der LED bis zur Extraktion der Zufallsbits in einem FPGA1.
Abbildung 4.1 zeigt eine Übersicht über den experimentellen Aufbau des




Abbildung 4.1: Der schematische Aufbau des Zufallszahlengenerators zeigt
die einzelnen Komponenten und zusätzlich den Signalverlauf.
1FPGA=ﬁeld programmable gate array
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Photomultiplier
Leuchtdiode in Aufnahme
Abbildung 4.2: Systemaufbau des Zufallszahlengenerators.
LED Als Lichtquelle dient eine breitbandige rote LED (λ ∼ 628 nm,
∆λ ∼ 35.6 nm, vergleiche Abbildung 4.3). Die Regelung der In-
tensität dieser LED wird über die gemessene Zählrate am Pho-
tomultiplier realisiert, welche eine zwischen 0 und 4 mA einstell-
bare Konstantstromquelle verwendet. Bei der Charakterisierung der Photo-
nenstatistik der LED konnte der Einﬂuss des Coulomb-Blockade-Eﬀekts vor
allem wegen der starken Abschwächung nicht beobachtet werden (vergleiche
Ende Abschnitt 3.2). Die Kohärenzzeit τC der LED kann man mithilfe des




= 3.7 · 10−14 s (4.1)
Hier zeigt sich zusätzlich, dass Interferenzeﬀekte (ähnlich Specklemustern in
der Zeit) erst bei sehr viel kleineren Zeitskalen als der verwendeten Auslese-




















∆λ = 35.6 nm
Abbildung 4.3: Spektrum der LED.
Eine mechanische Halterung, die an das Eintrittsfenster des Photomulti-
pliers montiert wird, sorgt für die optische Kopplung der LED an den De-
tektor (vergleiche Abbildung 4.2).
PMT
Zur Detektion einzelner Photonen stehen mehrere Möglichkei-
ten zur Verfügung, zum Beispiel Avalanche Photodioden (APD),
Photomultiplier, supraleitende Einzelphotondetektoren und
Quantenpunkt-Einzelphotondetektoren, wobei die letzten bei-
den aufgrund des hohen experimentellen Aufwands von vorn-
herein ausgeschlossen werden. Der Vorteil einer Halbleiter Avalanche Photo-
diode ist der kompakte Aufbau und eine damit verbundene einfache Skalier-
barkeit des Zufallszahlengenerators. Ein wesentlicher Nachteil liegt aber in
der großen Totzeit dieser Detektoren von 25− 1000 ns [74], die die Rate, mit
der Zufallsbits erzeugt werden können, stark limitiert. Zudem ist der elektro-
nische Schaltungsaufwand, mit der kleine Totzeiten erreicht werden können,
extrem groß und erhöht die Anfälligkeit des ZZG für Störungen innerhalb
der Elektronik.


















Abbildung 4.4: Sensitivität des Photomultipliers in Abhängigkeit der Wel-
lenlänge (entnommen aus dem Datenblatt [75]).
Eine Alternative bietet ein Photomultiplier (PMT), dessen Totzeit ledig-
lich auf die Dauer eines elektronischen Pulses beschränkt ist. In diesem Ex-
periment kommt ein kompaktes Photomultiplier Modul2 mit einer Pulsdauer
von ca. 2 ns zur Anwendung. Diese kurze Pulsdauer erreicht der Hersteller
durch optimierte räumliche Anordnung der Dynoden innerhalb des Photo-
multipliers (vergleiche Tabelle 4.2 in [63]). Das Eintrittsfenster aus Borosilica-
te misst ca. 1x1 cm2 und transmittiert Licht der Wellenlänge λ > 300 nm. Die
Sb-Rb-Cs Photokathode ist sensitiv imWellenlängenbereich von 320−650 nm
(vergleiche Abbildung 4.4). Da die Detektionseﬃzienz für den Zufallszahlen-
generator nicht entscheidend ist, kann diese Konﬁguration in Kombination
mit der roten LED λ = 628 nm verwendet werden.
Die integrierte Hochspannungsversorgung sowie die einzelnen Dynoden
und ein Stromverstärker für das Ausgangssignal sind in dem 6x2x2 cm3
großen Modul integriert. Die Hochspannung kann über einen analogen An-
schluss (Us = 0..1 V) eingestellt werden. Nach Herstellerempfehlung wurde





Vor der Digitalisierung wird das Signal des PMT mithilfe
von zwei, in Reihe geschalteten Operationsverstärkern ver-
stärkt. Dadurch erreicht man eine mittlere Signalamplitude von
ca. 250 mV am Eingang des Komparators. Die Amplitudenver-
teilung des verstärkten Signals ist in Abbildung 4.5 dargestellt. Deutlich er-
kennbar ist dabei sowohl die mittlere Signalamplitude registrierter Photonen



















Abbildung 4.5: Amplitudenverteilung des Photomultipliersignals am Aus-
gang der Verstärkerstrecke. Dieses Histogramm wurde mithilfe eines Oszil-




Die Digitalisierung des verstärkten analogen PMT Signals er-
folgt zur Unterdrückung des elektronischen Rauschens mit ei-
nem Schwellen-Komparator. Zur Festlegung der Diskriminator-
schwelle wird die Zählrate in Abhängigkeit dieser Schwellen-
spannung gemessen. Am Eingang des Komparators liegt der in-
vertierte Ausgang des Verstärkers, das heißt das invertierte Signal des ur-
sprünglichen Pulses. In Abbildung 4.6 ist diese Messung bei einem Strom
der LED von ILED = 1.57 mA dargestellt (entspricht dem Arbeitspunkt des
ZZG). Zusätzlich wurde dieselbe Messung ohne eine LED wiederholt, um den
Beitrag der Dunkeldetektionsrate zu bestimmen. Es wird deutlich, dass diese
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Rate drastisch zunimmt, wenn die Diskriminatorschwelle unterhalb des elek-
tronischen Rauschens des Signals liegt. Die Wahl der Schwelle bei 550 mV
gewährleistet ein niedriges Verhältnis der Dunkelzählrate zur Signalzählrate
von SNR = 1


























ILED = 1.57 mA












Abbildung 4.6: Zählrate der digitalisierten Pulse in Abhängigkeit der Kom-
paratorschwelle. Es wurde eine Schwellenspannung von 550 mV gewählt.
Puls-
former
Der Pulsformer stellt sicher, dass ein registrierter elektrischer
Puls immer mindestens eine Länge von ca. 1.5 ns aufweist. Diese
Eigenschaft gewährleistet, dass minimale Verarbeitungszeiten,
sogenannten Setup- und Hold- Zeiten, innerhalb des FPGA
nicht verletzt werden. Somit werden metastabile Zustände [76]
bei Flip-Flops, verursacht durch diese Zeitverletzungen, innerhalb des FPGA




Zusätzlich wird noch ein Totzeitglied eingesetzt, um die Zeit
zwischen zwei aufeinanderfolgenden Pulsen auf einen minima-
len zeitlichen Abstand von ca. 1.5 ns zu begrenzen. Dies dient
ebenfalls zur Vermeidung metastabiler Zustände innerhalb des
FPGA. Zusammen mit der Pulsformer-Logik haben zwei stei-
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gende Flanken aufeinanderfolgender elektrischer Pulse einen minimalen zeit-
lichen Abstand von ca. 3 ns. Diese Zeit kann somit als Totzeit der gesamten
elektronischen Schaltung angesehen werden. Dabei bleibt anzumerken, dass
diese Zeit durch theoretische Signallaufzeiten in den verwendeten elektro-
nischen Komponenten und Laufzeiten in den Zuleitungen zusammengesetzt
ist. Die exakte Bestimmung dieser Totzeit erfolgt in Kapitel 5.1 und führt zu
einer Totzeit von 2.75 ns.
Splitter
Um die Verarbeitungsgeschwindigkeit innerhalb des FPGA zu
verringern, werden außerdem die Photonenpulse jeweils abwech-
selnd in einem von zwei separaten Eingängen des FPGA ange-
legt. Dies erfolgt mit Hilfe von zwei diskreten Flipﬂops, deren
Ausgänge jeweils abwechselnd mit jedem Detektionsereignis ih-
ren Zustand ändern.
FPGA
Am Eingang des FPGA3 wird die Anzahl der elektronischen
Pulse der beiden Eingänge in zwei logischen Zählern (4-Bit tief)
aufgenommen. Das periodische Auslesen dieser Zähler am Ende
eines Zeitintervalls T stellt eine Herausforderung dar, da das
Eintreﬀen der elektronischen Pulse asynchron zum Auslesetakt
geschieht. Aufgrund dieser Asynchronität besteht die Gefahr von metastabi-
len Zuständen innerhalb des FPGA [76]. Deshalb werden die beiden Zähler
jeweils um weitere drei Zähler auf insgesamt zwei mal vier Zähler erweitert.
Abwechselnd wird einer der vier Zähler jedes Eingangs mit dem nächsten
Photonereignis dieses Eingangs inkrementiert. Dadurch haben die einzelnen
Zähler jeweils den gleichen oder einen um eins unterschiedlichen Wert. Bei-
spielsweise können folgende Zählerstände registriert werden: 0-0-0-0; 0-0-0-1;
0-0-1-1; 0-1-1-1; 1-1-1-1; 1-1-1-2. Das stellt sicher, dass nur jeweils maximal
ein Zähler zu einem Zeitpunkt eine Zustandsänderung erfährt. Das Auslesen
der vier Zähler pro Eingang am Ende eines Messintervalls hat zur Folge, dass
nur in einem Zähler ein metastabiler Zustand auftreten kann. Das Resultat
eines solchen fehlerhaften Zählers ist nicht deterministisch, das heißt der Zäh-
ler kann alle Zustände (0 bis 15) annehmen. Dieser metastabile Zustand tritt
in unserem Aufbau mit einer Häuﬁgkeit in der Größenordnung von 5 · 10−3 1
s
auf.
3Verwendet wird ein Spartan3 400 der Firma Xilinx
42 KAPITEL 4. EXPERIMENTELLER AUFBAU
Durch den Vergleich der Zustände der vier Zähler können fehlerhafte Er-
eignisse, wie zum Beispiel der Zählerstand 1-1-1-3, detektiert und anschlie-
ßend korrigiert werden. Hier bleibt anzumerken, dass metastabile Zustände
unerkannt bleiben, wenn der Zählerstand einen scheinbar korrekten Wert an-
nimmt. Eine Eigenschaft von metastabilen Zuständen ist, dass diese länger als
einen Auslesezyklus dauern können [76]. Ein derartiger Fehler wird ebenfalls
detektiert und anschließend verworfen, da er nicht korrigiert werden kann, da
in diesem Fall zwei Zähler betroﬀen sind, so zum Beispiel 1-1-2-3. Die Wahr-
scheinlichkeit solcher Ereignisse in unserem Aufbau ist in der Größenordnung
von 10−10 1
s
. Als Ergebnis liefert dieser Algorithmus die Anzahl von Photonen
für jeden Eingang separat. Auf Grundlage der Summe dieser beiden Zähler-
stände am Intervallende T wird ein Zufallsbit erzeugt. Eine ungerade Anzahl
entspricht dem Bitwert '1', und eine gerade Anzahl dem Bitwert '0'. Die wei-
tere Datenverarbeitung besteht im Wesentlichen aus bereits implementierten
Online-Tests (siehe Abschnitt 5.2) und der Übersendung der Zufallsbits an
einen PC über eine USB2.0 Verbindung. Diese Prozesse erfolgen in einem
weiteren FPGA sowie einem DSP (digital signal processor).
Kapitel 5
Analyse der Zufallszahlen
Eine Schwierigkeit bei der Analyse von Zufallszahlen besteht darin, dass die
Zufälligkeit bei endlich großen Datenmengen nicht bewiesen werden kann.
Deshalb ist es essentiell, zu Beginn der Untersuchung das theoretische Modell
durch Messungen an den verschiedenen Komponenten zu untermauern. Au-
ßerdem werden in diesem Kapitel unterschiedliche Tests diskutiert, die wäh-
rend des Betriebs innerhalb des ZZG ablaufen und einen korrekten Betrieb
sicherstellen sollen. Diese Tests wurden entwickelt, um den Anforderungen an
ZZG in kryptographischen Einsatzgebieten [7] gerecht zu werden. Abschlie-
ßend dient die Analyse generierter Zufallsbits dazu, mögliche Schwächen der
Implementierung zu erkennen. Aus einer Vielzahl an möglichen Testroutinen
werden spezielle Tests ausgewählt, um gezielt mögliche Schwächen unseres
ZZG zu untersuchen. Dazu zählen vor allem Tests, die kurzreichweitige Kor-
relationen aufdecken. Verfügbare Sammlungen von statistischen Tests, die vor
allem zur Analyse von algorithmischen Zufallszahlengeneratoren entwickelt
worden sind, untersuchen zusätzlich auch längerreichweitige Korrelationen
innerhalb der Bitfolgen.
5.1 Test des stochastischen Modells
Die ersten durchzuführenden Tests beziehen sich auf die Vorhersagen des
stochastischen Modells in Abschnitt 3.5. Aufgrund der Tatsache, dass man
die Zufälligkeit der Biterzeugung allein durch die Analyse endlicher Bitfolgen
nicht nachweisen kann, ist dieser Abschnitt der Bedeutendste in der Unter-
suchung des ZZG.
Die in Abbildung 3.5 gezeigte Wahrscheinlichkeitsverteilung der Photo-
nenzahl wird mit Hilfe eines 4-Bit-Zählers innerhalb des FPGA gemessen.
Die Größe des Zählers ist ausreichend, da die Photonenzahl innerhalb eines
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Intervalls von T = 20 ns aufgrund der Totzeit von τd = 2.75 ns auf maximal
8 beschränkt ist (vergleiche Abbildung 3.5). Dieses Histogramm wurde über
104 s aufgenommen und ist in Abbildung 5.1 dargestellt. Dafür wurde die
Helligkeit der LED so eingestellt, dass sich eine mittlere, detektierte Zählra-
te von µr = 1.43 ergab. Diese Zählrate entspricht dem ersten Nulldurchgang
des Bias in Abbildung 3.7 und somit dem Arbeitspunkt des ZZG. Die theore-




































Abbildung 5.1: Gemessene Photonenstatistik mit einer Zählrate von
µr = 1.43 bei einer Intervalllänge von T = 20 ns. Eine Visualisierung der
diskreten theoretischen Photonenstatistik in Form der durchgezogenen Kur-
ve vereinfacht den Vergleich mit den experimentellen Werten, die über 104 s
aufgenommen worden sind. Zusätzlich ist die Diﬀerenz der Theorie zu den
experimentell ermittelten Werten in der unteren Kurve dargestellt.
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Die Abweichung der experimentellen Werte von dieser theoretischen Kur-
ve sind ebenfalls in Abbildung 5.1 abgebildet. Dabei ergeben sich statistisch
signiﬁkante Abweichungen von der theoretischen Vorhersage in der Größen-
ordnung von ±5 · 10−3. Deren Ursache konnte in der vorliegenden Arbeit
aufgrund der geringen Auswirkungen nicht bestimmt werden.
Als weiterer Test des stochastischen Modells wird der Bias in Abhän-
gigkeit von der mittleren Photonenzahl durch Variation der Helligkeit der
LED gemessen (Abbildung 5.2). Dazu werden zuerst für jeden Messpunkt
10 MByte lange Zufallsfolgen analysiert, wodurch eine statistische Signiﬁkanz
von σ = 5.46·10−5 erreicht wird. Um den statistischen Fehler bei sehr kleinen
Werten des Bias zu verringern, wurden zusätzlich in diesem Wertebereich der














Detektierte mittlere Photonenzahl µr
·10−2
T = 20 ns
T = 40 ns
T = 80 ns
keine Totzeit
Abbildung 5.2: Gemessene Schiefe der Zufallszahlen. Für die Analyse wurde
eine Messzeit von T = 20 ns, T = 40 ns und T = 80 ns eingestellt. Für
jeden Messpunkt wurden 10 im Bereich kleiner Biaswerte 1000 MByte große
Bitfolgen aufgenommen und daraus der Bias bestimmt.
Aus der Anpassung der theoretischen Vorhersage an die experimentel-
len Resultate konnte die Totzeit τd = 2.75 ns als freier Parameter bestimmt
werden. Die theoretischen Vorhersagen werden durch die Analyse in weiten
Teilen bestätigt (vergleiche Abbildung 5.2 und 5.3). Für sehr hohe mittlere
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Photonenzahlen und damit Zählraten über 8 · 107 Photonen
s
entstehen Abwei-
chungen vom Modell. Ein wesentlicher Grund dafür ist vermutlich der ver-
wendete Photomultiplier, dessen Speziﬁkationen maximale Detektionsraten
von 5 · 107 Photonen
s
zulassen.
Bei einer nur moderaten Überschreitung dieser Speziﬁkation lassen sich
keine signiﬁkanten Unterschiede zwischen der theoretischen Vorhersage und
der Schiefe der Zufallszahlen feststellen. Bei einer weiteren Überschreitung
dieser Speziﬁkationen wäre eine Änderung der Amplitudenverteilung des
Photomultipliersignals denkbar, die wiederum durch die Verwendung des















Detektierte mittlere Photonenzahl µr
T = 20 ns
T = 40 ns
T = 80 ns
keine Totzeit
Abbildung 5.3: Gemessene Schiefe der Zufallszahlen. Für die Analyse wurde
eine Messzeit von T = 20 ns, T = 40 ns und T = 80 ns eingestellt. Für
jeden Messpunkt wurden 10 bzw. im Bereich kleiner Biaswerte 1000 MByte
Daten aufgenommen und daraus der Bias bestimmt. Diese Abbildung ist eine
logarithmische Darstellung von Abbildung 5.2.
Die Auswirkungen der verlängerbaren Totzeit im Vergleich zu einer tot-
zeitfreien Detektion ist in Abbildung 5.3 deutlich zu erkennen. Die mittlere
Zählrate, bei der eine gleichverteilte Zufallsfolge generiert wird, konnte expe-
rimentell bestätigt werden. Es bleibt aber dennoch anzumerken, dass durch
Temperaturänderungen des gesamten experimentellen Aufbaus und insbeson-
47
dere des Photomultipliers vermutlich die Totzeit (< 100 ps) beeinﬂusst wird.
Eine messbare Auswirkung äußert sich in einer Modiﬁkation dieser mittleren
Zählrate.
Alle weiteren Tests werden mit Zufallsbits durchgeführt, die am ersten
Nulldurchgang des Bias bei einer mittleren Photonenzahl von µr = 1.43
und einer Intervalllänge T = 20 ns aufgenommen werden. Dadurch wird
garantiert, dass die Zufallsfolgen gleichverteilt sind.
5.2 Anlauf- und Onlinetests
Der Zufallszahlengenerator muss aufgrund des Einsatzes in einem krypto-
graphischen Gesamtsystem kontinuierlich auf Funktionsfähigkeit überprüft
werden. Zusätzlich dürfen keine Zufallsbits ausgegeben werden, wenn de-
ren Qualität unterhalb eines bestimmten Niveaus abfällt. Aus diesem Grund
werden verschiedene Tests ausgewählt, die innerhalb des Geräts sowohl beim
Start als auch im laufenden Betrieb durchgeführt werden. Grundlage für die
Auswahl der Testroutinen ist die Empfehlung durch das Bundesamt für Si-
cherheit in der Informationstechnik (BSI) [7].
Test auf Totalausfall
Zunächst muss sichergestellt werden, dass die Rauschquelle1 nicht komplett
ausgefallen ist. Aus diesem Grund wird in aufeinanderfolgenden Intervallen
überprüft, ob mindestens ein Photon detektiert wurde. Wenn kein Photon
in N Intervallen detektiert wurde, wird angenommen, dass die Rauschquelle
ausgefallen ist und der Zufallszahlengenerator wird stillgelegt. Bei der Wahl
der Anzahl N muss zwischen einer niedrigen Ausfallrate bei ordnungsge-
mäßem Betrieb und einem schnellen Ansprechen bei tatsächlichem Ausfall
der Rauschquelle abgewogen werden. Bei N = 23 beträgt die Ausfallwahr-
scheinlichkeit des Zufallszahlengenerators 10−6 pro Jahr bei kontinuierlichem
Betrieb innerhalb der Speziﬁkationen. Im Gegensatz dazu wird ein Ausfall
der Rauschquelle nach 23 Intervallen also nach 460 ns erkannt. Dadurch kann
mit einem 23 Bit langen Zwischenspeicher verhindert werden, dass Bits den
ZZG nach Ausfall der Rauschquelle verlassen.
1Rauschquelle: In diesem Zufallszahlengenerator wird die LED zusammen mit der De-
tektionselektronik als Rauschquelle bezeichnet.
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Monobit Test
Der in Abschnitt 5.3.1 gezeigte Test wird aufgrund der theoretischen Ab-
hängigkeit des Bias von der Photonen-Zählrate als Online-Test ausgewählt.
Außerdem wurde in diesem Test ein mehrstuﬁges Vorgehen gewählt. Der On-
linetest wird bestanden, wenn die statistische Größe S aus Gleichung (5.1)
innerhalb der Grenzen |S| < 16.5 liegt. Der ZZG wird stillgelegt, wenn dieser
Test 4 Mal in Folge fehlgeschlagen ist.
χ2- Test auf 4-Bit Worte
Dieser komplexe Test wurde aus [7] übernommen. Dabei wird jeweils die Häu-
ﬁgkeit von 128 4-Bit Worten einem χ2 Anpassungstest unterzogen. Mehrere
Abbruchbedingungen werden auf Basis dieses Wertes deﬁniert. Eine aus wie-
derholten Messungen berechnete Historienvariable wird kontinuierlich über-
prüft, um langfristige, kleine Änderungen der Qualität der Zufallsbits aufzu-
decken. Ebenso führen sehr extreme Resultate des χ2-Anpassungstest zum
Scheitern. Nach 3 aufeinanderfolgenden misslungenen Tests wird der ZZG
stillgelegt.
Dieser Test dient dazu sowohl oﬀensichtliche Schwächen des ZZG zu er-
kennen als auch langfristige Änderungen in der Qualität der Zufallszahlen
auszuschließen.
Konstante Zählrate
Dieser Test misst innerhalb von 50 ms Intervallen die detektierte Photonen-
zählrate N , um sicherzustellen, dass die Qualität der Zufallszahlen des ZZG
nicht durch zu große Intensitätsﬂuktuationen gemindert wird. Ein Akzep-
tanzintervall von ∆N = 4.5 · 105 um den erwarteten Wert von N = 3.58 · 106
wird dabei angewendet, um die Fluktuationen in der Schiefe der Zufallszah-
len auf ∆B = 10−4 zu begrenzen. Die Stilllegung des ZZG wird erst bei
vier aufeinanderfolgenden Verletzungen dieses Intervalls veranlasst, um die
Ausfallhäuﬁgkeit des ZZG im korrekten Betrieb zu begrenzen.
Temperatur und Versorgungsspannung
Zusätzlich zu den bisherigen Online-Tests wird während des Betriebs die
Temperatur und sämtliche Versorgungsspannungen insbesondere der des
Photomultipliers überwacht. Als Kriterien für eine Stilllegung des ZZG für
diese Überwachung dienen bisher die in den Datenblättern der verwendeten
elektronischen Bauteile angegebenen Grenzwerte. Da Temperaturschwankun-
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gen des Photomultipliers den Arbeitspunkt des ZZG beeinﬂussen, müssen
Grenzwerte für diesen Parameter jedoch noch angepasst werden.
5.3 Stochastische Tests
In diesem Abschnitt werden Bitfolgen untersucht, die bei einer mittleren
Zählrate von µr = 1.43 und einem Messintervall von T = 20 ns aufgenom-
men wurden. Da der Prozess der Zufallsgenerierung keine langreichweitigen
Korrelationen vermuten lässt, wurden zuerst statistische Tests ausgewählt,
die speziell kurzreichweitige Korrelationen sowie die Schiefe der Bitfolge te-
sten. Zur statistischen Analyse wird das Verfahren des Hypothesen-Tests [77]
angewendet. Dabei wird als Nullhypothese H0 die Aussage verwendet, dass
ein idealer ZZG vorliegt. Die alternative Hypothese H1 besagt, dass kein
idealer ZZG vorliegt. Im Anschluss wird ein Test gewählt und die zugehörige
Testgröße auf einer Bitfolge berechnet. Daraufhin wird die Wahrscheinlichkeit
berechnet, dass unter Annahme der Nullhypothese diese oder eine extremere
Testgröße eintritt. Diese im Folgenden als p-Wert bezeichnete Wahrschein-
lichkeit wird mit einem gewählten Signiﬁkanzniveau α verglichen. Die Null-
hypothese wird verworfen, wenn der p-Wert unterhalb des Signiﬁkanzniveaus
liegt. Eine detaillierte Beschreibung ist im Anhang A.1 gegeben.
5.3.1 Monobit-Test
Der Monobit-Test [78] untersucht die Gleichverteilung der Bitwerte 0 und 1 in
einer Bitfolge und dient somit zur Untersuchung der Schiefe am Arbeitspunkt
des Zufallszahlengenerators. Zusätzlich ist dies einer der Tests, der als Anlauf-
und Onlinetest (siehe Abschnitt 5.2) innerhalb des Zufallszahlengenerators
für dessen Funktionsprüfung eingesetzt wird [7].
Teststatistik
Bei diesem Test wird die Anzahl N1 der Bitwerte 1 aus einer Bitfolge der
Länge N bestimmt. Daraus wird die Testgröße
S =
N1 − (N −N1)√
N
(5.1)
berechnet, die für N  1 normalverteilt ist. Der p-Wert (siehe An-
hang A.1.1), der die Wahrscheinlichkeit angibt, dass ein idealer Zufallszah-
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bestimmt. Als Signiﬁkanzniveau wird α = 0.01 gewählt, das heißt die Null-






























Abbildung 5.4: Messwerte des Monobit-Testparameters S: Statistik über 104
8 Mbit lange Zufallszahlfolgen (a). Die statistische Streuung dieses Parame-
ters ist in Form des 1σ-Intervalls gekennzeichnet. Aufgrund der großen An-
zahl der Messwerte ist in dieser Abbildung nur jeder zehnte Punkt dargestellt.







µr = 1.43 5.2 · 10−6 0.388083
µr = 1.40 1.1 · 10−3 0.000000
Tabelle 5.1: Das Resultat des Kuiper Tests angewendet auf die Ergebnisse
des Monobittests in Abbildung 5.4.
Zur Veranschaulichung dieses Tests werden nicht nur Zufallsbits untersucht,
die bei einer mittleren Photonenzahl von µr = 1.43 aufgenommen wurden,
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sondern es wird eine zweite Zufallsdatei mit einer mittleren Photonenzahl
von µr = 1.40 aufgenommen, bei der eine Schiefe in den Zufallsbits vor-
liegt. Um die Aussagekraft dieses Tests zu erhöhen, werden 104 unabhängige
Monobit-Tests jeweils auf einer Bitlänge N = 8 Mbit2 durchgeführt und
anschließend die Verteilung der daraus gewonnenen p-Werte mithilfe eines
Kuiper Tests [79] untersucht (siehe Anhang A.3). Die Testgröße S ist in Ab-
bildung 5.4 dargestellt. Zudem ist die Verteilung der p-Werte in Abbildung
5.5 gezeigt.
Die resultierenden p-Werte des Kuiper-Tests für die beiden Zufallsdateien
























Abbildung 5.5: Resultate des Monobit-Tests angewendet auf 104 einzelne
Zufallsfolgen der Länge 8 Mbit. Aufgetragen sind in Abbildung (a) die p-
Werte der einzelnen Tests nach aufsteigender Sortierung des Datensatzes.
Rot gekennzeichnet sind die p-Werte für die Zufallszahlen aufgenommen bei
µr = 1.40, die einen Bias von 1.1 · 10−3 aufweisen. Die grünen Punkte sind
die Werte für die gleichverteilte Zufallsfolge, die bei µr = 1.43 aufgenommen
wurde. Aufgrund der großen Anzahl der Messwerte ist nur jeder zehnte Punkt
dargestellt. In der rechten Abbildung (b) ist ein Histogramm dieser beiden
Kurven über alle Datenpunkte zu sehen.
2Mbit = 1024 · 1024 Bit
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Weisen die Zufallszahlen eine kleine Schiefe auf, erkennt man bei der
Auswertung der p-Werte des Monobit-Tests in Abbildung 5.5 einen deutli-
chen Unterschied in der Verteilung der p-Werte. Zu beachten bleibt, dass die
Durchführung eines einzelnen Monobit-Tests auch bei beiden Messungen zu
p-Werten oberhalb des Signiﬁkanzniveaus führen konnte und somit ein ein-
zelner Test im Rahmen der gemessenen Daten als bestanden gelten würde.
Die Durchführung dieses zweistuﬁgen Tests ergab jedoch ein eindeutiges Er-
gebnis. Im Rahmen der gemessenen Daten wies der ZZG im Bezug auf den
Monobit-Test am Arbeitspunkt von µr = 1.43 keine Auﬀälligkeiten auf.
5.3.2 Autokorrelation
Nach der Analyse der Daten bezüglich der Gleichverteilung der Bits, werden
in diesem zweiten Test Korrelationen zwischen Bitwerten untersucht.
Teststatistik
Der Test besteht in der Messung und Berechnung des Autokorrelationskoef-
ﬁzienten [71] für verschiedene Bitabstände (siehe Gleichung (3.22)).
SCCl =
∑N−l
k=1 (xk − (B + 0.5))(xk+l − (B + 0.5))∑N
k=1(xk − (B + 0.5))2
(5.3)










Zuerst werden die Autokorrelationskoeﬃzienten mit dem Abstand l = 1 wie-
der aus 104 einzelnen Zufallsfolgen mit einer Länge von jeweils 8 Mbit be-
rechnet. Diese Werte sind in Abbildung 5.6 dargestellt. Die statistische Stan-
dardabweichung ist ebenfalls gekennzeichnet. Zur weiteren Analyse wird die

























Abbildung 5.6: Autokorrelationskoeﬃzient mit einem Bitabstand l = 1. Die
Berechnung erfolgte an aufeinanderfolgenden 8 Mbit langen Zufallsfolgen (a).
Aufgrund der großen Anzahl der Messwerte ist nur jeder zehnte Punkt dar-
gestellt. Zur Veranschaulichung ist zusätzlich ein Histogramm dieser Auto-
korrelationswerte in Abbildung (b) aufgetragen.
Eine Anwendung des Kuiper Tests auf die Verteilung der Werte für den
Autokorrelationskoeﬃzienten ergibt einen p-Wert von pKuiper = 0.66. Daher
kann davon ausgegangen werden, dass die generierten Zufallszahlen keine
Nächste-Nachbar-Korrelationen aufweisen.
Zusätzlich wurde der Autokorrelationskoeﬃzient mit Bitabständen von
l = 1 . . . 100 innerhalb einer 104 MByte Zufallsdatei berechnet. In Abbil-
dung 5.7 ist das Ergebnis dargestellt. Die statistische Abweichung dieser
Verteilung σ = 3.45 · 10−6, resultierend allein aus der endlichen Länge der
Zufallsdatei, ist ebenfalls gekennzeichnet.














Abbildung 5.7: Der Autokorrelationskoeﬃzient in Abhängigkeit des Ab-
stands l zwischen den Bits. In diesem Experiment wurden 104 MByte Zu-
fallszahlen untersucht. Die statistische Abweichung ist mit σ = 3.45 · 10−6
gekennzeichnet.
In Abbildung 5.7 können keine signiﬁkanten Bitkorrelationen erster Ord-
nung in der untersuchten Zufallsfolge identiﬁziert werden. Aus der theore-
tischen Beschreibung 3.5 abgeleitete Nächste-Nachbar-Korrelationen können
mit den untersuchten Zufallsdateien nicht gefunden werden. Für eine stati-
stische Signiﬁkanz derartiger Korrelationen müßten Zufallsfolgen > 3 TByte
analysiert werden.
5.3.3 Test auf gleichbleibende Bitfolgen (Runs)
Dieser Test untersucht die Zufallszahlen nach der Häuﬁgkeit von gleichblei-
benden Bitsequenzen [78]. Dazu wird die Anzahl der Vorkommnisse von Zah-
lenkolonnen Xk0/1 der Länge k ausschließlich bestehend aus den Bitwerten 0/1
bestimmt. Die Länge k wird beschränkt auf k < 64. Der Erwartungswert der
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(Xk0/1 − E(Xk0/1))2 (5.7)
Der p-Wert der χ2-Verteilung ist gegeben durch
p0/1 = Q(64/2, χ
2
0/1/2) (5.8)


































Abbildung 5.8: Die Wahrscheinlichkeit einer konstanten Bitfolge (mit den
Werten 0 (grün) und 1 (blau) in Abhängigkeit von der Länge k. Diese Häu-
ﬁgkeiten wurden aus einer 1000-MByte-Zufallszahlenfolge berechnet. Werte
der 0-Folgen sind auf Grund der Symbolgröße erst bei kleinen Wahrschein-
lichkeiten E(Xk0/1) sichtbar.
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Zur Analyse wird eine 1000-MByte-Zufallsfolge verwendet, die am Arbeits-
punkt des ZZG aufgenommen wurde. Die Wahrscheinlichkeit für das Auf-
ﬁnden einer gleichbleibenden Bitfolge ist in Abbildung 5.8 in Abhängigkeit
der Länge dieser Folge dargestellt. Die theoretische Verteilung ist ebenfalls
gekennzeichnet.
In Tabelle 5.2 sind die χ2-Werte und die dazugehörigen p-Werte für die




Tabelle 5.2: Test der gleichbleibenden Bitfolgen mithilfe des χ2- Tests. Un-
tersucht wurde eine 1000 MByte lange Zufallszahlenfolge.
Aus den gemessenen p-Werten kann man keinen signiﬁkanten Unterschied
zu einem idealen Zufallszahlengenerator feststellen. Der zweite Wert in Ta-
belle 5.2 mit 93% ist zwar in diesem Datensatz relativ hoch, zeigte jedoch bei
wiederholten Messungen keine statistische Abweichung vom Erwartungswert.
5.3.4 Standardisierte Test-Bibliotheken
Die Wahl geeigneter Tests zur Analyse von Zufallszahlenfolgen ist im All-
gemeinen sehr schwierig. Im vorherigen Kapitel wurden einzelne statistische
Tests ausgewählt, die speziell für den untersuchten ZZG dessen zu erwarten-
den Schwachpunkte analysieren. Ganze Bibliotheken von statistischen Tests
zur Analyse von Zufallsbitfolgen stehen zur Verfügung, die ursprünglich zum
Test algorithmischer Zufallszahlengeneratoren entwickelt wurden. Dazu zäh-
len die NIST Bibliothek [80], die Dieharder Bibliothek [81], die TestU01 Bi-
bliothek [82] und ältere, wie zum Beispiel Diehard [83] und ENT [84]. In
dieser Arbeit werden die in diesem Gebiet am häuﬁgsten verwendeten Test-
bibliotheken NIST und Dieharder vorgestellt und auf Zufallszahlenfolgen des
ZZG angewendet.
NIST
Ein vom National Institute of Standards and Technology (NIST) entwickel-
tes Programm [80] untersucht Zufallsfolgen mit 16 unterschiedlichen Tests.
Jeder einzelne dieser Tests wird 1000 Mal auf jeweils 1 MByte langen Ab-
schnitten der Zufallszahlenfolge angewendet.





























































































































































Abbildung 5.9: Abschließende p-Werte als Ergebnis eines χ2-Tests auf die
Verteilung der p-Werte der unterschiedlichen statistischen Test innerhalb der
NIST Bibliothek angewendet auf 1000 MByte Zufallszahlen. In den Tests Se-
rial und Cumulative Sums werden zwei unterschiedliche p-Werte berechnet.
Die so erhaltenen 1000 p-Werte sind für einen idealen ZZG gleichverteilt.
Dies wird durch die Anwendung eines χ2-Tests und die Berechnung eines ab-
schließenden p-Werts getestet. Zur Berechnung und Bedeutung der p-Werte
wird auf den Anhang A.1.1 verwiesen. Für die Berechnung und Bewertung
dieser Resultate wird ein Signiﬁkanzniveau von α = 0.01 festgelegt.
In Abbildung 5.9 sind die abschließenden p-Werte für die 15 verschiede-
nen Tests graphisch aufgetragen. Der Bitabstand für den der Serial-Test
ausgeführt wird, wird auf 2 gesetzt, da in diesem ZZG keine langreichweiti-
gen Korrelationen zu erwarten sind. Nächste-Nachbar-Korrelationen können
dagegen auftreten (siehe Abschnitt 3.5). Diese könnten mithilfe des Tests
aufgedeckt werden. Die weiteren Einstellungen dieser Test-Bibliothek wur-
den auf die Standardwerte gesetzt [78]. Bei Tests mit mehr als zwei p-Werten
als Resultat wurde nur der erste p-Wert aufgetragen. Die weiteren p-Werte
dieser Tests beﬁnden sich in Anhang B.1.










































































































































































Abbildung 5.10: Der Anteil bestandener Tests innerhalb der NIST Bibliothek
angewendet auf 1000 MByte Zufallszahlen.
Abbildung 5.9 zeigt, dass dieses Testprogramm die untersuchten Zahlen-
folgen als zufällig erkennt, da alle p-Werte oberhalb des Signiﬁkanzniveaus
von α = 0.01 liegen. Da die p-Werte gleichverteilt sind, dürfen einzelne Wer-
te, wie zum Beispiel in Abbildung B.2, auch unterhalb des Signiﬁkanzniveaus
liegen. Wiederholte Messung zeigen jedoch keine Häufung nicht bestandener
Tests.
Neben dem χ2-Test, angewendet auf die p-Wert-Histogramme der ein-
zelnen Tests, wird zusätzlich noch der Anteil der p-Werte angegeben, die
oberhalb des Signiﬁkanzniveaus liegen. Die statistische Grenze, innerhalb der
dieser Anteil für Blöcke der Länge 1 MByte mit einer Wahrscheinlichkeit von
1−α = 99% liegt, ist bei 0.98 (vergleiche [78]). Das Ergebnis dieses Tests ist
in Abbildung 5.10 zusammengestellt. Auch hier liegen alle Werte innerhalb
der Signiﬁkanzgrenze.
Abschließend kann festgehalten werden, dass mithilfe der NIST Bibliothek
keine Unterschiede der Zufallszahlen aus dem ZZG gegenüber denjenigen aus
einem idealen Zufallszahlengenerator festgestellt werden konnten.









































































































































































Abbildung 5.11: Resultate des Dieharder Programms angewendet auf eine
1000 MByte lange Zufallsbitfolge. Aus den Tests Runs, Craps und Mar-
saglia and Tsang GCD erhält man jeweils 2 einzelne p-Werte.
Eine weitere Bibliothek für einen Test von Zufallszahlen wird als Diehar-
der [81] bezeichnet. Die Weiterentwicklung des ursprünglichen Diehard-Pro-
gramms [83] beinhaltet 17 unterschiedliche Zufallstests. Die analysierte Da-
tenmenge unterscheidet sich individuell bei den verschiedenen Tests, die je-
weils 1000 mal durchgeführt werden (für Details wird auf die Anleitung
von [81] verwiesen). Die resultierende Verteilung an p-Werten wird schließlich
einem Kuiper-Test (siehe Anhang A.3) unterzogen.
Die resultierenden p-Werte sind in Abbildung 5.11 zusammengefasst. Au-
ßerdem sind innerhalb dieser Testbibliothek weitere Tests aus der NIST Bi-
bliothek und weitere Tests, die mit RGB  bezeichnet werden, implementiert.
Darin enthalten ist zum Beispiel der serielle Test der NIST Bibliothek, der
mit Bitabständen von 2 . . . 16 durchgeführt wird. Die Ergebnisse dieser Tests
sind in Anhang B.2 zusammengefasst.
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Name p-Wert Bestanden
Birthday 0.7220 ja
Rank 32x32 0.0675 ja





Count 1s S 0.6406 ja
Count 1s B 0.2750 ja




Runs 1 0.4262 ja
Runs 2 0.6740 ja
Craps 1 0.6283 ja
Craps 2 0.7004 ja
Marsaglia 1 0.6581 ja
Marsaglia 2 0.7637 ja
Tabelle 5.3: p-Werte der einzelnen statistischen Tests innerhalb der Dieharder
Bibliothek.
Auch in dieser Testbibliothek konnten keine Abweichungen relativ zu ei-
nem idealen ZZG beobachtet werden.
Zusammenfassend zeigen diese stochastischen Analysen, dass die Hypo-
these eines idealen ZZG angenommen werden muss. Auch ohne die Anwen-
dung von Regularisierungsalgorithmen weisen die Zufallszahlen keine stati-
stischen Auﬀälligkeiten auf. Dennoch muss abschließend festgestellt werden,
dass das stochastische Modell und die experimentellen Messungen in Ab-




In der vorliegenden Arbeit wird ein Zufallszahlengenerator auf Basis eines
quantenmechanischen Zufallsprozesses vorgestellt. Der Schwerpunkt liegt da-
bei auf einer detaillierten Beschreibung des Prozesses unter Berücksichtigung
aller Einﬂüsse.
Grundlage des Zufallszahlengenerators [85] ist die Statistik, mit der Pho-
tonen von einer Leuchtdiode emittiert werden beziehungsweise mit der sie
schließlich in einer Einzelphotondetektion registriert werden. In erster Li-
nie kann diese Statistik aufgrund des inkohärenten Emissionsprozesses in-
nerhalb des p-n Übergangs der Leuchtdiode mit Hilfe der Poissonverteilung
beschrieben werden. Eine grundlegende, theoretische Analyse dieses Prozes-
ses führt auf den coulomb blockade eﬀect, infolge dessen die Elektronen
beim Übergang in der Raumladungszone der LED einem regularisierenden
Prozess unterworfen werden. Diese Regularisierung äußert sich im Prinzip in
der Photonenstatistik als antibunching, das heißt einer verminderten Streu-
ung der registrierten Photonenzahlen. Durch die enorme Abschwächung des
Photonenstroms von ca. 80 dB bis zur Detektion mittels eines Photomulti-
pliers kann dieser regularisierende Eﬀekt jedoch vernachlässigt werden. Auch
konnte in zahlreichen Tests kein Indiz dafür erkannt werden. Obwohl ein
Photomultiplier keine intrinsische Totzeit nach der Detektion eines Photons
aufweist, tritt durch die elektronische Nachverarbeitung des Detektionspulses
aufgrund der endlichen Bandbreite elektronischer Komponenten eine Totzeit
τd auf. Zusammen mit der Beschreibung der Leuchtdiode als Quelle sind die
Auswirkungen dieser Totzeit auf die detektierte Photonenstatistik Grundlage
eines stochastischen Modells des Zufallszahlengenerators.
Die Zufallszahlen werden aus der Anzahl detektierter Photonen innerhalb
eines Zeitintervalls T = 20 ns ermittelt. Die Zuordnung der Bits 0/1 zu einer
geraden/ungeraden Photonenzahl ermöglicht die Entstehung einer gleichver-
teilten Bitfolge. Dank der Totzeit bei der Detektion kann eine gleichverteil-
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te Bitfolge schon bei einer Photonenzählrate von ca. 70 MHz erreicht wer-
den. Dadurch konnte erstmals auf jedwede Nachbearbeitung der Zufallszahlen
verzichtet werden. Die so erzeugten Bitfolgen wurden in statistischen Tests
untersucht. Dabei wurden verschiedene Methoden angewendet und mit den
theoretischen Werten einer idealen Zufallsfolge verglichen. Bei diesen Analy-
sen mit Hilfe von Hypothesentests wurden neben den etablierten Testbiblio-
theken Dieharder und NIST auch eigene Tests entwickelt und angewendet.
Die verwendeten stochastischen Tests zeigten im Rahmen der statistischen
Varianz aufgrund der endlichen Länge keine signiﬁkanten Unterschiede zu
einer idealen Zufallsfolge.
Wie bereits einleitend erwähnt, ist die Sicherheit in Quantenkryptogra-
phiesystemen von der Zufälligkeit der verwendeten Quantenzustände abhän-
gig. Der in dieser Arbeit entwickelte Zufallszahlengenerator soll zukünftig
in das bestehende Kryptographiesystem der LMU München integriert wer-
den. Die wachsende Geschwindigkeit, mit der solche Systeme aktuell arbei-
ten könnten, erfordert außerdem eine weitere Steigerung der Erzeugungsrate
von Zufallszahlen basierend auf quantenmechanischen Prinzipien. Bei die-
sen Kryptographieexperimenten werden derzeit Raten > 1 Gbit/s [86] er-
reicht (durch eine begrenzte Rechenkapazität wird diese Rate nur kurzfristig
erreicht). Aufgrund der leichten Skalierbarkeit des vorgestellten Zufallszah-
lengenerators mithilfe von Photomultiplier- Arrays1 zusammen mit der Er-
zeugungsrate von 50 Mbit/s pro Bildpunkt sollten Geschwindigkeiten von
> 1 Gbit/s mit den hier entwickelten Methoden realisierbar sein.
Nicht nur die Quantenkryptographie sondern auch moderne Verschlüs-
selungstechniken benötigen große Mengen an Zufallszahlen, die bisher mit-
hilfe von algorithmischen Zufallszahlengeneratoren, manchmal in Kombina-
tion mit physikalischen Zufallszahlengeneratoren, erzeugt werden. Zukünftig
werden weitere Entwicklungsschritte, wie zum Beispiel die Erhöhung der Ge-
schwindigkeit oder eine behördliche Zertiﬁzierung, wie sie bei kryptographi-
schen Geräten üblicherweise vorgenommen wird, beim Bau quantenmechani-
scher Zufallszahlengeneratoren notwendig werden, um diese neuen Methoden
in allen Zweigen der Kryptographie einsetzen zu können.
1derzeit sind einfache Arrays mit 8x8 Bildpunkten erhältlich
Anhang A
Mathematische Grundlagen
In diesem Abschnitt werden Methoden vorgestellt, die im Laufe der Analyse
der Zufallszahlen in Abschnitt 5.3 benötigt werden. Zuerst wird dabei der
Hypothesentest als Methode zur statistischen Auswertung eingeführt [77].
Abschließend werden die statistischen Tests χ2- Anpassungstest und Kuiper-
Kolmogorov-Smirnov Test vorgestellt.
A.1 Hypothesen Test
Statistische Tests überprüfen, ob eine Stichprobe, das heißt in diesem Fall
eine Folge von Zufallszahlen, mit einer Hypothese in Einklang ist. Die soge-
nannte Nullhypothese H0 besagt in dieser Analyse, dass ein idealer Zufalls-
zahlengenerator vorliegt. Die alternative Hypothese H1 schließt diese Null-
hypothese aus [77].
H0: Nullhypothese: idealer Zufallszahlengenerator
H1: alternative Hypothese: kein idealer Zufallszahlengenerator
Zusätzlich wird eine Teststatistik S gewählt, die auf der Stichprobe berechnet
wird S = sg. Anschließend muss entschieden werden, ob aufgrund des Test-
resultats die Nullhypothese angenommen oder verworfen wird. Bei diesem
Vorgehen können zwei unterschiedliche Fehlentscheidungen auftreten, die im
Allgemeinen als Fehler erster und zweiter Art bezeichnet werden.
Fehler erster Art: Die Nullhypothese wird trotz Richtigkeit nur aufgrund
eines statistisch möglichen Ausreißers verworfen. Zur Beurteilung der
Hypothese wird ein Signiﬁkanzniveau α für die Wahrscheinlichkeit eines
Fehlers 1.Art eingeführt.
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Fehler zweiter Art: Die Nullhypothese wird beibehalten, obwohl sie falsch
ist.
Bei der Wahl des Signiﬁkanzniveaus muss darauf geachtet werden, dass die
Fehler erster und zweiter Art selten eintreten. Analog zu dem in den Test-
bibliotheken festgelegten Signiﬁkanzniveau wird in dieser Arbeit α = 0.01
gewählt.
A.1.1 p-Wert
Der p-Wert dient zur Bewertung eines statistischen Tests. Er gibt an mit
welcher Wahrscheinlichkeit ein Ergebnis sg oder ein noch extremeres Ergebnis
eintritt unter Gültigkeit der Nullhypothese H0. Man unterscheidet einseitige
und beidseitige Tests.
peinsetig = P (s R sg|H0) (A.1)

























Abbildung A.1: Beispiel zur Berechnung des p-Wertes. Die Teststatistik S
ist normalverteilt. Das Resultat der Stichprobe ist sg. Bei einem einseitigen
Test(links) und zweiseitigen Test(rechts) ist der p-Wert gegeben aus den blau
gekennzeichneten Flächen.
In Abbildung A.1 ist gezeigt, wie sich der p-Wert für eine normalverteilte
Teststatistik S für einen ein- und zweiseitigen Test ergibt. Ein Vergleich des
p-Werts mit dem Signiﬁkanzniveau α entscheidet über die Annahme oder
Ablehnung der Nullhypothese.
p ≥ α→ Annahmebereich für H0
p < α→ Ablehnungsbereich für H0
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A.2 χ2 Anpassungstest
Mit Hilfe des χ2 Tests werden die Abweichungen einer gemessenen Vertei-
lung Sig von einer theoretischen Verteilung S
i bewertet. Dazu werden diese







Die Verteilung dieser Werte folgt einer χ2-Verteilung [87] mit K − 1 Frei-


















Abbildung A.2: χ2-Verteilung mit K Freiheitsgraden.









p = Q(K/2, χ2/2). (A.5)
In der vorliegenden Arbeit wird dieser Test in Abschnitt 5.3.3 verwen-
det, um die diskrete Verteilung der Anzahl gleichbleibender Bitfolgen mit der
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theoretischen Verteilung zu vergleichen. Außerdem ﬁndet dieser Test Anwen-
dung in der NIST-Bibliothek zur Überprüfung der Histogramme der p-Werte
auf deren Gleichverteilung.
A.3 Kuiper-Kolmogorov-Smirnov-Test
Der Kuiper-Kolmogorov-Smirnov Test [79] bewertet die maximale Abwei-
chung einer gemessenen Verteilung Sg(x) von einer theoretischen Verteilung
S(x).
D+ = max−∞<x<∞(Sg(x)− S(x)) (A.6)
D− = max−∞<x<∞(S(x)− Sg(x)) (A.7)
Die Kuiper Teststatistik V ist deﬁniert als:
V = D+ +D− (A.8)
Der p-Wert für einen gemessenen Wert Vg ist gegeben [88] durch
p(V > Vg) ≈ QKP ([
√
N + 0.155 +
0.24√
N
] · V ] (A.9)
mit
QKP (λ) = 2
∞∑
i=1
(4i2λ2 − 1)e−2i2λ2 (A.10)
Ein Vorteil dieses Tests ist dessen Unabhängigkeit von der zugrundeliegen-
den theoretischen Verteilung. Die meisten statistischen Tests benötigen als
theoretische Verteilung eine Normalverteilung. Andererseits muss eine konti-
nuierliche Wahrscheinlichkeitsverteilung Sg(x) existieren.
Dieser Test ﬁndet Anwendung in dieser Arbeit, für die Untersuchung auf
Gleichverteilung von p-Werten. Auch in der Dieharder-Bibliothek wird diese
Methode angewendet, um diese Gleichverteilung zu analysieren.
Anhang B
Test Bibliotheken
Aufgrund der Vielzahl an Ergebnissen innerhalb der Testbibliotheken werden
an dieser Stelle die in der Beschreibung der Testbibliothek fehlenden Resul-
tate der Untersuchung der Zufallszahlen zusammengefasst. Die Details der
Analyse ﬁnden sich in den jeweiligen Kapiteln in Abschnitt 5.3.
P-Werte, die unterhalb des Signiﬁkanzniveaus liegen werden rot gekenn-
zeichnet. Da die p-Werte gleichverteilt sind, ist das Auftreten von Werten
unterhalb des Signiﬁkanzniveaus kein Zeichen einer nicht zufälligen Zufalls-
























Abbildung B.1: Alle p-Werte des Random Excursion Tests (oben) und des












































































































































































































































































































































































Abbildung B.3: Alle p-Werte der statistischen Tests, die aus der NIST Bi-
bliothek in die Dieharder Bibliothek portiert worden sind (oben) und die
Resultate der RGB- Tests (unten).
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