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Abstract. For every simple graph G, a class of multiple clique cluster-
whiskered graphs Gmd is introduced, and it is shown that all graphs Gmd
are vertex decomposable, thus the independence simplicial complex IndGmd
is sequentially Cohen-Macaulay; the properties of the graphs Gmd and the
clique-whiskered graph Gpi are studied, including the enumeration of facets
of the complex IndGpi and the calculation of Betti numbers of the cover ideal
Ic(G
md) for some graph Gmd.
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1. Introduction
Vertex decomposable simplicial complexes and graphs are important in combinato-
rial topology and combinatorial commutative algebra, since they provide examples of
shellable simplicial complexes, while vertex decomposable simplicial complexes and
graphs are further sequentially Cohen-Macaulay, see [13] for a characterization of se-
quentially Cohen-Macaulay complexes.
For each graph G, Villarreal [20] constructed a full whiskered graph GW , i.e., for
each vertex v of G, an end vertex is attached to v (the induced subgraph K2 is called
∗This research was supported by the National Natural Science Foundation of China (Grant No.
11271250).
†aming8809@163.com
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a whisker) and, it is proved that the new graph GW is Cohen-Macaulay. Later, Docher-
mann and Engsteo¨m [7] proved that GW is vertex decomposable. Cook and Nagel [6]
generalized the whiskered idea and constructed the vertex clique-whiskered graphGpi
and proved, among other things, thatGpi is unmixed and vertex decomposable; that the
f -vector of G is the h-vector of Gpi. Biermann and Van Tuyl [2] defined the concept of
s-coloring χ on a simplicial complex ∆ to construct a balanced pure vertex decompos-
able simplicial complex ∆χ, generalizing the construction of IndG
pi and establishing
some similar results of [6] to the general setting of simplicial complexes. See also [3]
for edge-clique-whisker graphs and related vertex decomposable property.
Recall that Francisco and Tuyl in 2007 [12] proved that chordal graphs are sequen-
tially Cohen-Macaulay; later it was further proved that chordal graphs are shellable
in 2008 by Tuyl and Villarreal [19], and that chordal graphs are vertex decomposable
in 2009 by Woodroofe [22]. Francisco and Ha´ [8] studied the sequentially Cohen-
Macaulay property of graphs obtained after partial whiskers added. Biermann, Fran-
cisco, Ha´ and Tuyl in [1] continued the works of [2] and constructed a partial coloring
on simplicial complexes, thus providing a general way for constructing classes of se-
quentially Cohen-Macaulay simplicial complexes.
Recall also that Francisco, Ha´ and Tuyl in [9] have had a systematic study on the
Betti splitting of monomial ideals; a particular case of Betti splitting, called variable
splitting , was studied in [17] for monomial ideals, and it is proved that a simplicial
complex∆ is vertex decomposable if and only if the ideal I∆∨ admits variable splitting
property; such ideals I∆∨ further has Betti splitting property, thus the graded Betti
numbers of I(∆) can be calculated recursively if ∆ is vertex decomposable.
This work is a continued study of clique-whiskered graphs. In section 2, we recall
some background used in the paper; in section 3, we study an exchange property on
the facets of the complex ∆ = IndGpi and enumerate the facets of ∆; in section 4, we
construct a class of multiple clique cluster-whiskered graphs Gmd, which includes Gpi
as particular cases and, show that it is nonpure vertex decomposable, and we study
some invariants of Gmd.
2. Preliminaries
In this section, we introduce some relevant definitions and results on simplicial com-
plexes, clutters, and minimal free resolutions. We use [14, 21] as basic references.
Recall that a simplicial complex ∆ on the vertex set [n] = {1, 2, . . . , n} is a collection
of subsets of [n] such that if F ∈ ∆ and E ⊆ F , then E ∈ ∆. Each F in ∆ is called a
face, and a facet F is a maximal face with respect to inclusion. A simplicial complex∆ is
called pure if all facets have the same cardinality. Denote by F(∆) the set of all facets of
∆ and, if F(∆) = {F1, F2, . . . , Ft}, then ∆ can be denoted by 〈F1, F2, . . . , Ft〉. A nonface
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of∆ is a subset F of [n]with F /∈ ∆. LetN (F ) be the set of minimal nonfaces of∆with
respect to inclusion. The dimension of a face F is dimF = |F | − 1 and, the dimension of
∆ is defined by dim∆ = max{dimF | F ∈ ∆}. Recall that the Alexander dual ∆∨ of a
simplicial complex ∆ is defined by ∆∨ = {[n]r F | F /∈ ∆}.
For a face H of a simplicial complex ∆, recall the following notation
∆rH =: {F ∈ ∆ | H ∩ F = ∅},
lk∆(H) =: {F ∈ ∆ | H ∩ F = ∅, F ∪H ∈ ∆}.
Note that whenever H = {x} is a vertex, the notations are usually written as ∆ r x
and, lk∆(x) respectively. Recall the following concept of a vertex decomposable simplicial
complex, which is introduced by Provan and Billera [18] in pure case and, is extended
to the nonpure case by Bjo¨rner and Wachs [4]:
Definition 2.1. A simplicial complex ∆ with vertex set [n ] is called vertex decomposable,
if either ∆ is a simplex, or there is a vertex x of ∆ such that the following requirements are
satisfied:
(α) Both ∆r x and lk∆(x) are vertex decomposable;
(β) No facet of lk∆(x) is a facet of ∆r x, or equivalently,
∆r x = 〈 {F | x 6∈ F ∈ F(∆)} 〉.
A vertex x satisfying conditions (α) and (β) is called a shedding vertex of∆. If x only
satisfies condition (β), then we call it a weak shedding vertex.
A translation in the language of graphs is restated in the following
Definition 2.2. A graph G is called vertex decomposable if either it has no edges, or else has
some vertex x such that we have as follows:
(1) Both G r NG[x] and G r x are vertex decomposable, where NG[x] is the union of the
neighbourhood NG(x) together with {x};
(2) For every independent set S in G r NG[x], there exists some y ∈ NG(x) such that
S ∪ {y} is independent in Gr x.
A vertex x with the properties is called a shedding vertex of G.
It is well known that a vertex cover of a graph G is a subset C of the vertex set V (G)
such that C ∩ {i, j} 6= ∅ holds for all {i, j} ∈ E(G). A vertex cover S is called minimal
if no proper subset of S is a vertex cover. Clearly, a subset C of V (G) is a minimal
vertex cover of G if and only if V (G)rC is a maximal independent vertex subset of G.
Recall that a graph G is said to be unmixed (or alternatively,well-covered), if all minimal
vertex covers ofG have the same cardinality. It is known that a Cohen-Macaulay graph
is always unmixed, while a graph G is unmixed if and only if the simplicial complex
IndG is pure. The following result is well known:
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Proposition 2.3. A graph G is called unmixed or nonpure if it satisfies one of the following
equivalent conditions:
(a) All the minimal vertex covers of the graph G have a same cardinality.
(b) The clique complex ∆G of G (i.e., the independence simplicial complex IndG of G) is
pure, i.e., all the maximal independent vertex subsets have a same cardinality.
(c) The edge ideal I(G) of G is height unmixed.
Recall the following
Definition 2.4. A simplicial complex ∆ is called shellable, if its facets can be linearly ordered
by F1, F2, . . . , Ft, such that for any 2 ≤ j ≤ t and 1 ≤ i < j, there exists an integer 1 ≤ k < j
satisfying
(1) |Fj r Fk| = 1 and,
(2) Fj r Fk ⊆ Fj r Fi.
An order of the facets satisfying the conditions is called a shelling order.
For pure simplicial complexes, recall the following established implications:
vertex decomposable and pure =⇒ pure shellable =⇒ Cohen−Macaulay.
For nonpure simplicial complexes, it is known that vertex decomposable implies non-
pure shellable, while nonpure shellable implies sequentially Cohen-Macaulay.
For a face F of a simplicial complex ∆, let XF =
∏
i∈F
xi. Recall that the Stanley-
Reisner ideal of ∆ is defined by
I∆ = 〈XF | F ∈ N (∆)〉.
Furthermore, if F(∆) = {F1, F2, . . . , Fm}, then the facet ideal I(∆) of ∆ is defined by
I(∆) = 〈XF1, XF2, , . . . , XFm〉. Clearly, I∆∨ = I(∆) holds, where F(∆) = {[n]r F | F ∈
F(∆)}.
For a graph G, note that G is said to be vertex decomposable (shellable, strongly
shellable, (sequentially) Cohen-Macaulay, respectively), if the simplicial complex IndG
is vertex decomposable (shellable, strongly shellable, (sequentially) Cohen-Macaulay,
respectively). Assume further G has vertex set {x1, . . . , xn}with edge set E(G), and let
S = k[x1, x2, . . . , xn] be the polynomial ring with n variables xi over a field k. Recall
that the edge ideal associated to G is defined to be the ideal I(G) = 〈 xixj | {xi, xj} ∈
E(G) 〉 of R, and it is clear that I(G) is identical with the Stanley-Reisner ideal I∆ of the
simplicial complex ∆ = IndG. The edge ideal of a graph was introduced by Villarreal
in [21], and the Cohen-Macaulay property of the edge ideals was studied.
Ha` and Van Tuyl in [12] studied the resolutions of edge ideals, finding some re-
cursive methods for computing Betti numbers of triangular hypergraphs; Fro¨berg [11]
gave a characterization on a property of the edge ideal I(G), namely, I(G) has a linear
resolution if and only if the complement graph G is chordal.
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3. The maximal facets of the complex IndGpi
Recall that a clique of a graph is an induced complete subgraph. Recall from [6] that a
vertex clique-partition pi of a graph G is a partition pi = {W1, . . . ,Wd} of V (G) such that
each subgraph induced on Wi is a nonempty clique. Note that Wi in [6] are allowed
to be empty, and this is convenient for considering deletion and link when isolated
vertices may occur. For the sake of computing Betti numbers, it is assumed that each
Wi in this paper is nonempty.
Let G be any graph, let pi = {W1, . . . ,Wd} be a vertex clique partition of G, and
let W = {s′1, . . . , s
′
d} be the vertices newly added in constructing the vertex clique-
whiskered graph Gpi, where each s′i is adjacent to all vertices of Wi. Set P(G
pi) =
F(IndGpi) and, we consider enumeration of the facet set P(Gpi); note that the facets
of IndGpi have a kind of nice exchange property away from the facetW ; we can define
a pre-partial order < in P(Gpi), in the following way: in
F1 ≤ F2 if and only if F1 rW ⊆ F2 rW.
Note that this really defines a partial order in P(Gpi), since F1 r W = F2 r W does
imply F1 = F2, whereW is the least element of the poset (P(Gpi),≤). We have
Proposition 3.1. For any maximal element F of the poset (P(Gpi),≤), let r = |F rW |, where
W is the set of added vertexes in Gpi from G. Then we have
(1) There exist totally r! maximal chains in P(Gpi) fromW to F .
(2) The number of facets of Gpi betweenW and F in P(Gpi) is 2r.
P roof. Let F rW = {v1, . . . , vr}. Then each G ∈ [W,F ] is determined by the subset
G rW of {v1, . . . , vr}. Assume that G1 rW = {v1}, then the covers of G1 in the poset
(P(Gpi),≤) are determined by the subsets {v1, vi} (2 ≤ i ≤ r); assume that G2 rW =
{v2}, then the irredundant covers of G2 in the poset (P(Gpi),≤) are determined by the
subsets {v2, vi} (3 ≤ i ≤ r); and this proves the second conclusion.
The first conclusion follows in a similar way. 
Let F1, . . . , Fs be the maximal elements of the poset, then clearly
F(IndGpi) = (P(Gpi),≤) = ∪si=1[W,Fi]
holds. Note that Fi r W are all the maximal independent vertex set of the graph G,
thus to count the number of maximal facets of the simplicial complex IndGpi, it is only
necessary to count the number of the faces of the simplicial complex ∪si=1[∅, (Fi rW )],
and this depends on the mutual intersection property of the sets F1 rW, . . . , Fs rW .
Note that in [6, Proposition 3.8], it is proved that the h-vector of IndGpi is identical
with the f -vector of G.
We end this section with the following example:
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Example 3.2. For the cycle graphG = C2n, letG
pi =: GE be the clique-whiskered graph
after adding n ears. Clearly, C6 has the following five maximal independent vertex
sets:
F1 = {1, 3, 5}, F2 = {2, 4, 6, }, F3 = {1, 4}, F4 = {2, 5}, F5 = {3, 6};
thus the number of faces of ∪5i=1[∅, Fi] is
2× 23 + 3× (22 − 2)− 4× 1 = 18.
By Proposition 3.1, the vertex independence complex of the clique-whiskered graph
CE6 has 18 facets.
4. Multiple clique cluster-partitioned graphs Gmd and Gmc
Let pi = {W1, . . . ,Wd} be a vertex clique-partition of a graph G, where each Wi is not
empty; let further V (G) be a disjoint union of nonempty subsets U1, . . . , Us with the
following additional properties:
(1) For each i (1 ≤ i ≤ d) and j (1 ≤ j ≤ s), eitherWi ⊆ Uj orWi ∩ Uj = ∅.
(2) For distinct i, j, ifWi∪Wj ⊆ Uk, then the edge subsetE(Wi,Wj) is empty
in G, where E(Wi,Wj) = {{vi, vj} | {vi, vj} ∈ E(G), vi ∈ Wi, vj ∈ Wj}.
Such a partition epi = {U1, . . . , Us} is called a clique cluster-partition of V (G) based on the
vertex clique-partition pi of G. Note that in a clique cluster-partition epi = {U1, . . . Us}
based on a vertex clique-partition pi = {W1, . . . ,Wd} of V (G), s ≤ t clearly holds true,
while each Ui is either identical with some Wj or, is a union of more than one cliques
from pi which are mutually independent in the graph G.
Let epi = {U1, . . . Ur} be a clique cluster-partition of V (G) based on the vertex clique-
partition pi = {W1, . . . ,Wd} of a graph G. Assume further that Uj contains more than
oneWl for j with 1 ≤ j ≤ r and, for each iwith r + 1 ≤ i ≤ s, Ui is identical with some
Wki . Now we expand the graph G to a new and larger graph G
md in the following
Construction: Let A1, . . . , Ad be mutually disjoint nonempty finite sets with Ai ∩
V (G) = ∅ (∀i); let B1, . . . , Br be mutually disjoint nonempty finite sets such that
Bi ∩Aj = ∅, Bi ∩ V (G) = ∅ (∀i, j).
Set
V (Gmd) = V (G) ∪A1 ∪ · · · ∪Ad ∪ B1 ∪ · · · ∪ Br,
and the edge set E(Gmd) are established in accordance with the following three rules:
(1) E(G) ⊆ E(Gmd) holds.
(2) For each ai ∈ Ai, Wi ∪ {ai} induces a clique and, each vertex of Bj is adjacent to
all vertices of Uj , in G
md.
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(3) For each j, the subgraph of Gmd induced on Bj is vertex decomposable; for each
i, the subgraph of Gmd induced on Ai is vertex decomposable.
The graph Gmd is called a multiple clique cluster-whiskered graph of type (d, r), ab-
breviated as a mcc-whiskered graph. A particular case is when the subgraphs of Gmd
induced on each Bj and on each Ai are empty, i.e., EGmd(Bj) = ∅ = E(Ai); in the case,
the graph will be denoted as Gmc; if further |Ai| = 1 = |Bj | hold for all possible i, j, the
constructed graph Gmc is denoted as Gcc and is called a clique cluster-whiskered graph,
abbreviated as a cc-whiskered graph. Note that if d = s and, Ui = Wi holds for all i, then
Gmc is the multiple generalization of the clique whiskered graph Gpi; if further |Ai| = 1
holds true for each i, then Gcc = Gpi, which is constructed and studied in [6].
We illustrate our construction Gmc with the following example, where G is taken to
be a very simple graph L6:
Example 4.1. Let G be the line graph of length 5:
v1 v2 v3 v4 v5 v6
Figure 4.1. The graphG = L6
(1) Consider the trivial clique decomposition pi1 : V (G) = ∪{vi} and, a clique cluster
decomposition epi1 : V (G) = {v1, v3, v5} ∪ {v2, v4, v6} based on pi1. Then we have the
corresponding cc-whiskered graph Gcc:
v1 v2 v3 v4 v5 v6
b1 b2
a1 a2 a3 a4 a5 a6
Figure 4.2. The cc-whiskered graph Gcc based on epi1
(2) Consider the clique decomposition pi2 : V (G) = {v3, v4} ∪ {v1, v2} ∪ {v5, v6} and,
a clique cluster decomposition epi2 : V (G) = {v1, v2; v5, v6} ∪ {v3, v4} based on pi2. Let
A1 = {a11, a12}, A2 = {a21, a22, a2,3}, A3 = {a3}, B1 = {b11, b12}.
Then we have the corresponding mcc-whiskered graph Gmc:
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v1 v2 v3 v4 v5 v6
a11 a12 a3 a21 a22
b11 b12
Figure 4.3. The mcc-whiskered graph Gmc based on epi2
Note that neither Gcc nor Gmc is unmixed in the example. Note also that the car-
dinalities of the maximal independent sets of Gcc are between 6 and 6 + 2, where
{v1, v2, ai | 3 ≤ i ≤ 6}, {b1, v2, v4, v6, a1, a3, a5} and {ai, bj | 1 ≤ i ≤ 6, 1 ≤ j ≤ 2} are
maximal independent vertex subsets of the graph Gcc, of cardinality 6,7,8 respectively.
Recall that a simplicial complex ∆ is called (m,n) - pure, if for each facet F of ∆,
m ≤ dimF ≤ n holds.
We begin with the following immediate observation:
Proposition 4.2. For any graph G, let pi = {W1, . . . ,Wd} be a clique-partition of the vertex
set V (G), let epi = {U1, . . . , Us} be a clique cluster decomposition based on pi. Assume further
that in the set epi , there are totally s− r clusters Ui (of cliques) that is identical with someWi.
Let ∆ = IndGcc be the independent simplicial complex of the cc-whiskered graph Gcc. Then
the simplicial complex∆ is (d− 1, d+ r − 1) - pure of dimension d+ r − 1.
Proof. Assume that W =: {a1, . . . , ad; b1, . . . , br} are the added vertex set in Gcc, then
W is a maximal independent vertex set of the graph Gcc. Note that each subgraph of
the graph Gcc induced on Wi ∪ {ai} is a clique (1 ≤ i ≤ d), thus for each maximal
independent set V of Gcc, we have |V ∩ (Wi ∪ {ai})| ≤ 1, hence |V | ≤ d+ r. This shows
dim(IndGcc) = d+ r − 1.
Assume further Ui = Wki (r + 1 ≤ i ≤ s), then for r + 1 ≤ i ≤ s, each vertex
of Ui is adjacent to exactly one vertex of W , while each vertex of Ui (1 ≤ i ≤ r) is
adjacent to exactly two vertices ofW . Now assume that A = {a1, . . . , ad} ⊆ V (G), B =
{w1, . . . , wr} ⊆ V (G) be such that {{ai, vi}, {bj, wj}} ⊆ E(Gcc). Then for any maximal
independent vertex set V of Gcc, assume further that
{ai, . . . , au, b1, . . . , bv} ⊆ V, V ∩ {au+1, . . . , ad, bv1 , . . . , br} = ∅.
Then it follows from |S ∪ T | = |S| + |T | − |S ∩ T | ≥ |S| and the facts V ∩ {ai, vi} 6=
∅, V ∩ {bi, wi} 6= ∅ that |V | ≥ d. This shows that the simplicial complex IndGcc is
(d− 1, d+ r − 1) - pure of dimension d+ r − 1. 
Note that the cardinalities of maximal independent facets of IndGcc may fill the
interval [d, d+ r], as Example 4.1 shows.
Then we proceed with the following observation:
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Lemma 4.3. For a graph G, let pi be a vertex clique-partition of G, epi a clique cluster decom-
position based on pi. Let Gmd be a mcc-whiskered graph of G, and let v be any vertex of G.
Then
(1) There exists a vertex clique-partition pi1 of V (G r v) and some clique cluster decom-
position epi1 , such that G
md
r v is equal to some mcc-whisked graph (G r v)mc based on epi1 ,
together with a possible isolated vertex decomposable graph;
(2) There exists a vertex clique-partition pi2 of V (G r NG[v]) and some clique cluster de-
composition epi2 , such thatG
mc
rNGmd [v] is equal to some mcc-whiskered graph (GrNG[v])
md
based on epi2 , together with a possible isolated vertex decomposable graph.
Proof. Let pi = {W1, . . . ,Wd} be a vertex clique-partition of a graph G; let epi =
{U1, . . . , Us} be a vertex clique cluster-partition based on pi. Assume that Gmd be some
mcc-whiskered graph of type (d, r), constructed as above after adding nonempty finite
sets
A1, . . . , Ad; B1, . . . , Br.
For any 1 ≤ i ≤ d, take a vertex v ∈ Wi ⊆ V (G).
(1) IfWi = Uki for some ki, we have two subcases. The first case is |Uki | > 1; in the
case, clearly Gmd r v = (G r v)md and is a mcc-whiskered graph of type (d, r) on the
graph G r v; the other case is |Uki| = 1, then the graph G
md
r v is a mcc-whiskered
graph of type (d − 1, r) on the graph G r v, together with the vertex decomposable
graph Aki , in which E(G
md
r v, Aki) = ∅.
Now assume thatWi is contained in U1 and, U1 is a union of umutually independent
cliques Wj’s. If further either u > 2 or, u = 2 and |Wi| ≥ 2, then Gmd r v is a mcc-
whiskered graph of the type (d, r) on the graph G r v; if u = 2 and |Wi| = 1, then the
graph Gmd r v is a mcc-whiskered graph of type (d− 1, r − 1), on the graph Gr v.
In conclusion, Gmd r v is a mcc-whiskered graph on the graph Gr v, together with
some possible isolated vertices.
(2) The graph Gmd r NGmc [v] seems to be a little bit more complicated, but in fact,
only one situation occurs. Assume v ∈ Wi ⊆ Uki ; note that Uki ∪ Ai ∪ Bki ⊆ NGmc [v]
holds true, and v is not adjacent to other vertices of Wl ⊆ Uki if such l with l 6= ki
exists, thus GmdrNGmd [v] is a mcc-whiskered graph of the type (d−u+ t, r− t−w) on
the base graph G r NG[v], together with some possible isolated vertex decomposable
graphs, where u is the number ofWj ’s with Uj ⊆ NGmd [v], t is the number of Uj’s which
consists of twoWk and exactly oneWk is contained in NGmd [v] and, w is the number of
Uk’s with Uk ⊆ NGmc [v].
This complete the proof. 
Note that there is an analogous result if allmd are replaced bymc, where the phrase
together with a possible isolated vertex decomposable graph is replaced by together
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with some isolated vertices.
The following known result is also needed:
Lemma 4.4. For any graphG,G is vertex decomposable if and only if all connected components
of G are vertex decomposable.
For a given graphG, the choice of clique partitions pi are generally varied and abun-
dant; for any vertex clique partition pi of G, the choice of clique cluster partitions epi are
generally also varied and abundant. Thus starting from any graph G, a lot of distinct
graphs Gmc may be constructed; yet, these graphs share a common good property, i.e.,
they are vertex decomposable, as is shown in the following main result of this section;
note that when passing from Gmc to (Gr v)mc (and, to (GrNG[v])
mc), both the related
pi and epi have changed somewhat.
Theorem 4.5. For any graph G, let pi be a vertex clique-partition of G, epi a clique cluster
decomposition based on pi and, Gmd a multiple clique cluster-whiskered graph on the base graph
G. Then the independence simplicial complex IndGmd of the graph Gmd is nonpure vertex
decomposable.
Proof. We use induction on |V (G)|. If G has only one end vertex, the result is clear.
In the following, assume |V (G)| > 1 and assume that the conclusion holds true for
graphs whose vertex set has less number of vertices. Then for any vertex v ∈ W1 of G,
by Lemma 4.3, Gmdrv is a mcc-whiskered graph together with a possible isolated ver-
tex decomposable graph B1 added, thus G
md
r v is vertex decomposable by induction
hypothesis and Lemma 4.4; Gmd r NGmd [v] is a mcc-whiskered graph together with
some possible isolated vertex decomposable graphs, thus it is also vertex decompos-
able. Furthermore, ifW is an independent vertex set of the graph Gmd rNGmd [v], then
any a1 ∈ A1 is in NGmd [v] such that W ∪ {v} is a larger independent vertex set of the
graph Gmd r v. Thus by Definition 2.2, each vertex of G is a shedding vertex of Gmd; in
particular, the graph Gmd is vertex decomposable, i.e., the simplicial complex IndGmd
is vertex decomposable. 
Corollary 4.6. For any graph G and a vertex clique-partition pi, let epi be a clique cluster-
partition based on pi and, Gmd a mcc-whiskered graph on the graph G. Then the edge ideal
I(Gmd) is sequentially Cohen-Macaulay.
Note that each vertex ofG is a shedding vertex ofGmc; note thatGmc is not unmixed
in general. For a squarefree monomial ideal I of a polynomial ring S, recall from [13]
that S/I is sequentially Cohen-Macaulay if and only if the Alexander dual I∨ of I is
componentwise linear.
By the above mentioned constructions, we immediately observe the following
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Proposition 4.7. Let G be a simple graph, and let Gcc be some clique cluster-whiskered graph
with respect to a clique cluster partition epi based on a vertex clique-partition pi of G. Then the
graph Gcc is chordal if and only if G is chordal.
Recall that chordal graphs are an important class of vertex decomposable graphs
([15, 10, 21, 22]), while a matroid is vertex decomposable at each vertex. If we compare
Proposition 4.7 with Theorems 4.5, it is clear that Theorem 4.5 provides ways for ob-
taining large class of nonpure vertex decomposable graphs that is not chordal. Note
that in [21], among the complete list of 29 connected Cohen-Macaulay graphs with at
most six vertices, 20 are of the form Gpi, and 17 are of the form GWE (i.e., obtained by
adding some whiskers and (or) ears), for some graphs G.
In order to count the graded Betti numbers of the multiple clique-whiskered graph
Gmc, sometimes we may need the following
Lemma 4.8. ([16, Corollary 2.2]) Let ∆1 and ∆2 be simplicial complexes with V (∆1) ∩
V (∆2) = ∅. Then
βi,d(∆1 ∗∆2) =
∑
p+q=i
∑
r+s=d
βp,r(∆1)βq,s(∆2).
For a simplicial complex ∆ with n vertices and a field k, let S = k[x1, . . . , xn] be a
polynomial ring with n variables. Recall that the graded Betti numbers are defined by
βki,j(∆) = βi,j(S/I∆), and that β0,0(∆) = 1 and β0,j = 0 holds for all j > 0, thus we
only consider βi,j(∆) with i > 0, where β
k
i,j(∆) is abbreviated as βi,j(∆). Note that by
definition, we have
βj,k(S/I) = βj−1,k(I), ∀k ≥ 0, ∀j > 0.
Recall the following recent result on vertex decomposable complexes:
For a graph G, let ∆ = IndG. Note that I∆∨ is identical with I(∆), whose minimal
monomial generating set is {XF | F ∈ M(G)}, where M(G) consists of all minimal
vertex covers of the graph G. I(∆) is called the cover ideal of G, and is denoted as
Ic(G) =: I∆∨ = I(∆). Now we are ready to use [17, Corollary 2.11(1)] (or, [9, Corollary
2.7]) and the proof of Theorem 4.5 to derive the following:
Corollary 4.9. For any graph G, let pi be a vertex clique-partition of G, epi a clique cluster
partition based on pi and, let Gmc be some multiple clique cluster-whiskered graph on G. Let v
be a vertex of G, G1 = G r v, G2 = Gr NG[v], and obtain the corresponding clique cluster-
whiskered graphs (G1)
mc and Gmc2 as in the proof of Lemma 4.3. Then we have the following
recursive formulae for the cover ideal Ic(G
mc) of the graph Gmc :
βi,j(Ic(G
mc)) = βi,j−1(Ic(G
mc
1 )) + βi,j(Ic(G
mc
2 )) + βi−1,j−1(Ic(G
mc
2 )).
P roof. In the proof of Lemma 4.3, if {v} = W1, then there exists an integerm = |A1| and
a large enough r, such that the facet set of (IndGmc)rv consists of all [r+1, r+m]∪F1,
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where F1 is a facet of Ind (Gr v)
mc; thus we have
(IndGmc)r v = Ind (Gr v)mc,
hence I((IndGmc)r v) = Ic((G r v)
mc) holds true. Similarly, for ∆ = IndGmc, we also
have I(lk∆(v)) = Ic((G r NG[v])
mc). Then the formulae follows from [17, Corollary
2.11(1)]. 
Corollary 4.9 actually also implies the following formulae concerning the projective
dimension and Castelnuovo-Mumford regularity.
Corollary 4.10. For any graph G with n vertices, let S = k[x1, . . . , xn] be a polynomial
ring, let Gmc be some multiple cluster-whiskered graph on G, and let ∆ = IndGmc. Let v
be a vertex of G, let ∆1 be the simplicial complex Ind (G r v)
mc, and let ∆2 be the simplicial
complex Ind (GrNG[v])
mc. Then we have
(1) pd(S/I∆) = max{pd(S/I∆2), pd(S/I∆1) + 1}.
(2) reg(S/I∆) = max{reg(S/I∆2), reg(S/I∆1) + 1}}.
Note that for a clique-whiskered graph Gpi (and its generalization ∆χ, in simpli-
cial case), there exists results better than Corollary 4.9, as the following result of [2,
Theorem 13] shows:
Let f = (f−1, f0, . . . , fd) be the f -vector of a d-dimensional simplicial complex ∆, and let
χ be an s-colouring of ∆. Then the graded Betti numbers of I∆∨χ in S are given by the following
formula
βi,i+n(I∆∨χ) =
d+1∑
j=1
(
j
i
)
fj−1(∆).
In particular, proj− dim(I∆∨χ) = reg(S/I∆∨χ ) = d+ 1.
The unmixed property of Gpi is crucial for this result. Note that Gmc is generally
not unmixed, and the class of mcc-whiskered graphs are much larger than the class
of clique-whiskered graphs Gpi, thus the recursive formulae given in Corollary 4.9 is
applied and effective, as the following example shows:
Example 4.11. Assume n ≥ 1 and consider the cycle graph G = C4n with V (G) = {vi |
1 ≤ i ≤ 4n}, and the vertices are drawn clockwise. Let the vertex clique partition
be V (G) = ∪2ni=1Wi where Wi = {v2i−1, v2i}; let the clique cluster partition be V (G) =
U1 ∪ · · · ∪ Un, where U1 = W1 ∪W3, U2 = W2 ∪W4, · · · , Un = W2n−2 ∪W2n. Consider
the cc-whiskered graph Gcc of type (2n, n), we have Gcc r v4n = (G r v4n)
cc, which is
a cc-whiskered graph of type (2n, n) on the line graph L4n−1; while G
cc
r NGc [v4n] =
(GrNG[v4n])
cc,which is a cc-whiskered graph of type (4n− 1, n− 1) on the line graph
L4n−2. We draw the three cc-whiskered graphs in Figures 4.4, for n = 2.
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v1 v2 v3 v4
v8 v7 v6 v5
A cc-whiskered graph Ccc
8
of type (4, 2)
v1 v2 v3 v4 v5 v6 v7
The delete graph Ccc
8
r v8 = Lcc7 of type (4, 2)
v2 v3 v4 v5 v6
The link Ccc
8
rNCcc
8
[v8] = Lcc5 of type (3, 1)
Figure 4.4.
Note that mcc whiskered graph will occur if we continue delete a vertex. By the
recursive formulae in Lemma 4.9 and mathematical induction, the calculation of the
graded Betti numbers βi,j of the cover ideal Ic(C
cc
n ) are finally reduced to the compu-
tation of βi,j(J), where J is the ideal of S = k[x1, x2, . . . , xr] generated by x1, x2 · · ·xr
(r ≥ 2). Note that S/J has the following minimal free resolution by CoCoA [5]:
0 −→ S(−r) −→ S(−1)⊕ S(−(r − 1)) −→ S,
i.e., β−1,0(J) = β1,r(J) = β0,1(J) = β0,r−1(J) = 1.
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