We present a short and elegant proof of the complete theory of strict representations of the algebra B a (E) of all adjointable operators on a Hilbert B-module E by operators on a Hilbert C-module F. An analogue for W * -modules and normal representations is also proved. As an application we furnish a new proof of Blecher's Eilenberg-Watts theorem. * 2000 AMS-Subjecrt classification: 46L08, 46L55, 46L53, 46M05, 46M15 † PSM is supported by grants from the National Science Foundation. ‡ MS is supported by DAAD and by research funds of the Department S.E.G.e S. of University of Molise. § BS is supported by the Fund for the Promotion of Research at the Technion. The representation theorem may be known to the cognoscenti, but it seems to have escaped notice in the literature, although at times, special cases have been proved in ad hoc ways. Consequently, this note serves something of a didactic purpose. Indeed, to make the ideas widely accessible, we review salient aspects of Hilbert modules that we use at the beginning of the next section.
It is well known that if G is a Hilbert space and if ϑ : B(G) → B(H) is a normal unital ( * -)representation of B(G)
. Along the way, we shall see how the generalization fits with familiar facts from Hilbert module theory.
More specifically, for the first objective, we show in Theorem 1.4, which we call the representation theorem, that if ϑ is a strict unital representation of B a (E) by adjointable operators on a Hilbert C-module F, then F factors into a tensor product E ⊙ F ϑ , where F ϑ is a Hilbert B-C-bimodule [1] , and ϑ(a) acts as a ⊙ id F ϑ . Further, in contrast to the Hilbert space setting, where H ϑ is usually viewed as a "lifeless" space whose sole purpose is to index the multiplicity of the identity representation in the given representation ϑ, the space F ϑ has additional internal structure worthy of investigation. In fact, the proof shows that even in the Hilbert space setting, H ϑ exhibits additional structure. (See Example 1.5.) With minor adjustments, the representation theorem and the proof apply in the setting of W * -modules over W * -algebras. This W * -representation theorem will be presented in Theorem 1.16.
The representation theorem may be known to the cognoscenti, but it seems to have escaped notice in the literature, although at times, special cases have been proved in ad hoc ways. Consequently, this note serves something of a didactic purpose. Indeed, to make the ideas widely accessible, we review salient aspects of Hilbert modules that we use at the beginning of the next section.
[2] The surprisingly simple proof rests on the observation (indeed, almost a definition)
that if E is full Hilbert B-module, then E is a Morita equivalence from K(E) to B. Under this hypothesis, the multiplicity module F ϑ of a representation ϑ of B a (E) is unique (Theorem happens when E fails to be full also has relevance for the study of isomorphisms of B a (E) and is related to several notions of Morita equivalence for right modules and bimodules. We will study [1] There are several terms in use for bimodules over C * -and W * -algebras. In this note we will use the term correspondence.
[2] The reader familiar with Hilbert module theory can skip directly to Remark 1.3 or to Theorem 1.4, if all that is desired is the statement and (short) proof.
these ramifications and their connections with the papers of Muhly and Solel [MS00, MS05] and Skeide [Ske04] in [MSS03a] .
The constructions for composed representations iterate associatively (Theorem 1.14). This has particular relevance for the study of endomorphism semigroups and product systems. We will study these ramifications and their connections with the papers of Skeide [Ske04] and
Muhly, Skeide and Solel [MSS03a] in [MSS03b] .
Our proof of Blecher's Eilenberg-Watts theorem, Theorem 2.6, is based entirely upon Theorem 1.4 and avoids operator space technology. In fact, a direct corollary of Theorem 1.4 asserts that every representation of B a (E) arises as the restriction of a functor to the object E and its endomorphisms B a (E). We point out in Remark 2.11, however, that Theorem 1.4 does not appear to be a consequence of Theorem 2.6. In order to avoid the introduction of categories at an early stage, we postpone their use until we really need them -in the second section.
Representations
Throughout, A, B, C, . . . will denote C * -algebras. A correspondence from B to C is a (right)
Hilbert module F over C that is endowed with a left action of B via a nondegenerate representation of B in the algebra of adjointable operators on F, B a (F). Rieffel initially introduced the notion of correspondence under the name C-rigged B-module [Rie74a] . Subsequently, the term Hilbert B-C-bimodule has also been used.
[3] Every Hilbert B-module E may be viewed as a correspondence from B a (E) to B where B a (E) is the algebra of adjointable operators on E.
Every C * -algebra B may be viewed as a correspondence, the trivial correspondence, from B to B when equipped with the natural bimodule structure coming from right and left multiplication and inner product b, b The algebra K(E) ⊂ B a (E) of compact operators is the norm completion of the algebra F(E) of finite-rank operators, which is spanned by the rank-one operators xy spaces.) Whenever, A ⊂ B a (E) is a C * -algebra which contains K(E), then we may view E * also as a correspondence from B to A. In particular, E * is also a correspondence from B to K(E). It follows that the action of K(E) on E is nondegenerate (because its action on E * is), so that when K(E) ⊆ A ⊆ B a (E), E can also be viewed either as a correspondence from K(E) to B or from A to B.
B a (E) is the multiplier algebra of K(E); see [Kas80, Ske01] . Therefore, B a (E) inherits a strict topology. The strict topology coincides with the * -strong topology, when restricted to bounded subsets; see [Lan95, Ske01] . We say that a bounded linear mapping
is strict, if it is strictly continuous on bounded subsets. Every nondegenerate representation K(E) → B a (F) extends to a unique strict unital representation B a (E) → B a (F); see [Lan95] and also Corollary 1.20. So the assumption that a unital representation B a (E) → B a (F) is strict means that it can be reconstructed from its restriction to F(E). Clearly, in this case F(E) acts nondegenerately on F (because a bounded approximate unit for K(E) chosen from the dense subset F(E) converges strictly to 1). Therefore, a correspondence F from B a (E) to C with strict left action may also be viewed as correspondence from K(E) to C and, conversely, every correspondence from K(E) to C can be viewed as a correspondence from B a (E) to C with strict left action extending that of K(E) in a unique way.
Remark.
By an application of the closed graph theorem a linear mapping that is strictly continuous on bounded subsets of B a (E) is bounded. But usually before we can show that a concrete mapping is strict, we first show that it is bounded and then we check strict continuity on bounded subsets by checking * -strong continuity only with respect to a total subset of F (which is not sufficient, if we do not know that the mapping is bounded). Including boundedness into the definition has the advantage that it works nicely also for pre-Hilbert modules. For the same reason, we defined K(E) as the completion of F(E) instead of its closure in B a (E). (K(E) is then always defined as a C * -algebra, even if E is only a pre-Hilbert module. Of course, in this case K(E) need not be representable as an algebra of operators on E.) [4] Note in particular that if E is a full Hilbert B-module, then E is a Morita equivalence from K(E) to B, and E * is a Morita equivalence from B to K(E). Even if [4] Also, in the literature, the notion of Morita equivalence from B to C is sometimes formulated to include the assertion that the correspondence M has a B-valued inner product satisfying a compatibility condition with the C-valued inner product. However, this condition is covered by the assertion that B is isomorphic to K(M) [Lan95] .
The left B-valued inner product does not play an explicit role here.
E is not full, E is still a Morita equivalence from K(E) to B E , and E * is a Morita equivalence from B E to K(E), where B E := span E, E denotes the range ideal of E in B.
The tensor product (over B) of a correspondence E from A to B and a correspondence F from B to C is the unique correspondence E ⊙ F from A to C that is generated by elementary tensors x ⊙ y ∈ E ⊙ F with inner product
In particular, E ⊙ E * is identified with K(E) (via the map x ⊙ y * → xy * ) when viewed as the correspondence from K(E) to K(E), and E * ⊙ E is identified with B E (via the map x * ⊙ y → x, y ). Consequently, if M is a Morita equivalence from B to C, then under all the identifications that have been made, we may write
correspondence from B to C, then the correspondence C serves as right identity under tensor product, i.e. F ⊙ C = F (via y ⊙ c → yc), and (by nondegeneracy) B serves as left identity, i.e.
Summarizing: When F is a Hilbert B-module, then we may construct the Hilbert B a (E)-
K(E)-module, then we may construct the Hilbert B-module F ⊙ E and get back F as F =
(Here E need not be full.) Similarly, when F is a correspondence from B to C, then we may construct the correspondence E ⊙ F from B a (E) to C (which has strict left action of B a (E)) and, if E is full, we get back
from B a (E) to C with strict left action, then we may construct the correspondence E * ⊙ F from B to C and get back F as F = E ⊙ (E * ⊙ F). (Here E need not be full.)
1.3 Remark. It is the last property in the preceding summary that furnishes the essential idea for the representation theory in Theorem 1.4: Given a strict unital homomorphism ϑ :
The proof of Theorem 1.4 (and the proof of Theorem 1.14 for W * -modules) amounts to no more than working out the last part of the summary for explicit identifications. To understand the statement and proof, it is sufficient to know the tensor product of correspondences and the strict topology. It is not necessary to understand that E is a Morita equivalence from K(E) to B E . This observation explains only why the construction works and how to find it. The reader familiar with tensor products and the strict topology could have started reading this note immediately with Theorem 1.4.
On the other hand, the preceding identifications are made only up to isomorphism. The identification in the theorem is explicit and a good portion of this note is dedicated to showing that what intuition suggests is compatible with the explicit identifications chosen in the theorem.
In fact, we do not have much choice in writing down the identifications, because all objects are distinguished by universal properties. Taking into account these universal properties, all identifications become essentially unique; see [Ske04] for details. 
Theorem (Representation Theorem
P. To see that u is isometric, simply compute:
Since K(E) admits a bounded approximate unit u λ consisting of finite-rank operators and since ϑ is strict, we conclude that for all y ∈ F
Thus, u is also surjective. Finally,
a (E)).
Example.
Returning to the normal (and, therefore, strict) representation ϑ of B(G) on H with which we began this note, we find that H ϑ = G * ⊙ H, a tensor product that is balanced over B(G), with the action on H implemented by ϑ. It thus has much more structure than is revealed by thinking of it simply as a Hilbert space. Of course, it is possible to define H ϑ directly as the help with details. In particular, it does not explain why the kernel actually is positive definite, nor does it explain why the resulting Kolmogorov decomposition has the desired properties.
Only the fact that the canonical map G * × H → H ϑ is balanced over B(G) reveals the structure of H ϑ .
On the other hand, while the internal structure of H ϑ = G * ⊙ H is revealed through its formulation as a balanced tensor product, it is difficult to capture H ϑ in terms of concrete spaces.
(After all, G * ⊙H is an abstract space that must be constructed.) For example, in Bhat's approach [Bha96] , it is possible to identify H ϑ with the subspace ϑ(g 0 g *
for every unit vector g in G. But there is no canonical choice for g 0 and the subspace, of course, depends on g 0 . Arveson [Arv89] , on the other hand, captures a space H ′ ϑ , isomorphic to H ϑ , as an intertwiner space. However, this intertwiner space, formally, should be viewed not so much as a Hilbert space but rather as a correspondence from
This may sound like a total triviality, but it becomes quite significant when applied to compositions, where we find the "opposite" (i.e. covariant) correspondence between endomorphisms and tensor products, as opposed to the natural, contravariant correspondence as described in Theorem 1.14 below. (Tsireslon [Tsi00] showed that the product systems constructed by Bhat and by Arveson in that way, indeed, need not be isomorphic.) It should be noted that Bhat's use of the representation theorem for B(H) inspired the second author's approach to the representation theorem for B a (E) under the assumption that E has a unit vector,
i.e., a vector ξ such that ξ, ξ = 1 [Ske02] . On the other hand, Arveson's analysis of endomorphisms inspired the second author's approach to the representation theorem for endomorphisms of B a (E), when E is a full von Neumann module, in [Ske03] . These two proofs are quite different in spirit and are different from the proof of Theorem 1.4. An analysis of the differences will appear in [Ske04] ; see also the survey [Ske05b].
1.6 Remark. Also, we should note that Rieffel's imprimitivity theorem [Rie74a, Theorem 6.29] is Theorem 1.4 when F is a Hilbert space and with F(E) instead of B a (E) (plus, the irrelevant technical modifications that E be full and that B may be only a pre-C * -algebra). In fact, our proof of Theorem 1.4 is, really, a variation of the argument he employed for F(E) and, then, 
The following theorem shows that the choice of the multiplicity correspondence in the representation theorem is unique (provided fullness is assumed).
1.8 Theorem. Let E be a full Hilbert B-module and let F 1 and F 2 be correspondences from B to C. Suppose there exists a unitary u :
is the unique isomorphism u F 1 ,F 2 :
In particular, if u :
P. The proof is immediate simply by recalling the canonical identifications of F i and B⊙F i
and of E * ⊙ E and B as correspondences.
1.9 Remark. Actually, for the uniqueness part of the theorem the condition that E be full is also necessary. Indeed, if the range ideal B E = E * ⊙ E (viewed as correspondence from B to B) is not B, then both B and B E are correspondences from B to B inducing the identity
1.10 Observation. Also if E is not necessarily full, the middle step in (1.1) is still an iso-
If we view E as a full Hilbert B E -module, and if we view B E as a correspondence from B E
to B E so that B E ⊙ F i is a correspondence from B E to C, then under the assumptions of Theorem 1.4 we obtain: F ϑ is the unique correspondence from B E to C such that F = E ⊙ F ϑ (where the tensor product is taken over B E ) and ϑ(a) = a ⊙ id F ϑ . If F 2 is a correspondence from B to C such that F = E ⊙ F 2 and ϑ(a) = a ⊙ id F 2 , in other words, if the hypothesis of Theorem 1.8 are satisfied, with
and u is recovered as
where y is, first, an element of F ϑ that is, then, interpreted via (1.2) as an element of F 2 ⊃ F ϑ .
Roughly speaking, the elements x ⊙ y with y ∈ B E F 2 are total in E ⊙ F 2 .
Note that Remark 1.9 does not contradict the uniqueness statement. B is neither a Hilbert B E -module (its inner product does not take values in B E ) nor a correspondence from B E to B (because the left action of B E is degenerate). We can reformulate it in the following way:
The correspondence F ϑ = E * ⊙ F of Theorem 1.4 is the unique correspondence from B to C (fulfilling the stated property) that is also a correspondence from B E to C, that is,
(tensor product over B!).
Corollary. A full Hilbert B-module E and a full Hilbert C-module F have strictly isomorphic operator algebras (the isomorphism and its inverse are strict mappings), if and only if
there is a Morita equivalence M from B to C such that F E ⊙ M.
(including the strict topology that is induced by
) so that, finally, B a (F) and B a (E) are also strictly isomorphic.
is a strict homomorphism with strict inverse. By Theorem 1.4 there exist a correspondence M from B to C and a correspondence N from C to B such that ϑ is unitarily equivalent to B a (E) ∋ a → a ⊙ id M and ϑ −1 is unitarily equivalent to 
Corollary 1.11 suggests the problem of identifying the relation between the pair of correspondences associated with two homomorphisms ϑ 1 , ϑ 2 and the correspondence of their composition ϑ 2 •ϑ 1 . For the full case (implying uniqueness of the correspondences) we find, exactly as in the proof of Corollary 1.11, that the latter is isomorphic to the tensor product (in contravariant order) of the former. However, these are identifications up to isomorphism and now we want to know whether our concrete identifications in Theorem 1.4 are associative, i.e. we want to know whether they are compatible with the canonical identifications among multi-fold tensor products (making brackets superfluous) and other canonical identifications like E * ⊙ E = B via
(See the detailed discussion about the crucial difference between the statements "equal up to isomorphism" and "equal up to canonical isomorphism" in [Ske04] .) As an additional advantage, the results hold without the condition that the modules are full.
The generality in what follows is, of course, not necessary, but the notational convenience is considerable. All identifications are meant in the sense of Theorem 1.4 (F = E ⊙ F ϑ and ϑ(a) = a ⊙ id F ϑ ) and the other canonical identifications discussed above.
1.14 Theorem. Let E i be Hilbert B i -modules (i = 1, 2, . . .) and let ϑ i+1,i : ((a 2 a 3 )a 4 ) . . .)a j (a 2 acts to the left on a 3 , the result acts to the left on a 4 , and so forth). Therefore, iteration of such isomorphisms is associative.
For every choice of 1 ≤ i 1 < . . . < i j we define an isomorphism
(E i 1 ,i 2 ⊙ E * i 2 ) ⊙ (E i 2 ,i 3 ⊙ E * i 3 ) ⊙ (E i 3 ,i 4 ⊙ E * i 4 ) ⊙ . . . ⊙ (E i j−1 ,i j ⊙ E * i j ) −→ (E i 1 ,i j ⊙ E * i j ) by setting a 2 ⊙ a 3 ⊙ a 4 ⊙ . . . ⊙ a j −→ (. . .
By tensoring with E * i 1 from the left and with E i j (= E i j ,i j ) from the right, we obtain an isomorphism
E ϑ i 2 ,i 1 ⊙ E ϑ i 3 ,i 2 ⊙ . . . ⊙ E ϑ i j ,i j−1 −→ E ϑ i j ,i 1 ⊙ E ϑ i j ,i j = E ϑ i j ,i 1 .
Also these isomorphisms iterate associatively.
P. This follows simply by careful inspection of the identifications.
Remark. The isomorphism defined in 1 extends from
E k,ℓ ⊙ E * ℓ = K(E ℓ ) (with left action of K(E k ) via ϑ ℓ,k ) to the correspondences B a (E ℓ ) from B a (E k ) to B a (E ℓ ).
(For instance, if
E i = B (B unital) for all i so that ϑ i+1,i are just unital endomorphisms of B, then E ϑ ℓ,k and E k,ℓ coincide and the isomorphisms from 1 and 2 are the same.)
Assertion 2 suggests the notion of a nonstationary version of a product system. Indeed, if we set each B i = B and each E i = E and choose the ϑ i to form a semigroup ϑ (indexed by N 0 or R + ), then by 2 we obtain the product system ϑ as in [Ske02, Ske03] . Passing from 1 to 2 is an operation of Morita equivalence for correspondences as considered in [MS00] . While the product system of B a (E)-modules in 1 is one-dimensional and appears somewhat trivial, the Morita equivalent product system of B-modules in 2 can be very complicated. This appears already in the case when E is a Hilbert space (which, of course, may be understood in an identical fashion), as studied by Arveson [Arv89] .
We close this section with two results concerning W * -modules. The first is an analogue of For our purposes, the most convenient way to define a W * -module, E say, is to say that it is a self dual Hilbert module over a W * -algebra B. "Self duality", in turn, means that every bounded right linear mapping Φ : E → B has the form Φx = y, x for some (unique) 
We leave it to the reader to state and prove the W * -versions of all the other results we proved for Hilbert modules (Theorem 1.8, Observation 1.10, Corollary 1.11 and Theorem 1.14).
The following theorem is something of a mixture of the C These are the major ingredients of a proof of the following theorem. We leave it to the reader to fill in the details. 
2. ϑ(a)F sing = 0 for all a ∈ K(E) so that, in particular, F sing is invariant under ϑ(K(E)). 
If we identify E ⊙ E * ⊙ F with the norm closure of span ϑ(K(E))F in F via
P. Let F be generated by ϑ(EE * )F as a Hilbert module. Then the proof of Theorem 1.4 (as in [Rie74a] ) shows that F = E ⊙ E * ⊙ F and ϑ(xy
be complete is irrelevant as the tensor product is assumed completed:
Clearly, if ϑ possesses an extension to B a (E), then this extension is uniquely determined as
In particular, this representation extends further to B a (E) and it is strict.
The extension result when F a W * -module and generated as such by its submodule E⊙E * ⊙F follows by the mentioned extension result for operators defined on generating submodules. 
Remark. If
E is a pre-Hilbert module over a W * -algebra B and if E s is its unique extension as a W * -module, then it may be possible to extend ϑ to some portion of B a (E s ) ⊃ B a (E), but perhaps not to all of B a (E s ). We do not know what the precise details are. However, ϑ ex
Functors
In this section we discuss the functorial aspects of tensoring modules with a fixed correspondence. We utilize our representation theorem to furnish a new proof of Blecher's EilenbergWatts theorem [Ble97] . We also discuss relations between his approach and ours.
We denote by C * B the category whose objects are Hilbert B-modules and whose morphisms are adjointable mappings. Also, we denote by A C * B the category whose objects are correspondences from A to B and whose morphisms are adjointable mappings that intertwine the actions of A as morphisms. We denote the corresponding categories of W * -modules and There are two possibilities for tensoring with a fixed correspondence, namely, tensoring from the left and tensoring from the right. The second possibility is the one relevant for
Blecher's Eilenberg-Watts theorem. But before we focus on this second possibility, we quickly review some well-known facts about the first possibility, which is related to Rieffel's EilenbergWatts theorem [Rie74b] and to which we return in Remark 2.13. Let E be a correspondence from A to B. Then, for every C * -algebra C we obtain a functor l
It is also easy to see that l 
Now let us focus on the second possibility -tensoring on the right. Fix a correspondence F from B to C. Then we define a functor r F : C * B → C * C by setting
r F is a * -functor in the sense that r F (a * ) = r F (a) * . It is also strict in the sense that it is strictly continuous on bounded subsets of B a (E 1 , E 2 ) ⊂ B a (E 1 ⊕ E 2 ). (Note that for any * -functor r this is equivalent to saying that r is strongly continuous on bounded subsets, because being strict means being * -strongly continuous on bounded subsets, and being strongly continuous on bounded subsets, for a * -functor, implies that the functor is * -strongly continuous on bounded subsets.) Also the functor r F is an equivalence (of categories), if and only if F is a Morita equivalence. Further, we note that the functors r F compose contravariantly to tensoring, i.e.
Our goal is to show that every strict * -functor r : C * B → C * C arises as an r F for a suitable correspondence F from B to C. More precisely, we show that r is naturally equivalent to r F , for some F, meaning that for every object E ∈ C * B there is an isomorphism
for all objects E 1 , E 2 ∈ C * B and all morphisms a ∈ B a (E 1 , E 2 ).
If we focus on a single object E ∈ C * B , the restriction of r to B a (E) is a unital strict representation of B a (E) on r(E). Theorem 1.4 then provides us with the correspondence
and an isomorphism u E :
in order to prove the Eilenberg-Watts theorem we have to face two problems. First, we have to eliminate the dependence of F E on E. That is, we want to find a single F that works for all E.
(Observation 1.10 will provide us with the necessary tools.) Second, we have to show that not only does the equation
must be satisfied for a ∈ B a (E 1 , E 2 ) for every pair of Hilbert modules E 1 and E 2 . In the sequel, we will achieve both goals by showing that, in a suitable sense, r behaves "nicely" with respect to direct sums. That is, we show that a * -functor r from C * B to C * C must be additive.
Observation.
Since r is a functor, it can only be applied to objects E and to morphisms a. It cannot be applied to elements x ∈ E. However, it can be applied to rank-one operators xy * (x ∈ E 1 , y ∈ E 2 ). If we do so, then we have factorizations like r(axy * ) = r(a)r(xy * ) or r(x(ay) * ) = r(xy * )r(a * ). This key observation is central to our analysis and is used over and over again as a substitute for the (non-existant) values of r at points of E.
We start by listing several self-evident properties that every * -functor from C * B to C * C must satisfy.
2.2 Proposition. Every * -functor r : C * B → C * C sends projections p ∈ B a (E) to projections r(p) ∈ B a (r(E)) and, therefore, it sends partial isometries w ∈ B a (E 1 , E 2 ) to partial isometries
Further, since r(id E ) = id r(E) , the functor r sends isometries v ∈ B a (E 1 , E 2 ) to isometries r(v) ∈ B a (r(E 1 ), r(E 2 )) and, therefore, r sends unitaries u ∈ B a (E 1 , E 2 ) to unitaries r(u) ∈ B a (r(E 1 ), r(E 2 )). 
. We obtain the following chain of unitaries as a result.
The trick is to translate the part that contains the operator k i ⊙id F E , for which we do not yet know any explicit relation with the operator r(k i ), into an expression involving the operator p i ⊙ id F E , which we know is unitarily equivalent to r(p i ). Clearly, the resulting unitary
(To see this we just have to observe that the relevant action of a on an element
By Observation 1.10, F E i is isomorphic to the submodule span B E i F E of F E . To fix the isomorphism explicitly, we read (2.1) backwards. So let us choose an element
This establishes that y
discussed in Observation 1.10 (generalizing (1.1) to the not-necessarily-full case).
We apply this discussion to the direct sum B ⊕ E, where E is any object in C * B , and where k B and k E are the canonical injections. Consider the direct summand B. Since B is full, we
) is the isomorphism. On the other hand, if we focus on the direct summand E we see that F E span B E F B⊕E and
is the isomorphism. Moreover, we know that
The former is a subset k E E ⊙ F B⊕E of (B ⊕ E) ⊙ F B⊕E and the latter is isomorphic to r(E). Setting F := F B , we find that
2.4 Remark. Of course, we could define v E immediately via the formula
Is is easy to check that this defines an isometry. However, only the above chain of mappings together with the explanations preceding them show that the isometry is onto r(E). To conclude the argument we must show that the map E → v E is a natural transformation.
Choose a ∈ B a (E 1 , E 2 ) and x ∈ E 1 , b ∈ B, z ∈ r(B). Then
We have, thus, proved the following.
Theorem (Eilenberg-Watts theorem).
Let r : C * B → C * C be a strict * -functor. Then F = B * ⊙ r(B) is a correspondence in B C * C such that r F is naturally equivalent to r via the natural
Moreover, F is unique in B C * C . That is, ifF ∈ B C * C is another correspondence such that rF is naturally equivalent to r, then F F .
Corollary.
The functor r is determined by its restriction to the object B or, more generally, to any full Hilbert B-module E, and its endomorphisms.
We complement this with some more consequences of Theorems 1.4 and 1.8.
Proposition.
Every strict unital representation ϑ of B a (E) on a Hilbert C-module F extends to a strict * -functor r F ϑ . This functor is unique (up to natural equivalence), if E is full.
We list a few properties that hold for r F and, therefore, for every strict * -functor. 2.10 Remark. Theorem 2.6 holds for an arbitrary full subcategory of C * B , provided that the subcategory contains at least one full Hilbert B-module E f and with every object E also the direct sum E f ⊕ E. (Recall that to say a subcategory D of a category C is full means that given any two objects in D, all the morphisms between them that appear in C appear also in D.) 2.11 Remark. Theorem 1.4 plays a central role in the proof of Theorem 2.6, and one may wonder if it is possible somehow to obtain Theorem 1.4 from Theorem 2.6. The problem is that
given an E in C * B and a homomorphism ϑ : B a (E) → B a (F) for some F in C * C , then to apply Theorem 2.6 to ϑ, one must figure out how to extend ϑ directly to a functor r ϑ from C * B to C * C without passing through our Theorem 1.4. (Blecher's argument shows that it suffices, really, to extend ϑ to the full subcategory of C * B generated by the objects B, E, B ⊕ E.) For then we could follow Blecher and apply r ϑ to B to obtain a correspondence F B from B to C such that F = E ⊙ F B . Whether or not there is any evident functorial extension r ϑ of ϑ we don't know, but in any case, the process of passing through Theorem 2.6 to prove Theorem 1.4 seems far more complicated than the direct argument we provided for Theorem 1.4.
2.12 Remark. We wish to mention also that the hypotheses in Blecher's version of the Eilenberg-Watts theorem are slightly different from ours. He considers functors between categories of Hilbert modules where all the bounded right module mappings are morphisms (as in Proposition 2.9(2)). He must assume that his functors are bounded. When one of his functors is restricted to our category, the restriction is by definition a * -functor. Rieffel shows that a normal * -functor l between categories of normal unital representations of W * -algebras is naturally equivalent to a functor l F for a suitable W * -correspondence F. To connect this with Blecher's representation of a * -functor in terms of tensoring on the right, it is convenient to reformulate the whole discussion of W * -categories in the context of von Neumann categories, where, recall, one deals with concrete von Neumann algebras acting on specific Hilbert spaces and with modules that are realized as concrete spaces of operators, possibly between different Hilbert spaces. When this perspective is adopted, one finds a natural duality which carries a correspondence F from a von Neumann algebra B to a von Neumann algebra C to a correspondence, denoted F(F) or F ′ , from the commutant of C, C ′ , to the commutant of B, B ′ . This process is indeed a normal * -functor that generalizes naturally the process of forming the commutant of a von Neumann algebra, and this explains the notation and terminology: F(F) = F ′ is called the commutant of F. (The case C = B was discussed in [Ske03] and, independently, in [MS04] , and generalized to different algebras in [MS05] .) The restriction to C = C gives a duality, still denoted 
