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We propose a simple order-theoretic generalization, possibly nonmonotone, of set-
theoretic inductive deﬁnitions. This generalization covers inductive, co-inductive and
bi-inductive deﬁnitions and is preserved by abstraction. This allows structural opera-
tional semantics to describe simultaneously the ﬁnite/terminating and inﬁnite/diverging
behaviors of programs. This is illustrated on grammars and the structural biﬁnitary
small/big-step trace/relational/operational semantics of the call-by-value λ-calculus (for
which co-induction is shown to be inadequate).
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1. Introduction
The connection between the use of ﬁxpoints in denotational semantics [24] and the use of rule-based inductive deﬁnitions
in axiomatic semantics [15] and structural operational semantics (SOS) [28,30,29] can bemade by a generalization of inductive
deﬁnitions [2] to include co-inductive deﬁnitions [11]. It is then possible to generalize natural semantics describing ﬁnite
input/output behaviors [17] so as to also include inﬁnite behaviors [10]. This is necessary since the deﬁnition of the inﬁnite
behaviors cannot be derived from the ﬁnite big-step SOS behaviors.
1.1. Motivating example
Let us consider, for example, the choice operator E1|E2 where the evaluation of expression E1 either terminates (returning
the value a, written E1 ⇒ a) or does not terminate (written E1 ⇒ ⊥). Similarly for expression E2, either E2 ⇒ b or E2 ⇒ ⊥.
 This paper is a full version of the SOS’07 workshop paper: P. Cousot, R. Cousot, Bi-inductive structural semantics: (Extended Abstract), Electronic Notes
in Theoretical Computer Science 192(1) (2007) 29–44.
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For the semantics of the choice operator, we have three possible results {r | E1|E2 ⇒ r} ⊆ {a, b,⊥}, depending upon its
operational semantics. Several alternatives are considered below.
• Nondeterministic: an internal choice is made initially to evaluate E1 or to evaluate E2.
E1
E1|E2 a ⊥
E2
b {a, b} {⊥, b}
⊥ {a,⊥} {⊥}
• Parallel: evaluate E1 and E2 concurently, with an unspeciﬁed but fair scheduling, and return the ﬁrst available result
a or b.
E1
E1|E2 a ⊥
E2
b {a, b} {b}
⊥ {a} {⊥}
• Eager: evaluate E1 (or, respectively, E2) ﬁrst and then E2 (resp. E1) and return either result a or b.
E1
E1|E2 a ⊥
E2
b {a, b} {⊥}
⊥ {⊥} {⊥}
• Mixed left-to-right: evaluate E1 ﬁrst and either return its result a or evaluate E2 and return its results b.
E1
E1|E2 a ⊥
E2
b {a, b} {⊥}
⊥ {a,⊥} {⊥}
• Mixed right-to-left: evaluate E2 ﬁrst and either return its result b or evaluate E1 and return its results a.
E1
E1|E2 a ⊥
E2
b {a, b} {⊥, b}
⊥ {⊥} {⊥} .
Observe that all evaluations have exactly the same convergence big-step semantics. However, they differ on their diver-
gencebehaviors. It follows, for example, that an implementationof thenatural semantics [17]will have its divergingbehaviors
undeﬁned by the formal semantics hence determined by the behavior of the implementation. This is the case with left-to-
right evaluation Prolog implementation [3,13], but the problem is general and concerns the class of all implementations
that conform to the semantics, regardless of how they were produced. So the natural big-step convergence semantics is an
abstract semantics of programs which is not an exact match for its concrete operational semantics. This shows the need to
extend big-step/natural semantics to cope with inﬁnite behaviors.
1.2. Summary
The paper develops and illustrates the use of “bi-inductive” deﬁnitions in operational semantics.
Bi-inductive deﬁnitions enable both ﬁnitary and inﬁnitary behaviors to be described simultaneously [10,11].
Section2describes thegeneralmethodology.Hilbertproof systems [2]areextendedbyreplacing thepowerset 〈℘(U), ⊆〉of
the universeU by a complete partial order 〈D, 	〉. Themethod for deﬁning amap from awell-founded set to complete partial
orders combines well-founded recursion and structural inductive deﬁnitions described by using different, but equivalent,
forms: ﬁxpoint deﬁnition, equational deﬁnition, constraint-based (inequational) deﬁnition, and rule-based deﬁnition.
Section 3 recalls a few elements of abstract interpretation, including soundness and completeness.
Section 4 is a simple illustration of this approach to give a trace semantics to transition systems [6].
The semantics of context-free grammars in Section 5 combines the classical deﬁnitions of the ﬁnite and inﬁnite languages
generated by a grammar, which can be recovered by simple abstractions.
Section 6 is an application to the call-by-value λ-calculus. We introduce an original big-step trace semantics that gives
operationalmeaning to both convergent and divergent behaviors of programs. The compositional structural deﬁnitionmixes
induction for ﬁnite behaviors and co-induction for inﬁnite behaviors while avoiding duplication of rules between the two
cases. This big-step trace semantics excludes erroneous behaviors that gowrong. The other semantics are then systematically
derived by abstraction.
The big-step trace semantics is ﬁrst abstracted to a relational semantics and then to the standard big-step or natural
semantics. These abstractions are sound and complete in that the big-step trace and relational semantics describe the same
converging or diverging behaviors while the big-step trace and natural semantics describe the same ﬁnite behaviors. The
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big-step trace semantics is then abstracted into a small-step semantics, by collecting transitions along traces. This abstraction
is sound but incomplete in that the traces generated by the small-step semantics describes convergent, divergent, but also
erroneous behaviors of programs. This shows that trace-based operational semantics can be much more informative than
small-step operational semantics.
2. Structural order-theoretic inductive deﬁnitions
We introduce different forms of structural order-theoretic inductive deﬁnitions and prove their equivalence.
2.1. Dcpos and complete lattices
Let 〈S, 	〉 be a poset [12]. A chain in the poset 〈S, 	〉 is a subset of S such that any two elements in the chain are comparable
by	. A directed complete partial order (dcpo) is a poset such that any chain has a least upper bound (lub denoted unionsq). For the
empty chain the lub is the inﬁmum ⊥ of S. A complete lattice is a poset such that any subset has a lub. If I is a set and 〈S, 	〉
is a poset (resp. dcpo, complete lattice) then the pointwise extension 〈I −→ S, 	˙〉 with f 	˙ g  ∀i ∈ I : f (i) 	 g(i) is a poset
(resp. dcpo, complete lattice) and similarly for the pointwise extension 〈I′ −→ (I −→ S), 	¨〉 of 〈I −→ S, 	˙〉.
2.2. Syntax
Structural inductive deﬁnitions are by induction on the syntactic structure of the program. We understand a language L
as a set of nonempty “syntactic components” (including programs). For example, the λ-calculus has λ y . λ x . a, y, λ x . a,
x and a among its “syntactic components”. A component is “atomic” or else has ﬁnitely many “strict subcomponents”
such as y, λ x . a, x and a for λ y . λ x . a. For simplicity, these subcomponents are assumed to be distinct two-by-two (for
example, thanks to unique labels). The corresponding cover relation is  −≺ ′ on L meaning that  is a “strict immediate
syntactic subcomponent” of ′. For example, y −≺ λ y . λ x . a and λ x . a −≺ λ y . λ x . a while x −≺ λ x . a and a −≺ λ x . a but
a −≺ λ y . λ x . a. As a shorthand reminiscent of the grammatical notation, we write λ y . λ x . a ::= y, λ x . a and λ x . a ::= x, a
where the “strict immediate syntactic subcomponents” are given in left-to-right order (in fact any total order would do).
More generally, to completely abstract away from syntax, we let 〈L, 〉 be a partially ordered set where is well founded
and≺ is the corresponding strict relation. We write−≺ for the corresponding cover relation that is x −≺ y if and only if x ≺ y
and  ∃z : x ≺ z ≺ y. The cover relation−≺ should have ﬁnite left images ∀ ∈ L : |{′ ∈ L | ′ −≺ }| ∈ N1.We let∏′−≺′ be the
tuple of elements covered by  and given in some total order
∏
′−≺′ = 1, . . . , n so that {1, . . . , n} = {′ ∈ L | ′ −≺ } and
write  ::= 1, . . . , n for brevity with n = 0 for atoms (such that ∀′ ∈ L : ′ −≺ ).
2.3. Semantic domains
For each “component”  ∈ L, we consider a semantic domain 〈D, 	, ⊥, unionsq〉 which is assumed to be a dcpo.
2.4. Variables
For each “component”  ∈ L, we consider variables X, Y,… ranging over the semantic domainD.We drop the subscript 
when the corresponding semantic domain is clear fromthe context (e.g. the semantic domain is the same for all “components”
i.e. ∀ ∈ L : D = D).
2.5. Transformers
For each “component”  ∈ L, we let  be indexed sequences (totally ordered sets). For example if the semantics of the
“component”  is deﬁned by a sequence of rules labeled (R1), ..., (Rn) in that order, then we can deﬁne  = R1, …, Rn. We
write
∏
i∈xi when considering the sequence 〈xi, i ∈ 〉 ∈  −→ S of elements of a set S as a vector of
∏
i∈S.
For each element i ∈  of the sequence, we consider transformers Fi ∈ D × D1 . . . × Dn −→ D where  ::= 1 . . . n.
When n = 0, we have Fi ∈ D −→ D.
The transformers are said to be 	-monotone in their ﬁrst parameter (	-monotone for brevity), whenever ∀i ∈ ,  ::=
1, . . . , n, X ,Y ∈ D,X1 ∈ D1 , . . . ,Xn ∈ Dn : X 	 Y ⇒ Fi(X ,X1, . . . ,Xn) 	 Fi(Y ,X1, . . . ,Xn).
2.6. Join
For each “component”  ∈ L, the join 

∈ ( −→ D) −→ D is used to gather alternatives in formal deﬁnitions. For
brevity, we write 

(
∏
i∈Xi) =

 i∈Xi, leaving implicit the fact that the Xi should be considered in the total order given
by the sequence .
Most often, the order of presentation of these alternatives in the formal deﬁnition is not signiﬁcant. In this case, is just
a set and the join may often be deﬁned in term of a binary join 

∈ (D × D) −→ D, which is assumed to be associative
1 |S| is the cardinality of set S andN is the set of natural numbers.
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and commutative, as 

(
∏
i∈Xi)

 i∈Xi. The binary join may be different from the least upper bound (lub) unionsq of the
semantic domain D.
The join operator is said to be componentwise	-monotonewhenever (∀〈Xi, i ∈ 〉 : ∀〈Yi, i ∈ 〉 : (∀i ∈  : Xi 	 Yi) ⇒

(
∏
i∈
Xi) 	


(
∏
i∈
Yi)). This is the case when the binary join is 	-monotone.
2.7. Fixpoint deﬁnitions
A ﬁxpoint deﬁnition has the form
∀ ∈ L : Sf [[]] = lfp	 Ff [[]]
where Ff [[]]  λX .

 i∈F
i
(X ,
∏
′−≺
Sf [[′]])
and lfp
	
is the partially deﬁned 	-least ﬁxpoint operator on a poset 〈P, 	〉.2 To emphasize structural composition when
 ::= 1, . . . , n, we write
∀ ∈ L : Sf [[ ::= 1, . . . , n]] = lfp	 λX .

 i∈F
i
(X ,Sf [[1]], . . . ,Sf [[n]]) .
Hypothesis 1. It is assumed that the least ﬁxpoint lfp
	 Ff [[]] does exist.
Hypothesis 1 holds in the event of monotony.
Lemma 2. If λX . Fi(X ,
∏
′−≺Sf [[
′]]) is monotone for all i ∈  and is monotone then ∀ ∈ L : Sf [[]] is well deﬁned.
Proof. Assume, by induction on ≺, that Sf [[′]] is well deﬁned for all ′ −≺ . λX .

 i∈F
i
(X ,
∏
′−≺Sf [[
′]]) is monotone
since λX . Fi(X ,
∏
′−≺Sf [[
′]]) is monotone for all i ∈  and is monotone by hypothesis. It follows that the least ﬁxpoint
lfp
	 Ff [[]] does exist in the dcpo 〈D, 	〉 as shown by [7]3 (or [27] without the axiom of choice, see [18,21] for historical
perspectives), proving that Sf [[]] is well deﬁned. 
Deﬁnitions without ﬁxpoint or join can nevertheless be encompassed as ﬁxpoints such as

 i∈F
i
(Sf [[1]], . . . ,Sf [[n]]) =
lfp
	
λX .

 i∈F
i
(Sf [[1]], . . . ,Sf [[n]]) or without join Fi(Sf [[1]], . . . ,Sf [[n]]) = lfp
	
λX .

 i′∈{i}F
i′
 (Sf [[1]], . . . ,Sf [[n]]).
2.8. Equational deﬁnitions
An equational deﬁnition has the form
〈Se[[]],  ∈ L〉 is the componentwise 	-least 〈X,  ∈ L〉 satisfying the system of equations
X =

 i∈F
i

(
X,
∏
′−≺X′
)
,  ∈ L .
Lemma 3. If Hypothesis 1 holds then ∀ ∈ L : Se[[]] = Sf [[]].
Proof. We prove, by induction on ≺, that the componentwise 	-least such 〈X,  ∈ L〉 satisﬁes ∀ ∈ L : Se[[]] = Sf [[]]. For
the base case ∃ ′ −≺ , Se[[]] is the	-least X such that X =

 i∈F
i
(X) that is Sf [[]] = lfp
	
λX .

 i∈F
i
(X) by deﬁnition
and existence of the 	-least ﬁxpoint. Otherwise X′ = Se[[′]] = Sf [[′]] for all ′ −≺  by induction hypothesis and so Se[[]]
is the 	-least X such that X =

 i∈F
i
(X,
∏
′−≺Sf [[
′]]), that is lfp	 Ff [[]] = Sf [[]] by deﬁnition and existence of the
	-least ﬁxpoint. 
2 We write lfp
	
a
f for the 	-least ﬁxpoint of f ∈ P −→ P which is 	-greater than or equal to a ∈ P if any. If P has an inﬁmum ⊥ ∈ P then lfp	 f = lfp	⊥ f .
The dual partially deﬁned greatest ﬁxpoint operator is gfp
	
.
3 The complete lattice hypothesis is not used in [7] to prove the existence of the least ﬁxpoint of monotone partial functions on a poset. It follows from
the well deﬁnedness of transﬁnite iterates from pre-ﬁxpoints, in particular for limit ordinals. This hypothesis, which is weaker than dcpos, would also be
sufﬁcient in this paper when assuming monotony.
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2.9. Constraint-based deﬁnitions
A constraint-based deﬁnition has the form:
〈Sc[[]],  ∈ L〉 is the componentwise 	-least 〈X,  ∈ L〉 satisfying the system of constraints (inequations)


i∈
Fi
(
X,
∏
′−≺
X′
)
	 X,  ∈ L .
Lemma 4. If ∀ ∈ L, Ff [[]] is 	-monotone then ∀ ∈ L : Sc[[]] = Sf [[]].
Proof. We prove, by induction on ≺, that Sc[[]] = Sf [[]]. Assume this is true for all ′ −≺ . So Sc[[]] is the 	-least
X such that

 i∈F
i
(X,
∏
′−≺Sf [[
′]]) 	 X. Then the ﬁxpoint property Sf [[]] =

 i∈F
i
(Sf [[]],
∏
′−≺Sf [[
′]]) implies
 i∈F
i
(Sf [[]],
∏
′−≺Sf [[
′]]) 	 Sf [[]] since 	 is reﬂexive, proving that at least one such X does exist. By transﬁnite
induction, all transﬁnite iterates for Ff [[]] from ⊥ (which do exist in a dcpo [7]) are 	-less than or equal to any such X.
Because Sf [[]] = lfp	 Ff [[]] is one of these iterates we conclude that Sc[[]] does exist and, by antisymmetry, is Sf [[]]. 
In absence of monotony, as shown on the example below, the least ﬁxpoint deﬁnition and the constraint-based deﬁnition
may not coincide, since 0 = F(∞)∞ = lfp	 F .
2.10. Rule-based deﬁnitions
A rule-based deﬁnition is a sequence of rules of the form
X
Fi
(
X,
∏
′−≺Sr [[
′]]
) 	  ∈ L, i ∈ 
where the premise and conclusion are elements of the 〈D, 	〉 cpo. When understanding the rule in logical form (where
the premise is a statement that is assumed to be true and fromwhich a conclusion can be drawn), the following formmight
be preferred
X 	 Sr [[]]
Fi
(
X,
∏
′−≺Sr [[
′]]
)
	 Sr [[]]
	  ∈ L, X ∈ D, i ∈ 
If Fi does not depend upon the premise X, it is an axiom. In such presentations, the join  of the alternatives is left
implicit.4 To make it explicit, we can rewrite such deﬁnitions in the form
X 	 Sr [[]]
 i∈F
i

(
X,
∏
′−≺Sr [[
′]]
)
	 Sr [[]]
	  ∈ L, X ∈ D . (1)
The formal deﬁnition of the join makes explicit whether the order of presentation of the rules does matter, or not. When it
does not, the join can be deﬁned using a binary associative and commutative join. This binary join can even be left implicit
and, by associativity and commutativity, the rules can be given in any order. This will be the case for the examples provided
in Sections 5 and 6.
Themeaning of a rule-based deﬁnition (1) is
Sr [[]]  lfp	 λX .

 i∈F
i

(
X ,
∏
′−≺Sf [[′]]
)
where, by Hypothesis 1, the ﬁxpoint of the consequence operator is assumed to exist.
4 This is the case in Hilbert’s formal systems, see Section 2.12.
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A D ∈ D is provable if and only if it has a proof that is a transﬁnite sequence5 D0, . . . ,Dλ of elements of D such that
D0 = ⊥, Dλ = D and for all 0 < δ  λ, Dδ 	

 i∈F
i
(
⊔
 β<δ
Dβ ,
∏
′−≺Sr [[′]]).
The proof-theoretic meaning of a rule-based deﬁnition (1) is
Sp[[]] 
⊔

{D ∈ D | D is provable} .
Lemma 5. If ∀ ∈ L, Ff [[]] is 	-monotone then ∀ ∈ L : Sp[[]] = Sf [[]].
Proof. The proof is by induction on ≺, so assume ∀′ −≺  : Sp[[′]] = Sf [[′]]. The limit Sf [[]] of the ultimately stationary
transﬁnite iterates for λX .

 i∈F
i
(X ,
∏
′−≺Sp[[′]]) = Ff [[]] from ⊥ (which does exist in a dcpo [7]) belongs to {D ∈ D |
D is provable} since	 is reﬂexive. Any other proof is upper-bounded by these iterates and so if D is provable then D 	 Sf [[]]
proving that the least upper bound (lub)
⊔

{D ∈ D | D is provable} does exist and is precisely Sf [[]]. 
2.11. Equivalence of the order-theoretic inductive deﬁnitions
Theorem 6. Hypothesis 1 implies that ∀ ∈ L : S[[]]  Sf [[]] = Se[[]] = Sr [[]]. If ∀ ∈ L, Ff [[]] is 	-monotone then S[[]] =
Sc[[]] = Sp[[]].
This generalization of [2] could also include a game-theoretic version (the game semantics [1] being of quite different
nature). The closure-condition version [2] is also easy to adapt.
2.12. Example: inductive deﬁnitions
The classical inductive deﬁnition [2] of a subset S of a universe U by rules
{
Pi
ci
∣∣∣∣ i ∈ I} where Pi ⊆ U and ci ∈ U, i ∈ I
can be written
X ⊆ S
{ci | Pi ⊆ X} ⊆ S
⊆, i ∈ I or Pi ⊆ X , X ⊆ S
ci ∈ S
⊆, i ∈ I that is Pi ⊆ S
ci ∈ S
⊆, i ∈ I for short. So 〈L, 〉  〈{ }, =〉 where
stands for the void syntactic component, 〈D , 	 , ⊥ , unionsq 〉  〈℘(U), ⊆, ∅, ∪〉,   I, for a given i ∈ I, Fi ∈ ℘(U) −→ ℘(U) is
Fi(X) {ci | Pi ⊆ X} and

 ⋃ thus deﬁning S = lfp⊆ λX . {ci | i ∈ I ∧ Pi ⊆ X}.
2.13. Reduction of order-theoretic inductive deﬁnitions
An element x of a poset 〈D, 	〉 is (complete) join irreducible if and only if for all X ⊆ D such that x =⊔X we necessarily
have x ∈ X . Observe that if 〈D, 	〉 has an inﬁmum ⊥ then ⊥ is not join irreducible since ⊥ =⊔∅ but ⊥ ∈∅. We let J (D) be
the set of join irreducibles of D. If x ∈ D, we deﬁne J (x) {y ∈ J (D) | y 	 x}.
A poset 〈D, 	〉 satisﬁes the descending chain condition (DCC) if and only if every denumerable descending chain x0  x1 
… in D is ﬁnite that is xk = xk+1 = … for some k ∈ N.
If 〈D, 	〉 is a poset satisfying (DCC) then for all ∀x ∈ D : x =⊔J (x). The proof is an easy generalization of [12, Proposition
2.45].
In case 〈D, 	〉 satisﬁes (DCC), we let {Fij (Pi,
∏
′−≺Sf [[′]]) | j ∈ i} J (Fi(Pi,
∏
′−≺Sf [[′]])) for all i ∈  and deﬁne the
reduced inductive deﬁnition as
∀ ∈ L : SJ
f
[[]] = lfp	 λX . 

i∈
⊔

j∈i
F
ij

(
X ,
∏
′−≺Sf [[′]]
)
and similarly for the equivalent forms.
Lemma 7. If 〈D, 	〉,  ∈ L satisﬁes (DCC) then SJf [[]] = Sf [[]].
Proof. By join irreducibility Fi(X ,
∏
′−≺Sf [[′]]) =
⊔

J (Fi(X ,
∏
′−≺Sf [[′]])) =
⊔
 j∈i
F
ij
 (Pi,
∏
′−≺Sf [[′]]) by deﬁnition. 
For example, 0 ∈ E , X ⊆ E{n | n+ 2 ∈ X} ⊆ E ⊆ can be simpliﬁed into 0 ∈ E ,
n ∈ E
n+ 2 ∈ E ⊆.
5 In the classical case [2], the ﬁxpoint operator is continuous hence proofs are ﬁnite.
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2.14. Bi-semantic domains
Toaccount for terminating/ﬁnite anddiverging/inﬁniteprogrambehaviors,we consider bi-semantic domains [10] consist-
ing, for each  ∈ L, of a ﬁnitary semantic domain (of ﬁnite program behaviors) 〈D+ , 	+ , ⊥+ ,
⊔+

〉 and an inﬁnitary semantic
codomain (of inﬁniteprogrambehaviors) 〈D− , 	− , ⊥− ,
⊔−

〉whichareassumed tobedcpos (respectively, complete lattices).
They are combined into a bi-semantic domain (of biﬁnite program behaviors) D thanks to a projection π+ ∈ D −→ D+ ,
a coprojection π− ∈ D −→ D− , and a constructor π ∈ D+ × D− −→ D satisfying ∀x ∈ D+ , y ∈ D− : π+ (π(x, y)) = x and
π− (π(x, y)) = ywhile ∀X ∈ D : π(π+ (X),π− (X)) = X . Examples are the cartesian product, disjoint union or union of disjoint
sets. The bi-semantic domain 〈D, 	, ⊥, unionsq〉 is then a dcpo (respectively, a complete lattice) by deﬁning X+  π+ (X),
X−  π− (X), X 	 Y  (X+ 	+ Y+) ∧ (X− 	− Y−), and
⊔
 i∈IXi  π(
⊔+
 i∈IX
+
i
,
⊔−
 i∈IX
−
i
).
2.15. Bi-semantic ﬁxpoints
Lemma 8. Let L+ and L− be apartition of the set L. For all X ,Y ⊆ L,deﬁneX+  X ∩ L+,X−  X ∩ L−,and (X 	 Y) (X+ ⊆ Y+) ∧
(X− ⊇ Y−). Let F ∈ ℘(L) −→ ℘(L) be⊆-monotone6 such that ∀X ⊆ L : (F(X))+ = F(X+).Deﬁne F+(X) (F(X+))+,S+ = lfp⊆ F+,
F−(X) (F(S+ ∪ X−))−,S− = gfp⊆ F−. ThenS S+ ∪S− = lfp	 F .
Proof. 〈℘(L), ⊆〉 is a complete lattice and F is ⊆-monotone when so are F+ and F− proving that lfp⊆ F+ and gfp⊆ F− exist by
Tarski’s ﬁxpoint theorem [33]. We ﬁrst prove thatS is a ﬁxpoint of F .
S
= S+ ∪S−
= F+(S+) ∪ F−(S−) by ﬁxpoint deﬁnitionsS+  lfp⊆ F+ andS−  gfp⊆ F−
= (F(S+))+ ∪ (F(S+ ∪S−))− def. F+ and F−
= (F(S))+ ∪ (F(S))− since (F(S+))+ = (F(S))+ andS = S+ ∪S−
= F(S) since∀X ⊆ L : X = X+ ∪ X−
To prove that S is the 	-least ﬁxpoint of F , let T be another ﬁxpoint of F that is T = F(T). It follows that T+ ∪ T− =
(F(T))+ ∪ (F(T))− so T+ = (F(T))+ and T− = (F(T))− since L+ ∩ L− =∅. Therefore T+ = (F(T))+ = (F(T+))+ = F+(T+) hence
S+ ⊆ T+ since S+  lfp⊆ F+. Moreover T− = (F(T))− = (F(T+ ∪ T−))− ⊇ (F(S+ ∪ T−))− = F−(T−) by ⊆-monotony of F . It
follows that T− ⊆ S− by Tarski’s ﬁxpoint theorem [33] for gfp⊆ F− . We conclude thatS 	 T by def. of 	. 
The lemma can be easily generalized to any bi-semantic domain as deﬁned in the previous Section 2.14.
2.16. Sequences
Given a set S (for example, a set of states in Section 4, a ﬁnite terminal alphabet in Section 5 or a set of terms in Section
6), we let S be the set of ﬁnite sequences over the set S including the empty sequence 	, S+  S \ {	}, Sω be the set of
inﬁnite sequences over S , S∝  S ∪ Sω be the set of ﬁnite or inﬁnite sequences over S ,7 and S∞  S+ ∪ Sω be the set
of nonempty ﬁnite or inﬁnite sequences over S . We let |σ | ∈ N ∪ {ω} be the length of σ ∈ S∝, in particular |	| = 0 and Sn
 {σ ∈ S | |σ | = n}. We let • be the concatenation of traces so that 	 • σ = σ • 	 = σ and σ • ς = σ when σ ∈ Sω . If σ ∈ S+
then |σ | > 0 and σ = σ0 • σ1 • . . . • σ|σ |−1. If σ ∈ Sω then |σ | = ω and σ = σ0 • σ1 • . . . • σn • . . .. For sentences over an alphabet in
Section 5, we denote concatenation • by juxtaposition so σ = σ0σ1 . . . σ|σ |−1 ∈ S and σ = σ0σ1 . . . σn . . . ∈ Sω .
GivenX ,Y ∈ ℘(S∝),wedeﬁneX  X ∩ S ,X+  X ∩ S+,Xω  X ∩ Sω andX 	 YX ⊆ Y  ∧ Xω ⊇ Yω , so that 〈℘(S∝),
	, Sω , S , unionsq, 〉 is an example of bi-semantic domain as deﬁned in Section 2.14. It is a complete lattice with lub X unionsq Y 
(X ∪ Y  ) ∪ (Xω ∩ Yω). Similarly, for the bi-semantic domain 〈℘(S∞), 	, Sω , S+, unionsq, 〉.
3. Abstraction
We consider a simple form of abstraction based on a continuous abstraction function α [9], which includes the particular
case of a Galois connection [8] (denoted 〈P, 〉 −−→←−−
α
γ 〈Q , 	〉, or 〈P, 〉 −−→−←−−−
α
γ 〈Q , 	〉 when α is onto, where 〈P, 〉 and 〈Q , 	〉
are posets, and ∀x ∈ P : ∀y ∈ Q : α(x) 	 y ⇐⇒ x  γ (y)).
6 But not necessarily 	-monotone.
7 The “proportional to” symbol ∝ is used as a pictogram similar to “inﬁnity” ∞ but with the possibility of emptiness.
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For all  ∈ L, we let 〈D, 	, ⊥, unionsq〉 be dcpos, Fi ∈ D × D1 . . . × Dn −→ D, i ∈  bemonotone in their ﬁrst parameter,
and deﬁne the abstract semantics S f [[]] in one of the equivalent forms of Theorem 6.
If α ∈ D −→ D, we say that the abstract semantics 〈S[[]],  ∈ L〉 is soundwith respect to the concrete semantics 〈S[[]],
 ∈ L〉 if and only if ∀ ∈ L : α(S[[]]) 	 S[[]]. It is complete whenever ∀ ∈ L : S[[]] 	 α(S[[]]). The following theorem
provides a sufﬁcient soundness and completeness condition.
Theorem 9. If the Fi and F
i
 aremonotone in their ﬁrst parameter, the join operators


and


are componentwisemonotone, the
α ∈ D −→ D,  ∈ L are strict and continuous (in particular 〈D, 	〉 −−−→←−−−
α
γ 〈D, 	〉 is a Galois connection) and the Fi commute
with the F
i
 up to α i.e. ∀ ∈ L : ∀X 	 S[[]] : ∀X′ ∈ D′ , ′ ≺  :


i∈
F
i

(
α(X),
∏
′≺
α′ (X′ )
)
= α
⎛
⎝

i∈
Fi(X,
∏
′≺
X′ )
⎞
⎠
then S[[]] = α(S[[]]).
Proof. By induction on ≺ using the ﬁxpoint deﬁnition of S[[]] and S[[]], and [8, 7.1.0.4-(3)]. 
4. Order-theoretic inductive deﬁnitions of the trace semantics of transition systems
We let  be a set of states and τ ⊆  ×  be a transition relation on . We consider the bi-semantic domain 〈℘(∞), 	,
ω , +, unionsq, 〉 deﬁned in Section 2.16 and the trace semantics
S  ⋃n>0{σ ∈ n | ∀i ∈ [0,n− 1[: 〈σi, σi+1〉 ∈ τ ∧ ∀s ∈  : 〈σn−1, s〉 ∈ τ } ∪ {σ ∈ ω | ∀i ∈ N : 〈σi, σi+1〉 ∈ τ } .
Since the semantics is not deﬁned by structural induction, we deﬁne L { } where is a void syntactic component and
≺∅. We let
τ˙  {σ ∈ + | |σ | = 1 ∧ ∀s ∈  : 〈σ0, s〉 ∈ τ } blocking state traces
τ ◦ X  {σ0 • σ1 • ς ∈ ∞ | 〈σ0, σ1〉 ∈ τ ∧ σ1 • ς ∈ X} transition preﬁx
F(X)  τ˙ ∪ τ ◦ X trace transformer.
The trace transformer F is 	-monotone, indeed upper-continuous. The ith iterate Fi of F from ω is
Fi = ⋃i−1n=0{σ ∈ n | ∀i ∈ [0,n− 1[: 〈σi, σi+1〉 ∈ τ ∧ ∀s ∈  : 〈σn−1, s〉 ∈ τ }∪ {σ0 • . . . • σi . . . • ς ∈ ω | ∀k ∈ [0, i − 1[: 〈σk , σk+1〉 ∈ τ }
so that S =
⊔
i∈N
Fi = lfp	 F [6]. In rule-based form, we have
τ˙ ∈ S σ ∈ S
τ ◦ σ ∈ S
	 .
The trace transformer F is 	-monotone for transition systems and for grammars considered in next Section 5 but no longer
for the big-step trace semantics of the call-by-value λ-calculus considered in Section 6.3.
5. Structural order-theoretic inductive deﬁnitions of the semantics of context-free grammars
TheGinsburg-Rice/Chomsky-Schützenberger theorem [4,14,31] shows that the terminal language generated by a context-
freegrammarcanbeexpressed in ⊆˙-leastﬁxpoint form.Thiswasextended to the inﬁnite languagegeneratedbyacontext-free
grammar by Nivat [26] using ⊆˙-greatest ﬁxpoints. To illustrate bi-inductive structural deﬁnition on a simple example, we
deﬁne the biﬁnite semantics of grammars mixing the least ﬁxpoint for ﬁnite sentences and the greatest ﬁxpoint for inﬁnite
sentences.
5.1. Metasyntax of grammars
The (meta-)language L {	} ∪T ∪N ∪R ∪P ∪S ∪G is deﬁned by the following (meta-)grammar (T ∩N =∅)
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	 ∈ T ∪N empty sentence
T ∈ T terminals
N ∈ N nonterminals
R ∈ R righthand sides
R ::= T R | N R | 	
P ∈ P productions
P ::= N → R
S ∈ S sets of productions
S ::= P | P S
G ∈ G grammars
G ::= S
8
As usual N ::= α | β is a shorthand for the two grammar rules N ::= α and N ::= β. To avoid confusion, the left-hand
side N of a grammar rule is separated from the right-hand side α by ::= in the meta-grammar (N ::= α) and by → in the
grammar (N → α). The “strict immediate subcomponent” relation −≺ on the meta-language L is deﬁned as T −≺ T R, R −≺
T R, N −≺ N R, R −≺ N R, 	 −≺ R (when R ::= 	), R −≺ N → R, P −≺ S (when S ::= P), P −≺ P S, S −≺ P S, and S −≺ G
(when G ::= S). Hence −≺ is well founded since sentences in the meta-language (that is grammars) are assumed to be
ﬁnite.9
5.2. Fixpoint structural biﬁnite semantics of grammars
The biﬁnite semantics S[[G]] ∈ N −→ ℘(T∝) of grammarsG is deﬁned in ﬁxpoint form by structural induction (on≺). Re-
call from Section 2.16 that 〈N −→ ℘(T∝), 	˙, λN . Tω , λN . T  , u˙nionsq, ˙〉 is a complete lattice for the pointwise
ordering 	˙.
S[[	]] ∈ {	} S[[T]] ∈ T
S[[T]]  T
S[[N]] ∈ N
S[[N]]  NS[[	]]  	
S[[R]] ∈ (N −→ ℘(T∝)) −→ ℘(T∝)
S[[R ::= T R′]]  (λ ρ . {S[[T]]}) •˙ S[[R′]]
S[[R ::= N R′]]  (λ ρ . ρ(S[[N]])) •˙ S[[R′]]
S[[R ::= 	]]  λ ρ . {S[[	]]}
S[[P]] ∈ (N −→ ℘(T∝)) −→ (N −→ ℘(T∝))
S[[P ::= N → R]]  λ ρ . λN′ .™N′ = N S[[R]]ρ Tωš
S[[S]] ∈ (N −→ ℘(T∝)) −→ (N −→ ℘(T∝))
S[[S ::= P]]  S[[P]]
S[[S ::= P S′]]  S[[P]] ∪¨ S[[S′]]
S[[G]] ∈ N −→ ℘(T∝)
S[[G ::= S]]  lfp	˙ S[[S]]
where •˙ is sentence concatenation • extended elementwise and pointwise; ∪¨ is the pointwise extension of ∪˙, itself the
pointwise extension of ∪; and ™tt a bš = a, ™ff a bš = b is the conditional.
Theorem 10. ∀G ∈ G : S[[G]] is well deﬁned.
Proof. If L, L1, L2 ⊆ T∝ and L1 	 L2 then L1 ⊆ L2 and Lω1 ⊇ Lω2 so L1 • L = L1 • L ∪ Lω1 	 L2 • L ∪ Lω2 = L2 • L since L1 • L ⊆
L
2
• L and Lω
1
⊇ Lω
2
. Moreover L • L1 = L • L1 ∪ Lω = L • L1 ∪ L • Lω1 ∪ Lω 	 L • L2 ∪ L • Lω2 ∪ Lω = L • L2 ∪ Lω = L • L2 since L • L1
⊆ L • L
2
and L • Lω
1
∪ Lω ⊇ L • Lω
2
∪ Lω . Therefore • is 	-monotone hence so is •˙ pointwise. It follows, by induction on the
“strict immediate subcomponent” relation −≺, that ∀S ∈ S : S[[S]] is 	˙-monotone so lfp	˙ S[[S]] exists and ∀G ∈ G : S[[G]] is
well deﬁned. 
Example 11. For the grammarG deﬁned by the rules X → aX, X → b, we have the followingmetasyntax tree whose nodes
are decorated with their semantics
8 N is the set of nonterminals whileN is the set of natural numbers.
9 Observe that for a meta-grammar rule A ::= B1 . . .Bn where the nonterminals B1, …, Bn respectively derive into the terminal sentences β1, …, βn so
that A derives into α = β1 . . . βn , we have β1 −≺ α, …, and βn −≺ α and we write, as deﬁned in Section 2.2, α ::= β1 . . . βn . In the metagrammar, we use the
same symbols for A, B1, …, Bn and α, β1, …, βn!.
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The semantics of the grammar G is therefore
S[[G]]  lfp	˙ λ ρ . λN′ .™N′ = X ({a} • ρ(X)) ∪ {b} Tωš
= λN′ .™N′ = X {aω} ∪ {anb | n 0} Tωš
which is the 	˙-least solution of the more traditional system of equations [4,14,26,31] (where X  ρ(X) and N  ρ(N)){
X = ({a} • X) ∪ {b}
N = Tω when N /= X .
The 	˙-least solution for the X component is computed iteratively as
X0 = Tω
X1 = ({a} • X0) ∪ {b}
= ({a} • Tω) ∪ {b}
X2 = ({a} • X1) ∪ {b}
= ({a} • (({a} • Tω) ∪ {b})) ∪ {b}
= ({aa} • Tω) ∪ {ab, b}
. . . . . . . . .
Xn = ({an} • Tω) ∪⋃0i<n{aib} induction hypothesis
Xn+1 = ({a} • Xn) ∪ {b}
= ({a} • (({an} • Tω) ∪⋃0i<n{aib})) ∪ {b}
= {an+1} • Tω ∪⋃0i<n{ai+1b} ∪ {b}
= {an+1} • Tω ∪⋃0j<n+1{ajb} where j=i+1
. . . . . . . . .
Xω = ⋂n0({an} • Tω) ∪⋃n0(⋃0i<n{aib})
= {aω} ∪⋃n0{anb}
Xω+1 = Xω .
5.3. Rule-based structural biﬁnite semantics of grammars
An equivalent deﬁnition of the biﬁnite semantics S[[G]] ∈ N −→ ℘(T∝) of grammars G can be given in rule-based form
by structural induction (on −≺) as follows (ρ ∈ N −→ ℘(T∝))
	 ∈ S[[	]] T ∈ S[[T]]
N ∈ S[[N]] (λ ρ . {S[[T]]}) •˙ S[[R′]] 	˙ S[[R ::= T R′]]
(λ ρ . ρ(S[[N]])) •˙ S[[R′]] 	˙ S[[R ::= N R′]] λ ρ . {S[[	]]} 	˙ S[[R ::= 	]]
λ ρ . λN′ .™N′ = N S[[R]](ρ) Tωš 	¨ S[[P ::= N → R]] S[[P]] 	¨ S[[S ::= P]]
S[[P]] 	¨ S[[S ::= P S′]] S[[S′]] 	¨ S[[S ::= P S′]]
ρ 	˙ S[[G ::= S]]
S[[S]](ρ) 	˙ S[[G ::= S]]
	˙ .
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Example 12. The bi-inductive deﬁnition of the semantics S[[G]] of the grammar G deﬁned by the rules X → aX, X → b is
ρ 	˙ S[[G]]
λN′ .™N′ = X ({a} • ρ(X)) ∪ {b} Tωš 	˙ S[[G]]
	˙
which, letting X  ρ(X), simpliﬁes into
Tω 	 S[[G]]N, N /= X X 	 S[[G]]X
({a} • X) ∪ {b} 	 S[[G]]X
	 .
The proof that the ﬁnite word anb is generated by G is (each theorem is followed by a proof argument given between
curly brackets … )
Tω basis
{b} {b} 	 ({a} • Tω) ∪ {b}
{ab} {ab} 	 ({a} • {b}) ∪ {b} 	 ({a} • (Tω unionsq {b})) ∪ {b}
{a2b} {a2b} 	 ({a} • {ab}) ∪ {b} 	 ({a} • (Tω unionsq {b} unionsq {ab})) ∪ {b}
. . .
{anb} {anb} 	 ({a} • {an−1b}) ∪ {b} .
The transﬁnite proof that the inﬁnite word aω is generated by G is
Tω basis
{a} • Tω {a} • Tω 	 ({a} • Tω) ∪ {b}
{a2} • Tω {a2} • Tω 	 ({a} • {a} • Tω) ∪ {b}
. . .
{an−1} • Tω induction hypothesis, n > 0, a0 = 	
{an} • Tω {an} • Tω 	 ({a} • {an−1} • Tω) ∪ {b}
. . .
{aω} {aω} 	 (({a} • Tω) ∪ {b}) unionsq (({a2} • Tω) ∪ {b}) . . . (({an+1} • Tω) ∪ {b}) unionsq . . . 
5.4. Abstraction into the ﬁnite language generated by a context-free grammar
The abstraction isα ∈ ℘(T∝) −→ ℘(T ),α(X) X ∩T extendedpointwise to α˙ ∈ (N −→ ℘(T∝)) −→ (N −→ ℘(T ))
as α˙(ρ) λN .α(ρ(N)).Wehave 〈℘(T∝), 	〉 −−→−←−−−
α
1 〈℘(T ), ⊆〉 (where1 is the injection of℘(T ) into℘(T∝)) hence 〈N −→
℘(T∝), 	˙〉 −−→−←−−−
α˙
1˙ 〈℘(N −→ T ), ⊆˙〉 pointwise. We get Ginsburg-Rice/Chomsky-Schützenberger’s ﬁxpoint characterization
of the ﬁnite language generated by a context-free grammar [4,14,31] by abstracting S[[G ::= S]] lfp	˙ S[[S]] into S [[G ::=
S]] α˙(lfp	˙ S[[S]]) = lfp⊆˙ S[[S]].
5.5. Abstraction into the inﬁnite language generated by a context-free grammar
The abstraction α˙ ∈ (N −→ ℘(T∝)) −→ (N −→ ℘(Tω)), α˙(ρ) λN . ρ(N) ∩Tω , such that 〈N −→ ℘(T∝), 	˙〉
−−→−←−−−
α
1˙ 〈℘(N −→ Tω), ⊇˙〉, leads to Nivat’s ﬁxpoint characterization of the inﬁnite language generated by a context-free
grammar [26] that is S[[G ::= S]] lfp	˙ S[[S]] abstracted into Sω[[G ::= S]] α˙(lfp	˙ S[[S]]) = gfp⊆˙ S[[S]].
6. Structural order-theoretic inductive deﬁnitions of the semantics of the call-by-value λ-calculus
The next example of structural order-theoretic inductive deﬁnition is inspired by [29,22]. We introduce a maximal trace
semantics describing terminating and diverging computations. The trace semantics is then abstracted into a sound and
complete relational semantics. In turn this relational semantics is abstracted into a sound reduction semantics which is
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incomplete since the future of computations is unpredictable. Each semantics can be deﬁned using small steps or big steps
of computation. Each semantics can be deﬁned in ﬁxpoint or rule-based form.
Semantics Fixpoint deﬁnition Rule-based deﬁnition
Big-step Small-step Big-step Small-step
Trace  S lfp	  F lfp	  f ⇒ ⇒
Relational

S lfp
	 
F lfp
	 
f ⇒ ⇒
Reduction S lfp
⊆
f = gfp⊆ f −A .
These semantics including themaximal trace semantics  S of Section 6.3.1 and the biﬁnitary relational semantics

S of Section
6.4 specify the correct ﬁnite computations which end with a value and the inﬁnite computations but do not describe the
erroneous computations so the semantics of a term that “goes wrong” is empty. Describing these erroneous computations
would present no difﬁculty but is often irrelevant. For example, in typing it must be proved that well-typed programs cannot
“go wrong” (which requires to describe erroneous computations) or equivalently that well-typed programs “go well” that is
have correct ﬁnite computations or diverge (in which case the semantics is simpler since erroneous computations need not
to be described). The practice is also quite common in natural languages for which no one cares to describe the syntax and
semantics of incorrect or meaningless sentences.
6.1. Syntax
The syntax of the λ-calculus with constants is
x, y, z, . . . ∈ X variables
c ∈ C constants (X ∩C =∅)
c ::= 0 | 1 | . . .
v ∈ V values
v ::= c | λ x .a
e ∈ E errors
e ::= c a | e a
a, a′, a1, . . . , b, . . . ∈ T terms
a ::= x | v | a a′
We write a[x ← b] for the capture-avoiding substitution of b for all free occurences of x within a. We let FV(a) be the free
variables of a. We deﬁne the call-by-value semantics of closed terms (without free variables)T {a ∈ T | FV(a) =∅}.
The application (λ x .a) v of a function λ x .a to a value v is evaluated by substitution a[x ← v] of the actual parameter
v for the formal parameter x in the function body a. This cannot be understood as induction on the program syntax since
a[x ← v] is not in general a strict syntactic subcomponent of (λ x .a) v.
Hence the various semantics in this Section 6 cannot be deﬁned by structural induction on the syntax of λ-expressions as
was the case in the previous Section 5. So the framework of Section 2 is instantiated with L = { } and ≺ is deﬁned to be false
on Lwhich prevents the use of structural induction on program syntax. For brevity we omit the void syntactic component
writing e.g. F for F[[ ]], D for D ,  for  , etc.
6.2. Trace domain
Recursion will be handled using ﬁxpoints in the trace domain 〈D , 	 〉  〈℘(T∞), 	〉, which is the complete lattice
〈℘(T∞), 	, Tω , T+, unionsq, 〉 deﬁned in Section 2.16.
We deﬁne the application a@ σ of a term a ∈ T to a trace σ ∈ T∞ to be σ ′ ∈ T∞ such that |σ ′| = |σ | and ∀i < |σ | : σ ′
i
= a σi.
Similarly the application σ @ a of a trace σ ∈ T∞ to a term a ∈ T is σ ′ such that |σ ′| = |σ | and ∀i < |σ | : σ ′
i
= σi a.
6.3. Big-step maximal trace semantics of the call-by-value λ-calculus
6.3.1. Fixpoint big-step maximal trace semantics
The biﬁnitary trace semantics  S ∈ ℘(T∞) of the closed call-by-value λ-calculus T can be speciﬁed in ﬁxpoint form
 S = lfp	  F where the set of traces transformer  F ∈ ℘(T∞) −→ ℘(T∞) describes big steps of computation
 F (S) {v ∈ T∞ | v ∈ V} (a)
∪ {(λ x .a) v • a[x ← v] • σ | v ∈ V ∧ a[x ← v] • σ ∈ S} (b)
∪ {σ @ b | σ ∈ Sω} (c)
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∪ {(σ @ b) • (v b) • σ ′ | σ /= 	 ∧ σ • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ S} (d)
∪ {a@ σ | a ∈ V ∧ σ ∈ Sω} (e)
∪ {(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ /= 	 ∧ σ • v ∈ S+ ∧ (a v) • σ ′ ∈ S} . (f)
The deﬁnition of  F has (a) for termination, (b) for call-by-value β-reduction, (c) and (d) for left reduction under applications
and (e) and (f) for right reduction under applications, corresponding to left-to-right evaluation. (b), (d) and (f) cope bothwith
terminating and diverging traces. In the framework of Section 2, we have  {a, b, c, d, e, f}where  F i (S), i ∈  is deﬁned by
equation (i), (i) = (a), (b), …, (f). The join operator is chosen in binary form as  ∪.
Lemma 13.  F is ⊆-monotone but not 	-monotone.
Proof. ⊆-monotonyholds for (a) and∪ and canbeproved for all cases (b)–(f) of the form F(S) = {f (a, a′, . . ., σ , σ ′) | p(a, a′, ...) ∧
g(σ ) ∈ S+ ∧ h(σ ′) ∈ S} so that S ⊆ S′ implies F(S) ⊆ F(S′).
For a counter-example to	-monotony, deﬁne X+  X ∩T+, Xω  X ∩Tω and consider θ  λ x . x x, X = {(θ θ)ω} (where
aω  a • a • a • . . .) and Y = {(λ x . x θ) • θ , (θ θ)ω}. We have X 	 Y since X+ =∅ ⊆ {(λ x . x θ) • θ} = Y+ and Xω = {(θ θ)ω} ⊇
{(θ θ)ω} = Yω . However  F (X) 	  F (Y). Indeed by (d), we have ((λ x . x θ) θ) • (θ θ) • (θ θ)ω = ((λ x . x θ) θ) • (θ θ)ω ∈  F (Y) while
((λ x . x θ) θ) • (θ θ)ω ∈  F (X) by examining all cases (a)–(f). 
So we must prove lfp
	  F to exist. However, because  F is not 	-monotone, lfp	  F cannot be constructed by iteration of  F
from Tω since inﬁnite traces starting with a ﬁnite preﬁx which is not yet constructed at some iterate would deﬁnitely be
eliminated in the next iterate.
Recall that S+  S ∩T+, Sω  S ∩Tω so S+ ∩ Sω =∅ and deﬁne
 S+  lfp⊆  F+ where  F+(S)  ( F (S+))+ .
By Lemma 13,  F+ ∈ ℘(T+) −→ ℘(T+) is ⊆-monotone so lfp⊆  F+ does exist on the complete lattice 〈℘(T+), ⊆, ∅, T+,
∪, ∩〉.
Deﬁne
 Sω  gfp⊆  Fω where  Fω(S)  ( F (  S+ ∪ Sω))ω .
By Lemma 13,  Fω ∈ ℘(Tω) −→ ℘(Tω) is⊆-monotone so gfp⊆  Fω does exist on the complete lattice 〈℘(Tω), ⊆, ∅, Tω , ∪,
∩〉.
Theorem 14.
 S   S+ ∪  Sω = lfp	  F .
Proof. By Lemmas 13 and 8. 
The trace semantics can also be deﬁned coinductively (as is the case for transition systems [6, Theorem 13]).
Theorem 15.
 S = gfp⊆  F .
Proof. By Lemma 13,  F is ⊆-monotone so gfp⊆  F exists by Tarski’s ﬁxpoint theorem [33].
By Theorem 14,  F (lfp	  F ) = lfp	  F so lfp	  F ⊆ gfp⊆  F by def. gfp , proving (lfp	  F )+ ⊆ (gfp⊆  F )+ and (lfp	  F )ω ⊆ (gfp⊆  F )ω .
Moreover  F (gfp⊆  F ) = gfp⊆  F so lfp	  F 	 gfp⊆  F by def. lfp , proving that (lfp	  F )ω ⊇ (gfp⊆  F )ω hence (lfp	  F )ω = (gfp⊆  F )ω by
antisymmetry.
It remains to prove (lfp
	  F )+ ⊇ (gfp⊆  F )+. Given a trace ς ∈ (gfp⊆  F )+ = ( F (gfp⊆  F ))+, we prove that ς ∈ ( F (lfp	  F ))+ =
(lfp
	  F )+. The case (a) is trivial, the cases (c) and (e) are impossible since ς is ﬁnite and cases (b), (d), and (f) followby induction
on the length |ς | of ς . In all these case, we have ς = f (σ , σ ′) ∈ ( F (gfp⊆  F ))+ with |σ | < |ς | and |σ ′| < |ς | so σ , σ ′ ∈ (lfp	  F )+ by
induction hypothesis proving that ς = f (σ , σ ′) ∈ ( F (lfp	  F ))+ = (lfp	  F )+ by respective def. (b), (d), and (f) of  F . 
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6.3.2. Properties of the maximal trace semantics
Lemma 16. The biﬁnitary trace semantics  S is sufﬁx-closed in that
∀σ ∈ T∞ : a • σ ∈  S ⇒ σ ∈  S .
Proof. We proceed by structural induction on the closed term a. Assume a • σ ∈  S =  F (  S). The case a • σ = v is impossible
since ∀σ ∈ T∞ : σ /= 	.
If a • σ = (λ x .a′) v • a′[x ← v] • σ ′ then σ = a′[x ← v] • σ ′ ∈  S by def. of  F .
If a • σ = σ ′ @ b where σ ′ ∈  Sω ⊆  S then a = (a′ b) and σ ′ = a′ • σ ′′ ∈  S so σ ′′ ∈  Sω ⊆  S by induction hypothesis proving
that σ = σ ′′ @ b ∈  F (  S) =  S.
If a • σ = (σ ′ @ b) • (v b) • σ ′′ where σ ′ • v ∈  S+ and (v b) • σ ′′ ∈  S then σ ′ = a′ • σ ′′′ where a = (a′ b) so a′ • σ ′′′ • v ∈  S+ ⊆  S
proving σ ′′′ • v ∈  S+ ⊆  S by induction hypothesis and so σ = (σ ′′′ @ b) • (v b) • σ ′′ ∈  F (  S) =  S.
If a • σ = a′ @ σ ′ where σ ′ ∈  Sω ⊆  S then a = (a′ b) and σ ′ = b • σ ′′ so σ ′′ ∈  Sω ⊆  S by induction hypothesis proving that
σ = a′ @ σ ′′ ∈  F (  S) =  S.
Finally, if a • σ = (a′ @ σ ′) • (a′ v) • σ ′′ where a′, v ∈ V, σ ′ • v ∈  S+, and (a′ v) • σ ′′ ∈  S then a = (a′ b) and σ ′ = b • σ ′′′ so
b • σ ′′′ • v ∈  S+ proving that σ ′′′ • v ∈  S+ by induction hypothesis hence σ = (a′ @ σ ′′′) • (a′ v) • σ ′′ ∈  F (  S) =  S. 
Lemma 17. The biﬁnitary trace semantics  S is total in that it excludes intermediate or result errors
∀a ∈ T : ∃σ , σ ′ ∈ T∝, e ∈ E : a • σ • e • σ ′ ∈  S .
Proof. Assume, by reductio adabsurdum, thata • σ • e • σ ′ ∈  S thene • σ ′ ∈  S since  S is sufﬁx-closed. By structural induction
on e, if e = e1 a then, by deﬁnition of  S =  F (  S), ∃σ ′′ : e1 • σ ′′ ∈  S, which is impossible by induction, or e = c a and then
∃σ ′′ : c • σ ′′ ∈  S =  F (  S) so σ ′′ = 	, which excludes all cases (c)–(f), the only possible ones for e. 
Lemma 18. The ﬁnite maximal traces are blocking in that the result of a ﬁnite computation is always a ﬁnal value
∀σ ∈ T∞ ∪ {	} : σ • b ∈  S+ ⇒ b ∈ V .
Proof. By induction on the length of σ and deﬁnition of  S+ =  F (  S) ∩T+. 
6.3.3. Rule-based big-step maximal trace semantics
The maximal trace semantics  S can also be deﬁned as follows
v ∈  S, v ∈ V a[x ← v] • σ ∈
 S
(λ x .a) v • a[x ← v] • σ ∈  S
	, v ∈ V
σ ∈  Sω
σ @ b ∈  S
	
σ • v ∈  S+, (v b) • σ ′ ∈  S
(σ @ b) • (v b) • σ ′ ∈  S
	, v ∈ V
σ ∈  Sω
a@ σ ∈  S
	, a ∈ V σ • v ∈
 S+, (a v) • σ ′ ∈  S
(a@ σ) • (a v) • σ ′ ∈  S
	, v, a ∈ V .
Proof. The set of rules
p1i (σ
1
i ) ∈  S, . . . , pni (σni ) ∈  S
ci(σ
1
i , . . . , σ
n
i ) ∈  S
	, i ∈  is a shorthand for S 	
 S
 i∈{ci(σ
1
i , . . . , σ
n
i ) | p1i (σ1i ) ∈ S, . . . , pni (σni ) ∈ S} 	  S
	
and

is ∪ in this example. 
Deﬁning  S[[a]] {a • σ | a • σ ∈  S},  S+[[a]] {a • σ | a • σ ∈  S+}, and  Sω[[a]] {a • σ | a • σ ∈  Sω}, we can also write for
brevity
v ∈  S[[v]], v ∈ V σ ∈
 S[[a[x ← v]]]
(λ x .a) v • σ ∈  S[[(λ x .a) v]]
	, v ∈ V
σ ∈  Sω[[a]]
σ @ b ∈  S[[a b]]
	
σ • v ∈  S+[[a]], σ ′ ∈  S[[v b]]
(σ @ b) • σ ′ ∈  S[[a b]]
	, v ∈ V
σ ∈  Sω[[b]]
a@ σ ∈  S[[a b]]
	, a ∈ V σ • v ∈
 S+[[b]], σ ′ ∈  S[[a v]]
(a@ σ) • σ ′ ∈  S[[a b]]
	, a, v ∈ V .
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Proof. 

is ∪ and  S =
⋃
a∈T
 S[[a]]. 
Observe that the inductive deﬁnition of  S[[a]] should neither be understood as a structural induction [28] on a (since a[x ←
v] ≺ (λ x .a) v) nor as action induction [23] (because of inﬁnite traces). The deﬁnition could be split in inductive rules for
termination and co-inductive rules for divergence, as shown in Theorem 14, but the above bi-inductive deﬁnition avoids the
duplication of common rules. Deﬁning a ⇒ σ  σ ∈  S[[a]], we can also write
v ⇒ v, v ∈ V a[x ← v] ⇒ σ
(λ x .a) v ⇒ (λ x .a) v • σ
	, v ∈ V
a ⇒ σ
a b ⇒ σ @ b
	, σ ∈ Tω a ⇒ σ • v, v b ⇒ σ
′
a b ⇒ (σ @ b) • σ ′
	, v ∈ V, σ ∈ T+
b ⇒ σ
a b ⇒ a@ σ
	, a ∈ V, σ ∈ Tω b ⇒ σ • v, a v ⇒ σ
′
a b ⇒ (a@ σ) • σ ′
	, a, v ∈ V, σ ∈ T+ .
6.4. Abstraction of the big-step trace semantics into the big-step relational semantics of the call-by-value λ-calculus
6.4.1. Relational abstraction of traces
The relational abstraction of sets of traces is
α ∈ ℘(T∞) −→ ℘(T× (T ∪ {⊥})) (2)
α(S)  {〈σ0, σn−1〉 | σ ∈ S ∧ |σ | = n} ∪ {〈σ0, ⊥〉 | σ ∈ S ∧ |σ | = ω}
γ ∈ ℘(T× (T ∪ {⊥})) −→ ℘(T∞)
γ (T)  {σ ∈ T∞ | (|σ | = n ∧ 〈σ0, σn−1〉 ∈ T) ∨ (|σ | = ω ∧ 〈σ0, ⊥〉 ∈ T)}
so that
〈℘(T∞), ⊆〉 −−→−←−−−
α
γ 〈℘(T× (T ∪ {⊥})), ⊆〉 . (3)
Proof.
α(S) ⊆ T
⇐⇒ {〈σ0, σn−1〉 | σ ∈ S ∧ |σ | = n} ∪ {〈σ0, ⊥〉 | σ ∈ S ∧ |σ | = ω} ⊆ T def .sda α
⇐⇒ ∀σ ∈ S+ : 〈σ0, σ|σ |−1〉 ∈ T+ ∧ ∀σ ∈ Sω : 〈σ0, ⊥〉 ∈ Tω def . ⊆, S+  S ∩T+, and Sω  S ∩Tω
⇐⇒ S+ ⊆ {σ | |σ | = n ∧ 〈σ0, σn−1〉 ∈ T} ∧ Sω ⊆ {σ | |σ | = ω ∧ 〈σ0, ⊥〉 ∈ T}
def. ⊆, T+  T ∩ (T×T), and Tω  T ∩ (T× {⊥})
⇐⇒ S ⊆ γ (T) S = S+ ∪ Sω and def. γ (T)

6.4.2. Biﬁnitary relational semantics
The biﬁnitary relational semantics

S α(  S) ∈ ℘(T× (T ∪ {⊥})) is the relational abstraction of the trace semantics
mapping an expression to its ﬁnal value or ⊥ in case of divergence.
6.4.3. Fixpoint big-step biﬁnitary relational semantics
The biﬁnitary relational semantics

S α(  S) = α(lfp	  F ) can be deﬁned in ﬁxpoint form as lfp	

F where the big-step
transformer

F ∈ ℘(T× (T ∪ {⊥})) −→ ℘(T× (T ∪ {⊥})) is

F (T) {〈v, v〉 | v ∈ V} (4)
∪ {〈(λ x .a) v, r〉 | v ∈ V ∧ 〈a[x ← v], r〉 ∈ T}
∪ {〈(a b), ⊥〉 | 〈a, ⊥〉 ∈ T}
∪ {〈(a b), r〉 | 〈a, v〉 ∈ T+ ∧ v ∈ V ∧ 〈(v b), r〉 ∈ T}
∪ {〈(a b), ⊥〉 | a ∈ V ∧ 〈b, ⊥〉 ∈ T}
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∪ {〈(a b), r〉 | a, v ∈ V ∧ 〈b, v〉 ∈ T+ ∧ 〈(a v), r〉 ∈ T} .
Lemma 19.

F is ⊆-monotone but not 	-monotone.
Proof. ⊆-monotony holds for the ﬁrst constant case and ∪ and can be proved for all other cases of the form F(S) =
{f (a, a′, ..., σ , σ ′) | p(a, a′, ...) ∧ g(σ ) ∈ S+ ∧ h(σ ′) ∈ S} so that S ⊆ S′ implies F(S) ⊆ F(S′).
The counter-example of Lemma 13, X = {〈(θ θ), ⊥〉} and Y = {〈λ x . x θ , θ〉, 〈θ θ , ⊥〉}with X 	 Y but

F (X) 	

F (Y) shows the
absence of monotony. 
Lemma 20. α( F (S)) =

F (α(S))
Proof. α is a complete ∪-morphism, so we calculate α( F (S)) by cases.
α({v ∈ T∞ | v ∈ V})
= {〈v, v〉 | v ∈ V} def. α and |v| = 1
α({(λ x .a) v • a[x ← v] • σ | v ∈ V ∧ a[x ← v] • σ ∈ S})
= α({(λ x .a) v • a[x ← v] • σ | v ∈ V ∧ a[x ← v] • σ ∈ S+}) ∪
α({(λ x .a) v • a[x ← v] • σ | v ∈ V ∧ a[x ← v] • σ ∈ Sω}) S = S+ ∪ Sω and α preserves lubs
= {〈(λ x .a) v, r〉 | v ∈ V ∧ 〈a[x ← v], r〉 ∈ α(S)+} ∪
{〈(λ x .a) v, ⊥〉 | v ∈ V ∧ 〈a[x ← v], ⊥〉 ∈ α(S)ω} def. α
= {〈(λ x .a) v, r〉 | v ∈ V ∧ 〈a[x ← v], r〉 ∈ α(S)} def . T+  T ∩ (T×T) and Tω  T ∩ (T× {⊥})
α({σ @ b | σ ∈ Sω})
= {〈(σ0 b), ⊥〉 | σ ∈ Sω} def. α and @
= {〈(σ0 b), ⊥〉 | 〈σ0, ⊥〉 ∈ α(S)} def. α
= {〈(a b), ⊥〉 | 〈a, ⊥〉 ∈ α(S)} S ⊆ T∞ so σ0 ∈ T
α({(σ @ b) • (v b) • σ ′ | σ • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ S})
= α({(σ @ b) • (v b) • σ ′ | σ • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ S+}) ∪
α({(σ @ b) • (v b) • σ ′ | σ • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ Sω}) S = S+ ∪ Sω and α preserves lubs
= {〈(σ0 b), r〉 | σ • v ∈ S+ ∧ v ∈ V ∧ 〈(v b), r〉 ∈ α(S)+} ∪
{〈(σ b), ⊥〉 | σ • v ∈ S+ ∧ v ∈ V ∧ 〈(v b), ⊥〉 ∈ α(S)ω}) def. α and @
= {〈(σ0 b), r〉 | 〈σ0, v〉 ∈ α(S)+ ∧ v ∈ V ∧ 〈(v b), r〉 ∈ α(S)} def . T+  T ∩ (T×T), Tω  T ∩ (T× {⊥}), and α
= {〈(a b), r〉 | 〈a, v〉 ∈ α(S)+ ∧ v ∈ V ∧ 〈(v b), r〉 ∈ α(S)} S ⊆ T∞soσ0 ∈ T
α({a@ σ | a ∈ V ∧ σ ∈ Sω})
= {〈(a σ0), ⊥〉 | a ∈ V ∧ σ ∈ Sω} def. α and @
= {〈(a σ0), ⊥〉 | a ∈ V ∧ 〈σ0, ⊥〉 ∈ α(S)} def. α and Tω  T ∩ (T ∪ {⊥})
= {〈(a b), ⊥〉 | a ∈ V ∧ 〈b, ⊥〉 ∈ α(S)} S ⊆ T∞ so σ0 ∈ T
α({(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ • v ∈ S+ ∧ (a v) • σ ′ ∈ S})
= α({(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ • v ∈ S+ ∧ (a v) • σ ′ ∈ S+}) ∪ α({(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ • v ∈ S+ ∧ (a v) • σ ′ ∈ Sω})
S = S+ ∪ Sω and α preserves lubs
= {〈(a σ0), r〉 | a, v ∈ V ∧ 〈σ0, v〉 ∈ α(S)+ ∧ 〈(a v), r〉 ∈ α(S)+} ∪
{〈(a σ0), ⊥〉 | a, v ∈ V ∧ 〈σ0, v〉 ∈ α(S)+ ∧ 〈(a v), ⊥〉 ∈ α(S)ω} def. α
= {〈(a b), r〉 | a, v ∈ V ∧ 〈b, v〉 ∈ α(S) ∧ 〈(a v), r〉 ∈ α(S)} Tω  T ∩ (T ∪ {⊥}) and S ⊆ T∞ so σ0 ∈ T .
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Hence, we have the commutation property α( F (S)) =

F (α(S)) when deﬁning

F by (4). 
Lemma 21.

S+  α(  S+) = lfp⊆

F+ where

F+(S) 

F (S+).
Proof. To prove that α(  S+) = α(lfp⊆  F+) is equal to lfp⊆

F+ =

S+, we observe that α preserves ∪ and α ◦  F+ =

F+ ◦ α by
Lemma 20 so α(lfp
⊆  F+) = lfp⊆

F+ by [6, Theorem 3]. 
Lemma 22.

Sω  α(  Sω) = gfp⊆

F ω where

F ω(S)  (

F (

S+ ∪ Sω))ω.
Proof. Wemust prove that α(  Sω) = α(gfp⊆  Fω) is equal to gfp⊆

F ω =

Sω .
To prove that α(gfp
⊆  Fω) ⊆ gfp⊆

F ω , we let Xδ , δ ∈ O and Xδ , δ ∈ O be the respective transﬁnite iterates of  Fω and

F ω from
X0 = Tω and X0 = T× {⊥} so that α(X0) ⊆ X0 hence X0 ⊆ γ (X0) by (3) in Section 6.4.1. Assume, by induction hypothesis,
that ∀β < δ : Xβ ⊆ γ (Xβ). We have ∀β < δ : (⋂β ′<δ Xβ ′ ) ⊆ γ (Xβ) hence (⋂β<δ Xβ) ⊆ (⋂β<δ γ (Xβ)) by deﬁnition of the greatest
lower bound (glb) ∩ and therefore (⋂β<δ Xβ) ⊆ γ (⋂β<δ Xβ) by (3) in Section 6.4.1 so Xδ =  Fω(⋂β<δ Xβ) ⊆  Fω(γ (⋂β<δ Xβ)) by
monotony. It follows that Xδ ⊆ γ (

F ω(
⋂
β<δ X
β
)) = γ (Xδ) since α ◦  Fω =

F ω ◦ α by Lemma 20 implies α ◦  Fω ◦ γ =

F ω ◦ α ◦ γ
hence α ◦  Fω ◦ γ ⊆˙

F ω by (3) in Section 6.4.1 and monotony that is  Fω ◦ γ ⊆˙ γ ◦

F ω by (3) in Section 6.4.1. Hence ∃λ ∈ O :
gfp
⊆  Fω = Xλ ⊆ γ (Xλ) = γ (gfp⊆

F ω) and we conclude by (3) in Section 6.4.1.
To prove that gfp
⊆ 
F ω ⊆ α(gfp⊆  Fω), we show that ∀〈a, ⊥〉 ∈ gfp⊆

F ω : ∃σ ∈ gfp⊆  Fω : σ0 = a. To do so for any 〈a, ⊥〉 ∈
gfp
⊆ 
F ω , we prove by transﬁnite induction on δ that
∀δ ∈ O > 0 : ∀〈a, ⊥〉 ∈ gfp⊆

F ω : ∃σ ∈ Tω : σ0 = a ∧ σ ∈
⋂
β<δ X
β .
For δ = 1,⋂β<δ Xβ = X0 =Tω and a ∈ T.
Assume by induction hypothesis, that ∃σ ∈ Tω : σ0 = a ∧ ∀η ∈ O : 0 < η < δ : σ ∈
⋂
β<η X
β . We have σ ∈⋂η<δ⋂β<η Xβ =⋂
β<δ X
β et we must show that ∃σ ∈ Tω : σ0 = a ∧ σ ∈ Xδ =  Fω(
⋂
β<δ X
β). Because the iterates Xδ , δ ∈ O are decreasing, this
implies ∃σ ∈ Tω : σ0 = a ∧ σ ∈
⋂
β<δ X
β .
It remains to show, by structural case analysis on a, that if σ ∈ S : σ0 = a, then ∃σ ′ ∈  F (S) : σ ′0 = a where S =
⋂
β<δ X
β .
If a ∈ V then 〈a, ⊥〉 ∈ gfp⊆

F ω .
If a = (λ x .a′) v, v ∈ V then 〈a, ⊥〉 ∈ gfp⊆

F ω =

F ω(gfp
⊆ 
F ω) so by (4), 〈a′[x ← v], ⊥〉 ∈ gfp⊆

F ω . By induction on δ, we have
∃σ ′ ∈ Tω : σ ′
0
= a′[x ← v] ∧ σ ′ ∈⋂β<δ Xβ so that, by (b), (λ x .a′) v • a′[x ← v] • σ ′ ∈  F (⋂β<δ Xβ) = Xδ .
If a = (a′ b) then there are four subcases.
If 〈a′, ⊥〉 ∈ gfp⊆

F ω ⊆⋂β<δ Xβ then, by induction hypothesis on δ, we have ∃σ ′ ∈ Tω : σ ′0 = a′ ∧ σ ′ ∈⋂β<δ Xβ so that, by
(c), σ ′ @ b ∈  F (⋂β<δ Xβ) = Xδ is such that σ ′0 = (a′ b) = a by deﬁnition of @.
If 〈a′, v〉 ∈

S+ = α(  S+), v ∈ V, and 〈(v b), ⊥〉 ∈ gfp⊆

F ω then, by induction hypothesis on δ, we have ∃σ ′ ∈ Tω : σ ′
0
=
(v b) ∧ σ ′ ∈⋂β<δ Xβ . Bydeﬁnition (2) ofα in Section6.4.1, there existsς ∈ T+ : ς ∈  S+ ∧ |ς | = n ∧ 〈ς0, ςn−1〉 = 〈a′, v〉proving
by deﬁnition (d) of

F that ∃σ ′′ = (ς @ b) σ ′ ∈

F (
⋂
β<δ X
β) = Xδ where, by deﬁnition, ς • c c • ς ′  ς • c • ς ′. We have σ ′′
0
=
(ς @ b)0 = (ς0 @ b) = (a′ @ b) = a.
If a′ ∈ V and 〈b, ⊥〉 ∈ gfp⊆

F ω then by induction hypothesis on δ, ∃σ ′ ∈ Tω : σ0 = b ∧ σ ′ ∈
⋂
β<δ X
β proving by deﬁnition
(e) of

F that σ = a′ @ σ ′ ∈

F (
⋂
β<δ X
β) = Xδ with σ0 = (a′ @ σ ′)0 = (a′ σ ′0) = (a′ b) = a.
If a′, v ∈ V, 〈b, v〉 ∈

S+ = α(  S+), and 〈(a′ v), ⊥〉 ∈ gfp⊆

F ω then, by induction hypothesis on δ, we have ∃σ ′ ∈ Tω : σ ′
0
=
(a′ v) ∧ σ ′ ∈⋂β<δ Xβ . Bydeﬁnition (2) in Section6.4.1ofα, there existsς ∈ T+ : ς ∈  S+ ∧ |ς | = n ∧ 〈ς0, ςn−1〉 = 〈b, v〉proving
by deﬁnition (f) of

F that (a′ @ ς) σ ′ ∈

F (
⋂
β<δ X
β) = Xδ with σ0 = (a′ @ ς)0 = (a′ ς0) = (a′ b) = a. 
Theorem 23.

S α(  S) = α(lfp	  F ) = lfp	

F .
Proof. By Theorem 14 and Lemma 20, we have  S =  F (  S) so

S α(  S) = α( F (  S)) =

F (α(  S)) =

F (

S) proving that

S is a
ﬁxpoint of

F . By Lemmas 21, 22, and 8, we have

S = lfp	

F . 
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Contrary to the case of the trace semantics Theorem 15, the relational semantics cannot be deﬁned coinductively which
would validate incorrect evaluations of the form a ⇒ v where a actually diverges [22]. This phenomenon was already
observed for transition systems [6, Section 5].
Theorem 24. (lfp
	 
F )+(gfp⊆

F )+ and (lfp	

F )ω = (gfp⊆

F )ω so

S /= gfp⊆

F .
Proof. By Lemma 19,

F is ⊆-monotone so gfp⊆

F exists by Tarski’s ﬁxpoint theorem [33].
By Theorem 23,

F (lfp
	 
F ) = lfp	

F so lfp
	 
F ⊆ gfp⊆

F by def. gfp , proving (lfp
	 
F )+ ⊆ (gfp⊆

F )+ and (lfp	

F )ω ⊆ (gfp⊆

F )ω .
Moreover

F (gfp
⊆ 
F ) = gfp⊆

F so lfp
	 
F 	 gfp⊆

F by def. lfp , proving that (lfp
	 
F )ω ⊇ (gfp⊆

F )ω hence (lfp
	 
F )ω = (gfp⊆

F )ω by
antisymmetry.
Let θ  λ x . x x and 0 λ f . λ x . x. 〈θ θ , 0〉 belongs toT∞. If 〈θ θ , 0〉 = 〈x x[x ← θ ], 0〉 belongs to an iterate of

F then, by
def. (4) of

F , 〈(λ x . x x) θ , 0〉 = 〈θ θ , 0〉 belongs to the next iterate, hence, by transﬁnite induction on the iterates, to gfp⊆

F .
However, there is noﬁnite trace in  S startingwith term θ θ andendingwith term0 so, by Theorem23, 〈θ θ , 0〉 ∈ α(  S) = lfp	

F ,
proving (lfp
	 
F )+ /= (gfp⊆

F )+. 
6.4.4. Rule-based big-step biﬁnitary relational semantics
The big-step biﬁnitary relational semantics ⇒ is deﬁned as a ⇒ r  〈a, r〉 ∈ α(  S[[a]]) where a ∈ T and r ∈ T ∪ {⊥}. It is
v ⇒ v, v ∈ V a[x ← v] ⇒ r
(λ x .a) v ⇒ r
	, v ∈ V, r ∈ V ∪ {⊥}
a ⇒ ⊥
a b ⇒ ⊥
	
a ⇒ v, v b ⇒ r
a b ⇒ r
	, v ∈ V, r ∈ V ∪ {⊥}
b ⇒ ⊥
a b ⇒ ⊥
	, a ∈ V b ⇒ v, a v ⇒ r
a b ⇒ r
	, a ∈ V, v ∈ V, r ∈ V ∪ {⊥} .
Again this should neither be understood as a structural induction (since a[x ← v] ≺ (λ x .a) v) nor as action induction
(because of inﬁnite behaviors) nor as co-induction by Theorem 24. The abstraction α(T) T ∩ (T×T) yields (a variant of)
the classical natural semantics [17] (where all rules with ⊥ are eliminated and 	 becomes ⊆ in the remaining ones). The
abstraction α(T)  T ∩ (T× {⊥}) yields the divergence semantics (keeping only the ruleswith⊥,	 is⊇, and a ⇒ ⊥ iswritten
a
∞⇒ in [22]).
The above big-step biﬁnitary relational semantics ⇒ is equivalent but not identical to the standard big-step semantics
whose biﬁnitary generalization would be
v ⇒ v, v ∈ V a ⇒ λ x
. c, b ⇒ v′, c[x ← v′] ⇒ r
a b ⇒ r
	, v, v′ ∈ V,
r ∈ V ∪ {⊥}
a ⇒ ⊥
a b ⇒ ⊥
	
a ⇒ v, b ⇒ ⊥
a b ⇒ ⊥
	, v ∈ V
We have chosen to break evaluations of applications in smaller chunks instead so as to enforce evaluation of the function
before that of the arguments and to make explicit the reduction step in the trace semantics.
6.5. Abstraction of the big-step trace semantics into the small-step reduction semantics of the call-by-value λ-calculus
The small-step reduction semantics abstracts the trace semantics by collecting all transitions along any trace.
6.5.1. Small-step abstraction of traces
The abstraction is
αs ∈ ℘(T∞) −→ ℘(T×T)
αs(S)  {〈σi, σi+1〉 | σ ∈ S ∧ 0 i ∧ i + 1 < |σ |} .
Since the biﬁnitary trace semantics is sufﬁx-closed, we can also use
α ∈ ℘(T∞) −→ ℘(T×T)
α(S)  {〈σ0, σ1〉 | σ ∈ S ∧ |σ | > 1}
so thatwehave αs(S) = α(S)whenever S is sufﬁx-closed. By deﬁning℘(T∞) to be the set of sufﬁx-closed and blocking subsets
ofT∞ and γ (τ) to be the set of maximal traces generated by the transition relation τ ∈ ℘(T×T) that is
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γ+(τ )  {σ ∈ T+ | ∀i < |σ | : 〈σi, σi+1〉 ∈ τ ∧ ∀a ∈ T : 〈σ<|σ |−1, a〉 ∈ τ }
γ ω(τ)  {σ ∈ Tω | ∀i ∈ N : 〈σi, σi+1〉 ∈ τ }
γ (τ)  γ+(τ ) ∪ γ ω(τ) ,
we have
〈℘(T∞), ⊆〉 −−→−←−−−
α
γ 〈℘((T \V) ×T), ⊆〉 . (5)
Proof. Assume that S ∈ ℘(T∞), τ ⊆ (T \V) ×T, andα(S) ⊆ τ so that theﬁrst transition along a trace σ ∈ S is also a transition
in τ hence any transition along a trace σ ∈ S is also a transition in τ since S is sufﬁx-closed. If σ is inﬁnite, it is a trace generated
by τ hence σ ∈ γ (τ). If σ ∈ S is ﬁnite, then σ|σ |−1 ∈ V since S is blocking so σ|σ |−1 has no possible successor by τ ⊆ (T \V) ×T
proving again that σ ∈ γ (τ) that is S ⊆ γ (τ).
Reciprocally, if S ⊆ γ (τ) and σ ∈ S, thenbydeﬁnitionof γ , all transitions in σ are also transitions of τ proving thatα({σ }) ⊆ τ
hence α(S) = α(
⋃
σ∈S{σ }) ⊆ τ . 
Observe that this Galois connection is relative to 〈℘(T∞), ⊆〉 and is not valid for 〈℘(T∞), 	〉. Besides absence of monotony,
this is another reason why the abstraction theorem Theorem 9 is not applicable for 	. Indeed the small-step reduction
semantics is essentially incomplete in that it cannot anticipate that a computationwill gowrong aswas the case for the trace
semantics and its relational abstraction.
6.5.2. Small-step reduction semantics
The small-step reduction semantics or transition semanticsS is deﬁned as
S  lfp⊆ f (6)
f (τ )  {〈(λ x .a) v, a[x ← v]〉} ∪ {〈a0 b, a1 b〉 | 〈a0, a1〉 ∈ τ } ∪
{〈v b0, v b1〉 | v ∈ V ∧ 〈b0, b1〉 ∈ τ } .
〈℘((T \V) ×T), ⊆〉 is a complete lattice and f is ⊆–monotone so lfp⊆ f does exist by Tarski’s ﬁxpoint theorem [33]. The
rule-based presentation of (6) has a call-by-value β-reduction axiom plus two context rules for reducing under applications,
corresponding to left-to-right evaluation [29]. a −A b stands for 〈a, b〉 ∈ S and v ∈ V.
((λ x .a) v) −A a[x ← v] a0 −A a1
a0 b −A a1 b
⊆
b0 −A b1
v b0 −A v b1
⊆ .
Lemma 25. α ◦  F ◦ γ ˙ f
Proof. α is a complete ∪-morphism so we calculate α( F (S)) by cases.
α({a ∈ T∞ | a ∈ V})
= ∅ def. α
α({(λ x .a) v • a[x ← v] • σ | v ∈ V ∧ a[x ← v] • σ ∈ S})
= {〈(λ x .a) v, a[x ← v]〉} def. α
α({σ @ b | σ ∈ Sω})
= {〈σ0 b, σ1 b〉 | σ ∈ Sω} def. α and @
= {〈a0 b, a1 b〉 | 〈a0, a1〉 ∈ α(Sω)} def. α and Sω ⊆ Tω
α({(σ @ b) • (v b) • σ ′ | σ • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ S})
= {〈a b, v b〉 | a • v ∈ S+ ∧ v ∈ V ∧ (v b) • σ ′ ∈ S} ∪
{〈σ0 b, σ1 b〉 | σ • v ∈ S+ ∧ |σ | > 1 ∧ v ∈ V ∧ (v b) • σ ′ ∈ S} def . α and |σ | > 0
⊆ {〈a b, v b〉 | a • v ∈ S+} ∪ {〈σ0 b, σ1 b〉 | σ • v ∈ S+ ∧ |σ | > 1} ignoring that a or (v b) might “go wrong”
= {〈σ0 b, σ1 b〉 | σ ∈ S+ ∧ |σ | > 1}
= {〈a0 b, a1 b〉 | 〈a0, a1〉 ∈ α(S+)} def. α and S+ ⊆ T+
α({a@ σ | a ∈ V ∧ σ ∈ Sω})
= {〈a σ0, a σ1〉 | a ∈ V ∧ σ ∈ Sω} def. α and @
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= {〈v b0, v b1〉 | v ∈ V ∧ 〈b0, b1〉 ∈ α(Sω)} def. α and Sω ⊆ Tω
α({(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ • v ∈ S+ ∧ (a v) • σ ′ ∈ S})
⊆ α({(a@ σ) • (a v) • σ ′ | a, v ∈ V ∧ σ • v ∈ S+}) ignoring that (a v) might “go wrong”
= {〈v b0, v b1〉 | v ∈ V ∧ 〈b0, b1〉 ∈ α(S+)} def. α and S+ ⊆ T+
and so α( F (S)) ⊆ f (α(S)) by deﬁning f as in (6), proving that α ◦  F ◦ γ ⊆˙ f since f is ⊆-monotone, α ◦ γ is reductive, and by
pointwise deﬁnition of ⊆˙.
We have α ◦  F ◦ γ ˙ f since a single transition cannot anticipate whether the future computation can “go wrong”. For
example ((λ x . x 0) 0) −A (0 0) ∈ f ◦ f (∅) while ((λ x . x 0) 0) −A (0 0) ∈ α ◦  F ◦ γ ◦ α ◦  F ◦ γ (∅) since there is no trace of the
form σ • ((λ x . x 0) 0) • (0 0) • σ ′ in  F ◦ γ ◦ α ◦  F ◦ γ (∅). 
It follows that the small-step operational semantics or transition semantics S is sound but incomplete in that the set γ (S)
of maximal traces generated by the transition relation S includes the biﬁnitary trace semantics  S plus spurious traces for
computations that can “go wrong” that is terminate with a runtime error e ∈ E. Indeed, the transition semantics S is an
α-overapproximation of the biﬁnitary trace semantics  S.
Theorem 26.  S  γ (S) .
Proof. We prove  S+ ⊆ γ (S) and  Sω ⊆ γ (S) so  S =  S+ ∪  Sω ⊆ γ (S).
α ◦  F ⊆˙ f ◦ α by Lemma 25
⇒ α ◦ ( F (X)+ ∪  F (X)ω) ⊆ f ◦ α(X) partitionning
⇒ α ◦  F (X)+ ⊆ f ◦ α(X) α is monotone by (5) in Section 6.5.1
⇒ α ◦  F+(X) ⊆ f ◦ α(X) def.  F+(X) =  F (X+)+ =  F (X)+
⇒ α(lfp⊆  F+) ⊆ lfp⊆ f [7, Theorem 7.1.0.4.(2)]
⇒  S+ ⊆ γ (S) def.  S+,S and (5) in Section 6.5.1.
α ◦  F ⊆˙ f ◦ α by Lemma 25
⇒ α ◦ ( F (X)+ ∪  F (X)ω) ⊆ f ◦ α(X) partitionning
⇒ α ◦  F (X)ω ⊆ f ◦ α(X) α is monotone by (5) in Section 6.5.1
⇒ α(( F (  S+ ∪ Sω)ω) ⊆ f ◦ α(  S+ ∪ Sω) for X = (  S+ ∪ Sω)
⇒ α ◦  Fω(Sω) ⊆ f ◦ α(Sω) since  Fω(S)  ( F (  S+ ∪ Sω))ω and α is monotone by (5) in Section 6.5.1
⇒ α ◦  Fω ◦ γ ω(X) ⊆ f ◦ α ◦ γ ω(X) ⊆ f (X) for Sω = γ ω(X) and f monotone
⇒  Fω ◦ γ ω ⊆˙ γ ω ◦ f by (5) in Section 6.5.1restricted to inﬁnite traces
⇒ gfp⊆  Fω ⊆ γ ω(lfp⊆ f ) dual of [7, Theorem 7.1.0.4.(2)] and (5) in Section 6.5.1
⇒  Sω ⊆ γ (S) def.  Sω ,S and γ ω ⊆˙ γ .
The strict inclusion follows from spurious traces for computations that can “go wrong”. 
The inductive deﬁnition ofS can also be understood as co-inductive since
Theorem 27. lfp
⊆
f = gfp
⊆
f .
Proof. The iterates Fδ , δ  ω of lfp⊆ f are (we write a −A b for the pair 〈a, b〉)
F0 =∅
F1 = f (F0) = {((λ x .a) v) −A a[x ← v]}
Fn = {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n}
ind. hyp., where vi ((λ x .a) v) bj is assumed to be parenthesized so that ((λ x .a) v) is the leftmost reducible term
Fn+1 = f (Fn)
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= {((λ x .a) v) −A a[x ← v]} ∪
{a0 b −A a1 b | a0 −A a1 ∈ {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n}} ∪
{v b0 −A v b1 | b0 −A b1 ∈ {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n}} def .  F
= {((λ x .a) v) −A a[x ← v]} ∪ {vi ((λ x .a) v) bj+1 −A vi a[x ← v] bj+1 | 0 i + j < n} ∪
{vi+1 ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n} def . ∈
= {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n+ 1}
Fω =
⋃
n∈N
Fn
= {vi ((λ x .a) v) bj −A vi a[x ← v] bj | i, j ∈ N}
The iterates Gδ , δ  ω of gfp⊆ f are
G0 = {y −A z} for any y, z ∈ T
G1 = f (G0) = {(λ x .a) v −A a[x ← v]} ∪ {y b −A z b} ∪ {v y −A v z}
Gn = {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n} ∪ {vi y bj −A vi z bj | i + j = n} ind. hyp.
Gn+1 = f (Gn)
= {(λ x .a) v −A a[x ← v]} ∪
{a0 b −A a1 b | a0 −A a1 ∈ {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n}} ∪
{v b0 −A v b1 | b0 −A b1 ∈ {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n}} ∪
{a0 b −A a1 b | a0 −A a1 ∈ {vi y bj −A vi z bj | i + j = n}} ∪
{v b0 −A v b1 | b0 −A b1 ∈ {vi y bj −A vi z bj | i + j = n}} def . f and Gn
= {vi ((λ x .a) v) bj −A vi a[x ← v] bj | 0 i + j < n+ 1} ∪ {vi y bj −A vi z bj | i + j = n+ 1}
Gω =
⋂
n∈N
Gn
= {vi ((λ x .a) v) bj −A vi a[x ← v] bj | i, j ∈ N}
proving that lfp
⊆
f = Fω = Gω = gfp
⊆
f . 
6.6. Small-step maximal trace semantics of the call-by-value λ-calculus
Coming back to the small-step maximal trace semantics
∞−A of a transition relation −A considered in Section 4, let us
deﬁne
n−A  {σ ∈ T+ | |σ | = n > 0 ∧ ∀i : 0 i < n− 1 : σi −A σi+1} partial traces
n−A  {σ ∈ n−A | σn−1 ∈ V} maximal execution traces of length n
+−A 
⋃
n>0
n−A maximal ﬁnite execution traces
ω−A  {σ ∈ Tω | ∀i ∈ N : σi −A σi+1} inﬁnite execution traces
∞−A  +−A ∪ ω−A maximal ﬁnite and diverging execution traces.
6.6.1. Fixpoint small-step maximal trace semantics
To express the small-step maximal trace semantics
∞−A in ﬁxpoint form, let us deﬁne the junction of set of traces as
S T  Sω ∪ {σ0 • . . . • σ|σ |−2 • σ ′ | σ ∈ S+ ∧ σ|σ |−1 = σ ′0 ∧ σ ′ ∈ T} ,
and the 	-monotone small-step set of traces transformer  f ∈ ℘(T∞) −→ ℘(T∞)
 f (T) {v ∈ T∞ | v ∈ V} ∪ 2−A T (7)
describing small steps of computation.
Lemma 28. We have
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∞−A = lfp	  f = gfp⊆  f .
Proof. By [6, Theorem 13]. 
Theorem 29. The big-step and small-step trace semantics are the same
 S = ∞−A .
Proof. We ﬁrst prove that  f (  S)+ ⊆  S+. By deﬁnition (7) of  f ,  S+ =  F (  S)+ =  F (  S+) and deﬁnition of  F by (a)—(f) in
Section 6.3.1, wemust prove that
2−A  S+ ⊆  S+ that is a −A σ0 ∧ σ ∈  S+ ⇒ a • σ ∈  S+. By (6) in Section 6.5.2, we proceed
by structural induction on a.
If a −A σ0 = (λ x .a′) v −A a′[x ← v] then a′[x ← v] • σ1 • σ2 • . . . ∈  S+ implies a • σ = (λ x .a′) v • a′[x ← v] • σ1 • σ2 • . . . ∈
 F (  S+) =  S+ by (b).
Ifa −A σ0 = a0 b −A a1 bwherea0 −A a1 soa0 ∈ Vandσ ∈  S+ =  F (  S+). By (a)—(f), thereare3cases fora1 b • σ1 • σ2 • . . ..
In case (b), a1 b = (λ x .a) v. We have a0 −A a1 and a1 = λ x .a so, by (6) in Section 6.5.2, a0 = (λ y .a′) v′ and a1 = a′[y ←
v′] = λ x .a. Since λ x .a ∈ Vwe have a′[y ← v′] = λ x .a ∈  S by (a) so (λ y .a′) v′ • a′[y ← v′] ∈  S by (b), that is a0 • a1 ∈  S.
By (d), a0 • a1 ∈  S, a1 ∈ V, and σ = a1 b • σ1 • σ2 • . . . ∈  S imply that a • σ = a0 b • a1 b • σ1 • σ2 • . . . ∈  F (  S+) =  S+.
In case (d),σ = a1 b • σ1 • σ2 • . . . = (σ ′ @ b) • (v′ b) • σ ′′ whereσ ′ /= 	,a1 • σ ′1 • σ ′2 • . . . = σ ′ • v′ ∈  S+, v′ ∈ V, and (v′ b) • σ ′′ ∈ S+. By induction hypothesis, a0 −A a1 and a1 • σ ′1 • σ ′2 • . . . ∈  S+ imply that a0 • a1 • σ ′1 • σ ′2 • . . . = a0 • σ ′ • v′ ∈  S+ hence, by
(d), a • σ = (a0 b) • (σ ′ @ b) • (v′ b) • σ ′′ = ((a0 • σ ′)@ b) • (v′ b) • σ ′′ ∈  S+.
In case (f), σ = a1 b • σ1 • σ2 • . . . = (a′ @ σ ′) • (a′ v′) • σ ′′ where a1 = a′, v′ ∈ V, σ ′ /= 	, σ ′ • v′ ∈  S+, and (a′ v′) • σ ′′ ∈  S+. By
(6) in Section 6.5.2, a0 −A a1 and a1 ∈ V imply a0 = (λ y . c)w and a1 = c[y ← w]. Hence, by (a) and (b), a0 • a1 ∈  S+. Then,
by (d), a0 • a1 /= 	, a0 • a1 ∈  S+, a1 ∈ V, and σ = a1 b • σ1 • σ2 • . . . ∈  S+ imply a • σ = a0 b • σ = a0 b • a1 b • σ1 • σ2 • . . . ∈  S+.
If a −A σ0 = v b0 −A v b1 where v ∈ V and b0 −A b1 then b0 ∈ V so, by (a)—(f), there are 3 cases for v b1 • σ1 • σ2 • . . ..
If, by (b), v b1 • σ1 • σ2 • . . . = (λ x .a′) v′ • a′[x ← v′] • σ2 • . . . then b1 = v′ ∈ V so b1 ∈  S+ hence b0 −A b1 implies, by
induction hypothesis, that b0 • b1 ∈  S+. By b0 • b1 ∈  S, b1 ∈ V, and v b1 • σ1 • σ2 • . . . ∈  S+, we conclude, by (f), that a • σ =
v b0 • v b1 • σ1 • σ2 • . . . ∈  S+
The case where, by (d), v b1 • σ1 • σ2 • . . . = (σ ′ @ b′) • (v′ b′) • σ ′′, with σ ′ /= 	, σ ′ • v′ ∈  S+, v′ ∈ V, and (v′ b′) • σ ′′ ∈  S+
would have σ ′
0
= v hence v • σ ′
1
• . . . v′ ∈  S+, which is impossible.
If, by (f), v b1 • σ1 • σ2 • . . . = (a′ @ σ ′) • (a′ v′) • σ ′′ where v = a′, v′ ∈ V, σ ′ /= 	, σ ′ • v′ ∈  S+, and (a′ v′) • σ ′′ ∈  S+ then
σ ′
0
= b1 so, by induction hypothesis, b1 • σ ′1 • . . . • v′ ∈  S+ and b0 −A b1 imply b0 • b1 • σ ′1 • . . . • v′ ∈  S+ so, a • σ = v b0 • v b1 •
σ1 • σ2 • . . . = v b0 • (a′ @ σ ′) • (a′ v′) • σ ′′ = a′ b0 • (a′ @ σ ′) • (a′ v′) • σ ′′ = (a′ @ (b0 • σ ′)) • (a′ v′) • σ ′′ ∈  S+, by (f).
To prove that  f (  S)ω ⊇  Sω , we must, by deﬁnition (7) of  f , prove that σ ∈  Sω implies σ ∈ 2−A  Sω , that is σ0 −A σ1 and
σ1 • σ2 • . . . ∈  Sω .
But σ ∈  Sω ⇒ σ0 −A σ1 is equivalent to  Sω ⊆ γ (−A ) that is gfp⊆  F ⊆ γ (gfp⊆ f ) which, by the dual of [6, Theorem 1],
follows from  F ◦ γ ⊆˙ γ ◦ f or equivalently, α ◦  F ◦ γ ⊆˙ f .
Moreover  S hence  Sω is sufﬁx closed and therefore σ1 • σ2 • . . . ∈  Sω .
We have  f (  S)+ ⊆  S+ and  f (  S)ω ⊇  Sω so  f (  S) 	  S, proving, by Tarski’s ﬁxpoint theorem [33] for the 	-monotone  f on
the complete lattice 〈℘(T∞), 	〉, that lfp	  f 	  S hence ∞−A 	  S.
We now prove that  F ( +−A ) ⊆ +−A that is ∀σ ∈  F ( +−A ) : σ ∈ +−A . If |σ | = 1 then σ = σ0 ∈ V so σ ∈ 1−A ⊆ +−A . Otherwise
|σ | > 1 and we proceed by case analysis on the syntax of σ0.
If σ = (λ x .a) v • a[x ← v] • σ ′ ∈  F ( +−A ), v ∈ V then a[x ← v] • σ ′ ∈ +−A by (b) and (λ x .a) −A a[x ← v] by (6) in Section
6.5.2 so σ = (λ x .a) v • a[x ← v] • σ ′ ∈ +−A by deﬁnition of +−A .
If σ = (σ ′ @ b) • (v b) • σ ′′ ∈  F ( +−A ), where by (d), σ ′ /= 	, σ ′ • v ∈ +−A , v ∈ V, and (v b) • σ ′′ ∈ +−A then, by deﬁnition of +−A ,
σ ′
0
−A σ ′
1
−A . . . −A σ ′|σ ′ |−1 −A v and (v b) −A σ ′′0 −A σ ′′1 −A . . . −A σ ′′|σ ′′ |−1, and so by (6) in Section 6.5.2, (σ ′0 b) −A (σ ′1 b) −A
. . . −A (σ ′|σ ′ |−1 b) −A (v b) hence σ = (σ ′0 b) • (σ ′1 b) • . . . • (σ ′|σ ′ |−1 b) • (v b) • σ ′′0 • σ ′′1 • . . . • σ ′′|σ ′′ |−1 ∈
+−A by deﬁnition of +−A .
If σ = (a@ σ ′) • (a v) • σ ′′ ∈  F ( +−A ), where by (f), a, v ∈ V, σ ′ /= 	, σ ′ • v ∈ +−A , (a v) • σ ′′ ∈ +−A then, by deﬁnition of +−A ,
σ ′
0
−A . . . −A σ ′|σ ′ |−1 −A v and (av) −A σ ′′0 −A . . . −A σ ′′|σ ′′ |−1, and soby (6) inSection6.5.2, (aσ ′0) −A . . . −A (aσ ′|σ ′ |−1) −A (av)
proving, by deﬁnition of
+−A , that σ = (a σ ′
0
) • . . . • (a σ ′|σ ′ |−1) • (a v) • σ
′′
0
• . . . • σ ′′|σ ′′ |−1 ∈
+−A .
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Next, we prove that
ω−A ⊆  F ( ω−A ). If σ ∈ ω−A then σ0 ∈ V and σ0 −A σ1 . . . −A σn −A . . .. By (6) in Section 6.5.2, there are
three cases.
If σ0 −A σ1 = (λ x .a) v −A a[x ← v] then a[x ← v] • . . . • σn • . . . ∈ ω−A so σ = (λ x .a) • a[x ← v] • . . . • σn • . . . ∈  F ( ω−A ) by
(b).
If σ0 −A σ1 = a0 b −A a1 b where a0 −A a1, then there are two cases.
Either all σi, i ∈ N are of the form ai b in which case, by (6) in Section 6.5.2, a0 −A a1 −A . . . −A an −A . . . hence, by
deﬁnition of
ω−A , a0 • a1 • . . . • an • . . . ∈ ω−A , proving, by (c), that σ = (a0 b) • (a1 b) • . . . • (an b) • . . . ∈  F ( ω−A ).
Or σ = (a0 b) • . . . • (ai−1 b) • σi • σ i+1 • . . . and σi is not of the form (ai b). (a0 b) −A . . . −A (ai−1 b) −A σi implies a0 −A
a1 −A . . . −A ai−1, by (6) in Section 6.5.2. Since σi is not of the form (ai b), there are, according to (6) in Section 6.5.2, only
two possibe cases for (ai−1 b) −A σi.
Either ((λ x .a) v) = (ai−1 b) −A σi = a[x ← v], or
(v b) = (ai−1 b) −A σi = (v b1) where v ∈ V and b0 −A b1.
In both cases ai−1 ∈ V, so ai−1 −A hence a0 • a1 • . . . • ai−1 ∈ +−A , and (ai−1 b) • σi • σi+1 • . . . ∈ ω−A so σ = (a0 b) • (a1 b) •
. . . • (ai−1 b) • σi • σi+1 • . . . ∈  F ( ω−A ) by (d).
Otherwise σ0 −A σ1 = v b0 −A v b1 where b0 −A b1 and there are two cases.
Either∀i ∈ N : σi = (v bi)hence, by (6) in Section6.5.2,b0 −A b1 −A . . . −A bn −A . . . sob0 • b1 • . . . • bn • . . . ∈ ω−A proving
that σ = (v b0) • (v b1) • . . . • (v bn) • . . . ∈  F ( ω−A ) by (e).
Or σ = (v b0) • . . . • (v bi−1) • σi • . . .where σi is not of the form (v bi). By (6) in Section 6.5.2, (v bi−1) −A σi and σi is not of
the form (v bi) imply that ((λ x .a′) v′) = (v bi−1) −A σi = a′[x ← v′] so bi−1 = v′ ∈ V. Therefore v ∈ V, b0 • . . . • bi−1 ∈ +−A
since bi−1 ∈ V, and (v bi−1) • σi • . . . ∈ ω−A by deﬁnition of ω−A imply that σ = (v b0) • . . . • (v bi−1) • σi • . . . ∈  F ( ω−A ) by (f).
We have  F ( +−A ) ⊆ +−A so  F+( +−A )  F (( +−A )+)+ =  F ( +−A )+ ⊆ ( +−A )+ = +−A and  F+ is ⊆-monotone on the complete lattice
〈℘(T+), ⊆〉 so  S+  lfp⊆  F+ =⋂{X ⊆ T+ |  F+(X) ⊆ X} ⊆ +−A by Tarski’s ﬁxpoint theorem [33].
Moreover by ⊆-monotony of  F and  F ( ω−A ) ⊇ ω−A , we have  Fω( ω−A ) =  Fω(S) ( F (  S+ ∪ ( ω−A )ω))ω = ( F (  S+ ∪ ω−A ))ω ⊇
( F ( ω−A ))ω ⊇ ( ω−A )ω = ω−A so  Sω  gfp⊆  Fω =⋃{X ⊆ Tω | X ⊆  Fω(X)} ⊇ ω−A by Tarski’s ﬁxpoint theorem [33] on the complete
lattice 〈℘(Tω), ⊆〉.
In follows that  S   S+ ∪  Sω 	 +−A ∪ ω−A = ∞−A .
In conclusion, we have  S = ∞−A by antisymmetry. 
6.6.2. Rule-based small-step maximal trace semantics
The maximal trace semantics  S = ∞−A = lfp	  f where  f is deﬁned by (7) in Section 6.6.1 can be deﬁned inductively with
small-steps as
v ∈  S, v ∈ V a −A b, b • σ ∈
 S
a • b • σ ∈  S
	
that is, writing a ⇒ σ for σ ∈  S and σ0 = a
v ⇒ v, v ∈ V a −A b, b ⇒ σ
a ⇒ a • σ
	
6.7. Small-step biﬁnitary relational semantics of the call-by-value λ-calculus
The biﬁnitary relational semantics was deﬁned as

S α(  S) (where α is the relational abstraction of sets of traces (2) in
Section 6.4.1) and given in big-step form in Section 6.4. It can be given in small-step form by abstraction of the small-step
biﬁnitary maximal trace semantics of Section 6.6.1.
6.7.1. Fixpoint small-step biﬁnitary relational semantics
The biﬁnitary relational semantics

S α(  S) = α(lfp	  f ) can be deﬁned in ﬁxpoint form as lfp	

f where the small-step
transformer

f ∈ ℘(T× (T ∪ {⊥})) −→ ℘(T× (T ∪ {⊥})) is
(R) {〈v, v〉 | v ∈ V} (8)
∪ {〈(λ x .a) v, r〉 | v ∈ V ∧ 〈a[x ← v], r〉 ∈ R}
∪ {〈a0 b, r〉 | a0 −A a1 ∧ 〈a1 b, r〉 ∈ R}
∪ {〈v b0, r〉 | b0 −A b1 ∧ 〈v b1, r〉 ∈ R} .
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Proof. We have
α( f (T))
= α({v ∈ T∞ | v ∈ V} ∪ 2−A T) def. (7) in Section 6.6.1 of  f
= α({v ∈ T∞ | v ∈ V}) ∪ α( 2−A T) α preserves ∪ by (3) in Section 6.4.1
= {〈v, v〉 | v ∈ V} ∪ α( 2−A T) def. (2) of α in Section 6.4.1
= {〈v, v〉 | v ∈ V} ∪ {a • b • σ | a −A b ∧ b • σ ∈ T} def. 2−A and
= {〈v, v〉 | v ∈ V} ∪ {〈a, ⊥〉 | a −A b ∧ b • σ ∈ Tω} ∪
{〈a, r〉 | a −A b ∧ b • σ • r ∈ T+} def. (2) of α in Section 6.4.1
= {〈v, v〉 | v ∈ V} ∪ {〈a, r〉 | a −A b ∧ 〈b, r〉 ∈ α(T)}
def. (2) of α in Section 6.4.1
=

f (α(T))
by deﬁning

f (R) {〈v, v〉 | v ∈ V} ∪ {〈a, r〉 | a −A b ∧ 〈b, r〉 ∈ R}. The commutation property α ◦  f =

f ◦ α implies that

S
α(  S) = α(lfp	  f ) = lfp	

f . Using the ﬁxpoint property (6) in Section 6.5.2 ofS, we get (8). 
6.7.2. Rule-based small-step biﬁnitary relational semantics
The biﬁnitary rule-base form is (a ⇒ b stands for 〈a, b〉 ∈

S and r ∈ V ∪ {⊥})
v ⇒ v, v ∈ V a −A b, b ⇒ r
a ⇒ r
	
7. Related work
Divergence/nonterminating behaviors are needed in static program analysis [25]10 or typing [5,22]. Such divergence
information is part of the classical order-theoreticﬁxpointdenotational semantics [24] butnot explicit in small-step/abstract-
machine-based operational semantics [28,29,30] and absent of big-step/natural operational semantics [17]. A standard
approach is therefore to generate an execution trace semantics from a (labeled) transition system/small-step operational
semantics, using either an order-theoretic [6] or metric [35] ﬁxpoint deﬁnition or else a categorical deﬁnition as a ﬁnal
coalgebra for a behaviour functor (modeling the transition relation) up to a weak bisimulation [16,34,20] or using an
equational deﬁnition for recursion in an order-enriched category [19]. However, the description of execution traces by
small steps may be impractical as compared to a compositional deﬁnition using big steps. Moreover, execution traces are
not always at an appropriate level of abstraction and relational semantics often look more natural.
8. Conclusion
We have introduced bi-inductive deﬁnitions, an order-theoretic approach to inductive deﬁnitions which allows the
simultaneous deﬁnition of ﬁnite and inﬁnite behaviors in structural operational semantics—both big-step and small-step
styles. We have related various presentations of the bi-inductive semantics, such as explicit ﬁxpoint deﬁnitions and the
familiar rule-based deﬁnitions including in absence of monotony. Bi-induction simultaneously deﬁne the ﬁnite behaviors
by induction and the inﬁnite behaviors by co-induction. Using induction only would exclude inﬁnite behaviors while using
co-induction only might introduce spurious ﬁnite behaviors (for example, in big-step relational semantics).
We have given two examples of using the approach: specifying the ﬁnite and inﬁnite semantics of context-free grammars
and of the call-by-value λ-calculus, both in small/big-step style and at various levels of abstractions for trace/relational/
operational semantics. The lattice of abstractions of the big-step biﬁnite trace semantics is the following
10 For example, the authors of [32] claim that their “work is the ﬁrst provably correct strictness analysis and call-by-name to call-by-value transformation
for an untyped higher-order language” but since the considered big-step semantics does not account for divergence, the considered analysis is not strictness
but a weaker needness analysis.
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and the lattice of abstractions of the small-step biﬁnite trace semantics  S = lfp	  f is isomorphic.
Sound (and sometimes complete) abstractions are essential to establish this hierarchy of semantics [6] and to prove that all
the semantics are well-behaved in the sense that they abstract the small-step trace semantics.
In conclusion, bi-inductive deﬁnitions should satisfy the need for formal ﬁnite and inﬁnite semantics, at various levels of
abstraction, and in different styles, despite the possible absence of monotony.
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