Semigroups associated to generalized polynomials and some classical formulas  by Balderrama, Cristina et al.
J. Math. Pures Appl. 92 (2009) 375–395
www.elsevier.com/locate/matpur
Semigroups associated to generalized polynomials and
some classical formulas
Cristina Balderrama a,∗, Piotr Graczyk b, Wilfredo Urbina a,1
a Departamento de Matemáticas, Facultad de Ciencias, UCV, Apt 40009, Los Chaguaramos, Caracas 1041-A, Venezuela
b Département de Mathématiques, Université d’Angers, 2, boulevard Lavoisier, 49045 Angers Cedex 01, France
Received 20 May 2008
Available online 29 May 2009
Abstract
We study operator semigroups associated with a family of generalized orthogonal polynomials with Hermitian matrix entries.
For this we consider a Markov generator sequence, and therefore a Markov semigroup, for the family of orthogonal polynomials
on R related to the generalized polynomials. We give an expression of the infinitesimal generator of this semigroup and under the
hypothesis of diffusion we prove that this semigroup is also Markov. We also give expressions for the kernel of this semigroup
in terms of the one-dimensional kernels and obtain some classical formulas for the generalized orthogonal polynomials from the
correspondent formulas for orthogonal polynomials on R.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article on étudie des semigroupes d’opérateurs qui sont liés à une famille de polynômes orthogonaux généralisés définis
dans l’espace des matrices hermitiennes. Pour cette étude, on considère une suite génératrice de Markov associée à la famille
des polynômes orthogonaux liée aux polynômes généralisés, qui sont définis sur R. On propose une expression du générateur
infinitésimal de ce semigroupe. Si l’on suppose l’hypothèse de diffusion, on démonte que ce semigroupe est aussi markovien. De
plus, on trouve des expressions pour le noyau de ce semigroupe en termes de noyaux unidimensionnels et à partir des formules
classiques des polynômes orthogonaux sur R, on obtient des formules analogues pour les polynômes orthogonaux généralisés.
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In a previous paper, [5], we defined a family of generalized orthogonal polynomials with Hermitian matrix
argument in the following way. Let μ be a finite measure on the real line such that the set of polynomials is dense in
L2(R,μ). This condition is satisfied if, for example, μ has an exponential moment, that is there exists  > 0 such that∫
R
e|x|μ(dx) < ∞ (cf. [6,7]). We consider the measure μn on Rn defined by:
μn(dx) = V 2(x1, . . . , xn)μ(dx1) . . .μ(dxn), (1.1)
where
V (x1, . . . , xn) = det
(
xn−ij
)= ∏
1i<jn
(xi − xj ),
is the Vandermonde determinant. The measure μn is a permutation invariant measure on Rn. We will also require the
set of symmetric polynomials on Rn to be dense in L2sym(Rn,μn), the space of all symmetric functions on L2(Rn,μn).
If μ has an exponential moment, then this condition is guaranteed.
Let {pm}m∈N be a family of orthogonal polynomials in L2(R,μ), with deg(pm) = m. This can always be found by
using the Gram–Schmidt orthogonalization process. Let us denote by Λ the set of all n-partitions, that is
Λ = {λ = (λ1, . . . , λn): λi ∈ N, λ1  · · · λn  0}.
For λ ∈ Λ, in [5] we defined a function on Rn by:
Pλ(x1, . . . , xn) := cλ det(pλi+n−i (xj ))
V (x1, . . . , xn)
, (1.2)
where cλ is a normalizing constant that depends on the normalization chosen for the polynomials pm and Pλ.
Sometimes different normalizations of orthogonal polynomials are needed, see [5,16]. That is why we maintain in
this section the general notation cλ for the normalization constant.
Theorem 3.1 in [5] states that Pλ are symmetric polynomials, orthogonal in the Hilbert space L2sym(Rn,μn) with
norm,
‖Pλ‖2L2sym(Rn,μn) = c
2
λn!
n∏
i=1
‖pλi+n−i‖2L2(R,μ), (1.3)
and the family {Pλ}λ∈Λ, is dense in L2sym(Rn,μn), thus it forms an orthogonal Hilbert basis of this space. The poly-
nomials {Pλ}λ∈Λ can be obtained by the Gram–Schmidt orthogonalization process, applied to the Schur polynomials
family {Sλ}λ∈Λ, ordered in the graded lexicographic order gl .
Let Hn be the space of Hermitian matrices and let f : Hn → R be a central function on Hn, that is
f (UXU−1) = f (X) for all unitary matrices U . Thus f (X) depends only on the eigenvalues of the matrix X and there-
fore f is uniquely determinated by its values over the diagonal matrices. So, if f is central, the function f˜ :Rn → R
defined by f˜ (x1, . . . , xn) = f (diag(x1, . . . , xn)) is a symmetric function on Rn. Moreover, this map is a bijection
from the space of central functions on Hn onto the space of symmetric functions on Rn.
If P is a symmetric polynomial in Rn, let Pˆ be the central function on Hn such that its restriction to the diagonal
matrices is equal to P . We call Pˆ a generalized polynomial with Hermitian matrix argument. Most properties of a
generalized polynomial are derived from the corresponding properties of the associated symmetric polynomial.
To any Borel measure μ on R, using Weyl’s integral formula cf. [9], we associate a measure M on Hn such that∫
Hn
f (X)dM(X) =
∫
Rn
f
(
diag(x1, . . . , xn)
)
V 2(x1, . . . , xn) dμ(x1) . . . dμ(xn) =
∫
Rn
f˜ (x) dμn(x), (1.4)
for any positive central function f on Hn. For further reference on the construction of this measure, see [5].
Let L2Un(Hn,M) be the space of all central functions on L
2(Hn,M). It is clear that this space is isomorphic to the
space L2sym(Rn,μn). The main result of [5], Corollary 3.2, states that the family of generalized polynomials {Pˆλ}λ∈Λ
associated to the orthogonal polynomials over Rn given by (1.2) is an orthogonal Hilbert basis of this space. For more
details of this construction see [5].
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family {Pλ}λ∈Λ of an important class of central functions. Since it is going to be used repeatedly in what follows, we
recall it here.
Proposition 1.1. (See Proposition 3.6 of [5].) Given n functions f1, . . . , fn of one variable, with the expansions in the
basis {pm}m∈N,
fi(x) =
∞∑
k=0
c
(i)
k pk(x), i = 1, . . . , n,
convergent absolutely for |x| < r , we have:
det
(
fi(xj )
)
1i,jn = V (x1, . . . , xn)
∑
λ∈Λ
bλPλ(x),
where the series converges for |xj | < r and
bλ = 1
cλ
det
(
c
(i)
λj+n−j
)
1i,jn.
As said before, the normalizing constant cλ in the definition of Pλ given in (1.2) depends on the normalization cho-
sen for the polynomials pm and Pλ. In this article we are going to fix the following normalizations: ‖pm‖L2(R,μ) = 1
for all m ∈ N and pm has positive leading coefficient and ‖Pλ‖L2sym(Rn,μn) = 1 for all λ ∈ Λ. Then by (1.3), we have
that cλ = 1√
n! , and
Pλ(x) = 1√
n!
det(pλi+n−i (xj ))
V (x)
.
The article is organized as follows. In Section 2 we define a semigroup associated to the family of orthogo-
nal polynomials over Hn and we give an expression of the infinitesimal generator of this semigroup in Section 3.
In Section 4 we see that for the classical families of orthogonal polynomials on R, the associated semigroup is Markov.
In order to provide this result we consider separately the continuous and discrete cases and we use a characterization
result of O. Mazet [19]. Then in Section 5 we present an expression of the kernels of the semigroup defined in Sec-
tion 2 in terms of the kernels of the semigroups associated to the one-dimensional polynomials. Section 6 is devoted
to generalize some classical formulas for orthogonal polynomials to this new family of polynomials. Finally, in Sec-
tion 7 we present as examples the families of classical orthogonal polynomial of continuous and discrete variable,
obtaining, in the continuous case, some expressions given without proof by M. Lassalle in [14,15] and [16] and some
new formulas, in the discrete case.
2. Semigroup associated to generalized polynomials
Let us begin this section with some preliminaries on semigroups associated to a family of polynomials and Markov
semigroups. Let μ be a measure on R as before. We say that an operator S in L2(R,μ) is Markov, or that satisfies the
Markov condition, if S(1) = 1 and S maps positive functions into positive functions.
If {pm}m∈N is the family of orthogonal polynomials in L2(R,μ), normalized so ‖pm‖L2(R,μ) = 1, as in [4] we
say that the sequence of real numbers {cm}m∈N is a Markov sequence for the family of polynomials {pm}m∈N if there
exists a Markov operator S in L2(R,μ) such that S(pm) = cmpm for all m ∈ N. Then we have that the operator S has
the family {pm}m∈N as spectral decomposition and it is symmetric in L2(R,μ), or equivalently, that μ is the invariant
measure for the operator S. This, together with the fact that S is conservative, implies that μ is the invariant measure
of S, that is, ∫
Sf dμ =
∫
f dμ, ∀f ∈ L1(R,μ). (2.1)
In consequence, S is a contraction operator in Lp(R,μ) for all 1 p ∞ and cα ∈ [−1,1] for all α.
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represented as
S(f )(x) =
∫
f (y)S(x, y) dμ(y),
where
S(x, y) =
∑
m∈N
cmpm(x)pm(y),
is a positive kernel in L2(μ⊗ μ).
We say that the sequence of real numbers {γm}m∈N is a Markov generator sequence for the family of polynomials
{pm}m∈N if for every t  0 the sequence {e−γmt }m∈N is a Markov sequence for {pm}m∈N. Then, there exists a family
of Markov operators {Nt }t0 such that for each t the operator Nt is a contraction, Nt(pm) = e−γmtpm and γm  0
for all m ∈ N. If for each t > 0, we have that ∑ e−2γmt < ∞, as before, we have that each Nt is a Hilbert–Schmidt
operator and can be represented as
Nt(f )(x) =
∫
f (y)Nt (x, y) dμ(y), (2.2)
where
Nt (x, y) =
∑
m∈N
e−γmtpm(x)pm(y). (2.3)
It is not difficult to see that ∫
Nt (x, y)Ns(y, z) dμ(y) = Nt+s(x, z),
thus {Nt }t0 is a Markov semigroup with invariant measure μ and spectral decomposition over the family of polyno-
mials {pm}m∈N.
If L is the infinitesimal generator of the semigroup {Nt }t0, that is
Lf = lim
t→0
Ntf − f
t
, f ∈ D(L),
with D(L) a dense subset of L2(R,μ), then L(pm) = −γmpm, thus it is a symmetric operator in L2(R,μ) with
spectral decomposition over the family {pm}m∈N. The invariance of the measure μ for {Nt }t0 can be expressed in
terms of the operator L as
∫
Lf dμ = 0 for all f in D(L).
A detailed study of the Markov generator sequences associated to the classical families of orthogonal polynomials
can be found in [4].
We start with a Markov generator sequence (and therefore with a Markov semigroup) associated to the family
of orthogonal polynomials {pm}m∈N and define a semigroup with spectral decomposition given by the generalized
orthogonal polynomials. Later we will give conditions so that this semigroup is also Markov.
Theorem 2.1. Let {γm}m∈N be an increasing, square summable Markov generator sequence for the family {pm}m∈N
of orthogonal polynomials on L2(R,μ). Let us define:
Tt (x, y) :=
∑
λ∈Λ
e
−t (∑nj=1 γλj+n−j−∑nj=1 γn−j )Pλ(x)Pλ(y), (2.4)
and for f ∈ L2sym(Rn,μn),
Tt (f )(x) :=
∫
n
f (y)Tt (x, y)μn(dy). (2.5)
R
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eigenvalues e−tϕλ , where
ϕλ =
n∑
j=1
γλj+n−j −
n∑
j=1
γn−j  0, (2.6)
and with symmetric measure μn.
We also have that {Tt }t0 is a conservative semigroup, that is Tt1 = 1 for all t  0, where 1 is the constant function
equal to 1 in L2sym(Rn,μn). Therefore μn is the invariant measure for {Tt }t0.
Proof. First note that since for each t  0 the sequence {e−γmt }m∈N is square summable, then also for each t  0 we
have that
∑
λ∈Λ e−2tϕλ < ∞. Thus, the kernel Tt (x, y) is in L2(μn ⊗μn) and therefore, Tt is a bounded operator.
By the orthogonality of the family {Pλ}λ∈Λ on L2sym(Rn,μn), we have that∫
Rn
Tt (x, y)Ts(y, z) dμn(y) =
∫
Rn
(∑
λ∈Λ
e−tϕλPλ(x)Pλ(y)
)(∑
κ∈Λ
e−tϕκ Pκ(y)Pκ(z)
)
dμn(y)
=
∑
λ∈Λ
∑
κ∈Λ
e−tϕλe−tϕκ Pλ(x)Pκ(z)
∫
Rn
Pλ(y)Pκ(y) dμn(y)
=
∑
λ∈Λ
e−(t+s)ϕλPλ(x)Pλ(z) = Tt+s(x, y),
that is, the family of kernels {Tt }t0 satisfy the Chapman–Kolmogorov equation. Thus {Tt }t0 satisfies the semigroup
property. Moreover, also from the orthogonality of {Pλ}λ∈Λ on L2sym(Rn,μn) it is immediate that
Tt (Pλ)(x) = e−tϕλPλ(x), (2.7)
this is, Pλ is an eigenfunction of Tt with eigenvalues e−tϕλ .
On the other hand, clearly Tt (x, y) = Tt (y, x) and therefore, Tt is a symmetric operator in L2sym(Rn,μn). Or
equivalently, μn is the symmetric measure for the semigroup {Tt }t0.
It remains to be proven that Tt maps 1 into 1. Because of the normalization chosen for Pλ we have that
P0 = 1√μn(Rn) , with 0 the partition 0 = (0, . . . ,0); and also ϕ0 = 0. So by (2.7),
Tt (1) =
√
μn
(
Rn
)
Tt (P0) = e−tϕ0
√
μn
(
Rn
)
P0 = 1. 
Now let us define a semigroup in L2Un(Hn,M) with spectral decomposition given by the generalized polynomials
{Pˆλ}λ∈Λ. For an operator T on L2sym(Rn,μn) let Tˆ be the operator on L2Un(Hn,M) such that for all h ∈ L2Un(Hn,M),
Tˆ h|Diag = T (h|Diag) = T (h˜),
where Diag is the space of all n× n diagonal matrices.
Note that if T = f1(αT1 + βT2)f2 with f1, f2 symmetric functions, T1, T2 operators on L2sym(Rn,μn) and α,β
constants, then Tˆ = fˆ1(αTˆ1 + βTˆ2)fˆ2 where fˆi is the central function whose restriction to the diagonal matrices is
equal to fi .
Corollary 2.2. The family of operators {Tˆt }t0 on L2Un(Hn,M) is a conservative semigroup with spectral decompo-
sition given by the generalized polynomials {Pˆλ}λ∈Λ with eigenvalues e−tϕλ with ϕλ given in (2.6). The measure M is
the symmetric and invariant measure for this semigroup. We have the representation:
Tˆ h(X) =
∫
h(Y )Tˆ (X,Y )dM(Y ), (2.8)
Hn
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Tˆ (X,Y ) =
∑
λ∈Λ
e−tϕλ Pˆλ(X)Pˆλ(Y ). (2.9)
3. Infinitesimal generator
In this section we are going to find an expression for the infinitesimal generator of the semigroup {Tt }t0 defined
in (2.5) in terms of the infinitesimal generator L of the semigroup {Nt }t0. Let Lk be the operator on L2(Rn,μn) that
acts as L over the kth coordinate. For a symmetric polynomial q on Rn define the operator Dq on L2sym(Rn,μn) by:
Dq = 1
V
q(L1, . . . ,Ln)V . (3.1)
Proposition 3.1. For each partition λ ∈ Λ the polynomial Pλ is an eigenfunction of the operator Dq with associated
eigenvalue q(−γλ1+n−1,−γλ2+n−2, . . . ,−γλn), that is
DqPλ = q(−γλ1+n−1,−γλ2+n−2, . . . ,−γλn)Pλ. (3.2)
Proof. Since any symmetric polynomial q in Rn can be expressed as a linear combination of monomial symmetric
functions (see [17]), it is enough to verify (3.2) for the operator Dmκ with mκ =
∑
τ∈Sn x
κτ(1)
1 . . . x
κτ(n)
n , the monomial
symmetric function associated to a partition κ = (κ1, . . . , κn) ∈ Λ (here Sn is the symmetric group of n-permutations).
In this case we have that√
n!V (x)DmκPλ(x) = mκ(L1, . . . ,Ln)det
(
pλi+n−i (xj )
)
=
∑
τ∈Sn
L
κτ(1)
1 . . .L
κτ(n)
n
( ∑
σ∈Sn
(σ )
n∏
j=1
pλσ(j)+n−σ(j)(xj )
)
=
∑
τ∈Sn
∑
σ∈Sn
(σ )
n∏
j=1
(−γλσ(j)+n−σ(j))κτ(j)pλσ(j)+n−σ(j)(xj )
=
∑
σ∈Sn
(σ )
n∏
j=1
pλσ(j)+n−σ(j)(xj )
(∑
τ∈Sn
n∏
i=1
(−γλσ(i)+n−σ(i))κτ(i)
)
=
∑
σ∈Sn
(σ )
n∏
j=1
pλσ(j)+n−σ(j)(xj )
(∑
τ∈Sn
n∏
i=1
(−γλi+n−i )κτ◦σ−1(i)
)
=
(∑
ν∈Sn
n∏
i=1
(−γλi+n−i )κν(i)
)∑
σ∈Sn
(σ )
n∏
j=1
pλσ(j)+n−σ(j)(xj )
= mκ(−γλ1+n−1, . . . ,−γλn)det
(
pλi+n−i (xj )
)
,
that is
DmκPλ(x) = mκ(−γλ1+n−1, . . . ,−γλn)Pλ(x),
as wanted. 
In what follows we will work with the symmetric polynomial q0(x1, . . . , xn) = x1 + x2 + · · · + xn + c with
c =∑nj=1 γn−j , a positive constant. The reason of this choice of c will be clear later. From now on we will denote by
D the operator Dq0 . We have:
Theorem 3.2. The operator D on L2sym(Rn,μn) defined as
D = 1
V
(L1 + · · · + Ln)V + c, (3.3)
with c =∑nj=1 γn−j is the infinitesimal generator of the semigroup {Tt }t0.
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DPλ = −
(
n∑
j=1
γλj+n−j − c
)
Pλ,
that is, in this case the associated eigenvalue is −ϕλ, cf. (2.6). So, the operator D and the infinitesimal generator of
the semigroup {Tt }t0 have the same spectral decomposition. By spectral theory of semigroups (see [8], Lemma 1.9)
and the density of {Pλ}λ∈Λ in L2sym(Rn,μn) the result follows. 
Remark 3.3. Since {Tt }t0 is a conservative semigroup, we have that D1 = 0, consequently (L1 +· · ·+Ln)V = −cV ,
and
c = −
n∑
k=1
LkV
V
. (3.4)
On the cone C = {y ∈ Rn ∩ supp(μ): y1 > y2 > · · · > yn}, the function V is positive, so (L1 + · · · + Ln)V < 0 on
this cone. The Vandermonde determinant is a positive superharmonic (excessive) function for L1 + · · · + Ln on C.
For the semigroup associated to the generalized polynomials we have
Corollary 3.4. The operator Dˆ on L2Un(Hn,M) is the infinitesimal generator of the semigroup {Tˆt }t0.
4. Positivity preserving
We already know that the semigroup {Tt }t0 is conservative. Now we are going to see that, in certain cases,
it also preserve positivity and therefore, it satisfy the Markov condition. For this we will use a characterization of
Markov semigroups with invariant measure given in [19] that involves the “carré du champ” operator associated to
the infinitesimal generator of the semigroup.
For the infinitesimal generator L of the semigroup {Nt }t0 on L2(R,μ), the square of champ operator of L is the
symmetric bilinear form defined by:
Γ (f,g) = 1
2
(
L(fg)− fLg − gLf ), f, g ∈ A,
for f , g in A, a “standard algebra” in Dom(L). In our setting we can, and will, take A as the algebra of polynomials.
For more details see [1] and [3].
It is known that for a Markov semigroup, the associated square of champ operator is positive for all f in A in the
sense that Γ (f,f ) 0 for f ∈ A. In [19] it is proven that if μ is the invariant measure for the semigroup {Nt }t0 then
the converse implication is also true, that is, the positivity of the square of champ operator implies that the semigroup
is Markov. We will use this result several times in what follows.
4.1. Continuous case: diffusions
Suppose that the measure μ is non-atomic. We say that an operator T on L2(R,μ) is a diffusion (see [18] and [1])
if for polynomials Φ and f ,
T
(
Φ(f )
)= Φ ′′(f )Γ (f,f )+Φ ′(f )T (f ),
where Γ is the square of champ operator of T .
If the infinitesimal generator L of the semigroup {Nt }t0 in L2(R,μ) is a diffusion, as a consequence having the
family of orthogonal polynomials {pm}m∈N as eigenfunctions, it can be proven (see [18]) that L has the form,
L = a(x) d
2
dx2
+ b(x) d
dx
, (4.1)
where a and b are polynomials of degree at most 2 and 1, respectively.
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and that has a family of orthogonal polynomials as eigenfunctions are the Ornstein–Uhlenbeck, Laguerre and Jacobi
semigroups, associated to the Hermite, Laguerre and Jacobi polynomials, respectively. For more details on these
polynomials, see the examples, Section 7.
First let us find an expression for the square of champ operator of the infinitesimal generator D of the semi-
group {Tt }t0, given in (3.3). Let A = alg{p0,p1, . . .} the algebra in R generated by the polynomials {pm}m∈N and
An = alg{Pλ}λ∈Λ the algebra in Rn generated by the polynomials {Pλ}λ∈Λ. The square of champ Γ for the infinites-
imal generator L of the semigroup {Nt }t0 acts over A. Denote by Γ k the bilinear form on An that acts like Γ over
the kth coordinate. Note that in this case,
Lk = a(xk) ∂
2
∂x2k
+ b(xk) ∂
∂xk
. (4.2)
Proposition 4.1. If L is a diffusion, then the square of champ operator associated to D, denoted by Γ D , has the
expression:
Γ D(f,f ) =
n∑
k=1
(
1
2
Lkf
2 − fLkf
)
=
n∑
k=1
Γ k(f,f ). (4.3)
Proof. For f ∈ An, we have that
1
V
Lk(Vf ) = Lkf + f LkV
V
+ 1
V
2a(xk)
∂
∂xk
V
∂
∂xk
f,
so, by (3.4)
Df =
n∑
k=1
Lk(Vf )
V
+ cf =
n∑
k=1
Lkf + 2
V
n∑
k=1
a(xk)
∂
∂xk
V
∂
∂xk
f. (4.4)
Hence
2Γ D(f,f ) = Df 2 − 2fDf =
n∑
k=1
(
Lkf
2 − 2fLkf
)= 2 n∑
k=1
Γ k(f,f ). 
Then we have:
Theorem 4.2. If the infinitesimal generator L of the Markov semigroup {Nt }t0 on L2(R,μ) is a diffusion, then the
semigroup {Tt }t0 on L2sym(Rn,μn) is also Markov.
Proof. Since μn is the invariant measure for {Tt }t0, by the result given in [19], we only have to check that
Γ D(f,f ) 0 for f ∈ An.
If we fix all the variables except xk , by the definition of Pλ(x1, . . . , xn), it is clear that it is in A. So, if f ∈ An,
it is also in A (considering f as a function of xk only).
Now, since {Nt }t0 is a Markov semigroup, we have that Γ (f,f ) 0 for f ∈ A and therefore Γ k(f,f ) 0 for
each k and f ∈ An. The result now follows from the expression of Γ D given in Proposition 4.1. 
For the semigroup {Tˆt }t0 associated to the generalized polynomials we have:
Corollary 4.3. If the infinitesimal generator L of the Markov semigroup {Nt }t0 on L2(R,μ) is a diffusion, then the
semigroup {Tˆt }t0 on L2Un(Hn,M) is also Markov.
If we substitute Lk in the expression of D given in (4.11) and to note that
∂
∂xk
V (x) = V (x)
[
n∑
i=1i =k
1
xk − xi
]
,
we have:
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Df =
n∑
k=1
[
a(xk)
∂2
∂x2k
f + 2
∑
i =k
a(xk)
xk − xi
∂
∂xk
f + b(xk) ∂
∂xk
f
]
. (4.5)
Remark 4.5. Using this expression for D we can also verify the Markov property in the diffusion case, using the
positive maximum principle (Th. 17.11, p. 321 in [11]), which is a Hille–Yosida-type condition that characterizes
infinitesimal generators of Markov semigroups.
4.2. Discrete case: discrete diffusions
Suppose now that the measure μ is purely atomic and that supp(μ) ⊆ N, then L2(R,μ) = l2(N,μ). Note that when
supp(μ) is finite, this space is a finite-dimensional vector space and therefore the case in study simplifies.
Orthogonal polynomials with respect to discrete measures are the subject of the monograph [20]. Following the
notations in [20], we consider the following difference operators:
f (x) = f (x + 1)− f (x),
∇f (x) = f (x) − f (x − 1).
Definition 4.6. We say that an operator T on l2(N,μ) is a discrete diffusion operator if, and only if, for all polynomials
Φ and f in l2(N,μ), it satisfies,
T
(
Φ(f )
)= ∇Φ(f )Γ (f,f )+ Φ(f )Tf, (4.6)
where Γ is the square of champ operator of T .
In analogy to the continuous case we have:
Proposition 4.7. If the infinitesimal generator L of the semigroup {Nt }t0 on L2(R,μ) is a discrete diffusion, then
L = σ(x)∇ + τ(x), (4.7)
where σ and τ are polynomials of degree at most two one, respectively.
Proof. Considering Φ = pm and f = x, we get that the relation,
L = Γ (x, x)∇ +Lx,
holds for any polynomial.
The fact that Lpm = −γmpm for m = 1,2 implies that
Γ (x, x) = Ax2 + Bx + C and Lx = ax + b.
Therefore, by the density of the polynomials the result follows. 
In [20], Ch. 2, it is proven that the only families of discrete orthogonal polynomials that are eigenfunctions of
operators of the form (4.7) are the Charlier, Meixner, Kravchuk and Hahn polynomials. For more on these polynomi-
als, see Section 7 and [20].
Now, if L is of the form (4.7), it is not difficult to see that
Γ (f,f ) = 1
2
[
σ(x)(∇f )2 + (σ(x)+ τ(x))(f )2]. (4.8)
Since in all the abovementioned classical cases σ  0 and σ + τ  0, [20, pp. 42–44] we have Γ (f,f )  0. Then,
again by the characterization given in [19], the semigroups such that its infinitesimal generator is a discrete diffusion,
associated to a family of orthogonal polynomials are indeed Markov and, by the result proven in [20], the only discrete
diffusion Markov semigroups are the ones associated to the Charlier, Meixner, Kravchuk and Hahn polynomials.
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Using Mazet’s result in [19] we are going to see that in this case the semigroup {Tt }t0 is also Markov. As seen in
Theorem 3.2, the infinitesimal generator of this semigroup is D = 1
V
(L1 + · · · +Ln)V + c where, in this case,
Lk = σ(xk)k∇k + τ(xk)k,
with
kf (x) = f (x + ek)− f (x) and ∇kf (x) = f (x)− f (x − ek),
and {ek} the canonical basis of Rn. For these operators we have:
kf (x) = ∇kf (x + ek), ∇kf (x) = kf (x − ek),
k
[
f (x)g(x)
]= f (x)kg(x)+ g(x + ek)kf (x),
∇k
[
f (x)g(x)
]= f (x)∇kg(x)+ g(x − ek)∇kf (x),
thus
k∇k
[
f (x)g(x)
]= f (x)k∇kg(x)+ g(x + ek)k∇kf (x)+kf (x)(g(x + ek)− g(x − ek)). (4.9)
Observe that Γ k , the operator on L2sym(Rn,μn) that acts like Γ in the kth coordinate, is given by:
Γ k(f,f ) = 1
2
[
σ(xk)(∇kf )2 +
(
σ(xk)+ τ(xk)
)
(kf )
2]. (4.10)
Proposition 4.8. If L is a discrete diffusion, then the square of champ operator associated to D, denoted by Γ D , has
the expression
2Γ D(f,f )(x) =
n∑
k=1
σ(xk)
V (x − ek)
V (x)
(∇kf (x))2 + n∑
k=1
(
σ(xk)+ τ(xk)
)V (x + ek)
V (x)
(
kf (x)
)2
.
Proof. By formula (4.9) we have:
k∇k
[
V (x)f (x)
]= f (x)k∇kV (x)+ V (x + ek)k∇kf (x)+ ∇kf (x)[V (x + ek)− V (x − ek)].
Together with (3.4) it implies that
Df (x) =
n∑
k=1
V (x + ek)
V (x)
Lkf (x)+
n∑
k=1
σ(xk)∇kf (x) [V (x + ek)− V (x − ek)]
V (x)
. (4.11)
Since ∇kf 2(x) = [f (x)+ f (x − ek)]∇kf (x), we have:
2Γ D(f,f )(x) = Df 2(x)− 2f (x)Df (x)
=
n∑
k=1
V (x + ek)
V (x)
2Γ k(f,f )(x)−
n∑
k=1
σ(xk)
(∇kf (x))2 [V (x + ek)− V (x − ek)]
V (x)
.
Substituting the expression of Γ k given in (4.10) we get the desired result. 
Theorem 4.9. Suppose that the infinitesimal generator L of the Markov semigroup {Nt }t0 on l2(N,μ) is a discrete
diffusion, then the semigroup {Tt }t0 on l2sym(Nn,μn) is also Markov.
Proof. Again, by the result given in [19], it is enough to verify that Γ (f,f )  0 for all f ∈ An. Let f be a
symmetric polynomial in l2(Nn,μn), then f , f 2, Df and Df 2 are also symmetric polynomials and therefore
Γ D(f,f ) = Df 2 − 2fDf is also a symmetric polynomial. Thus, to verify that Γ D(f,f )(x)  0 for x ∈ Nn,
it is enough to prove that Γ D(f,f )(x)  0 for x ∈ C := {y ∈ Nn: y1 > y2 > · · · > yn}, since, if x ∈ Nn, then
we can always find a permutation σ ∈ Sn such that σ(x) = (xσ(1), . . . , xσ(n)) ∈ C and therefore Γ D(f,f )(x) =
Γ D(f,f )(σ (x)) 0.
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given in Proposition 4.8, that Γ D(f,f )(x) 0, as wanted.
So, again in this case the semigroup {Tt }t0 is Markov. 
Corollary 4.10. If the infinitesimal generator L of the Markov semigroup {Nt }t0 on l2(N,μ) is a discrete diffusion,
then the semigroup {Tˆt }t0 on L2Un(Hn,M) is also Markov.
We can also give an expression of the operator D in terms of the difference operators k and ∇k . For this it is
enough to substitute Lkf in the expression of Df given in (4.11) and to note that
k∇kf (x)+ ∇kf (x) = ∇k
[
kf (x)+ f (x)
]= kf (x).
Proposition 4.11. If L is a discrete diffusion, then
Df (x) =
n∑
k=1
(
σ(xk)+ τ(xk)
)V (x + ek)
V (x)
kf (x)−
n∑
k=1
σ(xk)
V (x − ek)
V (x)
∇kf (x).
5. Explicit formulas for the kernels Tt (x,y)
Using Proposition 1.1 it is possible to give and expression of the kernels Tt (x, y) defined by (2.4), that define the
operator Tt , in terms of the kernels Nt (x, y) on L2(μ ⊗μ) defined in (2.3).
Theorem 5.1. The kernel Tt can be expressed as
Tt (x, y) = et
∑n
j=1 γn−j det(Nt (xj , yi))i,j
n!V (x)V (y) . (5.1)
Proof. To verify (5.1), let us consider the functions:
fi(t, x) = Nt (x, yi) =
∞∑
m=0
e−γmtpm(x)pm(yi),
then by Proposition 1.1,
det
(Nt (xj , yi))i,j = det(fi(t, xj ))i,j = V (x)∑
λ∈Λ
bλ(y)Pλ(x),
with
bλ(y) =
√
n!det(e−tγλj+n−j pλj+n−j (yi))ij = n!e−∑nj=1 γλj+n−j Pλ(y)V (y).
Therefore
det
(Nt (xj , yi))i,j = n!V (x)V (y)∑
λ∈Λ
e
−∑nj=1 γλj+n−j Pλ(y)Pλ(x)
= n!e−t
∑n
j=1 γn−j V (x)V (y)Tt (x, y),
obtaining formula (5.1). 
For the kernel Tˆt given by (2.9) associated to the semigroup {Tˆt }t0 in L2Un(Hn,M) we have an immediate result:
Corollary 5.2. The kernel Tˆt can be expressed as
Tˆt (X,Y ) = et
∑n
j=1 γn−j det(Nt (xj , yi))i,j
n!V (x1, . . . , xn)V (y1, . . . , yn) , (5.2)
where x1, . . . , xn, y1, . . . , yn are the eigenvalues of the matrices X and Y , respectively.
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Theorem 5.1 implies that the positivity preserving property of the semigroup {Tt }t0 is equivalent to the positivity
of the determinants det(Nt (xi, yj ))ni,j=1 of dimension n× n.
The property of positivity of all the determinants det(Nt (xi, yj ))ki,j=1, k = 1, . . . , n is called total positivity of the
1-dimensional kernel Nt(x, y). Karlin and McGregor [12,13] showed by probabilistic methods that if Nt is the kernel
of a continuous diffusion semigroup then it is totally positive.
In the discrete case, the diffusion property (4.6) corresponds to the fact the underlying Markov process Xt on a
subset of Z only jumps by +1 or −1. In such cases the total positivity was also proved [12].
5.2. Probabilistic interpretation of the semigroup Tt
We can also obtain the semigroup {Tt }t0 as the semigroup associated to a stochastic process. Consider a
1-dimensional Markov process X = (Xt )t0 such that its associated semigroup equals {Nt }t0 and take n indepen-
dent copies X(i), i = 1, . . . , n, of this process. The n-dimensional process X = (X(1), . . . ,X(n)) has the generator
L1 + · · · + Ln. Kill the process X when leaving the Weyl Chamber C = {y ∈ Rn: y1 > y2 > · · · > yn}. To the killed
process XC apply the Doob h-transform for h = V , the Vandermonde determinant. As observed in Remark 3.3, this
function h is positive and excessive for the process XC .
The resulting process Y = (XC)h identifies with the process X conditioned to remain in the Weyl chamber C. On
the other hand, the generator of Y equals D = 1
V
(L1 + · · · +Ln)V + c, the constant c ensuring that D1 = 0. Thus the
associated semigroup of this process is {Tt }t0.
The n-dimensional stochastic processes conditioned to stay in a Weyl chamber are intensely studied in recent years
(see e.g. [10] and references therein).
6. Some classical formulas for generalized polynomials
6.1. Christoffel–Darboux formula
It is well known that, as a consequence of their three term recursion formula, the family of orthogonal polynomials
{pm}m∈N on L2(R,μ) satisfies the Christoffel–Darboux formula, see [21, §3.2],
m∑
k=0
pk(x)pk(y)
‖pk‖2L2(R,μ)
= pm+1(x)pm(y)− pm(x)pm+1(y)
Am‖pk‖2L2(R,μ)(x − y)
, (6.1)
for x = y in R where Am = am+1am , and am is the leading coefficient of the polynomial pm.
We are going to generalize the Christoffel–Darboux formula for the orthogonal polynomials {Pλ}λ∈Λ, as an appli-
cation of Proposition 1.1.
Proposition 6.1. Let x1, . . . , xn, y1, . . . , yn ∈ R be such that xi = yj , i, j = 1, . . . , n, and m ∈ N such that m> n− 1.
Then
V (x)V (y)
∑
{λ∈Λ: λ1+n−1m}
Pλ(x)Pλ(y)
‖Pλ‖2L2sym(Rn,μn)
= n!
Anm‖pm‖2nL2(R,μ)
det
(
pm+1(xj )pm(yi)− pm(xj )pm+1(yi)
xj − yi
)
i,j
. (6.2)
Proof. Let us consider the functions
fi(x) = pm+1(x)pm(yi)− pm(x)pm+1(yi)
Am‖pm‖2L2(R,μ)(x − yi)
=
mn∑
k=0
pk(yi)pk(x)
‖pk‖2L2(R,μ)
.
Applying Proposition 1.1, for the coefficients,
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(i)
k (y) =
{
pk(yi )
‖pk‖2
L2(R,μ)
if k m,
0 if k m,
we obtain:
det
(
fi(xj )
)
i,j
= V (x)
∑
λ∈Λ
bλ(y)Pλ(x),
where bλ(y) =
√
n!det(c(i)λj+n−j (y))i,j . Let us study this last determinant more carefully. Call aij = c
(i)
λj+n−j (y).
We then have that aij = pk(yi )‖pk‖2
L2(R,μ)
if, and only if, λj + n− j m.
Now, if λ1 + n − 1  m then, for every k  1 we have λk + n − k  m, as λk  λ1. Then aik = pk(yi )‖pk‖2
L2(R,μ)
for
all i, k. On the other hand, if λ1 + n − 1 >m, then ai1 = 0 for all i.
This means that
bλ(y) =
√
n!det(c(i)λj+n−j (y))i,j =
⎧⎨
⎩
√
n!det( pλj+n−j (yi )‖pλj +n−j ‖2L2(R,μ)
)i,j if λ1 + n− 1m,
0 if λ1 + n− 1 >m.
Therefore, if λ1 + n− 1m,
bλ(y) =
√
n!det
(
pλj+n−j (yi)
‖pλj+n−j‖2L2(R,μ)
)
i,j
= V (y)
n!∏nj=1 ‖pλj+n−j‖2L2(R,μ)
√
n!det(pλj+n−j (yi))i,j
V (y)
= V (y)
n!‖Pλ‖2L2sym(R,μ)
Pλ(y),
from where
det
(
fi(xj )
)
i,j
= V (x)V (y)
∑
{λ∈Λ: λ1+n−1m}
Pλ(x)Pλ(y)
n!‖Pλ‖2L2sym(R,μ)
.
Also
det
(
fi(xj )
)
i,j
= det
(
pm+1(xj )pm(yi)− pm(xj )pm+1(yi)
Am‖pm‖2L2(R,μ)(xj − yi)
)
= 1
Anm‖pm‖2nL2(R,μ)
det
(
pm+1(xj )pm(yi) − pm(xj )pm+1(yi)
xj − yi
)
,
thus
V (x)V (y)
∑
{λ∈Λ: λ1+n−1m}
Pλ(x)Pλ(y)
‖Pλ‖2L2sym(R,μ)
= n!
Anm‖pm‖2nL2(R,μ)
det
(
pm+1(xj )pm(yi)− pm(xj )pm+1(yi)
xj − yi
)
i,j
. 
For the generalized polynomials we have an analogous result:
Corollary 6.2. Let X,Y be Hermitian matrices with different eigenvalues x1, . . . , xn, y1, . . . , yn respectively and let
m ∈ N be such that m> n − 1. Then
V (x1, . . . xn)V (y1, . . . yn)
∑
{λ∈Λ: λ1+n−1m}
Pˆλ(X)Pˆλ(Y )
‖Pˆλ‖2
L2Un (Hn,M)
= n!
Anm‖pm‖2nL2(R,μ)
det
(
pm+1(xj )pm(yi)− pm(xj )pm+1(yi)
xj − yi
)
i,j
. (6.3)
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Let us assume that the family {pm}m∈N has a gene rating function:
f (x,w) =
∞∑
m=0
dmpm(x)w
m, x ∈ supp{μ}, |w| < r.
We are able to obtain a generating function for the polynomials {Pλ}λ∈Λ, again as an application of Proposition 1.1,
Proposition 6.3. Let x1, . . . , xn,w1, . . . ,wn ∈ R. If f (·,·) is a generating function of {pm}m∈N, then
det(f (xj ,wi))ij
V (x)V (w)
=
∑
λ∈Λ
dλPλ(x)Sλ(w), (6.4)
where dλ =∏nj=1 dλj+n−j and Sλ is the Schur polynomial associated to the partition λ. That is
det(f (xj ,wi))ij
V (x)V (w)
(6.5)
is a generating function of {Pλ}λ∈Λ.
Proof. Apply Proposition 1.1 to the functions:
fi(x) = f (x,wi) =
∞∑
m=0
dmw
m
i pm(x).
Then, for c(i)m (w) = dmwmi , we get:
det
(
fi(xj )
)
ij
= det(f (xj ,wj ))ij =∑
λ∈Λ
bλ(w)Pλ(x),
with
bλ(w) = det
(
c
(i)
λj+n−j (w)
)
ij
= det(dλj+n−jwλj+n−ji )ij =
n∏
j=1
dλj+n−jV (w)Sλ(w).
Thus
det(f (xj ,wi))ij
V (x)V (w)
=
∑
λ∈Λ
dλPλ(x)Sλ(w). 
For the generalized polynomials we have:
Corollary 6.4. Let X and W be Hermitian matrices with eigenvalues x1, . . . , xn, w1, . . . ,wn respectively, then
det(f (xj ,wi))ij
V (x1, . . . , xn)V (w1, . . . ,wn)
=
∑
λ∈Λ
dλPˆλ(X)Sˆλ(W), (6.6)
where dλ = ∏nj=1 dλj+n−j and Sˆλ is the central function in L2Un(Hn,M) such that its restriction to the diagonal
matrices is the Schur polynomial Sλ.
7. Examples
Example 7.1 (Hermite polynomials). Let us consider the family {Hm}m∈N of normalized Hermite polynomials on R.
The normalized Hermite polynomial can be defined using the Rodrigues’ formula,
ex
2
Hm(x) = (−1)
m
√
m 1/2
dm
m
ex
2
.( π2 m!) dx
C. Balderrama et al. / J. Math. Pures Appl. 92 (2009) 375–395 389They are orthogonal polynomials with respect to the Gauss measure μ(dx) = e−x2 dx and the Hermite polynomial
Hm is an eigenfunction of the diffusion operator, called Ornstein–Uhlenbeck operator, given by:
L = ∂
2
∂x2
− 2x ∂
∂x
, (7.1)
with eigenvalue −2m. Then, for the Markov generator sequence for this family, given by γm = 2m, the Markov
semigroup {Nt }t0 is the Ornstein–Uhlenbeck semigroup with generator L. By Mehler’s formula (see [22, (B.12)])
the kernels Nt defining this semigroup can be expressed as
Nt (x, y) = 1√
2π(1 − e−2t ) exp
(
e−2t (x2 + y2)− 2e−t xy
2(1 − e−2t )
)
. (7.2)
The normalized generalized Hermite polynomial for λ ∈ Λ is defined by:
Hˆλ(X) = 1√
n!
det(Hλi+n−i (xj ))
V (x1, . . . , xn)
, (7.3)
where x1, . . . , xn are the eigenvalues of the Hermitian matrix X. The family of generalized Hermite polynomials
{Hˆλ}λ∈Λ form an orthogonal basis of the space L2Un(Hn, e−Tr(X
2)dm(X)), where m is the Lebesgue measure on Hn,
treated as a real vector space.
By Corollary 2.2, the generalized polynomial Hˆλ is an eigenfunction of the Markov semigroup {Tˆt }t0, with
eigenvalues e−tϕλ where ϕλ = 2∑nj=1 λj , and by Corollary 5.2 and Eq. (7.2),
Tˆt (X,Y ) = 1
(2π(1 − e2t ))n/2
e−t(n−1)n/2
n!V (x1, . . . , xn)V (y1, . . . , yn) det
(
exp
e−2t (x2j + y2i ) − 2e−t xiyj
2(1 − e−2t )
)
. (7.4)
By Proposition 4.4, the operator D, that is, the restriction to the space of diagonal matrices of the infinitesimal
generator Dˆ of the semigroup {Tˆt }t0, is given by:
D =
n∑
k=1
∂2
∂x2k
+
n∑
k,i=1, k =i
2
xk − xi
∂
∂xk
−
n∑
k=1
2xk
∂
∂xk
. (7.5)
This operator coincides with the operator given in [15] for the case of Schur function expansion (the parameter α = 1
in that article). The constant c in the definition of the operator D (see (3.4)) is in this case c =∑nj=1 γn−j = n(n− 1).
Since the generating function of the one-dimensional normalized Hermite polynomials is given by (see [21, for-
mula (5.5.7)])
∞∑
m=0
dmHm(x)w
m = e2xw−w2,
with dm = 2m√
m!√π , by Corollary 6.4 for X and W Hermitian matrices with eigenvalues x1, . . . , xn and w1, . . . ,wn
respectively
∑
λ∈Λ
dλHˆλ(X)Sˆλ(W) = det(e
2xjwi−w2i )
V (x1, . . . , xn)V (w1, . . . ,wn)
,
where dλ = π−n/4∏nj=1 2λj+n−j√(λj+n−j)! and Sˆλ is the central function such that its restriction to the space of diagonal
matrices is the Schur polynomial Sλ. By Proposition II 3.2 of [9],
∑
λ∈Λ
dλHˆλ(X)Sˆλ(W) = 2(n−1)n/2e−Tr(W)
∑
κ∈Λ
n∏
i=1
1
(κi + n − i)! Sˆκ (2X)Sˆκ(W). (7.6)
This generating function coincides, up to a constant, with the one given in [2, Proposition 3.1].
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on R. The polynomial Lαm can be defined using the Rodrigues’ formula,
e−xxαLαm(x) =
1√
m!Γ (α +m+ 1)
dm
dxm
(
e−xxα−m
)
.
They are orthogonal with respect to the measure μα(dx) = xαe−x1(0,∞)(x) dx and the Laguerre polynomial Lαm is an
eigenfunction of the Laguerre operator:
Lα = x ∂
2
∂x2
+ (α + 1 − x) ∂
∂x
, (7.7)
with eigenvalue −m. Then, for the Markov generator sequence for this family, given by γm = m, the Markov semi-
group {Nαt }t0 is the Laguerre semigroup with generator Lα . By the Hille–Hardy’s formula (see [22, (B.26)]) the
kernels N αt defining this semigroup can be expressed as
N αt (x, y) =
kα
1 − e−t e
− (x+y)e−t1−e−t (−xye−t)α/2Jα
(
2
√
−xye−t
1 − e−t
)
, (7.8)
where Jα is the Bessel function of order α and kα is a constant.
The normalized generalized Laguerre polynomial for λ ∈ Λ is defined by:
Lˆαλ(X) =
1√
n!
det(Lαλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
, (7.9)
where x1, . . . , xn are the eigenvalues of the Hermitian matrix X. The generalized Laguerre polynomials {Lˆαλ}λ∈Λ
are orthogonal basis of the space L2Un(H
+
n ,Mα), where Mα(dX) = detXαe−TrX
∏n
i=1 1(0,∞)(xi) dm(X), with m the
Lebesgue measure on Hn, supported in the cone H+n of non-negative definite Hermitian matrices.
By Corollary 2.2, the generalized polynomial Lˆαλ is an eigenfunction of the Markov semigroup {Tˆ αt }t0 on
L2Un(H
+
n ,Mα), with eigenvalue e−tϕλ , where ϕλ =
∑n
j=1 λj . By Corollary 5.2 and Eq. (7.8),
Tˆ αt (X,Y ) =
knαe
t(n−1)n
2
(1 − e−t )n
det
(
e
− (xj+yi )e
−t
1−e−t (−xjyie−t )α/2Jα
(
2
√−xj yie−t
1−e−t
))
n!V (x1, . . . , xn)V (y1, . . . , yn) . (7.10)
By Proposition 4.4, the operator Dα , that is, the restriction to the space of diagonal matrices of the infinitesimal
generator Dˆα of the semigroup {Tˆ αt }t0, is given by:
Dα =
n∑
k=1
xk
∂2
∂x2k
+
n∑
k,i=1, k =i
2xk
xk − xi
∂
∂xk
+
n∑
k=1
(α + 1 − xk) ∂
∂xk
. (7.11)
This operator coincides with the operator given in [15] for the case of Schur function expansion (the parameter α = 1
in that article). The constant c in the definition of the operator D (see (3.4)) is in this case c =∑nj=1 γn−j = n(n−1)2 .
The generating function for the one-dimensional normalized Laguerre polynomials is given by (see [21, for-
mula (5.1.1)])
∞∑
m=1
dmL
α
m(x)w
m = (1 −w)−α−1e− xw1−w ,
with dm = (−1)m√
m!
√
Γ (m + α + 1) so, by Corollary 6.4 for X and W Hermitian matrices with eigenvalues x1, . . . , xn
and w1, . . . ,wn respectively,
∑
dλLˆ
α
λ(X)Sˆλ(W) =
det
(
(1 −wi)−α−1e−
xj wi
1−wi
)
V (x1, . . . , xn)V (w1, . . . ,wn)
,λ∈Λ
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∏n
j=1
(−1)λj+n−j√
(λj+n−j)!
√
Γ (λj + n− j + α + 1). Again, by Proposition II 3.2 of [9]:
∑
λ∈Λ
dλLˆ
α
λ(X)Sˆλ(W)
= (−1) (n−1)n2 det(I −W)−α−n
∑
κ∈Λ
n∏
i=1
1
(κi + n− 1)! Sˆκ (−X)Sˆκ
(
W(I − W)−1). (7.12)
This generating function coincides up to a constant with the one given in [2, Proposition 4.1, (4.4)].
Example 7.3 (Jacobi polynomials). For α,β > −1, let {Jα,βm }m∈N be the family of normalized Jacobi polynomials
on R. The normalized Jacobi polynomial can be defined using the Rodrigues’ formula,
(1 − x)α(1 + x)βJ α,βm (x) = kα,βm
dm
dxm
(
(1 − x)α+m(1 + x)β+m),
where kα,βm is a normalizing constant. They are orthogonal with respect to the measure μα,β(dx) = (1 − x)α ·
(1 + x)β1[−1,1](x) dx and the polynomial Jα,βm is an eigenfunction of the Jacobi operator,
Lα,β = (1 − x2) ∂2
∂x2
+ [β − α − (α + β + 2)x] ∂
∂x
, (7.13)
with eigenvalue −m(m+α+β +1). For the Markov generator sequence γ α,βm = m(m+α+β +1) for this family, the
semigroup {Nα,βt }t0 is the Jacobi semigroup, with infinitesimal generator Lα,β . Unfortunately, there is no reasonable
explicit expression for the kernel N α,βt of this semigroup.
The normalized generalized Jacobi polynomial for λ ∈ Λ is defined by:
Jˆ
α,β
λ (X) =
1√
n!
det(J α,βλi+n−i (xj ))i,j=1,...,n
V (x1, . . . , xn)
, (7.14)
where x1, . . . , xn are the eigenvalues of the Hermitian matrix X. The family {Jˆ α,βλ }λ∈Λ forms an orthogonal basis
of the space L2Un(B¯(0,1),Mα,β) where B¯(0,1) is the unit ball in Hn and Mα,β(dX) = det(I − X)α det(I + X)β ·∏
i 1[−1,1](xi) dm(X), with m the Lebesgue measure on Hn.
By Corollary 2.2, the generalized polynomial Jˆ α,βλ is an eigenfunction of the semigroup {Tˆ α,βt }t0, with eigen-
value e−tϕλ , where
ϕλ =
n∑
j=1
[
λj (λj + α + β + 1)+ 2λj (n − j)
]+ (α + β + 1) (n − 1)n
2
.
By Proposition 4.4, the operator Dα,β , the restriction to the space of diagonal matrices of the infinitesimal generator
Dˆα,β of this semigroup, is given by:
Dα,β =
n∑
k=1
(
1 − x2k
) ∂2
∂x2k
+
n∑
k,i=1, k =i
2(1 − x2k )
xk − xi
∂
∂xk
+
n∑
k=1
[
α − β − (α + β + 1)xk
] ∂
∂xk
. (7.15)
This operator coincides with the operator given in [15] for the case of Schur function expansion (the pa-
rameter α = 1 in that article). The constant c in the definition of the operator D (see (3.4)) is in this case
c =∑nj=1 γn−j = 2n(n−1)(n−2)3 + (a + b + 2) n(n−1)2 .
The generating function for the one-dimensional Jacobi polynomials is (see [21, formula (4.4.5)]):
∞∑
m=0
dmJ
α,β
m (x)w
m = 2α+βR−1/2{1 −w +R1/2}−α{1 + w +R1/2}−β,
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α+β+1
2m+α+β+1
Γ (m+α+1)Γ (m+β+1)
m!Γ (n+α+β+1) . By Corollary 6.4 for X,W Hermitian matrices
with eigenvalues x1, . . . , xn and w1, . . . ,wn respectively,
∑
λ∈Λ
dλJˆ
α,β
λ (X)Sˆλ(W) =
det(R−1/2ij {1 − wi +R1/2ij }−α{1 +wi +R1/2ij }−β)
2−n(α+β)V (x1, . . . , xn)V (w1, . . . ,wn)
, (7.16)
where d2λ = 2n(α+β+1)
∏n
i=1
Γ (λi+n−i+α+1)Γ λi+n−i+β+1
(2(λi+n−i)+α+β+1)(λi+n−i)!Γ (λi+n−i+α+β+1) and Ri,j = 1 − 2xjwj +w2i .
Example 7.4 (Charlier polynomials). For a > 0, let {cam}m∈N the family of normalized Charlier polynomials.
They are orthogonal with respect to the Poisson measure μa with atoms at x ∈ N, given by:
μa
({x})= e−aax
x! .
The polynomial cam is an eigenfunction of the discrete diffusion operator:
La = x∇ + (a − x), (7.17)
with eigenvalue −m, that is, La is the infinitesimal generator of the Markov semigroup {Nat }t0 associated to the
Charlier polynomials for the Markov generator sequence γm = m.
The normalized generalized Charlier polynomial for λ ∈ Λ, is defined by:
Cˆaλ(X) =
1√
n!
det(caλj+n−j (xi))
V (x1, . . . , xn)
, (7.18)
where x1, . . . , xn are the eigenvalues of the Hermitian matrix X. It is an eigenfunction of the Markov semigroup {Tˆ at }
defined in Corollary 2.2, with eigenvalues e−tϕλ where ϕλ =∑nj=1 λj . By Proposition 4.11, the operator Da , the
restriction to the space of diagonal matrices of the infinitesimal generator Dˆa of this semigroup, is given by:
Daf (x) =
n∑
k=1
a
V (x + ek)
V (x)
kf (x)−
n∑
k=1
xk
V (x − ek)
V (x)
∇kf (x). (7.19)
The one-dimensional Charlier polynomials have generating function given by:
∞∑
m=0
a−m/2√
m! c
a
m(x)w
n = e−w
(
1 + w
a
)x
,
then, according to Corollary 6.4 for X,W Hermitian matrices with eigenvalues x1, . . . , xn and w1, . . . ,wn respectively,∑
λ∈Λ
dλCˆ
a
λ(X)Sˆλ(W) =
det(e−wi (1 + wi
a
)xj )
V (x1, . . . , xn)V (w1, . . . ,wn)
,
with dλ =∏ni=1 a λi+n−i2√(λi+n−i)! . Since
det
(
e−wi
(
1 + wi
a
)xj)
= e−
∑n
i=1 wi det
((
1 + wi
a
)xj)
,
the generating function for the generalized Charlier polynomials is
∑
λ∈Λ
dλCˆ
a
(X)Sˆλ(W) = e−TrW det((1 +
wi
a
)xj )
V (x1, . . . , xn)V (w1, . . . ,wn)
. (7.20)
Example 7.5 (Meixner polynomials). For a > 0 and 0 < b < 1, the family of normalized Meixner polynomials
{ma,bm }m∈N are orthogonal with respect to the discrete measure μa,b with atoms at x ∈ N given by:
μa,b
({x})= bxΓ (a + x) .x!Γ (a)
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La,b = x∇ + [ab − x(1 − b)], (7.21)
with eigenvalue −m(1 − b), that is, La,b is the infinitesimal generator of the Markov semigroup {Na,bt }t0 associated
to the Meixner polynomials for the Markov generator sequence γ a,bm = m(1 − b).
The normalized generalized Meixner for λ ∈ Λ, is defined by:
Mˆa,bλ (X) =
1√
n!
det(ma,bλj+n−j (xi))
V (x1, . . . , xn)
, (7.22)
where x1, . . . , xn are the eigenvalues of the Hermitian matrix X. This generalized polynomial is an eigenfunction of
the Markov semigroup {Tˆ a,bt }t0 defined in Corollary 2.2, with eigenvalue e−tϕ
a,b
λ where ϕa,bλ = (1 − b)
∑n
j=1 λj .
By Proposition 4.11, the operator Da,b , the restriction to the space of diagonal matrices of the infinitesimal generator
Dˆa,b of this semigroup, is given by:
Da,bf (x) =
n∑
k=1
b(a + xk)V (x + ek)
V (x)
kf (x)−
n∑
k=1
xk
V (x − ek)
V (x)
∇kf (x). (7.23)
The generating function for the one-dimensional Meixner polynomials is given by:
∞∑
m=0
(−1)m(la,bm )1/2ma,bm (x)wn =
(
1 − w
b
)x
(1 −w)−(a+x),
where la,bm = (a)mm!bm/2 . So, according to Corollary 6.4, for X,W ∈ Hn with eigenvalues x1, . . . , xn and w1, . . . ,wn
respectively,
∑
λ∈Λ
dλMˆ
a,b
λ (X)Sˆλ(W) =
det((1 − wi
b
)xj (1 − wi)−(a+xj ))
V (x1, . . . , xn)V (w1, . . . ,wn)
, (7.24)
where dλ =∏ni=1(−1)λ1+n−i ( (a)λi+n−i(λi+n−i)!b(λi+n−i)/2 )1/2.
Example 7.6 (Kravchuk polynomials). For N ∈ N and 0  p  1, the family of normalized Kravchuk polynomials
{kpm}Nm=0 is orthogonal in the space l2(N∩ [0,N],μp), where μp is the binomial measure with atoms at x = 0, . . . ,N
given by:
μp
({x})= (N
x
)
px(1 − p)N−x.
The polynomial kpm is an eigenfunction of the discrete diffusion operator:
Lp = x∇ + Np − x
1 − p 
m
1 − p , (7.25)
with eigenvalue − m1−p , that is, Lp is the infinitesimal generator of the Markov semigroup {Npt }t0 associated to the
Kravchuk polynomials for the Markov generator sequence γ pm = m1−p .
The normalized generalized Kravchuk polynomial, for λ ∈ Λ such that λ1 + n− 1N , is defined by
Kˆpλ (X) =
1√
n!
det(kpλj+n−j (xi))
V (x1, . . . , xn)
, (7.26)
where x1, . . . , xn are the eigenvalues of X ∈ Hn. Note that the condition λ1 + n − 1 N for the partition λ implies
that λj + n − j N , for all 1 j  n and therefore kpλj+n−j is always defined. The family of generalized Kravchuk
polynomials is finite. The generalized polynomial Kˆpλ is an eigenfunction of the Markov semigroup {Tˆ pt }t0 defined in
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p
λ where ϕpλ = 11−p
∑n
j=1 λj . By Proposition 4.11, the operator Dp , the restriction
to the space of diagonal matrices of the infinitesimal generator Dˆp of this semigroup, is given by:
Dpf (x) =
n∑
k=1
p
1 − p (1 − xk)
V (x + ek)
V (x)
kf (x)−
n∑
k=1
xk
V (x − ek)
V (x)
∇kf (x). (7.27)
The generating function for the one-dimensional Kravchuk polynomials is:
N∑
m=0
(
N
m
)m/2(
p(1 − p))m/2kpm(x)wn = (1 + (1 − p)w)x(1 − pw)N−x.
So, according to Corollary 6.4, for X,W ∈ Hn with eigenvalues x1, . . . , xn and w1, . . . ,wn respectively,∑
{λ: λ1+n−1N}
dλKˆ
p
λ (X)Sˆλ(W) =
det((1 + (1 − p)wi)xj (1 − pwi)N−xj )
V (x1, . . . , xn)V (w1, . . . ,wn)
, (7.28)
where dλ =∏ni=1 ( Nλi+n−i)
λi+n−1
2 (p(1 − p)) λi+n−12 .
Example 7.7 (Hahn polynomials). For N ∈ N and α,β > −1, the family of normalized Hahn polynomials {hα,βm }Nm=0
is orthogonal in the space l2(N ∩ [0,N],μα,β), where μα,β is the discrete measure with atoms in x = 0, . . . ,N given
by:
μα,β
({x})= Γ (N + 1 + α − x)Γ (β + 1 + x)
x!(N − x)! .
The polynomial hα,βm is an eigenfunction of the discrete diffusion operator:
Lα,β = x(N + 1 + α − x)∇ + [(β + 1)N − (α + β + 2)x], (7.29)
with eigenvalue −m(m + α + β + 2), that is, Lα,β is the infinitesimal generator of the Markov semigroup {Nα,βt }t0
associated to the Hahn polynomials for the Markov generator sequence γ α,βm = m(m + α + β + 2).
The normalized generalized Hahn polynomial, for λ ∈ Λ such that λ1 + n− 1N , is defined by:
Hˆα,βλ (X) =
1√
n!
det(hα,βλj+n−j (xi))
V (x1, . . . , xn)
, (7.30)
where x1, . . . , xn are the eigenvalues of X ∈ Hn. The family of generalized Hahn polynomials is also finite. The
generalized polynomial Hˆα,βλ is an eigenfunction of the Markov semigroup {Tˆ α,βt }t0 defined in Corollary 2.2, with
eigenvalues e−tϕ
α,β
λ where ϕα,βλ =
∑n
j=1[λj (λj +α+β +2)+2λj (n− j)]+ (α+β +2) (n−1)n2 . By Proposition 4.11,
the operator Dα,β , the restriction to the space of diagonal matrices of the infinitesimal generator Dˆα,β of this semi-
group, is given by
Dα,βf (x) =
n∑
k=1
[
(α + β + 1)N − (α + β + 2)xk + α
]V (x + ek)
V (x)
kf (x)
−
n∑
k=1
xk(N + 1 + α − xk)V (x − ek)
V (x)
∇kf (x). (7.31)
As an special case of this family, when α = β = 0, we obtain the family of discrete Chebyshev polynomi-
als {tm}Nm=1.
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