Six of the most influential articles that were published in the American Journal of Psychology appeared about 50 years ago, in the 1960s, and they reported on research in visual pattern recognition. Although the entries in the Web of Science citation index show that the substantial influence of each of the articles was on research in the immediately following decades, a number of these articles continue to be cited through the first decade of the 21st century. The lingering influence is surprising for two reasons. One is that research in visual perception has evolved so dramatically over the past 50 years that researchers seldom categorize their work as pattern recognition. When used as a search term in PsycINFO, visual pattern recognition returned 47 hits dated in the 21st century, and only 39 of them were research articles. Second, all the work discussed in this report was done before a seminal article by Marr and Nishihara (1978) , which presented a computational model that revolutionized the field of visual perception and opened up this area of research to contributions from researchers in varied fields that were related to psychology.
As a group, the articles were a product of their time reflecting the emerging influence of information theory (e.g., Attneave, 1959) and J. J. Gibson's (1951 Gibson's ( , 1966 ecological approach. However, they were independent research efforts, and the only common thread was their categorization as research in visual pattern recognition and their use of experimental methods. For the most part, the studies were limited to behavioral measures collected with psychophysical techniques. The articles asked specific questions about reading, object perception, or the perceptionaction system. The questions that they addressed grew out of the work of others at the time, but each article was noteworthy in the distinctive contribution it made as a pioneering effort, and the citations to each of them that continue into the 21st century suggest a tremendous heuristic value for contemporary research. In the following sections each work is discussed together with its influence on visual perception research.
One may ask what was so special about the 1960s that made this decade of research so valuable relative to the other decades of research published in the American Journal of Psychology. Certainly one of the foremost factors is the emergence of cognitive psychology as an important and relevant research area among American psychologists, and this factor together with the development of paradigms for measuring perceptual activities in the 1960s may have provided the critical ingredient for encouraging investigations into cognitive activities such as reading and object perception. The first textbook in cognitive psychology was published by Neisser (1967) around this time. His chapter on pattern recognition identified the main research question to be that of stimulus equivalence. When a stimulus input is categorized in a particular way, such as identifying a letter of the alphabet, it is recognized. The problem for researchers was explaining how the same response category was used for stimulus patterns that varied in a number of physically different ways. With letters of the alphabet, a variety of fonts and styles are used to depict a given letter, but the perceptual response was always the same. The two main theories that were available to explain pattern recognition were template matching (Selfridge & Neisser, 1960) and feature analysis (Selfridge, 1959) .
Also, during this decade the American Journal of Psychology may have offered one of the few outlets for publication of pioneering research efforts in this area. The reference lists from the articles under discussion show that the only other American journals that were available for publication of original research findings were the Journal of Experimental Psychology and the Journal of General Psychology. Although there were foreign journals (e.g., Quarterly Journal of Experimental Psychology, Canadian Journal of Psychology) that published visual perception research, compared with today's research environment not many publication outlets were available. With each decade that followed, more journals were added, largely as a result of the explosion of interest in visual perception research and shared interest from researchers in related fields. Visual perception research has always been at the forefront of dynamic changes in the psychological sciences, and the articles discussed in the following pages fall within this category.
E. J. Gibson, Pick, Osser, & Hammond (1962) : The Role of Grapheme-Phoneme Correspondence in the Perception of Words Eleanor Gibson and her colleagues (1962) were interested in exploring the fundamental units in reading, and they hypothesized that spelling to sound correspondence should be emphasized rather than letters or words. By building on the work of Charles F. Hockett, a linguist from Cornell University who discovered the relationship between letters and phonemic patterns, they hypothesized that learning to read involved discovering higher-order invariants, such as grapheme-phoneme correspondence. Because Gibson and her colleagues assumed that people discover the spelling-sound correlation as they learn to read, they conducted some experiments with pseudowords as the stimulus material and predicted that skilled readers would discriminate pseudowords that followed the rules of written and spoken English better than pseudowords that did not.
In a series of experiments, they compared participants' reactions to pronounceable and unpronounceable pseudowords presented briefly on a tachistoscope. The results were consistent with the hypothesis, showing better reproduction and recognition for the pronounceable pseudowords across all exposure durations.
Since that early work, other studies (McCandliss, Cohen, & Dehaene, 2003; Rey, Jacobs, SchmidtWeigand, & Zeigler, 1998) have supported and extended Gibson's statement that the "proper unit of the reading system is neither the single letter nor the whole word but a higher order invariant derived from grapheme-phoneme correspondence" (E. J. Gibson et al., 1962, p. 570) . For example, Rey et al. (1998) found that identification times were longer for words with small rather than large numbers of phonemes. In addition, they replicated the phoneme effect with French words for low- but not high-frequency monosyllables. They concluded that subsyllabic components are functional orthographic units that play a crucial role as elementary building blocks of visual word recognition. McCandliss et al. (2003) noted the impact of Gibson's work with pseudowords and suggested that prelexical processes underlie the word superiority effect and that these effects generalize readily to novel stimuli. They reasoned from all the available evidence that there is a level of perceptual processing that extracts information about the structure of a printed word and integrates it into a perceptual object. Most importantly, McCandliss and his colleagues found that perceptual processing is associated with a particular cortical region in the left fusiform gyrus, an area that they labeled the visual word form area. There is converging evidence from neuroimaging studies that link the psychological processes of visual word perception with this cortical area.
Despite the supporting evidence, later work by E. J. Gibson, Shurcliff, and Yonas (1970) with deaf children demonstrated that grapheme to phoneme conversion is not necessary for learning to read because deaf children learned even without phonological recoding. However, there is no doubt that when graphemic and orthographic aspects of words are strongly emphasized, poor readers benefit (Vandaal, Reitsma, & Vanderleij, 1994) .
The debate over the fundamental unit in reading that was the impetus for E. J. Gibson et al.'s (1962) research evolved over time so that researchers became more interested in incorporating more than one process into their models rather than debating which is more important. Most notably, McCusker, Hillinger, and Bias (1981) in a review of the literature focused attention on dual access models of reading in which both phonological mediation and visual mediation are used in parallel, depending on the difficulty of the material and frequency of occurrence of items, among other factors. High-frequency words are read primarily through a visual representation, whereas low-frequency words are accessed using a much slower phonological recoding process. Currently, network models stress even more ways to access the meaning of what we read. Seidenberg and McClelland (1989) have a connectionist model of reading that incorporates four processors: orthographic, phonological, meaning, and context processor.
So theories of reading have developed much more sophisticated models of reading than the one tested by Gibson and her colleagues. But even in the more elaborate models, E. J. Gibson et al.'s (1962) emphasis on spelling to sound remains important for learning how to read and is reported to be particularly beneficial for poor readers. Kolers (1966) : Reading and Talking Bilingually Kolers (1966) was also interested in the fundamental units of reading, but his research centered on bilingualism and exploring the repetition effect by studying code switching, which is using words from two different languages within a single discourse. Waugh (1963) found that recall probability was proportional to the number of times a word appears, even when a translation is substituted for some of the repetitions. In this project, Kolers investigated the repetition effect with talking and reading sentences rather than lists of words. He hypothesized that if words are stored in memory in a conceptual rather than a visual or phonetic representation, then if participants are bilingual it should not matter what language is used for repetitions. Kolers conducted three experiments with English-French bilinguals to test whether stories presented in varied linguistic formats (English, French, alternating languages between sentences, or mixed languages within a sentence) would affect the participant's comprehension and ability to read aloud and to generate abstracts of the presented material.
Although the bilinguals comprehended material presented in their native language better than material presented in the other conditions, there was not much of an effect of linguistic format beyond that. Material presented in the mixed-language condition was understood as well as material presented in the second language. When participants were asked to read material presented in the mixed condition, however, it did take longer than reading in the other conditions. The effect of linguistic format was especially apparent when participants were asked to generate a description of what they read. The rate for producing speech in response to alternating sentences was about the same as producing speech in the second language, but the rate for the mixed material was 30% to 40% longer. So these data show that code switching does not affect comprehension but has a negative effect on speech production. The fact that bilinguals were able to comprehend the material from the linguistically mixed texts as well as from the unilingual text was interpreted as supporting the hypothesis that words are perceived conceptually or symbolically rather than in their linguistic form.
Kolers's work contrasted with that of E. J. Gibson et al. (1962) in that phonological rules for symbolsound translation were not found to be important for item identification in using language. Symbol-sound relationship may be useful only when one is learning to read in an unknown foreign language. With skilled readers, however, it does not really explain language comprehension. An analysis of the errors made in Kolers's reading-aloud condition demonstrated that reading cannot be accurately described in terms of grapheme-phoneme translations. Kolers's (1966) article is noteworthy because it represents the first research effort that studied code switching. Use of two languages in the same discourse continues to be studied by contemporary researchers who are interested in bilingualism, and more recent work (e.g., Heredia & Altarriba, 2001) replicates Kolers's initial findings that comprehension is unaffected but reading aloud is delayed. As would be expected, however, the models for explaining language switching have become more sophisticated. Some (Ikeda & Morita, 2003; Kroll & Stewart, 1994) propose a bilingual structure, similar to dual coding theory, composed of separate but interconnected language-specific lexicons and a shared memory with conceptual representation. Others (Li, 1996) use network models to explain code switching. They assume that during comprehension incoming signals activate phonemes, which in turn activate words. Li (1996) tested Chinese-English bilinguals and showed that successful recognition of code-switched words depended on interactions between phonological, structural, and contextual information in speech recognition. Hochberg and Brooks (1960) : The Psychophysics of Form: Reversible-Perspective Drawings of Spatial Objects Hochberg and Brooks (1960) studied object perception with a series of experiments using ambiguous line drawings of 2- and 3-D pictures as the stimulus material. At the time there was a debate about the determining factors in picture perception between the Gestalt emphasis on innate factors (such as similarity, proximity, and good figure) and J. J. Gibson's (1951) work, which stressed stimulus determination. Hochberg and Brooks (1960) reasoned that the fact that the same figure could give rise to alternative perceptions of depth suggested the involvement of something other than innate factors.
They researched the issue by asking participants to use a rating scale to indicate how 3-D families of ambiguous figures were perceived. Their hypothesis was that the participant's perception of tridimensionality would be a function of the geometric complexity of the ambiguous 2-D figure. Results showed an association between measures of complexity and the participant's ratings, and a factor analysis of the complexity measures identified three prominent factors (total number of interior angles, total number of different angles, and total number of continuous line segments). The three factors were the components of an equation that successfully predicted the participants' depth response to new figures. In a final experiment, a paired comparison response was used instead of a rating scale, and the results were found to generalize across the different methods. The participants' depth response was successfully predicted by the equation.
Many cite Hochberg and Brooks's (1960) article because it provided a theoretical approach to the prediction of 3-D figures (Coren, 1972; Donderi, 2006; Haber, 1978; Vitz & Todd, 1971) . Several reviews (Coren, 1972; Donderi, 2006) emphasized that Hochberg and Brooks demonstrated that people tend to simplify a complex 2-D figure by creating a 3-D figure. So complex 2-D figures are seen as 3-D if such a perception results in a simpler overall perception. Also, Haber (1978) noted that the important contribution of this research was the substitution of Gestalt intuitive laws with a psychophysical relationship to explain picture perception. He indicated that not much had been done since to follow up and extend the research of Hochberg and Brooks.
That theme is carried forward in a number of other works (Quinlan, 1991) that credit Hochberg and Brooks (1960) for identifying coding principles involved in generating an economical description of stimulus form but not going beyond that to explain what happens to that representation after its development. For example, Coren (1972) noted that Hochberg and Brooks's psychophysical equation does moderately well at predicting 3-D ratings, but the model does not provide a general rationale for interpreting the 3-D representation of a figure from the 2-D drawing. Along the same lines more than a decade later, Hatfield and Epstein (1985) stated that although they did not believe that a global minimal principle would be sufficient as a cardinal principal of perception, it does raise the issue that it might reflect a fundamental tendency of the perceptual system to prefer simplicity.
Ambiguous figures are still very much the subject of contemporary research work. In a review, Long and Toppino (2004) suggested that a variety of sensory and cognitive processes are involved in explaining exactly how the same image can be organized in more than one way. These processes work in both top-down and bottom-up ways to influence what people see. Hochberg and Brooks's work represents an example of bottom-up influences. However, recent work (Balcetis & Dale, 2007; Feist & Gentner, 2007) has shown that the interpretation of complex figures can be biased by the advanced presentation of related verbal information. This work was extended in my lab (Goolkasian & Woodberry, 2010) , where we found that primes, which were loosely and indirectly associated with one of the two interpretations of an ambiguous figure, were effective at biasing the interpretation of an ambiguous figure in the direction of the primed alternative. But this biasing occurred only if attention was focused on the semantic relationship between the two stimuli. Hochberg and Brooks (1962) : Pictorial Recognition as an Unlearned Ability: A Study of One Child's Performance
In a later article, Hochberg and Brooks (1962) were interested in whether picture recognition was an unlearned ability. Specifically, they questioned whether a child could recognize objects from line drawings or photos even though he or she had no previous exposure to pictures. They brought a 19-month-old boy to the lab, showed him 21 pictures of common objects, and asked him to name the objects. The child successfully recognized objects from the picture representations without any specific training or instructions.
This work is cited in some follow-up research by Hochberg (1970) , where he concluded that even though the ability to perceive a picture is learned, exposure to objects in the real world is essential, and pictures have features that are derived from viewing everyday scenes rather than being based on an arbitrary rule system. J. J. Gibson's (1971) theory of picture perception also indicated a nonarbitrary system in his description of pictures as displays of optical information. According to a review by Rosenblum, Saldana, and Carello (1993) , both of these theories are similar in their claim that pictures could act as surrogates for objects.
There is a rich research literature on the effects of presentation format that compares pictures with words (Amit, Algom, & Trope, 2009; Paivio, 1971 Paivio, , 2007 Smith & Magee, 1980) , and there is no doubt that the early work of Hochberg and Brooks (1962) provided the necessary foundation for the current distinction between picture word representations. We know from picture word studies (Amit et al., 2009 ) that picture representations are particular, contextual, and concrete, whereas word representations are generic and abstract.
Wingfield (1968): Effects of Frequency on Identification and Naming of Objects
Previous work by Wingfield (Oldfield & Wingfield, 1965) found that naming responses to pictures were inversely related to the relative frequency of the object names in print. The purpose of Wingfield's (1968) research was to look again at naming latencies for common and rare objects but to separate out the influence of the two stages that he hypothesized were embedded in the naming latency measure: time needed to perceptually identify the object and time needed to search for the name of the object. Two experiments were conducted to separate the time needed for each of the stages involved with object naming.
In Experiment 1 object drawings were presented on a tachistoscope under masked and unmasked conditions, and the exposure durations were incrementally adjusted in 5-ms steps until the participant could verbally identify the picture. Vocal reaction times and amount of stimulus exposure duration needed for detection were measured on each trial. Consistent with past findings (Oldfield & Wingfield, 1965) , both measures were found to be inversely related to the frequency of the picture's names.
In Experiment 2, Wingfield introduced a matching task in which picture-picture and spoken word-picture pairs of stimuli were presented. Participants were asked to match the stimulus pair and make "same/different" responses. The members of each of the pairs were presented successively, and the first stimulus was presented for several seconds before the onset of the second stimulus, which was always a picture presented on a slide. Picture-picture matching was faster than name-picture matching, but neither condition showed any effect of word frequency. Failure to find a difference in matching latencies between common and rare pictures was interpreted by Wingfield to indicate that past findings of an inverse relationship between naming latencies and word frequency resulted from the time needed to select a response rather than the time it took to perceptually identify the pictures.
This study has influenced more than 100 published research findings in two notable ways. Wingfield (1968) is credited with introducing the namepicture verification task. Since then it has been used extensively to investigate effects of presentation format and modality in the literature on object naming (Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991; Stadthagen-Gonzalez, Damian, Perez, Bowers, & Marin, 2009 ). I found it valuable for studying how digital and analog times were processed (Goolkasian & Park, 1980) . The printed name is presented for a long time (1 s or longer) followed by the picture. Because the name is presented at the beginning of the trial, it gets processed, and there is time to develop a semantic representation before the presentation of the picture. So response time is a function of the time it takes to recognize the picture presented on the second slide and match it to the coded representation of the first stimulus. By matching response times across conditions, it is possible to separate effects due to various stages of processing. For example, when we used it to study how times were processed, we found shorter reaction times when digital rather than analog formats followed times presented as printed words, suggesting that times were represented numerically rather than in an analog representation.
The second important influence from Wingfield's (1968) research was the finding that, when describing object naming, word frequency affects retrieval rather than earlier visual and semantic levels of processing. The updated models of picture naming (Dent, Johnston, & Humphreys, 2008) expand on the two stages described by Wingfield by identifying several distinct substages: early perceptual processing, object recognition semantic processing, lexical retrieval, phoneme retrieval, and articulation. Working within the updated model, Dent et al. (2008) recently confirmed Wingfield's initial conclusion that word frequency affects late stages of processing. Dent et al. (2008) found that word frequency appears to influence the efficiency of selection of the phonological word form that occurs during the lexical retrieval stage just before phoneme retrieval.
J. J. Gibson and Pick (1963) This research systematically investigated participant accuracy in detecting whether someone is looking at you by varying both eye posture and head posture. They hypothesized that the stimulus for the perception of eye gaze was more than eye form alone but also took into consideration eye gaze relative to face form. The method of constant stimuli was used to present seven different eye postures and three different head postures created by a live model. Participants made "yes" or "no" responses to reflect their judgment that the model was looking at them. The results showed that the participants were able to discriminate the gaze of another person accurately and that their perception was independent of head position.
J. J. Gibson and Pick are credited (Kluttz, Mayes, West, & Kerby, 2009 ) with publishing the first experimental study that investigated the effect of head turning on perceived direction of gaze. When their work with a live model was replicated and compared with models displayed on the TV screen by Anstis, Mayhew, and Morley (1969) , their findings were confirmed. However, a number of other researchers have added to and refined the original work by Gibson and Pick (Neider, Chen, Dickinson, Brennan, & Zelinsky, 2010) .
Much more recently, eye gaze research is a topic of interest because of its importance for social communication. Doi, Ueda, and Shinohara (2009) acknowledges J. J. Gibson and Pick's pioneering work by being the first researchers to investigate eye gaze and its relationship to head position. They build on Gibson's early work and attempt to extend it to search tasks. Doi and Ueda (2007) showed that the relationship between the local eye region and the other fa-cial regions was a key factor of search efficiency for a deviant gaze. In a later study, Doi et al. found that information from the local eye region could be overridden by information obtained from the relational property between the eye and other facial regions. When searching through a crowd for a deviant face, we tend to rely on global configurations rather than local feature information. Global information provides more accurate information about the social meaning of the stimulus.
Contemporary research in artificial intelligence has also recognized the contributions of Gibson and Pick's research in their attempts to build "artificial humans" or "embodied conversational agents." Neirder et al. (2010) pointed out that the new artificial intelligence takes into account the emotional and relational aspects of communication, with emphasis on both understanding and production of nonverbal behavior.
Relation to Contemporary Research
Collectively these research studies contributed some important empirical findings to a rapidly evolving field of study. However, as products of their times they focused on gaining an understanding of specific and well-defined questions about reading and object perception through behavioral observations and as a result were limited by that narrow methodological technique. The big difference between these early studies, published in the 1960s, and current research is the realization that behavioral observation alone is insufficient to address all the issues involved in understanding visual perception. A much broader interdisciplinary approach that uses psychophysics in addition to neurophysiology, neuroimaging, and computational theory is the earmark of contemporary research.
At the time, these studies were considered part of the field of visual pattern recognition, and they were interested primarily in describing the structure of how information is processed. Of particular interest among researchers was how to describe the process of recognition when a stimulus input, such as the letter a, was presented (Neisser, 1967) . The problem was challenging because the letter a can be printed or written in many different styles and fonts and still be recognized or categorized as the letter a. Models of pattern recognition were dominated by two main theoretical approaches: template matching (Selfridge & Neisser, 1960) and feature analysis (Selfridge, 1959) . Since then work in the area has evolved and broadened to include Marr and Nishihara's (1978) seminal article introducing the computational approach to object perception and Biederman's (1987) recognition-by-components model. With the development of these models, research shifted from concerns about how simple laboratory stimuli were categorized to a much broader focus on how objects embedded in natural scenes are recognized. Each of the contemporary models identifies multiple stages of processing that describe how information extracted from the stimulus input can be represented, elaborated, and used in perceptual responses. Another significant way in which the field has changed is recognition of the important role of attentional processes in our understanding of visual perception. Treisman's feature integration theory of attention (Treisman & Gelade, 1980; Treisman, Vieira, & Hayes, 1992) has obvious implications for object perception.
In pondering the question of what we learned over the past 50 years about visual object recognition, there are no simple answers. Accounts of categorization and recognition shifted from an association with pattern recognition in terms of template matching and feature analysis to include perceptual components. Research with mental imagery (Kosslyn, 1980; Shepard & Cooper, 1982) suggested that vision is more than just a way to input information, and much mental activity takes place before symbolic modes of processing are evoked (Foder, 1975) . Also noteworthy in contemporary research about visual object perception are several studies that showed what was happening in the brain either at a neuronal level or more globally with the functional magnetic resonance imaging responses to visual stimuli. Researchers discovered cells in the inferotemporal cortex of the monkey brain that responded to complex stimuli such as hands and faces (Gross, Bender, & Rocha-Miranda, 1969; Gross, Rocha-Miranda, & Bender, 1972) .
Perhaps the biggest difference between visual perception research now and in the 1960s, when the work under discussion was conducted, is the fact that these research questions are posed as an interesting puzzle for vision scientists from all disciplines that contribute to cognitive science. Visual perception research is currently realized to be so complex that it is not solvable within psychology alone. The field still has a long way to go toward developing a comprehensive account of visual object recognition, but progress has been made with consideration of a multidiscipline approach.
