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6 CHAPITRE 1. INTRODUCTION GÉNÉRALE
1.1 Contexte et intention de l’étude
Le monde, tel que peut le voir l’être humain, est composé d’un ensemble de phénomènes que
celui-ci interprète au travers des diverses facultés qu’il possède. Cette perception † d’un phéno-
mène environnant permettra à l’homme d’évoluer au sein de son environnement. Considérons l’ac-
tion simple de se diriger : celle-ci utilise généralement la faculté de la vue. Dans certains cas, des
composantes environnementales peuvent aider ou compléter l’information nécessaire pour se diri-
ger, comme l’odeur d’un gâteau peut aider à se diriger vers celui-ci, ou le toucher d’un mur peut
aider à longer un couloir. On comprend alors qu’une action simple peut être engendrée par une
composition de diUérentes sources d’information et d’un cerveau capable d’interpréter indépen-
damment puis globalement l’ensemble de ces informations. En termes plus techniques, une source
d’information est représentée par un capteur physique et une composition de capteurs est nommée
un système multi-capteurs.
En accord avec Dubois [9], nous appelons information tout élément permettant de comprendre ou
évaluer un phénomène (par exemple, la perception d’une odeur de cuisson apporte de l’informa-
tion sur l’état de la cuisson). Ce sont les qualités proprioceptives ou extéroceptives des capteurs
physiques qui permettent d’appréhender un phénomène physique via une mesure aussi appelée
observation. Chacune de ces mesures physiques, ou observations, est traitée puis convertie en une
variable d’état pertinente pour le système (associée à une décision). Dans notre exemple, le nez
convertit l’odeur, les particules de l’air, en une variable d’état interprétable par le cerveau permet-
tant la décision sur l’état de la cuisson. L’ensemble des décisions possibles appartiennent à un cadre
de discernement adapté à la situation.
Le domaine de l’aide à la personne donne un deuxième exemple où la réalité est représentée par une
personne évoluant dans un milieu (appartement, hôpital, etc.). Un système multi-capteurs permet
d’acquérir un ensemble d’informations sur la position, le mouvement, l’activité de cette personne,
puis, au travers d’un processus de fusion, décide de l’action à eUectuer (prévenir les secours, allu-
mer la lumière, etc.).
La multiplication des sources de données permet d’accroître la Vabilité de l’interprétation des ob-
servations (issues du système multi-capteurs), notamment en termes de robustesse face aux pertur-
bations telles que le bruit ‡. Ces informations sont partiellement redondantes car issues d’un même
phénomène, et partiellement complémentaires de par des aspects physiques ou géographiques (ou
les deux) diUérents d’une source à l’autre.
EnVn la synthèse des informations est eUectuée par un processus dit de fusion de données per-
mettant de générer une information globale aux sources et, in Vne, de décider de la valeur d’une
variable d’état, caractérisant le phénomène observé.
Présentons le mécanisme de raisonnement dans le cas de l’être humain. La connaissance qu’il pos-
sède de ses objectifs, ses contraintes et problèmes lui permet de choisir la solution la plus adaptée.
Cette solution est issue d’un ensemble de choix ou opinions § préalables. Dans le cas d’un groupe
de personnes, toute décision consensuelle ¶ est le résultat d’une négociation || reposant sur un re-
†. La perception est une faculté d’un être vivant qui relie l’action de celui-ci au monde environnant (ce que nous
nommons réalité). Notons ici que ce terme est généralisé au monde inanimé des capteurs, la liaison avec la réalité sera
eUectuée par le biais d’un dispositif électronique.
‡. Signal non représentatif de l’observation ajouté au signal utile.
§. Une opinion est un avis préconçu sur un sujet, ici représenté par un choix. Une opinion n’est pas nécessairement
issue d’une connaissance rationnelle, elle n’est donc pas nécessairement juste et peut diUérer suivant les sources.
¶. Un consensus est un accord interne à un groupe permettant de prendre une décision. Une décision consensuelle
désigne un accord sur un choix consenti par l’ensemble des membres du groupe.
||. Recherche d’un accord commun.
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groupement d’informations (issues d’un ensemble de sources). Le mécanisme de raisonnement, in-
trinsèque à une personne, combine l’ensemble des opinions aVn que la décision soit la plus adaptée
au problème posé. Ce mécanisme peut être généralisé à l’ensemble d’un groupe de personnes où
chaque personne dispose de ses propres opinions et où les opinions de toutes les personnes seront
combinées aVn de déterminer la décision consensuelle au groupe.
Prenons l’exemple de trois personnes (P1, P2 et P3) qui se posent le problème : “où dîner ?”. Les
choix mis à disposition sont : “Restaurant”, “Fast Food”, “Chez Gérard”. Chaque personne a une
opinion plus ou moins précise quant à chacun des choix proposés. Supposons que cette indétermi-
nation soit modélisée par l’union (opérateur ∪) des éléments de l’indétermination (par exemple si
P1 hésite entre “Restaurant ” et “Fast Food” alors P1 choisira l’élément “Restaurant ∪ Fast Food” ).
Soit les préférences suivantes des personnes :
– P1 préfère aller au “Restaurant”, ou en deuxième choix au “Fast Food” mais refuse la solution
“Chez Gérard”.
– P2 préfère aller “Chez Gérard”, ou sinon est indiUérent, c’est-à-dire que en deuxième choix
accepterait “Restaurant ∪ Fast Food”.
– P3 préfère aller “Chez Gérard” ou en deuxième choix “Fast Food” mais refuse d’aller au “Res-
taurant”.
Un vote maximisant la satisfaction du premier choix des personnes donne la solution “Chez Gérar-
d” mais celle-ci ne satisfait pas P1. Notons que dans cet exemple, si l’on décide en éliminant les
propositions refusées par au moins une personne, on a comme solution “Fast Food”. Cette dernière
solution est un compromis qui permet de minimiser le conWit (notion qui sera déVnie par la suite)
ou l’insatisfaction.
L’objet de cette thèse est de proposer une méthodologie ainsi que diUérents outils d’exploitation
des désaccords internes à un système multi-capteurs appelés conWit. L’interprétation et la mesure
du conWit sont des points de recherche ouverts.
1.2 ConWit et complémentarité
1.2.1 Notion de conWit
Le sens du mot conWit apparaît auXII e`me siècle du bas latin "conWictus" (choc, heurter). DiUé-
rents dictionnaires comme "Le petit Robert" ou le "Larousse" déVnissent le conWit comme étant une
lutte, un combat en renvoyant à des termes connexes comme antagonisme, conWagration, discorde,
opposition, tiraillement. En philosophie, il est déVni comme un rapport de deux pouvoirs ou de deux
principes dont les applications exigent dans un même objet des déterminations contradictoires.
L’adjectif conWictuel appartient à l’usage didactique (psychanalytique, social) instauré par Levi-
Strauss [41]. Il déVnit une situation de conWit ou pouvant engendrer un conWit.
Les déVnitions précédentes convergent en déVnissant objectivement un état conWictuel comme un
état empêchant toute décision consensuelle. Nous insistons sur le fait que ce conWit ne naît pas
d’une contradiction entre la réalité et l’information représentant cette réalité mais d’un désaccord
entre les sources supposées observer une même réalité ou devant faire des choix.
Vocabulaire caractérisant l’information :
Un désaccord/conWit inter-sources peut être engendré par un ensemble de causes. Dans notre cas
nous nous focaliserons uniquement sur la notion de conWit sans chercher à classiVer celui-ci. Néan-
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moins, l’étude de celui-ci nécessite de déVnir ces diUérentes classes. Les déVnitions suivantes sont
issues de [7],
– Incertitude. L’incertitude est relative à la “vérité” d’une information, et caractérise son degré
de conformité à la réalité [24].
– Imprécision. L’imprécision concerne le contenu de l’information et mesure donc un défaut
quantitatif de connaissance, sur une mesure [24]. Cette notion est parfois abusivement confon-
due avec celle d’incertitude, car les deux types d’imperfection sont souvent présents simul-
tanément, et l’un peut induire l’autre.
– ConWit. Le conWit caractérise deux ou plusieurs informations conduisant à des interprétations
contradictoires et donc incompatibles. L’identiVcation et l’exploitation du conWit est l’axe
central développé dans cette thèse.
Chacune de ces mesures constitue une part de l’imperfection de la source. On observera que ces
imperfections ne sont pas indépendantes les unes des autres, par exemple l’imprécision peut pro-
voquer de l’ambiguïté.
L’état conWictuel au sein d’un groupe de personnes est généralement issu d’un désaccord d’opi-
nions. Le déclenchement de cet état provient d’une divergence d’opinions et le degré de conWit est
lié à la véhémence avec laquelle les opinions respectives sont défendues.
Dans un cadre plus technique le conWit peut avoir diUérentes origines, dont certaines liées aux
erreurs de modélisation comme :
– un mauvais choix de l’espace de discernement.
Exemple : soit un espace de discernement de prévision météorologique {Pluie,Neige, Soleil}
et une source observant un ciel nuageux. Le résultat de l’observation peut être ambigu et/ou
non Vable car l’espace de discernement considéré n’est pas adapté.
– un défaut du capteur, une panne, un dysfonctionnement, une rupture de liaison, etc.
– une mauvaise calibration, une mauvaise paramétrisation ou un mauvais réglage mécanique.
– une erreur sur la précision de l’information (ce qui peut conduire à un engagement trop
important sur certaines hypothèses).
1.2.2 Notion de complémentarité
Au sens large, deux sources sont dites complémentaires si l’information de la première est dif-
férente de l’information de la seconde, on comprend alors que soit la première précise la deuxième
(ou inversement) soit les deux informations sont en désaccord. Nous distinguerons les deux types
par la suite. Certains auteurs estiment le degré de complémentarité à partir d’une mesure de cor-
rélation ou par des mesures de similarité (par exemple issues de la théorie de l’information).
Deux informations diUérentes seront partiellement complémentaires tout en étant compatibles et
éventuellement conWictuelles. La fusion s’intéresse généralement à combiner des informations dif-
férentes en supposant que leurs diUérences sont principalement de la complémentarité compatible.
Deux types de complémentarité sont donc distingués.
1. La complémentarité telle que la combinaison des sources permettra une précision de l’in-
formation délivrée. Nous parlerons de complémentarité “non-conWictuelle” puisque l’infor-
mation complémentaire est non contradictoire (i.e. les informations des sources sont compa-
tibles entre elles).
La complémentarité “non-conWictuelle” exprime la quantité d’information issue d’une source
précisant l’information d’une autre source (indépendante de la première) et n’apportant pas
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de conWit lors d’une combinaison.
Par exemple, une source distinguantA∪C deB est complémentaire d’une source distinguant
A ∪B de C sans qu’il y ait de conWit entre les sources.
2. La complémentarité où la combinaison sera conWictuelle. Nous parlerons de complémentarité
“conWictuelle” quand l’information complémentaire est en contradiction partielle ou totale
(i.e. les informations des sources ne sont pas compatibles).
1.3 De la théorie des probabilités aux fonctions de croyance
DiUérents cadres formels ont été proposés pour modéliser des informations incertaines et ont
été utilisés dans le cadre de la fusion d’informations numériques. Nous donnons ici des rappels des
théories des probabilités et des fonctions de croyance (qui constituent notre cadre d’étude) et nous
invitons le lecteur à se référer aux diUérentes références pour une étude plus précise.
Représentation de l’incertitude
La théorie des probabilités
La théorie des probabilités est l’une des premières théories de l’incertain. L’aspect déductif de
la théorie est élaboré par Blaise Pascal au 17e siècle tandis que l’aspect inductif est présenté ma-
joritairement par Thomas Bayes et Pierre-Simon Laplace au 18e siècle. La théorie des probabilités
connaît aujourd’hui cinq interprétations dont une fréquentiste et une autre subjective.
Les probabilités fréquentistes sont déVnies à partir des observations d’un grand nombre d’occur-
rences d’un phénomène. Elles représentent la proportion de fois qu’une occurrence se produit.
L’exemple type est le jeu de lancer de pièce où un grand nombre de lancers permet de calculer la
proportion de fois que la pièce tombe sur Pile ou Face. Une des limites de l’approche fréquentiste
est qu’elle nécessite un apprentissage ne pouvant pas être toujours eUectué correctement et qu’elle
s’applique mal à des phénomènes uniques.
Les probabilités subjectives représentent, elles, la “chance” qu’un événement se produise. Cette
chance est estimée selon un modèle où les connaissances a priori ne se réfèrent pas nécessairement
à des expériences préalables.
L’ensemble des événements possibles forme un espace d’hypothèses noté Ω. Les probabilités sont
déVnies selon quatre axiomes :
1. ∀A ∈ Ω, 0 ≤ P (A) ≤ 1,
2. P (Ω) = 1,
3. ∀(A,B) ∈ Ω2 | A ∩B = ∅, P (A ∪B) = P (A) + P (B),
4.
∑
A∈Ω P (A) = 1.
Un des intérêts de la théorie des probabilités provient de la notion de probabilité conditionnelle qui
va permettre de relier une mesure ou observation à une hypothèse de Ω.
La déVnition d’une probabilité conditionnelle est :
∀(A,B) ∈ Ω2, P (A | B) = P (A ∩B)
P (B)
(1.1)
La règle de Bayes s’écrit :
P (A | B) = P (B | A)P (A)
P (B)
(1.2)
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Le théorème de Bayes ci-dessus permet de passer d’une probabilité conditionnelle d’observer x
étant donnée une hypothèse Hi avec Ω = {H1, ...,Hn} à la probabilité conditionnelle d’observer
Hi étant donnée l’observation x. Soit un ensemble de M sources Sj , j ∈ {1, ...,M} délivrant
chacune une observation xj . Soit p(xj | Hi) la densité de xj conditionnelle à Hi. La probabilité a
posteriori d’une hypothèse Hi de Ω conditionnellement aux mesures est :
P (Hi | x1, ..., xM ) = p(x1, ..., xM | Hi)× P (Hi)
p(x1, ..., xM )
. (1.3)
Dans le cas de l’indépendance des sources conditionnellement à Hi, l’équation 1.3 se simpliVe :
P (Hi | x1, ..., xM ) =
∏M
j=1 p(xj | Hi)× P (Hi)
p(x1, ..., xM )
. (1.4)
Le produit présent dans l’équation 1.4 représente une combinaison conjonctive des M sources et
nécessite de connaître la probabilité a priori de l’hypothèse. En outre, rappelons que l’indépendance
des sources n’est que rarement vériVée en pratique. La théorie des probabilités repose sur des
fondements mathématiques éprouvés ainsi qu’un ensemble d’outils et de concepts permettant entre
autres un apprentissage des modèles. Cependant la modélisation de l’incertitude devient complexe
quand en outre elle est entachée d’imprécision.
Nous illustrerons les problèmes de modélisation liés à l’imprécision sur l’incertitude au travers du
paradoxe d’Ellsberg (voir annexe A.1).
Théorie des fonctions de croyance
La théorie des fonctions de croyances présentée par Shafer dans [60, 61] (Evidence theory) est
fondée sur les notions de probabilités inférieure et supérieure proposées par Dempster dans [14,
15, 16, 17]. Elle a été ensuite étendue et développée par plusieurs auteurs, en particulier Smets [65]
et Denoeux [18] en s’écartant de l’interprétation probabiliste. Elle présente un cadre formel adapté
à la représentation de l’imprécision et de l’incertitude (et non la seule incertitude). Les hypothèses
considérées sont l’ensemble des hypothèses singletons, appelé espace de discernement Ω, mais
aussi toutes les disjonctions de ces hypothèses et ∅ dont l’interprétation sera développée par la
suite. Ainsi les informations partielles concernant une union d’hypothèses seront plus facilement
manipulées.
Cette théorie représente l’imprécision et l’incertitude à l’aide de deux fonctions :
– la fonction de plausibilité Pl qui prend en compte toute information rendant plausible l’hy-
pothèse considérée, et donc est à la base d’une stratégie optimiste,
– la fonction de crédibilité ou croyance Bel qui prend en compte seulement l’information ren-
dant crédible l’hypothèse considérée, et donc est à la base d’une stratégie pessimiste.
La Vgure 1.1 donne une interprétation de ces deux fonctions.
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Figure 1.1 – Interprétation des fonctions Pl et Bel pour une hypothèse A ∈ 2Ω
Conclusion
La théorie des probabilités reste la théorie de l’incertain la plus utilisée encore aujourd’hui.
Néanmoins, beaucoup d’auteurs critiquent son incapacité à représenter l’imprécision de la mesure
ou de l’incertitude, ainsi que certaines hypothèses contraignantes comme l’exhaustivité de l’espace
de discernement et les diXcultés liées à l’estimation des paramètres des densités de probabilité et
probabilités a priori.
La théorie des fonctions de croyance permet de représenter les imperfections de la mesure et de
relâcher certaines contraintes (comme la Vabilité du modèle ou de la source) permettant ainsi une
modélisation proche de la réalité.
Notons que d’autres théories, telles que celles des ensembles Wous [76] et des possibilités [25, 77]
ont été également développées pour la représentation de diUérents types d’imperfections de l’in-
formation, mais ne sont pas abordées dans cette thèse.
Pour notre sujet, plusieurs cadres théoriques permettent de modéliser ou utiliser le conWit :
la théorie des probabilités, la théorie des sous-ensembles Wous, la théorie des possibilités, ou bien
encore la théorie des fonctions de croyance. Dans le cadre de cette thèse la problématique du
désaccord/conWit inter-sources utilise la théorie des fonctions de croyance.
La plupart des auteurs s’accordent à interpréter le conWit comme un indicateur de conVance en la
Vabilité de la modélisation.
Nous montrons en annexe A.2 un exemple de deux modélisations associées à deux raisonnements
diUérents. Nous défendrons ici que le conWit est une information à part entière.
1.4 Problématique
Plusieurs mesures ont été développées aVn de mesurer le désaccord entre sources, dont une
grande majorité est décrite dans [36, 42]. Une des méthodes consiste à observer le conWit Demps-
terien [65] résultant de la combinaison conjonctive des fonctions de masse. Cependant, la non-
idempotence de cette règle peut créer un conWit non nul pour la combinaison de deux fonctions
de croyances égales. D’autres méthodes reposent sur une mesure de distance entre fonctions de
masse. On retrouve un ensemble de distances dérivées des normes L1 ou L2 qui mesurent le désac-
cord inter-sources sur l’ensemble des éléments de l’espace de discernement. Toutes ces mesures
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sont globales, et ne donnent aucune information sur la source du conWit.
Nous cherchons à exploiter le conWit ou la distance inter-sources comme une source d’informa-
tion relative au système de fusion. Cette idée est apparue dans plusieurs travaux. Par exemple
dans [56, 57], le conWit Dempsterien est utilisé comme un critère de précision de la superposition
des images provenant de plusieures sources. Dans [53] l’auteur propose d’utiliser le conWit entre un
modèle de prédiction de l’état d’évolution du système et les observations pour décider si le modèle
est approprié ou non, puis si nécessaire de changer de modèle. Schubert [58] propose de calculer
des conWits entre des paires de sources, et d’utiliser la valeur du conWit pour regrouper les sources.
Dans tous ces exemples le conWit est une mesure globale.
Nous cherchons donc à décomposer le conWit Dempsterien dans le but d’analyser celui-ci. Plus spé-
ciVquement, nous proposons une nouvelle décomposition liée aux diUérentes hypothèses de l’es-
pace de discernement. Cette décomposition peut être utilisée pour analyser le conVt intra-source
(i.e. le conWit inhérent à la source) ou le conWit entre sources (i.e. le conWit qui apparaît lors de la
fusion des sources).
1.5 Plan de la thèse
Dans le chapitre suivant, nous rappelons les fondements mathématiques de la théorie des fonc-
tions de croyance et introduisons les notations utilisées pour la suite. Le chapitre trois est le cœur
de la thèse. Il présente la décomposition de conWit proposée. Le chapitre quatre illustre l’intérêt de
cette décomposition au travers de trois applications. EnVn la conclusion et les perspectives sont
rassemblées dans le chapitre cinq.
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2.1 Introduction
Un modèle non probabiliste...
Le modèle des croyances transférables (MCT) est introduit par Smets et Kennes dans [68]. Là où
le modèle original de Shafer représente par la fonction de crédibilité Bel une probabilité inférieure
d’un événement, Smets interprète Bel comme un degré de certitude de cet événement.
Pour Smets, l’exhaustivité de l’espace de discernement est diXcilement envisageable, une erreur
de modélisation et/ou une évolution du contexte pouvant engendrer une découverte d’un nou-
vel état (hypothèse). Cette remarque donne un sens à part entière à l’hypothèse ∅. Ainsi, le MCT
suppose une fonction de masse m communément appelé BBA (“Basic belief assigment”), telle que∑
A⊆Ω\∅m(A) ≤ 1. L’élément ∅ a une masse correspondant à l’ensemble des croyances pouvant
ne pas être associées à un élément de 2Ω \ {∅} en particulier (m(∅) = 1−∑A⊆Ω\∅m(A)).
L’élément ∅ permet alors de représenter :
– un monde ouvert (opposé au monde fermé), relâchant ainsi la contrainte d’exhaustivité de
l’espace de discernement. L’ensemble des croyances ne pouvant être allouées à un élément
de 2Ω \ {∅} sera transféré sur l’élément ∅ : ∅ est donc l’analogue d’une hypothèse de rejet ;
– une erreur de modélisation (Vabilité des sources, paramétrisation des masses, etc.), qui peut
induire une BBA erronée qui conduit à un désaccord/conWit (au sens de Smets) entre sources
qui se traduit par une masse non nulle sur l’élément ∅.
Nous rappelons ici les déVnitions et notations qui seront utilisées dans la suite.
DéVnition 2.1 : Espace des sous-ensembles de l’espace de discernement :
Un espace de discernement représente un ensemble d’hypothèses possibles. Il est déVni en fonc-
tion des connaissances a priori sur le monde ainsi que des caractéristiques de la source. Noté Ω,
il est composé d’un ensemble d’hypothèses Hi ∈ Ω. On considère 2Ω l’ensemble des parties de
Ω souvent appelées disjonctions (unions) des hypothèses de Ω. Par exemple dans le cas discret où
Ω = {H1, H2, ...,HP } avec P le nombre d’hypothèses, P = |Ω|, on a :
2Ω = {∅, {H1}, {H2}, ..., {H1, H2}, ..., {H1, H3}, ..., {H1, ...,HP }}, (2.1)
2.2 Représentations des BBA
On note classiquementm une BBA, fonction représentative des croyances sur 2Ω. Néanmoins la
déVnition initiale d’une BBA est une représentation sous la forme de quatre fonctions en relations
bijectives. Ces quatre fonctions sont les suivantes :
DéVnition 2.2 : Fonction de masse = BBA :
On appelle fonction de masse,m, la fonction de 2Ω vers [0, 1] telle que :
∀A ∈ 2Ω,m(A) ∈ [0, 1], (2.2)∑
A∈2Ω
m(A) = 1. (2.3)
m(A) représente la masse associée à l’élément A ∈ 2Ω et à aucun sous-ensemble de A. L’ensemble
A est dit élément focal sim(A) est non nulle.
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L’exemple du chocolat développé dans l’annexe A.2 propose deux distributions possibles de
fonction de masse pour un même problème. On observera dans cet exemple à quoi peut corres-
pondre une BBA et les diXcultés à représenter une observation dans un espace déVni.
DéVnition 2.3 : Fonction de crédibilité (ou croyance) :
La crédibilité d’un élément de 2Ω représente le degré de croyance minimal de la source en cet élé-
ment :
∀A ∈ 2Ω, Bel(A) =
∑
B∈2Ω\{∅}|B⊆A
m(B). (2.4)
La fonction Bel vériVe trois propriétés :
– elle est croissante, c’est-à-dire que ∀A,B ⊆ Ω si A ⊆ B alors Bel(A) ≤ Bel(B),
– Bel(∅) = 0, i.e. Bel(∅) est la crédibilité que l’événement ne corresponde à aucune hypothèse
de Ω.
– Bel(Ω) = 1, i.e. le degré de croyance de l’élément Ω est certain en monde fermé (Bel(Ω) =
1−m(∅) en monde ouvert).
Inversement à partir de la fonction Bel, la fonctionm s’exprime comme :
∀A ∈ 2Ω \ {∅}, m(A) =
∑
B⊆A
(−1)|A−B|Bel(B), (2.5)
etm(∅) = 1−
∑
A 6=∅
m(A). (2.6)
La non-certitude d’un événement implique un doute sur celui-ci représenté par la fonction
suivante :
∀A ∈ 2Ω, Dou(A) = Bel(A). (2.7)
où A est l’hypothèse complémentaire de A.
DéVnition 2.4 : Fonction d’implicabilité :
L’implicabilité est très proche de la crédibilité, elle n’est diUérente que dans le cas d’un monde ouvert
avecm(∅) 6= 0 :
∀A ∈ 2Ω, b(A) =
∑
B∈2Ω|B⊆A
m(B). (2.8)
DéVnition 2.5 : Fonction de plausibilité :
La plausibilité d’un élément de 2Ω représente le degré de croyance maximal d’une source pouvant
être transféré à l’élément considéré :
∀A ∈ 2Ω, P l(A) =
∑
B∈2Ω|A∩B 6=∅
m(B). (2.9)
Les fonctions Pl et Bel sont reliées par :
∀A ∈ 2Ω, P l(A) = Bel(Ω)−Bel(A), (2.10)
Pl(A) = 1−m(∅)−Bel(A). (2.11)
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Figure 2.1 – Relations entre les représentations de l’information en théorie des fonctions de
croyance.
La plausibilité d’un événement peut être déduit de la fonction de doute :
∀A ∈ 2Ω \ {∅,Ω}, P l(A) = 1−Dou(A), (2.12)
DéVnition 2.6 : Fonction de communalité :
La fonction de communalité est déVnie par :
∀A ∈ 2Ω, q(A) =
∑
B∈2Ω|A⊆B
m(B). (2.13)
La communalité q peut être calculée comme suit :
∀A ⊆ Ω, q(A) = m(A)−
∑
B|A(B⊆Ω
q(B)× (−1)|B|−|A|. (2.14)
L’équation 2.14 montre que le calcul de q(A) ne dépend que de la masse de A ainsi que des com-
munalités des éléments strictement consonants avec A.
Le tableau 2.1 ainsi que la Vgure 2.1 résument les diUérentes mesures modélisant l’information
ainsi que leurs relations.
m Pl Bel b q
m(A) =
∑
B⊆A(−1)|A|−|B|+1Pl(B)
∑
B⊆A(−1)|A|−|B|Bel(B)
∑
B⊆A(−1)|A|−|B|b(B)
∑
A⊆B(−1)|B|−|A|q(B)
Pl(A) =
∑
B∩A 6=∅m(B) 1−m(∅)−Bel(A)
Bel(A) =
∑
∅6=B⊆Am(B)
∑
B⊆A(−1)Bq(B)
b(A) =
∑
B⊆Am(B) 1−Pl(A) Bel(A)+m(∅)
q(A) =
∑
A⊆Bm(B)
Table 2.1 – Fonctions de croyance
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2.3 Types de BBA
DéVnition 2.7 : Fonction à support simple :
Une fonction est dite à support simple si elle ne possède que deux éléments focaux : Ω et B ∈
2Ω \ {Ω}.
Il existe deux types de fonctions à support simple :
– Les BBA à support simple (SSF selon la terminologie anglaise : Simple Support Functions).
m est une SSF si ∃w ∈]0; 1] et ∃B ∈ 2Ω \ Ω tels que :
∀A ∈ 2Ω,m(A) =

1− w, si A = B
w, si A = Ω
0, sinon.
(2.15)
m est une BBA représentant une croyance non dogmatique (c.f. déVnition 2.9) en B.
– Les fonctions à support simple inverse ISSF.
Une fonction µ est une ISSF si ∃w ∈]1; +∞[ et ∃B ∈ 2Ω \ Ω tels que :
∀A ∈ 2Ω, µ(A) =

1− w, si A = B
w, si A = Ω
0, sinon.
(2.16)
µ est une fonction représentant une non-croyance en B.
DéVnition 2.8 : BBA vide :
Une fonction de masse est dite vide si elle n’est engagée sur aucun des éléments de 2Ω \ {Ω} :
m(Ω) = 1. Cette BBA est l’élément neutre pour la règle conjonctive.
DéVnition 2.9 : BBA dogmatique :
Une fonction de masse est dite dogmatique si Ω n’est pas un élément focal, c’est-à-dire sim(Ω) = 0.
DéVnition 2.10 : BBA bayésienne :
Une fonction de masse est dite bayésienne si seuls les singletons sont des éléments focaux :
∀A ∈ 2Ω,m(A)
{
6= 0 si A ∈ Ω
= 0 sinon (|A| 6= 1).
DéVnition 2.11 : BBA consonante :
Une fonction de masse est dite consonante si les éléments focaux forment un ensemble totalement
ordonné (selon la relation d’inclusion ensembliste).
DéVnition 2.12 : BBA catégorique :
Une fonction de masse est dite catégorique si elle ne possède qu’un seul élément focal : ∃!A ∈ 2Ω |
m(A) > 0 (alorsm(A) = 1).
La Vgure 2.2 illustre ces diUérents types de BBA.
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BBA vide. BBA dogmatique.
BBA bayésienne. BBA consonante.
fonction à support simple. fonction à support simple.
Figure 2.2 – Illustration de diUérents types BBA pour Ω = {A,B,C}. Les éléments focaux sont
représentés en couleur et les éléments non focaux en blanc.
2.4 Opérateurs
2.4.1 AUaiblissement des croyances d’une BBA
En cas de source de Vabilité douteuse, il est possible d’aUaiblir les croyances associées à la
source. Les premiers travaux sur l’aUaiblissement des fonctions de croyance ont été proposés par
Shafer [61] puis axiomatisés par Smets dans [66].
AUaiblissement simple d’une BBA (Shafer) :
Soit une BBA m dont la Vabilité est estimée par un nombre α ∈ [0, 1] (i.e. la non-Vabilité est
égale à 1− α). On note mˆ la BBA résultant de l’aUaiblissement de la BBA initiale :
∀A ∈ 2Ω, mˆ(A) = αm(A),
mˆ(Ω) = m(Ω)× α+ (1− α). (2.17)
Si α = 0 alors la source est totalement non-Vable et toute la masse est transférée sur Ω, donc mˆ
est la BBA vide.
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AUaiblissement contextuel d’une BBA :
L’aUaiblissement déVni par l’équation 2.17 aUaiblit globalement la BBA. Or, dans certains cas la
Vabilité de la source varie en fonction des hypothèses. L’aUaiblissement contextuel présenté par
Mercier dans [46] associe une valeur de Vabilité de la source en fonction de l’hypothèse considérée.
Le processus d’aUaiblissement contextuel d’une BBAm est décomposé en deux étapes :
1. déVnition d’une partition Ω = ∪Mi=1ωi du cadre de discernement Ω, telle que la Vabilité de la
source soit constante pour tous les éléments inclus dans un ωi donné ;
2. déVnition desM coeXcients d’aUaiblissement αi, i ∈ {1, ...,M} ;
3. déVnition desM BBAmi, i ∈ {1, ...,M} déVnies sur les ωi telles que :{
mi(∅) = αi,
mi(ωi) = 1− αi. (2.18)
La BBA aUaiblie contextuellement à la partition, notée αΩm est :
α
Ωm = m ∪© Mi=1mi, (2.19)
avec©∪ l’opérateur de combinaison disjonctive déVni dans la section 2.8.2. La généralisation de la
BBA par aUaiblissement contextuel peut transférer de la masse sur des éléments non focaux (de
même que l’aUaiblissement simple pouvait rendre Ω focal s’il ne l’était pas).
2.4.2 Harmonisation de l’espace de discernement
Les caractéristiques des sources conduisent à manipuler diUérents espaces de discernement.
Cependant, la fusion ne peut être réalisée que dans un seul et même espace. La théorie des fonctions
de croyance propose diUérents moyens de construire un espace de discernement commun [54],
initialement déVni par Shafer.
RaXnement et grossissement d’une BBA :
Soit Ω1 et Ω2 deux espaces de discernement liés par R, fonction de raXnement telle que :
R : Ω2 → Ω1,
A→ ∪ωi | A = ∪ωi.
Alors la BBAm1 déVnie sur Ω1 est dite un raXnement de la BBAm2 déVnie sur Ω2 si :
∀B ∈ 2Ω1 ,m1(B) = m2(A) si ∃A ∈ Ω2 | B = A, (2.20)
= 0 sinon. (2.21)
Si Ω1 est un raXnement de Ω2 alors Ω2 est un grossissement de Ω1.
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Figure 2.3 – Illustration d’un raXnement de Ω2 vers Ω1 et d’un grossissement de Ω1 vers Ω2. La
couleur indique les éléments focaux.
Généralisation par marginalisation et extension vide d’une BBA :
Le processus de marginalisation (Vgure 2.4) permet de passer d’un espace de discernement pro-
duit cartésien de deux sous-espaces, à un espace correspondant à l’un des deux sous-espaces.
Soit une BBA m déVnie sur un espace Ω = Ω1 × Ω2. La BBA marginale mΩ↓Ω1 déVnie sur Ω1 est
telle que :
∀A ∈ 2Ω1 ,mΩ↓Ω1(A) =
∑
B∈2Ω|Proj(B↓Ω1)=A
m(B), (2.22)
avec Proj(B ↓ Ω1) désigne le projeté de l’élément B sur Ω1.
La masse d’un élément mΩ↓Ω1(A) est égale à la somme des masses des éléments de l’espace pro-
duit se projetant en A. Il n’est généralement pas possible de retrouver la BBA initiale après une
marginalisation de celle-ci.
Figure 2.4 – Exemple de marginalisation sur Ω1
L’extension vide (Vgure 2.5) est l’opération duale de la marginalisation, qui permet de rajouter
une dimension à un espace de discernement initial.
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Soit une massemΩ1 déVnie sur un espace Ω1, l’extension vide étend Ω1 sur Ω = Ω1 × Ω2.
∀A ∈ 2Ω,mΩ1↑Ω(A) =
{
mΩ1(B) si ∃B ⊆ Ω1 | A = B × Ω2,
0 sinon.
(2.23)
Figure 2.5 – Exemple d’extension vide de Ω1 sur Ω = Ω1 × Ω2.
Conditionnement et déconditionnement d’une BBA :
Le conditionnement (Vgure 2.6) permet de prendre en compte une information sur le fait que des
hypothèses sont certaines.
Soit un espace de discernement initial Ω. Si C ∈ 2Ω est certain alors la BBA initiale m peut être
conditionnée pour que tous ses éléments focaux soient inclus dans C .
∀A ∈ 2Ω,m(A | C) =
∑
B∈2Ω|A=B∩C
m(B). (2.24)
La fonction de plausibilité (Pl) permet une écriture simpliVée du conditionnement,
∀A ∈ 2Ω, P l(A | C) = Pl(A ∩ C). (2.25)
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Figure 2.6 – Exemple de conditionnement de la BBAm à C ∈ 2Ω.
Le déconditionnement (Vgure 2.7) est le processus inverse au conditionnement. Comme pour la
marginalisation, la BBA initiale (avant conditionnement) ne peut, dans la plupart des cas, être re-
trouvée. Le déconditionnement s’appuie sur le principe de minimum d’engagement (c.f. section 2.7),
et transfère la masse aUectée à une hypothèse A ⊆ C ⊆ Ω sur A ∪ C :
∀A ∈ 2Ω | A ⊆ C ⊆ Ω,m[C]⇑Ω(A ∪ C) = m[C](A). (2.26)
Le (re-)conditionnement dem[C]⇑Ω sur C donne bienm[C].
La fonction de plausibilité permet une écriture simpliVée de déconditionnement.
∀A ∈ 2Ω,
{
Pl[C]⇑Ω(A) = Pl(A | C) si ∀A ⊂ C,
P l[C]⇑Ω(A) = 1 si ∀A * C. (2.27)
Figure 2.7 – Exemple de déconditionnement dem[C] par rapport à C ∈ 2Ω.
Élargissement d’une BBA :
Soit deux espaces de discernement Ω1 et Ω2 reliés par une inclusion (par exemple Ω1 ( Ω2).
L’harmonisation des espaces de discernement nécessite l’élargissement (Vgure 2.8) de Ω1 aux hy-
pothèses de Ω2 ∩ Ω1. Notons qu’il ne s’agit pas d’un raXnement ni d’une extension vide.
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L’élargissement suppose que la masse non attribuée à Ω2 ∩ Ω1 a été “noyée” dans Ω1. À chaque
élément B ∪ {Ω2 ∩ Ω1}, tel que B ∈ Ω1 est transférée une part de la masse initialement sur B.
Soit m une BBA déVnie sur un espace Ω1 ( Ω2, l’élargissement de m, noté m′, sur un espace Ω2
est donné par :
∀B ∈ 2Ω1 ,
{
m′(B) = (1− α)m(B),
m′(B ∪ {Ω2 ∩ Ω1}) = αm(B). (2.28)
Note : si α = 1 alors l’élargissement peut être interprété comme un déconditionnement.
Figure 2.8 – Exemple de d’élargissement sur C .
Transformations matricielles d’une BBA en une autre BBA :
Soit m et m1 deux BBA, et soit M une matrice carrée de taille 2Ω × 2Ω stochastique telle que−→m = M ×−→m1. On a :
m(A)
m(B)
m(A ∪B)
...
m(Ω)
 =
 Mi,j
 ×

m1(A)
m1(B)
m1(A ∪B)
...
m1(Ω)
 (2.29)
M étant stochastiqueMi,j ∈ [0, 1] et pourMi,j 6= 0 la masse de l’hypothèse d’indice j est transfé-
rée vers l’hypothèse d’indice i.
DéVnition 2.13 : Spécialisation :
m est dite une spécialisation dem1 si et seulement si il existe une matrice S carrée de taille 2Ω×2Ω
telle que −→m = S.−→m1 avec S matrice de spécialisation telle que :
∀i, j ∈ {1, ..., 2Ω}, Si,j = 0 si Hi * Hj . (2.30)
La spécialisation d’une BBAm1 en une BBAm engendre une précision de l’information.
DéVnition 2.14 : Généralisation :
m est dite une généralisation dem1 si et seulement si il existe une matriceG carrée de taille 2Ω×2Ω
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telle que −→m = G.−→m1 avec G la matrice de généralisation telle que :
∀i, j ∈ {1, ..., 2Ω}, Gi,j = 0 si Hi + Hj . (2.31)
La généralisation d’une BBAm1 en BBAm engendre une perte de spéciVcité (précision).
2.5 Premières règles de combinaison
Lorsque plusieurs informations représentées par des fonctions de croyance doivent être fusion-
nées, on distingue les règles “conjonctives” dont résulte (après combinaison) une BBA qui est une
“spécialisation” (déVnition 2.13) de l’ensemble des BBA initiales, les règles “disjonctives” dont ré-
sulte (après combinaison) une BBA qui est une “généralisation” (déVnition 2.14) de l’ensemble des
BBA initiales, et les règles qui ne sont ni conjonctives ni disjonctives. Nous rappelons ici les deux
règles conjonctives aVn d’introduire la décomposition canonique au paragraphe suivant. Les autres
règles seront présentées à la suite (section 2.8).
2.5.1 Règle orthogonale
Historiquement la somme orthogonale est la première règle de combinaison conjonctive, propo-
sée par Shafer lors de l’introduction de la théorie des fonctions de croyance. Elle suppose l’indépen-
dance cognitive des sources et un monde fermé. La somme orthogonale, aussi nommée usuellement
règle de Dempster, est notée via l’opérateur ⊕.
La somme orthogonale dem1 etm2 s’écrit :
∀C ∈ 2Ω \ {∅},m⊕(C) = 1
(1− k)
∑
(A,B)∈2Ω×2Ω|
A∩B=C
m1(A)m2(B), (2.32)
avec k =
∑
(A,B)∈2Ω×2Ω|
A∩B=∅
m1(A)m2(B), (2.33)
etm⊕(∅) = 0. (2.34)
Le terme k est le coeXcient de normalisation ou communément nommé le conWit Dempsterien. Ce
conWit est constitué de l’ensemble des conWits partiels issus de la somme orthogonale, son analyse
constituera le point central de ce manuscrit.
L’opérateur⊕ vériVe les propriétés de commutativité et d’associativité, l’élément neutre est la BBA
vide. Dans un cas général où l’on dispose d’un ensemble de N BBA mi, i ∈ {1, ..., N} déVnies sur
un espace Ω, la BBA résultat de la combinaison, s’écrit :
m⊕ = ⊕Ni=1mi. (2.35)
∀C ∈ 2Ω,m⊕(C) = 1
(1− k)
∑
{Ap(j),j={1,...,N}}∈2Ω
N |
∩jAp(j)=C
∏
j
mj(Ap(j)), (2.36)
avec k =
∑
{Ap(j),j={1,...,N}}∈2Ω
N |
∩jAp(j)=∅
∏
j
mj(Ap(j)), (2.37)
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où p(j) est une fonction de sélection des hypothèses, p(j) ∈ {1, ..., 2Ω}.
La contrainte du monde fermé (l’exhaustivité de Ω) implique que l’ensemble de la masse est distri-
buée sur 2Ω\{∅}, ainsi le facteur (nommé conWit interne à la combinaison par Dempster) est utilisé
pour renormaliser les éléments focaux de la BBA.
L’utilisation de la fonction de communalité (équation 2.13) donne une écriture simpliVée de la
somme orthogonale :
∀A ∈ 2Ω, q⊕(A) = 1
1− k
N∏
i=1
qi(A), (2.38)
avec q⊕ la fonction de communalité de la BBA résultat de la somme orthogonale des N sources
mi, i ∈ {1, ..., N}, et qi la fonction de communalité de la BBAmi.
Nous allons illustrer par simulation comment |Ω| peut impacter la combinaison. La simulation
est réalisée comme suit : pour chaque échantillon i, on tire une hypothèseHi, ensuite pour chaque
source on tire une observation xSj selon la loi conditionnelle à l’hypothèse tirée (Hi). EnVn pour
chaque observation, on calcule les |Ω| probabilités conditionnelles et on construit une BBA selon
l’allocation de Dubois et Prade (c.f. section 2.10). Soient m(i)1 et m
(i)
2 les deux BBA associées à
l’échantillon. Les observations sont modélisées par un processus stochastique de distribution gaus-
sienne de variance σobs conditionnellement à l’hypothèse. Dans le cas où les distributions et leurs
paramètres sont connus, les |Ω| probabilités d’une observation peuvent être calculées. La Vgure 2.9
montre l’évolution du facteur k issu de la combinaison dem(i)1 avecm
(i)
2 en fonction de |Ω|.
La valeur de k indiquée est la moyenne sur 5000 échantillons.
Figure 2.9 – Évolution du conWit k interne à la combinaison en fonction du cardinal de Ω. Pour
chaque valeur de |Ω| (∈ [2, 15]) trois phénomènes sont observables, de moyenne µi = 1, 2, 3, les
hypothèses ont des moyennes équiréparties dans [1; 3] et de variance σobs = 0, 2. La simulation
montre que même en dehors d’un réel conWit (source non Vable ou modèle erroné), la valeur de k
croît.
La somme orthogonale a comme inconvénient de gommer le conWit [7], comme illustré dans
l’annexe B.
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2.5.2 Règle conjonctive
La règle conjonctive est le pendant de la somme orthogonale pour un monde ouvert. Selon
Smets [68] si les sources à fusionner sont modélisées correctement (en tenant compte de leur Va-
bilité via un aUaiblissement par exemple), le conWit intra-combinaison (conWit de Dempster repré-
senté par le coeXcient k) ne peut provenir que d’une mauvaise déVnition de l’espace de discerne-
ment Ω. Ce conWit ne sera pas redistribué sur l’ensemble des éléments focaux, mais interprété en
tant que masse allouée à ∅ :m(∅) = k.
La règle conjonctive est couramment nommée règle de Smets, l’opérateur conjonctif est noté ∩©,
Dans le cas de deux BBAm1 etm2 la combinaison conjonctive est déVnie par :
∀C ∈ 2Ω,m ∩© (C) =
∑
(A,B)∈2Ω×2Ω|
A∩B=C
m1(A)m2(B). (2.39)
Elle vériVe les propriétés de commutativité et d’associativité, l’élément neutre est la BBA vide.
Dans le cas général où l’on dispose de N BBA à combiner, on a :
∀C ∈ 2Ω,m ∩© (C) =
∑
{Ap(j),j={1,...,N}}∈2Ω
N |∩jAp(j)=C
∏
j
mj(Ap(j)). (2.40)
où p(j) est une fonction de sélection des hypothèses, p(j) ∈ {1, ..., 2Ω}.
L’utilisation de la fonction de communalité (équation 2.13) donne une écriture simpliVée de la règle
conjonctive :
∀A ∈ 2Ω, q ∩© (A) =
N∏
i=1
qi(A), (2.41)
avec q ∩© la fonction de communalité de la BBA résultat de la conjonction des N sources mi, i ∈
{1, ..., N}, et qi la fonction de communalité de la BBAmi.
Par la simulation suivante nous voulons montrer comment le nombre de sources peut impacter
le degré de conWit global (m(∅)). La simulation est eUectuée de façon similaire à la simulation de
la Vgure 2.9, avec ici |Ω| = 3 et m(∅) moyenné sur 5000 échantillons. Lors de la conjonction d’un
nombre de sources N > 2 la masse associée à l’élément ∅ ne peut qu’augmenter. La Vgure 2.10
présente l’évolution dem(∅) en fonction du nombre de sources combinées. L’application de la règle
de combinaison conjonctive permet au travers du degré de conWit (au sens de Smets) d’obtenir une
information sur le désaccord inter-sources, désaccord pouvant par la suite être utilisé pour inVrmer
ou non le résultat de la combinaison. La valeur de la masse de l’ensemble vide post-combinaison
conjonctive est fortement liée à la modélisation de l’information (par exemple : au cardinal de Ω)
ou au nombre de sources à fusionner ce qui rend l’interprétation de sa valeur délicate (c.f. exemple
de Zadeh en annexe B),
2.6 Décomposition canonique
2.6.1 Introduction
La décomposition canonique est introduite en 1976 par Shafer [61], puis reprise dans le cadre du
Modèle des Croyances Transférables (MCT) par Smets [67]. Elle propose une interprétation d’une
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Figure 2.10 – Évolution du conWit (au sens de Smets) en fonction du nombre de sources combinées
(∈ [1, 15]).
BBA comme la combinaison d’un ensemble de fonctions appuyant ou rejetant telle ou telle hypo-
thèse, plus précisément comme une conjonction de fonctions à support simple (c.f. déVnition 2.7).
Initialement Shafer [61] déVnit la décomposition canonique des fonctions à support simple (SSF)
avec w ∈ [0, 1], qui sont donc des BBA. Une BBA m sera dite séparable (et notée SBBA) si et
seulement si elle est non-dogmatique et si elle peut être représentée par la somme orthogonale
(équation 2.35) d’un ensemble de SSF :
m = ⊕A∈2Ω\{Ω}Aw(A), (2.42)
avec Aw(A) la SSF (Simple Support Fonction, déVnition 2.7)associée à l’élément A.
Smets [67] propose d’étendre la décomposition canonique au cas où w(A) ∈] − ∞,+∞[ avec
m = ∩©A∈2Ω\{Ω}Aw(A). Aw(A) est alors nommée fonction à support simple généralisée (GSSF)
pouvant être de trois types :
1. si w ∈ [0, 1], Aw(A) est une SSF,
2. si w ∈]1,+∞[, Aw(A) est une ISSF (fonction à support simple inverse),
3. il existe mathématiquement le cas où w ∈ [−∞, 0[. Cette fonction à support simple est
nommée RSSF (fonction à support simple racine carrée) ou IRSSF (fonction à support simple
racine carrée inverse). Ce dernier cas ne sera pas étudié dans ce manuscrit, le lecteur peut se
référer à [67].
“Croire” ou “ne pas croire” ?
La théorie des fonctions de croyance déVnit Bel(H) comme la croyance que H se produise et
Bel(H) la croyance que H ′ ⊆ Ω \ {H} se produise, or peut-on dire que cela implique que H ne se
produise pas ? Si Bel(H) > 0 alors la proposition H est “vraie” (“on” croit que). Bel(H) > 0 ne
signiVe pas qu’on croit que H est faux, mais que H peut être vrai.
Supposons le cas où l’on dispose d’une BBA représentative des croyances d’une personne, la décom-
position canonique représente la BBA sous la forme d’une combinaison conjonctive de l’ensemble
des personnalités de cette personne. Chacune des personnalités est engagée sur un seul élément de
2Ω \ {Ω} et “croit” ou “ne croit pas” en la réalisation de l’élément. L’exemple suivant, repris de la
publication de Smets [67], illustre comment on peut ne pas croire en la réalisation d’un élément de
2Ω.
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Exemple 2.1 :
“The Pravda Bias. You are in 1980, away from home, and read in a copy of an article published in
a journal that the economic situation in Ukalvia is good. You do not know which journal the paper
was copied from and You never heard about Ukalvia. So You had no a priori whatsoever about the
economic status in Ukalvia, and now after having read the document, You might have some reasons
to believe that the economic status is good. The ‘some reasons’ reWects the strength of the trust
You put in the information published in a journal. Then a friend in which You have full conVdence
mention to You that Ukalvia is a region of the USSR and that the document was published in the
Pravda. By experience, You have some reasons not to believe what the Pravda says when it describes
the good economic status of Ukalvia, it might just be propaganda. The reasons to believe (called the
conVdence) that the economic status in Ukalvia is good result from the information presented in
the initial document and Your general belief about journal information. The reasons not to believe
it (called the diXdence) result from what You know about the Pravda. If both ‘reasons’ counter-
balance each other, You end up in a state of total ignorance about the economic status in Ukalvia. It
might be that the conVdence component is stronger than the diXdence component. Then You will
end up with a slight belief that the economic status in Ukalvia is good (but the belief is not as strong
as if You had not heard that the journal was the Pravda and Ukalvia was in USSR). If the diXdence
component is stronger than the conVdence component, then You are still in a state of ‘debt of belief’,
in the sense that You will need further conVdence component (some extra information that support
that the economic status in Ukalvia is good) in order to balance the remaining diXdence component.
In such a case, if You are asked to express Your opinion about the economic status in Ukalvia, You
might express it under the form : ‘So far, I have no reason to believe that the economic status is
good, and I need some extra reasons before I start to believe it’.”
Ainsi, Smets déVnit que pour tout poids w(A) > 1, A ∈ 2Ω, il existe une ISSF représentative
de ce poids modélisant la croyance que A ne se produise pas. Lors de la combinaison de l’ISSF
avec des SSF, Smets propose le terme ‘Absorbtion belief’ pour signiVer le fait qu’une part de la
croyance (ici en A) sera absorbée par la non croyance en celle-ci. Dans la suite le terme de GSSF
est génériquement utilisé pour exprimer une fonction à support simple dont la valeur du poids est
quelconque.
Pour toute fonction de croyance m non-dogmatique, il existe une unique décomposition en un
ensemble de GSSF déVnies sur Ω. Shafer [61] déVnit la fonction de poids (nommée : ‘function of
evidence’), dont l’équation est donnée par :
∀A ∈ 2Ω, w(A) =
∏
B|A⊆B⊆Ω
q(B)(−1)
|B|−|A|+1
, (2.43)
ou encore ∀A ∈ 2Ω, ln(w(A)) = −
∑
B|B⊇A
(−1)|B|−|A| ln q(B). (2.44)
Exemple 2.2 :
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Soit Ω = {H1, H2, H3, H4} l’équation 2.43 donne :
w(H1) =
1
q(H1)
× q(H1 ∪H2)× q(H1 ∪H3)× q(H1 ∪H4)× 1
q(H1 ∪H2 ∪H3)
× 1
q(H1 ∪H2 ∪H4) ×
1
q(H1 ∪H3 ∪H4) × q(Ω),
w(H1 ∪H2) = 1
q(H1 ∪H2) × q(H1 ∪H2 ∪H3)× q(H1 ∪H2 ∪H4)×
1
q(Ω)
,
w(H1 ∪H3) = 1
q(H1 ∪H3) × q(H1 ∪H2 ∪H3)× q(H1 ∪H3 ∪H4)×
1
q(Ω)
,
w(H1 ∪H4) = 1
q(H1 ∪H4) × q(H1 ∪H2 ∪H4)× q(H1 ∪H3 ∪H4)×
1
q(Ω)
,
w(H1 ∪H2 ∪H3) = 1
q(H1 ∪H2 ∪H3) × q(Ω),
w(H1 ∪H2 ∪H4) = 1
q(H1 ∪H2 ∪H4) × q(Ω),
w(H1 ∪H3 ∪H4) = 1
q(H1 ∪H3 ∪H4) × q(Ω),
w(Ω) = 1.
Nous proposons ici une écriture de w(H1), poids d’une hypothèse H1, en fonction des poids
des hypothèses H telles que H ) H1.
Proposition 2.1 :
∀A ∈ 2Ω, w(A) = q(Ω)
q(A)
∏
B∈C,A(B
w(B)(−1). (2.45)
où C ⊆ 2Ω est l’ensemble des éléments de la décomposition canonique de la BBA et w est la fonction
de poids relative à cette décomposition avec :
{
∀B ∈ C, w(B) 6= 1,
∀B ∈ 2Ω \ C, w(B) = 1,
et q est la fonction de communalité de la BBA.
Preuve. Par déVnition de la décomposition canonique de m en un ensemble de GSSF sur C et des
poids de cette décomposition, on a :
m(Ω) =
∏
B∈C
w(B),
et, par déVnition de la communalité 2.13,
m(Ω) = q(Ω).
Or
∀A ∈ 2Ω,
∏
B∈C
w(B) =
∏
B∈C|A⊆B
w(B)×
∏
B∈C|A*B
w(B),
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donc
∀A ∈ 2Ω,
∏
B∈C|A*B
w(B) = q(Ω)×
∏
B∈C|A⊆B
w(B)(−1)
Or, d’après Shafer [61] p. 106
∀A ∈ 2Ω, q(A) =
∏
B∈C|A*B
w(B),
donc
∀A ∈ 2Ω, q(A) = q(Ω)×
∏
B∈C|A⊆B
w(B)(−1)
∀A ∈ 2Ω, w(A)× q(A) = w(A)× q(Ω)×
∏
B∈C|A⊆B
w(B)(−1)
= q(Ω)
∏
B∈C|A(B
w(B)(−1)
Par construction, si m est une BBA consonante non-dogmatique, alors C est constitué de l’en-
semble des éléments focaux de la BBA (excepté Ω). La proposition ci-dessus simpliVe le calcul de la
décomposition canonique dem puisque seules les valeurs de w(B),∀B | A ( B, sont nécessaires
pour calculer w(A).
Dans la suite nous notons µi=1,2,...,N l’ensemble des N GSSF de la décomposition canonique dem
non-dogmatique, et C l’ensemble des éléments Ai de la décomposition : C = {A1, A2, ..., AN}.
Ainsi : ∀A ∈ C, A 6= Ai ⇒ µi(A) = 0,
d’où : ∀A ∈ C,
N∑
i=1
µi(A) = 1− w(A). (2.46)
Exemple 2.3 : Illustration de la décomposition canonique :
Soit un système politique limité à 3 hypothèses, Ω = {Gauche, Centre, Droite}. Une personne A
s’interroge sur son orientation politique. Son doute ainsi que l’imprécision des informations qu’elle
possède sur chaque parti forment une croyance modélisée comme suit :
∅ Gauche Droite Gauche ∪Droite Centre Gauche ∪ Centre Droite ∪ Centre Ω
mA 0 0, 3 0 0, 2 0 0, 4 0 0, 1
La fonction de la décomposition canonique (équation 2.43) donne les valeurs suivantes :
∅ Gauche Droite Gauche ∪Droite Centre Gauche ∪ Centre Droite ∪ Centre Ω
wA 1 1, 5 1 0, 33 1 0, 2 1 1
Dans le cas de cette décomposition C = {Gauche, {Gauche,Droite}, {Gauche, Centre}}, et les
trois GSSF µi, i = {1, 2, 3}, symbolisent diUérentes personnalités qui ‘croient’ ou ‘ne croient pas’
en la pertinence d’un parti (ou de l’union d’un ensemble de partis).
∅ Gauche Droite Gauche ∪Droite Centre Gauche ∪ Centre Droite ∪ Centre Ω
µ1 0 −0, 5 0 0 0 0 0 1, 5
µ2 0 0 0 0, 67 0 0 0 0, 33
µ3 0 0 0 0 0 0, 8 0 0, 2
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La croyance globale de la personne A est décomposable en trois personnalités (SSF), la première
µ1 (ISSF) ne croit pas en la proposition Gauche, la deuxième personnalité µ2 (SSF) croit en la
proposition Gauche ∪ Droite, enVn la troisième personnalité µ3 (SSF) croit en la proposition
Gauche ∪ Centre.
L’analyse intuitive de la BBA mA pourrait faire croire que A a une orientation politique globale
envers la proposition Gauche, or la décomposition canonique montre qu’il y a une réelle indéter-
mination sur cette proposition. On peut supposer que A n’a pas assez d’information pour dissocier
l’ensemble des propositions ou que la modélisation n’est pas adaptée.
2.6.2 Combinaison de BBA par décomposition canonique
Pour une BBA m, si ∀A ∈ 2Ω, w(A) ∈ [0, 1], alors toutes les BBA Aw(A) sont des SSF et m est
une SBBA.
Dans ce cas on note :
m = ⊕|C|i=1µi, (2.47)
= ⊕∅6=A⊆ΩAω(A). (2.48)
Pour une BBAm, si ∀A ∈ 2Ω, w(A) ∈ [0,+∞[, alors les Aw(A) sont des GSSF. Smets [67] propose
de généraliser l’équation 2.47 sous la forme :
m = ∩©|C|i=1µi, (2.49)
= ∩©A⊆ΩAω(A) (2.50)
On remarquera que des deux équations ci-dessus résulte m alors que les combinaisons sont diUé-
rentes. Dans le premier casm est obtenue après normalisation des masses (par le facteur de conWit),
alors que dans le deuxième cas la normalisation est eUectuée par la GSSF relative à l’élément vide
(qui est inexistante dans le premier cas).
SoitN BBA et leurs décompositions canoniques respectives. La combinaison conjonctive de ces
BBA est donnée par :
m ∩© = ∩©Ni=1mi, (2.51)
= ∩©A⊆ΩA
∏N
i=1 wi(A). (2.52)
2.7 Principe du moindre engagement et ordonnancement
2.7.1 Introduction
La notion du moindre engagement est le pendant dans la théorie des fonctions de croyance de
la notion de maximum d’entropie en théorie de l’information (dans le cadre probabiliste).
On retrouve une adaptation de la mesure entropique de Shanon adaptée aux fonctions de croyance
par Higashi et Klir [33], puis généralisée par Dubois et Prade [22] et nommée mesure de non-
spéciVcité,
N(mi) =
∑
A∈2Ω\{∅}
m(A) log2(|A|). (2.53)
La mesure de non-spéciVcité est bornée sur l’intervalle [0, log2(|Ω|)]. Cette mesure ainsi que la
mesure de doute (équation 2.7) ne sont pas des mesures de conWit mais une évaluation du degré
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d’incertitude de la mesure. Pour déVnir le moindre engagement déVnissons l’engagement, à partir
de la notion d’ordonnancement de BBA.
2.7.2 Ordonnancements
DiUérents ordonnancements ont été déVnis entre BBA. Sont rappelés ici les pl,q,s,d-ordonnancements [27]
ainsi que le w-ordonnancement [20].
La relation d’ordre entre deux BBAm1 etm2 est notéem1 vx m2, x ∈ {pl, q, s, d, w}.
Ordonnancement au sens des plausibilités :
Le pl-ordonnancement est déVni à partir des fonctions de plausibilité (équation 2.9) des BBA
comme suit :
m1 vPl m2 si : ∀A ∈ 2Ω, P l1(A) ≤ Pl2(A), on dit que m1 est plus engagée que m2 au sens du
pl-ordonnancement.
Ordonnancement au sens des communalités :
Le q-ordonnancement est déVni à partir de la fonction de communalité (équation 2.4) des BBA
comme suit : m1 vq m2 si : ∀A ∈ 2Ω, q1(A) ≤ q2(A), on dit que m1 est plus engagée que m2 au
sens du q-ordonnancement.
Ordonnancement au sens des spécialisations (s-ordonancement) :
On rappelle que la matrice de spéciVcité S est une matrice carrée où chaque valeur correspond
à la proportion de masse transférée (d’un élément focal de m2 vers un élément focal de m1 si−→m1 = S ×−→m2).
Le s-ordonnancement est alors déVni par : si il existe une matrice S telle que −→m1 = S−→m2 alors
m1 est une spécialisation dem2 etm1 est plus engagée au sens du s-ordonnancement quem2 (i.e.
m1 vs m2).
Ordonnancement au sens des ‘spécialisations’ dempstériennes (d-ordonancement) :
Le d-ordonnancement repose sur l’existence d’une spécialisation dempstérienne entrem1 etm2.
m1 est dit une spécialisation dempstérienne dem2 s’il existe une BBAm3 telle que :
m1 = m3 ∩©m2. (2.54)
Dans ce casm1 vd m2.
Ordonnancement au sens des fonctions de poids issues de la décomposition canonique (w-
ordonancement) :
Le w-ordonnancement est déVni à partir des fonctions de poids, issues de la décomposition ca-
nonique des BBA non-dogmatiques : m1 vw m2 si : ∀A ∈ 2Ω, w1(A) ≤ w2(A), on dit que m1 est
plus engagée quem2 au sens du w-ordonnancement.
Remarque 2.1 : Relation d’implication entre ordonnancements :
Notons que dans aucun cas l’ordonnancement n’est total, i.e. soient deux BBAm1,m2, trois cas sont
possibles,m1 vx m2,m2 vx m1 ou nim1 vx m2 nim2 vx m1.
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On montre [23] que le q-ordonnancement implique le pl-ordonnancement, ainsi l’engagement vq
est plus fort que vPl. De même vs implique vq et donc vPl.
Sim1 vd m2 alors ∃S telle quem1 = Sm2 [38] donc vd implique vs.
EnVn si m1 vw m2, alors il existe une SBBA m3 donnant m1 = m3 ∩©m2. En eUet posons
∀A,w3(A) = w1(A)w2(A) . Comme ∀A, w1(A) 6 w2(A), alors w3(A) ∈]0, 1], donc m3 = ∩© Aw3(A)
est une BBA. Doncmi vw mj impliquemi vd mj qui impliquemi vs mj . Le w-ordonnancement
est donc l’ordonnancement le plus fort.
2.8 Autres règles de combinaison
2.8.1 Règle conjonctive prudente
La somme orthogonale et la combinaison conjonctive supposent l’indépendance cognitive des
sources du fait de la non-idempotence de ces règles.
Denoeux dans [20] propose la règle conjonctive prudente qui est idempotente et permet de combi-
ner des sources dépendantes. C’est une règle de type conjonctif c’est-à-dire dont le résultat est une
spécialisation des BBA initiales. Précisément c’est la moins engagée (au sens du w-ordonnancement)
des BBA de l’ensemble des BBA plus engagées que les BBA initiales. Soient deux BBA m1 et m2 et
R(mi) l’ensemble des BBA plus engagées que mi, i ∈ {1, 2}. Une combinaison conjonctive de ces
dernières appartient à R(m1) ∩ R(m2). Suivant le principe du moindre engagement, la règle pro-
posée par Denoeux est la BBA la moins engagée de R(m1) ∩R(m2).
Le calcul de la BBA résultat de la combinaison prudente se fait via la décomposition canonique (c.f.
section 2.6) dem1 etm2 et les fonctions de poids w1 et w2.
On note :
∀A ∈ 2Ω,m1?2(A) = ∩©A∈2ΩAw1?2 , (2.55)
avec :
w1?2(A) = w1(A) ∧ w2(A), (2.56)
avec ∧ l’opérateur minimum (ou une autre t-norme).
Pour N BBA, la combinaison s’écrit :
m? = ∩©A∈2ΩA∧Ni=1wi(A). (2.57)
Les propriétés de cette règle conjonctive sont la commutativité, l’associativité, la distributivité,
(comme pour la règle conjonctive de Smets et la somme orthogonale de Dempster) et l’idempotence.
2.8.2 Règle disjonctive
Lors d’une combinaison, si au moins une source peut être considérée Vable, alors la combinaison
de celle-ci avec une autre source (qui peut être non-Vable) par la règle conjonctive peut engendrer
une perte d’information (transfert de croyance sur ∅). La règle disjonctive permet de préserver
l’ensemble des croyances de chaque source (Vable ou non). L’information post-combinaison est
une généralisation de l’information initiale de chaque source.
Les éléments focaux de la BBA résultante sont les unions des éléments focaux des BBA initiales.
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La combinaison disjonctive de deux BBAm1 etm2, notéem ∪© , s’écrit :
∀C ∈ 2Ω,m ∪© (C) =
∑
(A,B)∈2Ω×2Ω|
A∪B=C
m1(A)m2(B). (2.58)
Dans le cas général de N BBAmi, i ∈ {1, ..., N}, la combinaison disjonctive est déVnie par :
∀C ∈ 2Ω,m ∪© (C) =
∑
{{Ap(j)},j=1,...,N}∈2Ω
N |∪jAp(j)=C
∏
j
mj(Ap(j)). (2.59)
où p est une fonction de sélection des hypothèses, p(j) ∈ {1, ..., 2Ω}.
L’équation 2.59 peut être simpliVée par la fonction d’implicabilité 2.8 :
∀A ∈ 2Ω,m ∪© (A) =
N∏
i=1
bi(A), (2.60)
avec bi la fonction d’implicabilité de la BBAmi.
La BBA résultant de la règle disjonctive n’a pas de masse sur ∅, sauf dans le cas où ∀i,mi(∅) > 0.
Reprenons l’exemple de Zadeh (c.f. annexe B.2).
2.8.3 Règle disjonctive hardie
Développée par Denoeux dans [20], la règle disjonctive hardie est le pendant de la combinaison
conjonctive prudente pour la règle disjonctive : la BBA résultant est la BBA la plus engagée des
BBA moins engagées que les BBA initiales (principe d’information maximum au lieu de principe
d’engagement minimum). La fonction de poids disjonctive v, est déVnie par :
ln(vi(A)) = −
∑
B⊆A
(−1)|A|−|B| ln(bi(B)). (2.61)
On note
∀A ∈ 2Ω \ {∅}, v1>2(A) = v1(A) ∨ v2(A), (2.62)
où ∨ est l’opérateur maximum (ou une autre t-conorme). La combinaison par la règle disjonctive
hardie de N BBA notéem> s’écrit :
m> = ©∪ A 6=∅Av1(A)∨v2(A), (2.63)
2.8.4 Combinaison de fonctions de croyance avec répartition du conWit
Plusieurs auteurs ont proposé de répartir m(∅) sur certains éléments de 2Ω \ {∅} comme
dans [25, 75]. La somme orthogonale est une première répartition proportionnellement aux masses
des éléments avant normalisation. Nous citons ici d’autres règles dites hybrides, car ni conjonctives
ni disjonctives, qui ré-allouentm(∅).
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Règle de Yager :
Yager [75] interprète la masse de l’ensemble vide comme un degré de non-information des
sources initiales et transfère celle-ci sur Ω (en l’absence de toute autre information). Le principe
maximise la plausibilité de chaque élément de l’espace de discernement. Soit M BBA mj , j ∈
{1, ...,M}, la combinaison de Yager est déVnie par :
mY ager(A) = m ∩© (A) si A ∈ 2Ω \ {Ω, ∅}, (2.64)
mY ager(Ω) = m ∩© (Ω) +m ∩© (∅), (2.65)
mY ager(∅) = 0. (2.66)
La combinaison de Yager est commutative mais non associative.
Règle de Dubois et Prade :
La règle de Dubois et Prade [25] utilise la spécialisation de la règle conjonctive pour traiter la
part de complémentarité non-conWictuelle et la généralisation de la règle disjonctive pour traiter
la part de la complémentarité conWictuelle. La combinaison suppose que l’espace de discernement
est exhaustif. Toute conjonction engendrant un conWit (au sens de Smets (conWit Dempsterien), i.e.
A∩B = ∅) sera interprétée comme une indétermination entre les éléments de cette conjonction (au
moins une des sources se trompe sans que l’on sache laquelle) et la masse relative sera redistribuée
sur l’élément disjonctif A ∪B.
Soient deux BBAm1 etm2 la combinaison par règle de Dubois et Prade est donnée par :
∀C ∈ 2Ω,mDP (C) = m ∩© (C) +
∑
A,B⊆Ω×Ω|
A∩B=∅
et A∪B=C
m1(A)m2(B). (2.67)
La combinaison de Dubois et Prade est commutative mais non associative.
Règle de Inagaki :
Inagaki dans [34] fait l’observation que toute règle de combinaison répartissant la masse de
l’ensemble vide après combinaison conjonctive peut être écrite sous la forme suivante :
∀A ∈ 2Ω \ {∅},mIna(A) = m ∩© (A) + wm(A)×m ∩© (∅), (2.68)
mIna(∅) = 0, (2.69)
avec ici wm(A) ∈ [0, 1] un coeXcient propre à la combinaison répartissant le conWit, et respectant∑
A∈2Ω wm(A) = 1.
Il est montré dans [40, 64] que la règle de Inagaki permet d’obtenir l’ensemble des règles de type
conjonctif ou hybride présentées précédemment, avec un ensemble de coeXcients wm approprié.
2.9 Prise de décision
2.9.1 Introduction
La prise décision représente la dernière étape de la fusion. Elle a pour but le choix de l’élément
de Ω (ou de 2Ω quand la fusion ne permet pas de lever toutes les ambiguïtés et qu’il est plus sûr de
garder une disjonction comme décision Vnale). Plusieurs critères ont été proposés.
2.10. ALLOCATION DE BBA 37
2.9.2 Maximum de plausibilité
Le critère de maximum de plausibilité correspond à une stratégie de décision optimiste, si l’on
interprète la plausibilité comme une borne supérieure de la probabilité :
DecPl = argmax
H∈Ω
Pl(H), (2.70)
avec Pl la fonction de plausibilité (équation 2.9) associée à la BBA sur laquelle doit s’eUectuer la
décision. Notons qu’ici la décision est sur Ω (car la croissance de la fonction Pl favoriserait les
hypothèses composées).
2.9.3 Maximum de crédibilité
Le critère de maximum de crédibilité correspond à une stratégie de décision pessimiste, si l’on
interprète la crédibilité comme une borne inférieure de la probabilité :
DecBel = argmax
H∈Ω
Bel(H), (2.71)
avec Bel la fonction de crédibilité (équation 2.4) associée à la BBA sur laquelle doit s’eUectuer la
décision. Comme précédemment, la décision est prise sur Ω.
2.9.4 Maximum de probabilité pignistique
DéVnition 2.15 : Probabilité piginistique :
La probabilité piginistique est introduite par Smets [65] et déVnie par :
∀H ∈ Ω, BetP (H) =
∑
A∈2Ω\{∅}|H∈A
m(A)
|A|(1−m(∅)) . (2.72)
La transformation pignistique permet de déVnir à partir d’une BBA une fonction de probabilité.
Dans le cas d’un élément focal A de cardinal supérieur à deux, la masse est équirépartie entre tous
les singletons de A (analogue à l’hypothèse d’équiprobabilité utilisée en probabilité).
Le critère de maximum de probabilité pignistique déVnit un critère de compromis entre les
critères du maximum de crédibilité et maximum de plausibilité :
DecBetP = argmax
H∈Ω
BetP (H). (2.73)
Remarque 2.2 :
Nous ne considérons pas ici les règles de décision en faveur d’hypothèses non singletons.
2.10 Allocation de BBA
Un processus d’allocation a pour fonction d’allouer une valeur de masse comprise entre 0 et
1 à chaque élément de 2Ω. À partir de l’information (imprécise et/ou incertaine) délivrée par une
source (Vable ou non), et de l’interprétation subjective ou objective que nous en avons est construite
une distribution de croyances. L’allocation est un problème : beaucoup d’auteurs déVnissent leurs
propres principes d’allocation (en fonction des applications). Les informations dont on dispose pour
faire l’allocation de la BBA sont la valeur de l’observation et (très souvent) des informations a priori
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sur les hypothèses de Ω (notamment forme paramétrique des probabilités conditionnelles). Les pa-
ragraphes suivants présentent un ensemble non exhaustif de processus d’allocation. Nous distin-
guerons diUérents types d’allocation :
– celles qui convertissent des probabilités en BBA.
Allocation de Dubois et Prade :
Les auteurs dans[25] proposent une règle d’allocation fondée sur une égalité supposée
entre les probabilités bayésiennes et les fonctions de probabilité pignistique déVnies dans la
théorie des fonctions de croyance :
∀H ∈ Ω, BetP (H) = p(H). (2.74)
Dans [25] p(H) est une vraisemblance (i.e. P (x | H)). Initialement développée dans le cadre
possibiliste, cette l’allocation utilise la vraisemblance qui, une fois normalisée, s’apparente à
une distribution de possibilité. Le principe du moindre engagement est ensuite utilisé pour
obtenir la distribution de masse. Celle-ci a |Ω| éléments focaux qui ont comme propriété ma-
jeure d’être consonants (c.f. annexe B).
Allocation d’Appriou :
L’allocation d’Appriou (1991 [1],) dérive de l’application du théorème de Bayes généralisé.
Dans [1], la plausibilité de l’observation x conditionnellement à sa classe (Plx[H](x)), avec
H ∈ Ω) est obtenue par un aUaiblissement de la probabilité conditionnelle (i.e. p(x | H)).
Le théorème de Bayes généralisé permet alors d’obtenir Plx[H](x)),∀H ∈ Ω, etmΩ[x] peut
être décomposée comme la somme conjonctive de |Ω| fonctions SSF, telles que pour chacune
les éléments focaux sont H et Ω. Cette allocation est donc appelée allocation par réfutation
(voir annexe B).
Notons qu’il existe également une autre allocation [1] dite allocation par aXrmation (voir
annexe B) où la BBA allouée est le résultat de la combinaison conjonctive de |Ω| SSF telles
que les éléments focaux sont l’élément considéré (H ∈ Ω), son complémentaire (H ∈ 2Ω) et
Ω.
Outre les deux allocations précédentes qui exhibent un principe (moindre engagement, théo-
rème de Bayes généralisé) pour convertir des distributions de BetP ou de plausibilité en une
BBA, il existe des allocations plus ad hoc .
Allocation par aUaiblissement bayésien :
Selon cette allocation la probabilité d’une hypothèse H ∈ Ω est répartie sur l’hypothèse
singletonH ainsi que tous les éléments consonants àH (i.e :H∪C , C ∈ 2Ω) (voir annexe B).
Vote de H contre H :
De façon très proche à l’allocation par aXrmation, les probabilités déVnies sur un es-
pace Ω peuvent servir à construire des BBA associées aux hypothèses H ∈ Ω telles que
mH(H) = P (H) et mH(H) = 1 − P (H) (rappelons que P (H) est une probabilité). La
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Vabilité de chaque BBA élémentairemH induit un aUaiblissement simple de coeXcient α de
cette dernière (voir annexe B).
– celles qui s’inspirent d’algorithmes de clustering :
Allocation par K-plus proches voisins (K-PPV) :
Le processus d’allocation K-PPV est proposé dans [18]. Soit un espace de discernement
Ω = {H1, ...,HN}, et ms la BBA associée à une observation xs, s ∈ {1, ..., |Ω|}. Soit M
observations xi, i ∈ {1, ...,M} qui constituent l’ensemble d’apprentissage, i.e. d’étiquette
connue. La BBA ms sera déterminée en considérant les K plus proches voisins de xs parmi
les observations de l’ensemble d’apprentissage (xi, i ∈ {1, ...,M}).
Citons également [20] où est proposé une version évidentielle de l’algorithme des C moyenne
Wou [5].
2.11 Comparaison de BBA et mesures du conWit
2.11.1 Introduction
La théorie des fonctions de croyance comme la théorie des probabilités modélise l’information
sous forme d’une distribution. Une mauvaise paramétrisation, et certains dysfonctionnements in-
tra et inter-systèmes peuvent engendrer des erreurs de modélisation créant un désaccord entre le
modèle et la réalité ainsi qu’entre les croyances manipulées par diUérents systèmes.
Plusieurs processus de comparaison inter-BBA ont été proposés dans la littérature qui sont de trois
types :
– comparaison par mesure de similarité,
– comparaison par mesure de conWit,
– comparaison combinant la notion de conWit et de similarité.
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1960
1967 : ConWit in-
terne, Dempster
1991 : Distance Euclidienne,
Perry et Stephanou
1993 : Distance
L∞, Tessem
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1970 -> -> 1990 2010
– 1999 : Atribute distance, Bla-
ckman et Popoli,
– 1999 : Distance de Manhattan,
Klir, Harmanec
2001 : Distance Jousselme,
Jousselme
2006 : Distances Diaz,
Diaz
– 1997 : Distance BPAM, Fixen et Ma-
ther,
– 1998 : Distance par erreur quadra-
tique, Zouhal et Denoeux
2008 : Distance Cosine si-
milarity, Wen
Figure 2.11 – Chronologie des mesures de désaccord entre fonctions de croyance (adapté de [36]).
2.11.2 Similarité entre BBA, de 1990 à 2010
La théorie des fonctions de croyance propose un ensemble de mesures permettant de calculer la
(dis)similarité entre diUérentes distributions de masse (BBA). La plupart de ces mesures respectent
des propriétés permettant à certaines d’être interprétées comme des distances. Une interprétation
géométrique des fonctions de croyance a été proposée dans les travaux de Cuzzolin[12, 13] et initiée
dans [30, 35] . Ainsi :
– La similarité (ou dissimilarité) inter-BBA déVnit une mesure permettant de comparer des
entités (ici BBA) distinctes.
– La distance inter-BBA déVnit une similarité respectant les axiomes spéciVques d’une dis-
tance.
La Vgure ci-dessus replace chronologiquement un ensemble non exhaustif de mesures de similarité
inter-BBA †.
– Mesure divergente (non-métrique) , Perry et Sthephanou [50] (1991).
– Mesure de Chebychev (distance), Tessem [70] (1993),
– Mesure BPAM (pseudo-métrique), Fixsen et Mahler [30] (1997).
– Mesure quadratique (pseudo-métrique), Zouhal et Denoeux [78] (1998).
– Mesure “attribut” (non-métrique) Blackman et Popoli [6] (1999).
– Mesure de Manhattan (distance), Klir [39] et Harmanec [32] (1999).
– Mesure de Jousselme (distance), Jousselme [35] (2001).
– Mesures de Jousselme modiVées (distance), Diaz [21] (2006).
†. Pour plus d’explications, le lecteur peut se rapporter à la synthèse [36] proposée par A.L. Jousselme et P. Maupin.
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– Mesure par similarité du cosinus (distance) , Wen [11] (2008)
Les mesures utilisant uniquement la notion de similarité s’appuient sur une généralisation de
la notion de distance Lp. Dans le cadre de la théorie des fonctions de croyance l’équation générale
d’une distance entre deux BBAm1,m2 s’écrit sous la forme suivante :
d
(p)
W (m1,m2) =
(
[(U−→m1 − U−→m2)
p
2 ]t[(U−→m1 − U−→m2)
p
2 ]
) 1
p
, (2.75)
avec U la matrice triangulaire supérieure de la décomposition de Cholesky déVnie telle queW =
UU t, W étant une matrice symétrique et déVnie positive. On note plusieurs instanciations de W
en fonction des transformations considérées. Par exemple si −−−−→m1 ∩© 2 = −→m1tW−→m2,W correspond à
la matrice d’intersection et ∀i = {1, 2},−→mi = [mi(H1)mi(H2)mi(H1, H2)...mi(Ω)]t. L’exposant
p est le degré de la distance (p ∈ N∗) :
– p = 1 : distance de Manhattan (L1) :
d
(1)
W (m1,m2) = [(Um1 − Um2)
1
2 ]′[(Um1 − Um2) 12 ], (2.76)
Les distances de type L1 sont introduites en 1999 par Klir [39] et Harmanec [32]. Elles dé-
Vnissent une mesure d’erreur globale aux BBA m1 et m2 par une somme des diUérences
absolues entre fonctions représentatives de ces BBA, par exemple (liste non exhaustive) :
La fonction Bel, pour Klir [39] :
d
(1)
Bel(m1,m2) =
∑
H∈Ω
|Bel1(H)−Bel2(H)|, (2.77)
La fonction Pl, pour Denoeux [19] :
d
(1)
Pl (m1,m2) =
∑
H∈Ω
|Pl1(H)− Pl2(H)|, (2.78)
La fonction BetP :
d
(1)
BetP (m1,m2) =
∑
H∈Ω
|BetP1(H)−BetP2(H)|. (2.79)
Les fonctions Bel, Pl, et BetP sont l’analogue de probabilités (inférieure, supérieure, pi-
gnistique) dans le cadre des fonctions de croyance. Dans les mesures ci-dessus, seules les
hypothèses singletons sont impliquées : on peut donc voir ces mesures comme des distances.
– p = 2 : distances Euclidiennes (L2) :
d
(2)
W (m1,m2) =
(
(U−→m1 − U−→m2)]t[(U−→m1 − U−→m2)]
) 1
2 , (2.80)
=
√
(−→m1 −−→m2)tW (−→m1 −−→m2), (2.81)
avec W = U ′U matrice symétrique et déVnie positive. Le cadre des fonctions de croyance
propose un ensemble de formes diUérentes de la matriceW et donc de distances d(2)W (m1,m2).
– p =∞ : distances de Chebychev (L∞) :
d
(∞)
W (m1,m2) = max{|(U−→m1)t − (U−→m2)t|}, (2.82)
Les distances de Chebychev mesurent l’erreur maximum entre les BBA 1 et 2. Dans [70], Tessem
propose trois mesures de type L∞ respectivement à partir des fonctions pignistique, plausibilité et
crédibilité :
d
(∞)
Bel (m1,m2) = maxH∈Ω
|Bel1(H)−Bel2(H)|, (2.83)
d
(∞)
Pl (m1,m2) = maxH∈Ω
|Pl1(H)− Pl2(H)|, (2.84)
d
(∞)
BetP (m1,m2) = maxH∈Ω
|BetP1(H)−BetP2(H)|. (2.85)
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Dans la suite de ce paragraphe on cite quelques-unes des mesures de type distances (métrique ou
pseudo-métrique), proposées dans la littérature au cours des deux dernières décennies.
• La mesure BPAM (Bayesian Percent Attribute Miss) est une pseudo-métrique initialement
proposée dans le cadre d’une classiVcation :
d
(2)
BPMA(m1,m2) = m
t
1Tm2, (2.86)
avec T (A,B) = P (A∩B)P (A)P (B) , ∀A,B ∈ Ω \ {∅} × Ω \ {∅}, et P la distribution de probabilité a
priori sur Ω. La pseudo-métrique dBPMA ne satisfait pas la propriété de séparabilité.
• La mesure proposée par Zouhal et Denoeux [78] s’écrit :
d
(2)
BetP 2
(m1,m2) =
−→m1tT−→m2, (2.87)
avec T (A,B) = |A∩B||A|.|B| , ∀(A,B) ∈ 2Ω \ {∅}.
On rappelle queBetPi(A) =
∑
B∈2Ω mi(B)
|A∩B|
|B| , alors d
(2)
Bet2
(m1,m2) =
−→m1tT t1T t2−→m2 avec
T1(A,B) = T2(A,B) =
|A∩B|
|B| ,∀(A,B) ∈ 2Ω \ {∅}.
T est une matrice semi-déVnie positive, d(2)
BetP 2
est donc une pseudo-métrique.
• Dans [55] Petit-Renaud, à partir d’une généralisation de la mesure de HausdorU, estime un
critère de mesure entre deux BBA :
d(2)(m1,m2) =
√
(m1 −m2)tW (m1 −m2), (2.88)
oùW est une matrice 2Ω × 2Ω déVnie positive.
Jousselme propose dans [35] une déVnition de la matriceW à partir de l’index de Jaccard :
W (A,B) = J(A,B) =
|A ∩B|
|A ∪B| . (2.89)
La distance de Jousselme est déVnie par :
d
(2)
J (m1,m2) =
√
1
2
[(−→m1 −−→m2)tJ(−→m1 −−→m2)], (2.90)
d
(2)
J est symétrique, le facteur
1
2 normalise la distance.
En suivant le raisonnement associé à la mesure 2.90, Diaz [21] propose 17 extensions possibles
en adaptant la matrice de similarité W . L’interprétation possible de chaque mesure dépend
deW et doit être analysée en fonction des besoins de l’utilisateur.
• Wen [11] propose de mesurer la similarité entrem1 etm2 par la mesure du cosinus de l’angle
entre les vecteurs représentant les BBA :
cosW (
−→m1,−→m2) =
−→m1tW−→m2√−→m1tW−→m1.√−→m2tW−→m2 (2.91)
Conclusion
L’état de l’art concernant les mesures de similarité eUectué dans cette étude n’est pas exhaus-
tif. Il montre néanmoins que globalement les fondements mathématiques de celles-ci sont issus de
généralisations de métriques adaptées aux espaces vectoriels. Les mesures proposées sont toutes
globales aux BBA initiales, ainsi comme pour le conWit global les diUérentes informations sur l’ori-
gine des dissimilarités sont noyées en une seule mesure.
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2.11.3 ConWit entre BBA
Comme déjà évoqué, la notion de conWit en tant que masse à part entièrem(∅) fut déVnie dans
le cadre des fonctions de croyance [68] et est généralement issue de la combinaison conjonctive.
La valeur de m(∅) est le plus généralement utilisée comme un degré de bon fonctionnement de
la combinaison. Ainsi, une forte valeur de m(∅) est un indicateur du fait que la décision sera non
consensuelle. Il est souvent suggéré de gérer m(∅) au travers de diUérents processus d’aUaiblisse-
ment (au sens du désengagement de la fonction de masse induisant ce conWit) en sous-entendant
que le conWit est dû à des erreurs sur la Vabilité des sources. À l’extrême,m(∅) est aussi utilisé pour
regrouper les sources non-conWictuelles et ne combiner que celles-ci (c.f. [58]) sous-entendant que
les sources conWictuelles n’observent peut-être pas le même phénomène.
Or la modélisation des croyances d’une source peut, suivant l’allocation, créer une BBA possédant
comme éléments focaux des hypothèses d’intersection vide. Dans ce cas la non-idempotence de la
règle conjonctive engendre, lors de la combinaison, un conWitm(∅) en partie issu du conWit intrin-
sèque de la BBA. Martin et Osswald dans [44] suggèrent de relativiser le conWit entre deux BBA
par rapport au conWit intrinsèque. Ils déVnissent ainsi la notion d’auto-conWit :
as = (∩©sm)(∅), (2.92)
où ∩©s indique que la fusion conjonctive est itérée s fois.
La Vgure 2.12 donne un exemple de croissance de as en fonction du nombre s ∈ {1, ..., N} d’itéra-
tions de la combinaison conjonctive.
Figure 2.12 – BBA m déVnie sur Ω = {H1, H2} telle que m(H1) = 0.1, m(H2) = 0.1, m(Ω) =
0.8 : auto-conWit as en fonction du nombre d’itérations de la combinaison conjonctive. as est une
fonction croissante de s.
Dans l’exemple des chocolats (annexe A.2) le modèle B construit une BBA pouvant engendrer
de l’auto-conWit, ce qu’on a traduit par une frustration de l’enfant quelle que soit sa décision. Même
si l’auto-conWit résulte de la non-idempotence de la règle conjonctive, il est formellement dû à la
modélisation initiale de la BBA. Ainsi, m(∅) issu d’une combinaison conjonctive est partiellement
engendré par l’ensemble des conWits intra-BBA, aussi appelés conWits intrinsèques [44] des BBA à
combiner. C. Royère [31, 52] propose une redéVnition du monde ouvert et introduit lemonde ouvert
étendu. Cette nouvelle déVnition du cadre de discernement doit permettre de dissocier les conWits
dus à un manque d’exhaustivité de Ω des conWits propres à chaque BBA. Soit un espace initial
44CHAPITRE 2. MODÉLISATION D’INFORMATIONS DANS LA THÉORIE DES FONCTIONS DE CROYANCE
Ω = {H1, ...,H|Ω|}. Le monde ouvert étendu propose une hypothèseH∗ représentant “l’inconnu” :
Ω∗ = {H1, ...,H|Ω|, H∗}.
On note que H∗ est similaire à l’hypothèse de rejet dans le cadre de la théorie des probabilités,
néanmoins son utilisation en théorie des fonctions de croyance peut poser certains problèmes de
modélisation, comme l’allocation initiale de la BBA puisque H∗ représente l’inconnu. Une solution
envisageable serait de répartir chaque masse d’un élément focal A ∈ 2Ω sur A ∪ H∗, mais cette
solution fait complètement disparaître le conWit. L’étape décisionnelle peut être la source de ques-
tions délicates comme : la décision de l’élément H∗ a t-elle un sens ? Ou encore si l’on ne peut pas
prendre de décision dans Ω est-il préférable de décider H∗ ?
Conclusion :
La déVnition initiale du conWit de Smets [68] reste aujourd’hui la plus largement admise dans la
communauté. Nous notons cependant que, alors que les informations post-combinaison conjonctive
de la complémentarité non-conWictuelle sont distribuées sur 2Ω, les informations de la complémen-
tarité conWictuelle sont transférées sur une seule valeur de masse m(∅). L’utilisation d’une valeur
scalaire (mesure globale) engendre donc une perte d’information qui pourrait être utile à notre
propos (détecter l’origine du conWit).
2.11.4 ConWit couplé à la similarité
Liu dans [42] propose une analyse du conWit via un double critère composé de m ∩© (∅) et
d’une mesure d’engagement des BBA, à savoir la diUérence des fonctions pignistiques.
SoitBetPi, i ∈ {1, ..., N},N fonctions pignistiques (c.f. equation 2.72) issues deN BBAmi déVnies
sur 2Ω, la distance L∞ de Tessem [70] fournit le deuxième critère utilisé dans [42] :
DistTi,j = max
H∈Ω
|BetPi(H)−BetPj(H)|,
L’état conWictuel entre deux BBA est analysé par le couple (m ∩© (∅), DistTi,j ) avec mi et mj dé-
clarées conWictuelles si m ∩© (∅) > ε∅ et DistTi,j > εT où ε∅, εT ∈ [0, 1] sont des coeXcients
de tolérance. Liu propose de discrétiser l’espace bidimensionnel du couple (m ∩© (∅), DistTi,j ), en
associant à chacun de ces sous-espaces un type de fusion : conjonctive, disjonctive, etc.
Pour Vnir citons deux mesures, qui mixent en un même critère le conWit Dempsterien m(∅) et
de la similarité inter-BBA :
• Perry et Stephanou [50] proposent une mesure de divergence inter-BBA pour la construction
d’une classiVcation. Pour cela ils supposent une mesure de similarité calculée à partir des
informations de chacune des sources et de l’information de la combinaison de celle-ci. Ils
suggèrent de généraliser à la théorie des fonctions de croyance la mesure de divergence
proposée par Kullback-Liebler déVnie initialement en théorie des probabilités (c.f. [69]). Soit
deux BBA,mi etmj , la similarité déVnie par Perry et Stephanou [50] s’écrit :
dPS(mi,mj) = |Fi ∪ Fj |
(
1− |Fi ∩ Fj ||Fi ∪ Fj |
)
+ (mi⊕j −mi)t(mi⊕j −mj), (2.93)
avec |Fi| l’ensemble des éléments focaux demi etmi⊕j la somme orthogonale de Dempster.
On observe que dPS(mi,mj) a deux parties distinctes, la première concerne une simila-
rité structurelle (|Fi ∪ Fj |
(
1− |Fi∩Fj ||Fi∪Fj |
)
), la deuxième une similarité informative ((mi⊕j −
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mi)
t(mi⊕j −mj)).
• La distance proposée par Blackman et Popoli [6] est déVnie par l’équation suivante :
dBP (mi,mj) = −2 log
[
1−mi⊕j(∅)
1−maxl∈{i,j}ml⊕l(∅)
]
+ (−→mi +−→mj)t−→gA −−→mitG−→mj ,(2.94)
avecmi⊕j(∅) le conWit Dempsterien,−→gA le vecteur d’éléments déVni par |A|−1|H|−1 etG(A,B) =
(|A|−1)(|B|−1)
(|H|−1)2 , ∀A,B ⊆ H .
La première partie de l’équation 2.94 tient compte de la partie conWictuelle de m1 et m2,
elle est nommée “Attribute Distance” par les auteurs. La deuxième partie tient compte de
l’analogie entre les BBA initiales elles est nommé “ignorance distance”. La mesure ne vériVe
pas l’axiome de non-négativité ce n’est donc pas une métrique.
Conclusion :
Comme pour les similarités, plusieurs mesures du conWit ont été proposées, dont certaines alliant
la notion de conWit avec la notion de similarité. Pour la plupart, elles sont liées à un type d’appli-
cation. Notons que ces mesures soulignent que la seule mesure globale de mi ∩© j(∅) ne suXt pas
à évaluer le conWit de la fusion.
Comme pour les mesures de similarité, les mesures de conWit sont globales à la BBA et ne donnent
pas d’information précise sur l’origine même de ce conWit.
Rappelons que l’objectif de cette thèse est de déVnir une méthode d’analyse du conWit ayant pour
but de déterminer les causes de celui-ci. Pour cela nous nous orientons sur une décomposition du
conWit Dempsterien permettant de préciser les hypothèses de l’espace de discernement introduisant
le conWit. Les notions utilisées sont en grandes majorités fondées sur la décomposition canonique,
la combinaison conjonctive et du conWit.
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3.1 Introduction
Le cadre de la théorie des fonctions de croyance permet de modéliser les informations de chaque
source, ainsi que les diUérentes imperfections de celle-ci, sous forme d’une fonction de massem.
...une fonction de masse m est une combinaison d’un ensemble de fonctions simples dont cha-
cune “croit” en un élément ou un sous-ensemble de l’ensemble de discernement...
Exemple 3.1 : Retour sur l’exemple politique et conWit : Illustration de la décomposition cano-
nique :
Soit un système politique limité à 3 hypothèses exclusives, Ω = {Gauche, Centre, Droite}.
À l’occasion d’un sondage nous demandons à trois individus (A, B et C) leurs orientations poli-
tiques. Leurs choix éventuellement imprécis sont modélisés par les fonctions de masse mA, mB et
mC déVnies sur 2Ω, à savoir sur cet exemple :
∅ Gauche Droite Gauche ∪Droite Centre Gauche ∪ Centre Droite ∪ Centre Ω
mA 0 0, 71 0 0, 14 0 0, 09 0 0, 06
mB 0, 2 0, 6 0 0 0 0, 1 0 0, 1
mC 0 0, 5 0 0 0, 3 0 0, 1 0, 1
La décomposition canonique en GSSF des BBA conduit à un ensemble de fonctions notées µi, qui
représentent symboliquement diUérentes personnalités des électeurs où chacune d’elle “croit” ou ne
“croit pas” en la pertinence d’un parti (ou de l’union d’un ensemble de partis).
électeur A électeur B électeur C
µ1 µ2 µ3
∅ 0 0 0
Gauche 0, 5 0 0
Droite 0 0 0
Gauche ∪Droite 0 0, 7 0
Centre 0 0 0
Gauche ∪ Centre 0 0 0, 6
Droite ∪ Centre 0 0 0
Ω 0, 5 0, 3 0, 4
µ1 µ2 µ3
0 0 0, 2
0, 75 0 0
0 0 0
0 0 0
0 0 0
0 0, 5 0
0 0 0
0, 25 0, 5 0, 8
µ1 µ2 µ3 µ4
0 0 0 −2
0, 833 0 0 0
0 0 0 0
0 0 0 0
0 0, 6 0 0
0 0 0 0
0 0 0, 5 0
0, 1667 0, 4 0, 5 3
Table 3.1 – Décomposition des croyances des électeurs A,B et C
Les opinions de chacune des personnalités de l’électeur A sont décomposées sur les éléments
d’intersection non vide et on observe qu’il n’y a pas de conWit global inter-SSF (les éléments fo-
caux des SSF n’ont pas d’intersections vides). L’électeur B possède une masse sur l’ensemble vide
(mB(∅) = 0, 2), dont une interprétation possible est qu’une part de la croyance deB ne peut être as-
sociée à aucun élément de 2Ω (l’électeur pourrait voter “blanc” ou “nul”). Les SSF µ1 et µ2 donnent
crédibles (selon la fonction Bel) des éléments d’intersection non vide, le conWit entre ces SSF est
donc nul. Seule la SSF µ3 apporte donc du conWit. EnVn les croyances de l’électeur C sont décom-
posées sur trois SSF (µi, i ∈ {1, 2, 3}) et une ISSF (µ4). L’électeur C est composé de quatre person-
nalités, la première “croit” en l’opinion “Gauche”, les deux suivantes “croient” respectivement aux
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opinions “Centre” et “Droite ∪ Centre”. La conjonction de l’ensemble des SFF µi, i ∈ {1, 2, 3},
engendre un conWit (au sens de Smets [68]). Or, la quatrième personnalité (ISSF µ4) ne “croit pas”
en l’hypothèse ∅. Ainsi, µ4 absorbera (c.f. Smets [68]), proportionnellement au degré de réfutation
µ4(∅), la croyance en l’hypothèse ∅ lors de sa combinaison conjonctive avec les autres GSSF (ici lors
de la conjonction avec les SSF µi, i ∈ {1, 2, 3}).
Conclusion :
La combinaison conjonctive de GSSF issues de la décomposition canonique peut engendrer un conWit
global. Ce conWit global étant interne à une BBA, nous interpréterons celui-ci par le terme de “conWit
interne” à la BBA. Si parmi les GSSF il existe une ISSF, elle absorbera la masse de croyance associée
à l’hypothèse Ω (i.e. ∃i | wi(∅) > 0). Ainsi, elle réfutera partiellement ou totalement la croyance en
l’hypothèse ∅ issue de la combinaison conjonctive des autres GSSF.
Intuitivement cela signiVe que chaque électeur (A,B,C) est composé d’un ensemble de personna-
lités dont la combinaison conjonctive forme la croyance générale de celui-ci face au problème posé.
Si l’électeur développe des personnalités en contradiction, on dit que celui-ci possède un conWit
interne †. Une part de ce conWit interne peut être éliminé si l’électeur réfute son état conWictuel
interne.
Dans la suite, nous nommons conWit interne, le conWit partiel émanant de la combinaison
conjonctive d’un ensemble de GSSF issues de la décomposition canonique d’une GBBA (“Generalized
BBA”).
L’exemple 3.1 présente trois électeurs ayant chacun leurs croyances modélisées par une BBA. Quelle
que soit la proposition choisie par l’étape décisionnelle, on ne pourra éviter une frustration partielle
de l’électeur (voir analogie entre conWit et frustration discutée dans la section A.2) s’il existe initia-
lement un conWit interne à celui-ci. Lors de la combinaison conjonctive des fonctions mA et mC ,
la masse mA ∩© C(∅) sera en partie composée des contradictions inter-électeurs (conWit mutuel
inter-BBA) et en partie composée du conWit interne de C (A n’ayant pas de conWit interne).
3.2 Position du problème
Dans cette étude, notre premier objectif est d’identiVer et de quantiVer les conWits intra-BBA
ou conWits internes à une BBA. Nous postulons que pour permettre une interprétation du conWit, sa
mesure doit être locale aux éléments de l’espace de discernement et non globale à la BBA initiale.
Cependant il ne semble pas trivial de décomposer le conWit Dempsterien de manière unique, de par
l’associativité de la règle conjonctive. Ainsi, la conjonction des croyances des trois individus (A,
B et C) engendrant un conWit global noté mA ∩© B ∩© C(∅) peut avoir plusieurs écritures équiva-
lentes dont voici deux exemples :
mA ∩© B ∩© C(∅)

= mB(∅) +mA ∩© B(Gauche)[mC(Droite ∪ Centre) +mC(Centre)]...
...+mA ∩© B(Gauche ∪Droite)mC(Centre),
= mB(∅) +mB ∩© C(Centre)[mA(Gauche) +mA(Gauche ∪Droite)]...
...+mB ∩© C(Droite ∪ Centre)mB(Gauche).
(3.1)
L’identiVcation des conWits nécessite une réécriture, univoque (i.e. non ambiguë) du conWit global.
Note : le formalisme de la décomposition présentée par la suite est valable pour tout type de BBA
†. DiUérent de l’auto-conWit [44] représentant la masse de l’ensemble vide lors de la combinaison conjonctive d’une
BBA avec elle-même
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non dogmatique (séparable et non séparable), cependant l’interprétation post-décomposition doit
être adaptée en fonction de celle-ci.
3.3 Étude des conWits internes à une BBA
Plusieurs auteurs [26, 44] montrent que les BBA catégoriques, les GSSF et les BBA consonantes
ne possèdent pas de conWit interne (@(A,B) ⊆ Ω× Ω | A ∩B = ∅,m(A) > 0 etm(B) > 0).
Pour analyser le conWit interne à une BBA nous allons décomposer celle-ci sous forme d’une combi-
naison conjonctive de BBA ne possédant pas de conWit interne. Nous montrons alors que le conWit
interne s’écrit comme une somme de conWits locaux engendrés par la combinaison conjonctive de
BBA consonantes.
Soit m une BBA non-dogmatique. Nous notons C le sous-ensemble de 2Ω tel que C = {A ∈ 2Ω |
w(A) 6= 1}, ou w est la fonction issue de la décomposition canonique2.45 de m. Par déVnition Ω
n’est pas un élément de la décomposition canonique w(Ω) = 1, ainsi Ω 6∈ C.
Nous notons C∗, C privé de {∅} : C∗ = C \ {∅}, et nous notons C0 = {∅}. Par convention nous
posons w(∅) = 1 si ∅ 6∈ C.
DéVnition 3.1 : Sous-ensemble Cj et BBA associée :
Pour toute BBA non-dogmatique m et l’ensemble C lui étant associé, soit {Cj , j ∈ {1, ...,M}} les
M sous-ensembles consonants (i.e. ∀j ∈ {1, ...,M},∀(A,B) ∈ C2j , A ⊆ B ou B ⊆ A) formant une
partition de C∗ (i.e. C∗ = ∪Mj=1Cj et ∀i ∈ {1, ...,M},∀j ∈ {1, ...,M} \ {i}, Ci ∩ Cj = ∅).
Soit mCj la fonction résultant de la combinaison conjonctive des GSSF associées aux éléments de
Cj :
mCj = ∩©A∈CjAw(A), (3.2)
avec Aw(A) une GSSF telle que Aw(A)(A) = 1 − w(A), Aw(A)(Ω) = w(A) et ∀B ∈ 2Ω \
{A,Ω}, Aw(A)(B) = 0.
Notons quemCj n’est pas nécessairement une BBA, et ses éléments focaux sont dans Cj ∪ {Ω}.
Notons également que le fait que les Cj forment une partition est lié à l’utilisation de la règle
conjonctive. En d’autres termes, imposer seulement ∪jCj = C nécessiterait pour retrouver m de
combiner les Cj , j ∈ {0, 1, ...,M} selon la règle prudente 2.57 (ou du moins une règle idempotente
et conjonctive), c.f. la proposition 3.2.
Proposition 3.1 : Cj , j ∈ {0, 1, ...,M} partition de C :
La BBAm s’écritm = ∩©j∈{0,1,...,M}mCj si et seulement si Cj , j ∈ {0, 1, ...,M} est une partition de
C (en plus d’être consonant).
Preuve. Soit une BBAm dont la décomposition canonique est eUectuée sur C et donc la fonction de
poids est w. Par application de la déVnition de la décomposition canonique, on a :m = ∩©A∈CAw(A)
avec Aw(A) la GSSF associée à w(A), ayant pour éléments focaux A ∈ C et Ω.
Alors :
m = ∩©Mj=1mCj ∩©mC0 = ∩©Mj=0 ∩©A∈CjAw(A),
si et seulement si l’ensemble des Cj pour j ∈ {1, ...,M} forme une partition de C∗.
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DéVnition 3.2 : Sous-ensemble consonant et partition de C :
SoitM + 1 sous-groupes Cj de cardinal |Cj |, j ∈ {0, 1, ...,M}. Chacun de ces sous-groupes Cj est
composé d’un ensemble d’éléments Ai de C consonants : Ai ∈ Cj , Ai ∈ C et ∀(Ai, Ai′) ∈ Cj × Cj ,
Ai * Ai′ ⇒ Ai′ ⊆ Ai. Dans le cas où les Cj forment une partition de C∗, Ai ∈ Cj ⇒ Ai /∈ Ck, ∀k ∈
{0, 1, ..., j − 1, j + 1, ...,M}.
Rappel : par déVnition ∅ est consonant à l’ensemble des éléments de 2Ω néanmoins nous imposons
que si ∅ ∈ C alors il existe un C0 composé uniquement de ∅ (i.e. C0 /∈ ∪Mj=1Cj = C∗).
Exemple 3.2 : Construction de sous-groupes consonants :
Soit C = {A,B,A ∪B}, A,B ∈ 2Ω. Trois partitions de C peuvent être considérées :
–
{
C1 = {A,A ∪B},
C2 = {B},
–
{
C1 = {B,A ∪B},
C2 = {A},
–

C1 = {A},
C2 = {B},
C3 = {A ∪B}.
On observe qu’il n’y a pas unicité de la construction des Cj . Par la suite nous montrerons l’indépen-
dance de la décomposition du conWit à la construction des sous-ensembles consonants.
Proposition 3.2 : La réunion des Cj est égale à C mais les Cj ne forment pas une partition :
Soit m une BBA non dogmatique et Cj , j ∈ {0, 1, ...,M}, tels que ∪jCj = C, avec Cj consonant
pour tout j. La BBAm s’écrit :
m = ∧©Mj=1mCj ∧©mC0 = ∩©A(ΩA∧
M
j=1wCj (A),
wCj étant la fonction de poids de la décomposition canonique de la fonction mCj et ∧© la règle
prudente.
Preuve. Soit w la décomposition canonique dem déVnie sur C et ∪jCj = C. Si les Cj ne forment pas
une partition de C, alors ∃(j, k), j 6= k | ∃A ∈ Cj ∩ Ck.
On pose ∀j ∈ {0, 1, ...,M} wCj telle que ∀A ∈ 2Ω, wCj (A) =
{
w(A) si A ∈ Cj ,
1 sinon.
Ainsi pourA ∈ Cj ∩Ck, alors wCj (A) = wCk(A) = w(A) et ∀A ∈ Cj ∪Ck, min(wCj (A), wCk(A)) =
w(A). On a alors,
∀(j, k) ∈ {0, 1, ...,M}2,
[
∩©A∈CjAwCj (A)
]
∧©
[
∩©A∈CkAwCk (A)
]
= ∩©A∈Cj∪CkA
min(wCj (A),wCk (A)),
= ∩©A∈Cj∪CkAw(A)
D’où :
∧©Mj=1mCj = ∩©A∈C∗A∧
M
j=1wCj (A)
= ∩©A∈C∗Aw(A).
De plus, ∀B ∈ 2Ω \ {C} w(B) = 1. Donc, on a bien :
m = ∧©Mj=0mCj = ∩©A∈2ΩAw(A).
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Exemple 3.3 : Les Cj ne forment pas une partition de C :
Soit C = {A,B,A ∪B} avec C1 = {A,A ∪B} et C2 = {B,A ∪B}. Nous déVnissonsm comme la
combinaison prudente demC1 etmC2 .
m = mC1 ∧©mC2 ,
= [{A}w(A) ∩©{A ∪B}w(A∪B)] ∧©[{B}w(B) ∩©{A ∪B}w(A∪B)]
= {A}min(w(A),1) ∩©{B}min(w(B),1) ∩©{A ∪B}min(w(A∪B),w(A∪B))
= {A}w(A) ∩©{B}w(B) ∩©{A ∪B}w(A∪B).
Dans le cas où les Cj ne forment pas une partition de C, m s’écrit sous la forme d’une conjonction
de fonctions consonantes à condition que la conjonction considérée soit idempotente.
Par la suite, pour la décomposition du conWit proposée, nous utiliserons par convention l’hypo-
thèse d’une construction des Cj comme partition de C (non contraignante in Vne car la décomposi-
tion sera indépendante des Cj).
La fonctionmCj issue de la combinaison conjonctive des éléments du groupe Cj s’écrit :
Proposition 3.3 : Combinaison conjonctive des GSSF d’un sous-ensemble Cj :
Soit m une BBA non-dogmatique, avec {Cj} et mCj comme introduis dans la déVnition 3.1, mCj
peut être exprimée comme suit :
∀j ∈ {0, 1, ...,M},∀A ∈ Cj , mCj (A) = (1− w(A))×
∏
{Ak∈Cj |Ak(A}
w(Ak) (3.3)
La preuve est donnée dans l’annexe C. L’équation 3.3 donne l’expression des fonctions mCj
associées aux sous-groupes Cj , j ∈ {1, ...,M}. Comme Cj est consonant, le conWit interne de mCj
est nul. Analysons à présent le conWit résultant de la combinaison des fonctionsmCj .
Remarque :
C0 est composé de l’élément ∅. Si w(∅) > 1 alors la fonction représentative de ce sous-ensemble est
une ISSF (et la fonction m initiale une GSBBA). La non-existence de C0 (i.e. w(∅) = 1) n’inWuence
en rien la décomposition présentée mis à part le fait que la conjonction des mCj ne porte alors
que sur j ∈ {1, ...,M}. Dans le cas général de l’étude, pour plus de généralité, nous notons j ∈
{0, 1, ...,M} avec C0 = {∅} si w(∅) 6= 1 et C0 = ∅ sinon. (i.e. l’indice j commence en fait à 1 dans
les sommes et produits concernés).
3.3.1 BBA décomposable en deux sous-groupes consonants
Soit une BBAm non-dogmatique, w la fonction de la décomposition canonique dem et C l’en-
semble des hypothèses de cette décomposition. Nous supposons ici qu’il existe deux sous-groupes
consonants notés C1 et C2 formant une partition de C. Soit mC1 et mC2 les fonctions consonantes
résultant de la combinaison conjonctive des GSSF associées à chacun des sous-groupes.
DéVnition 3.3 : ConWit interne local à un couple d’éléments :
Soit w la fonction de la décomposition canonique de m déVnie sur C partitionné en deux sous-
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groupes C1 et C2. On déVnit f∅(A,B) le conWit interne àm local aux éléments (A,B) par :
∀(A,B) ∈ C1 × C2,

f∅(A,B) = (1− w(A))× (1− w(B))︸ ︷︷ ︸
ConWit direct
×
AUaiblissement du conWit direct︷ ︸︸ ︷∏
C∈C
C(A ou
C(B
w(C) , si A ∩B = ∅,
f∅(A,B) = 0 sinon.
(3.4)
Proposition 3.4 :
∀(A,B) ∈ C1 × C2, f∅(A,B) = mC1(A)×mC2(B).
Preuve. Soient A ∈ C1, B ∈ C2, tels que A ∩ B = ∅. Comme {C1, C2} est une partition, C ∈ C1 ⇒
C /∈ C2. Ainsi,∏
C∈C
C(A ou
C(B
w(C) =
∏
Ak∈C1
Ak(A
w(Ak)×
∏
Bk∈C2
Bk(B
w(Bk).
En eUet : C ( A et A ∩B = ∅ implique C * B.
Par ailleurs C ∈ C2 et C * B implique B ( C (puisque C2 est consonant).
Donc C ( A et C ∈ C2 implique B ( C ( A ce qui n’est pas possible puisque A ∩B = ∅.
Donc C ( A implique C ∈ C1 et de même C ( B implique C ∈ C2.
On a alors :
∀(A,B) ∈ C1 × C2 | A ∩B = ∅,
f∅(A,B) = (1− w(A))× (1− w(B))×
∏
Ak∈C1
Ak(A
w(Ak)×
∏
Bk∈C2
Bk(B
w(Bk),
= (1− w(A))×
∏
Ak∈C1
Ak(A
w(Ak)× (1− w(B))×
∏
Bk∈C2
Bk(B
w(Bk),
= mC1(A)×mC2(B) (d’après l’équation (3.3))
Les deux premiers termes de l’équation 3.4 correspondent à la notion de conWit direct intro-
duite par Shafer [61] p. 95-97. Cette dernière représente la conjonction de deux fonctions à support
simple dont les éléments focaux (hormis Ω) sont d’intersection vide. Le troisième terme de l’équa-
tion 3.4 modélise les ignorances (masses allouées sur Ω) des GSSF n’induisant pas de conWit en
relation avec la paire (A,B). Nous l’appelons terme d’aUaiblissement du conWit direct.
m(∅) s’écrit alors :
m(∅) =
∑
(A,B)∈2Ω×2Ω|A∩B=∅
mC1(A)×mC2(B),
=
∑
(A,B)∈2Ω×2Ω|A∩B=∅
f∅(A,B),
=
∑
(A,B)∈2Ω×2Ω
f∅(A,B). Puisque f∅(A,B) = 0 si A ∩B 6= ∅
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La mesure proposée f∅ est une décomposition de m(∅). Le conWit interne à une GBBA est ainsi
décomposé en une somme de conWits “partiels” locaux à un couple d’hypothèses. Cette décompo-
sition pondère le conWit direct introduit par ce couple par un facteur d’aUaiblissement relatif au
non-engagement de la BBA vis-à-vis des autres hypothèses. Cette mesure est cependant lourde
car elle fait intervenir des paires d’éléments. Aussi, proposons nous à présent une mesure locale
de conWit, permettant de calculer le conWit introduit par chaque élément de 2Ω (et non un couple
d’éléments comme dans l’équation 3.4).
DéVnition 3.4 : ConWit local à un élément d’une BBA décomposable en M = 2 sous-groupes
consonants :
À partir de l’équation 3.4, nous déVnissons le conWit induit par un élément de 2Ω \ {Ω} par :
∀A ( Ω, f∅(A) =
1
2
∑
B,C(Ω
A∈{B,C}
f∅(B,C).
=
1
2
∑
B(Ω
f∅(A,B) +
∑
B(Ω
f∅(B,A)
 . (3.5)
D’après l’équation 3.4 f∅(A,B) est symétrique : f∅(A,B) = f∅(B,A), d’où le facteur 12 dans
l’équation 3.5 .
Proposition 3.5 :
f∅ étant déVni par l’équation 3.5, on a :
m(∅) =
∑
A(Ω
f∅(A). (3.6)
Preuve. Soient C1 et C2 deux sous-ensembles chacun consonants,
m(∅) =
∑
A,B∈2Ω×2Ω|A∩B=∅
mC1(A)×mC2(B),
= [
∑
A(Ω
∑
B(Ω|
A∩B=∅
mC1(A)×mC2(B) +mC1(B)×mC2(A)].
Or, les Cj , j ∈ {1, 2}, forment une partition de C, et les seuls éléments focaux de mCj sont les élé-
ments de Cj ∪ {Ω}. Ainsi, ∀H ( Ω simCj (H) 6= 0, alors ∀i ∈ {0, 1, ...,M} \ {j},mCi(H) = 0.
Donc simC1(A) 6= 0 alorsmC2(A) = 0 (raisonnement analogue pour B), donc la sommemC1(A)×
mC2(B) +mC1(B)×mC2(A) est en fait réduite à un seul terme (A = Ω n’intervient pas dans cette
somme puisque A ∩B = ∅).
Supposons sans perte de généralité queA ∈ C1, l’équation 3.4 donnemC1(A)×mC2(B) = f∅(A,B) =
f∅(B,A).
Donc :
m(∅) = 1
2
∑
A(Ω
∑
B(Ω
f∅(A,B),
=
∑
A(Ω
f∅(A) d’après l’équation 3.5
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La somme des conWits introduits par chaque élément de 2Ω est égale au conWit Dempsterien
(m(∅)). La fonction f∅ déVnit une distribution de la masse de l’ensemble vide sur 2Ω. Cette dis-
tribution met en évidence les éléments introduisant ce conWit, ainsi l’information sur l’origine du
conWit est préservée en vue d’une éventuelle exploitation ou interprétation de celui-ci.
D’un point de vue analytique, la mesure f∅(H) est interprétable intuitivement comme “une névrose
introduite par l’élément H” (à supposer que la BBA reWète les croyances d’une personne).
On remarque dès à présent deux applications de la mesure f∅, une décomposition unique du conWit
Dempsterien (ici la BBA est décomposable en deux sous-ensembles consonants), ou une décompo-
sition du conWit interne d’une BBA par exemple (dans le but d’analyser l’allocation).
Illustration 3.1 : Illustration de la mesure locale de conWit, casM = 2 :
Nous proposons d’illustrer la mesure locale de conWit en reprenant l’exemple des opinions poli-
tiques. On représente par une BBAm les croyances du groupe de personnes auxquelles nous avons
posé la question “En quel groupe politique avez-vous le plus conVance ?” Les réponses possibles
sont dans 2Ω avec Ω = {Gauche,Droite, Centre}.
∅ Gauche Droite Gauche ∪Droite Centre Gauche ∪ Centre Droite ∪ Centre Ω
m 0, 55 0, 1 0, 09 0, 06 0, 1 0 0, 06 0, 04
w 1 0, 5 1 0, 4 0, 5 1 0, 4 1
mC1 0 0, 5 0 0, 3 0 0 0 0, 2
mC2 0 0 0 0 0, 5 0 0, 2 0, 2
f∅ 0 0, 2 0 0, 075 0, 2 0 0, 075 0
BetP 0, 318 0, 362 0, 318
w représente la fonction de poids de la décomposition canonique dem.mC1 etmC2 représentent res-
pectivement la combinaison conjonctive des GSSF des sous-groupes C1 = {{Gauche}, {Gauche ∪
Droite}} et C2 = {{Centre}, {Droite∪Centre}}. EnVn f∅ représente la fonction de conWit local
aux éléments de 2Ω. On observe que les propositions “Gauche” et “Centre” sont sources de conWit ce
qui n’est pas le cas de l’hypothèse “Droite”, les valeurs des masses étant pourtant proches les unes
aux autres de même que les BetP (calculés en vue d’une décision).
Le développement précédent présente une décomposition du conWit interne à une BBA. Cette
décomposition permet de déterminer une distribution du conWit sur l’espace 2Ω en vue de l’exploi-
tation de celui-ci. Dans un premier temps nous nous sommes intéressés au cas où la BBA initiale,
non-dogmatique, est décomposable en une combinaison conjonctive de deux BBA consonantes. Ce
premier développement est très restrictif et peut donner dans certains cas des résultats triviaux,
néanmoins il a permis de poser les bases du raisonnement nécessaires à la généralisation de la
mesure aux BBA non-dogmatiques décomposables enM (M > 2) fonctions consonantes.
3.3.2 BBA décomposable enM sous-groupes consonants
Dans cette section, nous étendons les propositions et résultats de la section 3.3.1 au cas d’une
BBA m (non-dogmatique) décomposable en une conjonction de M > 2 fonctions consonantes
mCi , i ∈ {1, ...,M} (avec Ci ∩ Cj = ∅ pour i 6= j) :
m = ∩©Mi=1mCi . (3.7)
56 CHAPITRE 3. DÉCOMPOSITION DU CONFLIT
Le conWit interne à m n’est pas ici introduit par une paire d’éléments mais par des ensembles
d’éléments notés Γ∅l , l ∈ {1, ..., L} de {Γ∅l} éléments chacun. DéVnissons formellement ces sous-
ensembles Γ∅l .
DéVnition 3.5 : Sous-ensemble Γ∅l :
Soitm une BBA non-dogmatique et l’ensemble C lui étant associé. Nous déVnissons Γ∅l = {A1, ...A|Γ∅l |},
avec l ∈ {1, ..., L}, un sous-ensemble de C tel que ∩|Γ∅l |i=1 Ai = ∅ et @(Ai, Aj) ∈ Γ2∅l , i 6= j | Ai ⊆ Aj .
Nous notons SΓ l’ensemble de tout les sous-ensemble Γ∅l . C’est un ensemble Vni de cardinal L.
Chaque Γ∅l est un ensemble d’hypothèses incompatibles (i.e. d’intersections vides) de telle sorte
que leur incompatibilité ne peut être réduite à un sous-ensemble de Γ∅l . Par exemple {A ∪B,B ∪
C,C ∪A} est un éléments de SΓ, alors que {A,A ∪B,B ∪ C,C ∪A} ne l’est pas.
Notons que, par la déVnition 3.5, deux éléments de Γ∅l ne peuvent appartenir au même sous-
ensemble consonant Ck : ∀(Ai, Aj) ∈ Γ2∅l , (Ai ∈ Ck, Aj ∈ Ck′ , i 6= j) ⇒ k 6= k′. D’où |Γ∅l | ≤ M ,
avec M le nombre de sous-ensembles consonants Cj . Par la suite, sans perte de généralité, nous
supposons que Γ∅l = {H1, ...,H|Γ∅l |} avec Hi ∈ Ci.
Remarque 3.1 :
Dans le cas de l’existence de C0, l’élément ∅ est d’intersection vide avec l’ensemble des éléments de
2Ω, mais ∅ ⊆ A, ∀A ∈ 2Ω, donc par déVnition ∅ /∈ Γ∅l ,∀l ∈ {1, ..., L}.
À présent nous allons généraliser le raisonnement développé pour l’équation (3.4) où |Γ∅l | = 2
au cas où |Γ∅l | ∈ [2,M ].
Proposition 3.6 :
Soitm une BBA non-dogmatique, les sous-ensembles {Cj} selon la déVnition 3.1, et Γ∅l = {H1, ...H|Γ∅l |}
un élément de SΓ selon la déVnition 3.5 avec Hi ∈ Ci. Nous avons :
|Γ∅l |∏
i=1
mCi(Hi) =
|Γ∅l |∏
i=1
(1− w(Hi))
∏
Ak∈∪
|Γ∅l |
j=1 Cj |
∃Hi∈Γ∅l |Ak(Hi
w(Ak). (3.8)
La preuve est donné en annexe C.
DéVnition 3.6 : Fonction f∅ :
Soit SΓ = {Γ∅l , l ∈ {1, ...L}} comme dans la déVnition 3.5. Nous déVnissons la fonction f∅ associée
à SΓ dansR :
∀Γ∅l ∈ SΓ, f∅(Γ∅l) =
|Γ∅l |∏
i=1
(1− w(Hi))
∏
Ak∈C|
∀Hi∈Γ∅l , Hi∩Ak 6=Hi
w(Ak). (3.9)
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Dans l’équation 3.9, la première partie de f∅(Γ∅l), i.e.
∏|Γ∅l |
i=1 (1 − w(Hi)), représente le conWit
direct induit par les éléments de Γ∅l . Comme déjà mentionné, le terme de “conWict direct” provient
de [61] pour qualiVer le conWit entre deux SSF. La seconde partie de f∅(Γ∅l), i.e.
∏
Ak∈C|
∀Hi∈Γ∅l , Hi∩Ak 6=Hi
w(Ak),
représente l’aUaiblissement du conWit direct.
Proposition 3.7 :
La fonction f∅ introduite dans la déVnition 3.6 peut être exprimée comme suit :
∀Γ∅l ∈ SΓ, f∅(Γ∅l) = mC1(H1)× ...×mC|Γ∅l |(H|Γ∅l |)× (3.10)∑
H∈C(|Γ∅l |+1)∪Ω|∃Hi∈Γ∅l , Hi(H
mC|Γ∅l |+1
(H)× ...×
∑
H∈CM∪Ω|
∃Hi∈Γ∅l , Hi(H
mCM (H),
oùM est le nombre de sous-ensembles consonants de Cj .
La preuve est donnée en annexe C.
DéVnition 3.7 :
En utilisant les même notations nous déVnissons la fonction f∅ sur 2Ω par :
∀A ( Ω, f∅(A) =
∑
Γ∅l |A∈Γ∅l
1
|Γ∅l |
f∅(Γ∅l). (3.11)
Décomposition dem(∅)
Dans cette section, nous illustrons l’intérêt des déVnitions précédentes de f∅ et f∅, en montrant
que m(∅) = ∑A∈2Ω f∅(A). Pour cela, considérons dans un premier temps une décomposition de
m(∅) sur f∅(Γ∅l) pour l = 1, ..., L.
Proposition 3.8 :
Soit m une BBA non-dogmatique, SΓ = {Γ∅l , l ∈ {1, ...L}} selon la déVnition 3.5 et f∅ selon la
déVnition 3.6. La masse de l’ensemble vide peut être exprimée comme suit :
m(∅) =
L∑
l=1
f∅(Γ∅l). (3.12)
Preuve. m est la conjonction d’un ensemble de GSSF issues de la décomposition canonique, les
ensembles Cj forment une partition de C. En raison de l’associativité de la règle conjonctive, m
peut être écrite comme la combinaison des mCj , en particulier m(∅) peut être écrit sous la forme
suivante :
m(∅) =
∑
Hi⊆Ω,i∈{1,...,M}|
H1∩H2∩...∩HM=∅
mCi1 (H1)×mCi2 (H2)× ...×mCiM (HM ).
Cette équation implique M sous-ensembles Ci dont chacun est associé à la fonction mCi . Pour
chaque mCi , les éléments focaux sont dans Ci ∪ {Ω} (soit |Ci| + 1 éléments focaux). Comme les
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Ci forment une partition de C, nous avons :
∀j ∈ {0, 1, ...,M},∀H ( Ω,mCj (H) 6= 0⇒ ∀i ∈ {0, 1, ...,M} \ {j},mCi(H) = 0.
Sans perte de généralité, nous supposons que ∀i,Hi ∈ Ci. Par conséquent :
m(∅) =
∑
H1∈C1∪{Ω}
...
∑
HM∈CM∪{Ω}|
∩Mi=1Hi=∅
M∏
i=1
mCi(Hi).
Pour tout ensemble d’hypothèses, {Hi ∈ Ci, i ∈ {1, ...,M} | ∩Mi=1Hi = ∅} impliqué dans la somme,
deux possibilités sont envisageables :
– cet ensemble ne contient pas de sous-ensemble consonant, et donc c’est un élément Γ∅l de
SΓ, avec |Γ∅l | = M ;
– cet ensemble contient au moins un sous-ensemble consonant. Alors il existe un sous-ensemble
qui est un Γ∅l de SΓ, avec |Γ∅l | < M (ce sous-ensemble peut être obtenu en supprimant les
hypothèses Hi de plus grand cardinal entre les éléments consonants).
Supposons, sans perte de généralité, que les |Γ∅l | premières hypothèsesHi ne sont pas conso-
nantes. Alors nous pouvons choisirM − |Γ∅l | hypothèsesHj dans Cj ∪ {Ω}, pour j > |Γ∅l |,
qui ne sont pas dans Γ∅l (car Γ∅l ne peut contenir deux hypothèses d’un même Cj , c.f. le com-
mentaire après la déVnition 3.5).
En spéciVant que les M − |Γ∅l | hypothèses H complètent Γ∅l en satisfaisant la condition
∃Hi ∈ Γ∅l | Hi ( H , on assure que chaque ensemble conWictuel àM hypothèses soit associé
à un seul Γ∅l et donc compté une seule fois dans l’équation 3.12.
Par exemple, soitM = 4 et {Hi ∈ Ci, i ∈ {1, ...,M}} = {A,B,D,A ∪D}. Sans condition
supplémentaire, les sous-ensembles conWictuels Γ∅l possibles sont dans :
{{A,B}, {A,D}, {B,D}, {B,A ∪D}, {A,B,D}}. En spéciVant que le Γ∅l associé est com-
plété par seulement par les hypothèsesH telles que ∃Hi ∈ Γ∅l | Hi ( H , il y a seulement un
sous-ensemble conWictuel Γ∅l associé, à savoir {A,B,D}.
Finalement, nous avons :
m(∅) =
L∑
l=1
(
|Γ∅l |∏
i=1
mCi(Hi)×
M∏
j=|Γ∅l |+1
[
∑
H∈Cj∪{Ω}|
∃Hi∈Γ∅l ,|Hi(H
mCj (H)]). (3.13)
À partir cette expression et de l’équation 3.10, on obtient l’équation 3.12.
Cette expression montre que la masse de l’ensemble vide est une somme de L “conWits partiels”,
introduits par L ensembles d’hypothèses d’éléments notés Γ∅l , l ∈ {1, ..., L}, et dont la valeur du
conWit direct est aUaiblie.
Proposition 3.9 :
En utilisant les mêmes notations, nous avons :
m(∅) =
∑
A∈2Ω
f∅(A). (3.14)
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Démonstration. Nous avons :∑
A∈2Ω
f∅(A) =
∑
A∈2Ω
 ∑
Γ∅l |A∈Γ∅l
1
|Γ∅l |
f∅(Γ∅l)
 ,
=
L∑
l=1
∑
A∈2Ω
A∈Γ∅l
1
|Γ∅l |
f∅(Γ∅l),
=
L∑
l=1
1
|Γ∅l |
∑
A∈2Ω
A∈Γ∅l
f∅(Γ∅l).
Pour un sous-ensemble conWictuel Γ∅l , la somme
∑
A∈2Ω
A∈Γ∅l
f∅(Γ∅l) inclut |Γ∅l | termes identiques
(f∅(Γ∅l)) (Γ∅l est un ensemble non ordonné). Alors
∑
A∈2Ω
A∈Γ∅l
f∅(Γ∅l) = |Γ∅l |f∅(Γ∅l), d’où :
∑
A∈2Ω
f∅(A) =
L∑
l=1
f∅(Γ∅l) = m(∅).
Cette dernière expression donne une interprétation de f∅ en tant que décomposition de la masse
de l’ensemble vide. Nous soulignons que f∅(Γ∅l) ne dépend pas du choix de la partition {Cj} de C,
de plus la décomposition proposée est unique, comme cela peut être exprimé par la proposition
suivante.
Proposition 3.10 :
La décomposition dem(∅) donnée par l’équation 3.14 est unique.
Démonstration. En accord avec l’équation 3.9, f∅(Γ∅l) dépend seulement de la décomposition ca-
nonique de la BBA initiale. À partir de cette décomposition canonique, nous déterminons : (i) l’en-
semble C et l’ensemble SΓ déduit de la déVnition 3.5 (indépendamment de la partition) ; (ii) la fonc-
tion de poids w. Donc la fonction f∅ est unique pour une BBA donnée. De même pour la fonction
f∅ et la décomposition dem(∅).
En pratique, quatre étapes sont utilisées pour calculer la décomposition du conWit d’une BBA
m :
1. calcul de la décomposition canonique dem, construction de la fonction w en utilisant l’équa-
tion 2.45 ;
2. détermination des ensembles Γ∅l : un algorithme simple consiste à faire varier
∣∣Γ∅l∣∣ entre
2 et |C|, sélectionner ∣∣Γ∅l∣∣ hypothèses dans C, et vériVer que les hypothèses sélectionnées
satisfont les deux conditions de la déVnition 3.5 (i.e. leur intersection donne ∅, et il n’existe
pas de relation d’inclusion entre deux hypothèses) ;
3. Pour chaque Γ∅l , calcul de la valeur de f∅ en utilisant l’équation 3.9 et la fonction de décom-
position w ;
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4. Pour chaque hypothèse de 2Ω, calcul de la valeur de f∅ en utilisant l’équation 3.11 et la
fonction f∅.
Ces étapes sont détaillées dans l’algorithme 1. On note que l’algorithme de la détermination des
Data : la BBA à analyser
Result : la fonction f∅
initialisation C = ∅ ; SΓ = ∅;
avec w(Ω) = 1;
forall the hypotheses A ⊂ Ω do
calcul w (A) en utilisant l’équation 2.43;
if w (A) 6= 1 then
C ← C ∪ {A};
end
end
forall the les sous-ensembles Γk ⊂ C do
if
⋂
Ai∈Γk Ai = ∅, et @ (Ai, Aj) ∈ Γ2k | Ai ⊆ Aj , then
SΓ ← SΓ ∪ {Γk};
end
end
forall the Γ∅l ∈ SΓ do
calcul de f∅(Γ∅l) en utilisant l’équation 3.9;
end
forall the A ∈ 2Ω do
calcul de f∅(A) en utilisant l’équation 3.11;
end
Algorithme 1: Décomposition du conWit
ensembles Γ∅l pourrait être optimisé, par un exemple en utilisant une représentation sous forme
d’arbre des Γ∅l , de façon à ne pas continuer la recherche (par ajout d’hypothèses) dès qu’un sous-
ensemble d’hypothèses n’est pas un Γ∅l .
Remarque 3.2 :
Pourm une SBBA, ∀A ∈ 2Ω, f∅(A) ∈ [0, 1].
Démonstration. Si une BBA est séparable, ∀A ∈ 2Ω, w(A) ∈ (0, 1]. En considérant l’équation 3.9,
∀Γ∅l ∈ SΓ, f∅(Γ∅l) ∈ [0, 1], et étant donné l’équation 3.11, ∀A ∈ 2Ω, f∅(A) ≥ 0. Donc, à partir de
l’équation 3.14, m(∅) est une somme de termes positifs. Ils auront comme borne supérieur 1, ainsi
∀A ∈ 2Ω, f∅(A) ∈ [0, 1].
Remarque 3.3 :
Pourm une BBA consonante, ∀A ∈ 2Ω, f∅(A) = 0.
Démonstration. Si une BBA est consonante, C est aussi consonant (C est un sous-ensemble de l’en-
semble des éléments focaux). Alors, il n’y a aucun sous-ensemble conWictuel et SΓ = ∅. Ainsi,
∀A ∈ 2Ω, f∅(A) = 0.
3.3. ÉTUDE DES CONFLITS INTERNES À UNE BBA 61
Illustration 3.2 : Mise en situation de la décomposition du conWit :
Revenons sur notre exemple politique. On représente par une BBA m les croyances d’un groupe
de quatre personnes auxquelles nous avons posé la question “En quel groupe politique avez-vous
le plus conVance ?”. Les réponses possibles sont Ω = {Gauche,Droite, Centre}. La fonction de
poids de la décomposition canonique dem est notée w.
La valeur du conWitm(∅) nous informe d’un potentiel désaccord intra-groupe.
∅ G. C. G. ∪ C. D. G. ∪D. C. ∪D. Ω
m 0, 76 0, 016 0, 0764 0, 0184 0, 1008 0 0, 0196 0, 0056
w 1 0, 7 0, 9 0, 2 0, 2 1 0, 22 1
f∅ 0 0, 186 0, 038 0, 165 0, 344 0 0, 028 0
BetP 0, 114 0, 41 0, 475
La fonction 3.11 (f∅) donne une distribution du conWit localement aux éléments de 2Ω. On constate
que l’hypothèse “Droite” maximise la fonction f∅ avec une valeur de 0, 344. En supposant une dé-
cision pignistique (BetP ), l’hypothèse “Droite” est aussi celle qui maximise cette fonction avec une
valeur de 0, 475. Choisir l’hypothèse “Droite” peut être une solution vis-à-vis demmais impliquera
un fort conWit dans le groupe (“Droite” introduit près de la moitié du conWit global). L’hypothèse
“Centre” à une valeur pignistique de 0, 41 et un conWit local associé de 0, 038 ce qui constitue un
meilleur compromis (à supposer que l’on décide en fonction du critère pignistique).
Remarque 3.4 : Existence de C0 :
L’existence de C0 ne change pas le raisonnement et les démonstrations précédentes. Les éléments
focaux de la GSSF représentative du sous ensemble C0 sont ∅ et Ω.
Dans le cas de l’existence de C0 (i.e. w(∅) 6= 1) alors il existe un Γ∅0 composé seulement de ∅. Ainsi,
pour Γ∅∅ l’équation 3.9 s’écrit :
f∅(Γ∅0) = f∅({∅}) = (1− w(∅))
∏
Ak|Ak∈C
∅∩Ak 6=∅
w(Ak),
= 1− w(∅).
Le sens donné au conWit introduit par l’élément ∅ (i.e f∅(∅)) est assez complexe. Dans le cas de
l’étude des conWits internes à une GBBA, nous proposons que f∅(∅) exprime le degré de consente-
ment d’un état conWictuel intra-BBA. Par exemple dans le cadre des croyances d’une personne, il
peut déVnir l’acceptation partielle ou totale d’un état de conWit psychique.
3.3.3 Validation numérique et simulations
Dans cette section nous illustrons la décomposition du conWit proposé, au travers de simula-
tions numériques.
Dans un premier temps, nous eUectuons des tests numériques pour valider la décomposition. Pour
cela nous simulons un ensemble de BBA non-dogmatiques aléatoirement comme suit :
Pour |Ω| = 4, pour chaque BBA un nombre d’éléments focaux est tiré uniformément dans l’in-
tervalle [2, 15], de même que l’indice associé à chaque élément focal est tiré uniformément dans
l’intervalle [1, 2Ω − 1]. Ω est toujours élément focal de sorte que la BBA soit non-dogmatique. À
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chaque élément focal, une valeur de masse non normalisée est associée par un tirage suivant une
distribution de loi Gamma, l’ensemble des masses de la BBA est ensuite normalisé de sorte que la
somme soit égale à 1.
Soit δ = m(∅)−∑A∈2Ω f∅(A), où f∅ est la fonction de décomposition du conWit.
Les statistiques suivantes de la valeur de δ ont été obtenues à partir de 11300 échantillons de BBA :
– valeur moyenne = 6.8182× 10−11,
– norme L1 = 1.4002× 10−10 (moyenne sur les valeurs de |δ|)
– norme L∞ = 1.1325× 10−6 (maximum des valeurs de |δ|).
Ces statistiques montrent que les erreurs numériques associées aux calculs de la décomposition du
conWit globalm(∅) sont très faibles.
À présent nous nous intéressons à la distribution de f∅(A) en fonction de |A|, en faisant varier
|Ω|.
Seules des BBA séparables sont considérées de sorte que ∀A ∈ 2Ω \ {∅}, f∅(A) > 0 et que les
moyennes des valeurs de f∅(A) peuvent être facilement comparables. La simulation suivante est
eUectuée :
N SSF sont générées aléatoirement (tirage uniforme de la valeur de l’indice de l’hypothèse A dans
[1, 2Ω− 1], tirage uniforme de la valeur de masse associéem(A) dans [0, 1], pour chacune la masse
de l’élément Ω est déduite m(Ω) = 1 −m(A)) puis les N SSF sont combinées aVn de former une
SBBA.
La Vgure 3.1 montre la moyenne des valeurs (avec l’écart-type représenté comme une barre d’er-
reur) de f∅(A) en fonction de |A| (la moyenne est eUectuée sur l’ensemble des BBA et sur l’ensemble
des hypothèses de même cardinal), pour diUérentes valeurs de |Ω|.
Nous observons clairement que les valeurs de conWit local les plus importantes, valeurs maximi-
sant la fonction f∅, sont atteintes pour les éléments de faible cardinal, en particulier les éléments
singletons.
Nous remarquons aussi que lorsque |Ω| augmente,m(∅) est distribué sur plus d’hypothèses condui-
sant à des valeurs globalement plus faibles de f∅(A), (la valeur du conWit m(∅) étant elle plus
importante).
Nous illustrons à présent une interprétation de f∅(A) comme une part du “conWit Dempstérien”
(m ∩© (∅)) induit par une hypothèse A. Nous supposons c classes et deux sources d’observation,
corrompues par un bruit blanc gaussien N (0, σ).
Connaissant les paramètres de la distribution conditionnellement aux classes (i.e. la valeur déter-
ministe des classes et les paramètres du bruit σ), la simulation est eUectuée comme suit :
Pour chaque test (dans les résultats présentés, le nombre de test est de 5000) :
(i) une classe i est tirée uniformément dans [1, c] ;
(ii) deux observations sont tirées, chacune associée à la source et conditionnée à la distribution
de la classe i ;
(iii) supposant que la distribution des classes est gaussienne {N (µj , σj) , j ∈ {1, ..., c}}, les
deux BBA sont construites en suivant l’allocation de Dubois et Prade [25] ;
(iv) les BBA sont combinées en utilisant la règle conjonctive (les sources étant cognitivement
indépendantes) ;
(v) la décomposition du conWit est appliquée à la BBA résultante.
Nous introduisons une erreur (ou une imprécision) dans le modèle de fusion. Dans la Vgure 3.2,
Ω = {A,B,C,D}, l’erreur du modèle est relative à la valeur supposée de l’écart type de la classe
B (σi = σ˜).
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Figure 3.1 – Valeur moyenne de f∅(A) en fonction de |A| : la moyenne est calculée sur 5000 BBA
(chacune tirée aléatoirement) et sur l’ensemble des éléments de même cardinal. Les diUérents sym-
boles correspondent à diUérentes valeurs de |Ω|.
La Vgure 3.2 montre que la valeur de f∅ (B) est plus importante que pour une autre hypothèse,
même si elle est élevée sur les autres éléments singletons. En eUet, ceux-ci peuvent être en conWit
avecB, de plus nous avons observé précédemment (Vgure 3.1) que la valeur du conWit local est plus
importante sur les éléments singletons.
Figure 3.2 – f∅ (H) en fonction des éléments H ∈ {∅, A,B,A ∪ B,C,A ∪ C,B ∪ C, A ∪ B ∪
C,D,A ∪ D,B ∪ D,A ∪ B ∪ D,C ∪ D,A ∪ C ∪ D,B ∪ C ∪ D,Ω}. Pour l’hypothèse B, il est
supposé que la valeur de σ˜ (∈ [0.5, 2]) est supérieure à sa valeur correcte (σ = 0, 5, la distance entre
centres de classe étant 1). La plus grande valeur de f∅ (H) est obtenue pourH = B, i.e. l’hypothèse
qui est mal modélisée et qui induit le conWit.
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Ces exemples jouets illustrent que la décomposition proposée permet d’identiVer la ou les
sources potentielles de conWit entre les hypothèses.
3.4 Conclusion
Dans ce chapitre nous avons introduit une mesure de conWit local permettant de calculer avec
précision les désaccords entre sources. Pour cela nous nous exprimons le conWit Dempsterienm(∅)
en le décomposant sur l’espace de discernement 2Ω. Cela permet d’identiVer les hypothèses pou-
vant être la cause de ce conWit et donc à terme de choisir les sources les plus appropriées pour les
étapes de combinaison et de décision.
Les résultats théoriques et expérimentaux montrent que les mesures globales telles que le conWit
Dempsterien ne permettent pas toujours une analyse Vne de l’origine du conWit, ce qui devient
possible par notre mesure.
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4.1 Détection préventive de chute
L’objectif de cette première application est de voir si la masse de conWit peut permettre de
diagnostiquer un problème de dysfonctionnement d’un système. Dans notre cas, le dysfonctionne-
ment considéré est une chute du bicycle (moto). Les sources qui sont décrites plus loin sont des
mesures d’un paramètre physique (e.g. moment gyroscopique) et le conWit indiquerait une décor-
rélation de ces mesures correspondant au début de la chute. Il s’agit donc d’utiliser le conWit pour
diagnostiquer de façon précoce une chute du bicycle (et déclencher un gilet air-bag).
Figure 4.1 – Illustration d’un bicycle.
4.1.1 Un problème d’équilibre
La première étude portant sur la stabilité et l’équilibre d’un bicycle fut réalisée en 1899 par
Whipple [74]. Dans les années 1970, Sharp [62] proposa un modèle dynamique de véhicule à deux
roues, qui est à nos jours le modèle le plus utilisé. Celui-ci propose quatre degrés de libertés com-
posés du mouvement latéral, lacet, roulis et directionnel. Le bicycle est représenté par un ensemble
de deux solides rigides liés par le mécanisme de direction. Des modèles plus récents proposent des
représentations du véhicule avec plus de degrés de liberté associés à un ensemble de corps.
Un véhicule est soumis à un ensemble de forces physiques dont la plus perceptible reste la gra-
vité. La masse de ce véhicule associée à la pesanteur crée en chaque point de contact entre le sol
et le véhicule une force orientée vers le référentiel géocentrique. La nature du contact entre le
sol et le véhicule constitue un paramètre important, mais aussi des plus compliqués à modéliser
(coeXcient de frottement, déformation, amortissement, échauUement, etc.). Les diUérentes modéli-
sations de ces contacts, proposées dans la littérature, ne sont pas robustes aux aléas des conditions
d’exécution. Pour notre étude nous les considérons comme des contacts ponctuels (les roues seront
modélisées par des disques indéformables).
La stabilité du bicycle repose principalement sur une notion d’équilibre pouvant être, dans le cadre
de cette étude, déVnie comme une suite de déséquilibres compensés par la technique. Par exemple,
à une vitesse réduite, la notion de contrepoids (eUectué par le pilote) est prédominante. Le bicycle
s’incline d’un côté ou de l’autre, et en compensation le déplacement du corps du pilote (en oppo-
sition à l’inclinaison) permettra d’ajuster le centre de gravité de sorte à créer un équilibre. À une
vitesse plus élevée interviennent d’autres forces comme les eUets gyroscopiques. Ces derniers re-
présentent l’énergie cinétique qui s’oppose au changement d’axe de rotation d’une pièce elle-même
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en mouvement de rotation. Plus la vitesse est importante, plus le couple augmente et plus les forces
gyroscopiques ont une norme importante.
4.1.2 Données utilisées
Nous donnons en annexe D diUérentes mesures permettant l’interprétation de l’équilibre par
une étude de compensation de force (comme le poids du pilote peut compenser le poids du bicycle à
faible vitesse). Dans cette section nous rappelons succinctement les diUérentes mesures physiques
de la dynamique du bicycle qui nous ont conduits à la déVnition des couples sur lesquels la mesure
du conWit sera étudiée.
Moments gyroscopiques
Les eUets gyroscopiques sont engendrés par deux rotations d’orientations diUérentes (voir an-
nexe D.4). Nous retrouvons deux eUets gyroscopiques engendrés par la double rotation ‘roue et
roulis’ et ‘roue et angle de braquage’.
1. le couple gyroscopique de braquage : de direction opposée à l’inclinaison du véhicule, il
s’ajoutera au moment centrifuge,
2. le couple gyroscopique de l’inclinaison : de même direction que le sens d’inclinaison du bi-
cycle, il s’ajoutera au moment centripète.
Les additions des moments perturbateurs (annexe D.4) et gyroscopiques soit centrifuge + gyrosco-
pique roulis et centripète + gyroscopique braquage agissent en opposition de phase permettant en
partie l’équilibre du bicycle. En l’absence de chute (à l’équilibre) ils sont donc corrélés.
Un ensemble de capteurs physiques permettent l’estimation de ces moments :
– un capteur rotationnel tri-axes, permettant d’estimer l’angle d’inclinaison du véhicule,
– un capteur odométrique, permettant d’estimer l’angle de rotation de la roue,
– un capteur de position du guidon, permettant d’estimer l’angle de braquage au sol.
Étude angulaire de lacet
Lors de l’entrée en virage, le pilote fournit un eUort sur le guidon permettant d’incliner le
véhicule (par eUet du contre-braquage). En sortie de virage le pilote remet le guidon en position
centrale permettant ainsi le redressement du bicycle.
La stabilité du véhicule du bicycle en virage est donc liée à la vitesse de rotation autour de l’axe
Z et à la vitesse de lacet. L’angle de braquage au sol est estimé par l’équation D.8, dont la valeur
permet d’estimer le rayon de courbure du virage ainsi que la vitesse de lacet. La rotation autour de
l’axe Z est mesurée par un capteur rotationnel, et par sa dérivée est estimée la vitesse de rotation
autour de cet axe. À l’équilibre, ces deux mesures sont corrélées.
Étude angulaire de braquage au sol
L’angle de braquage au sol peut être mesuré à partir de la position du guidon, et à partir du
capteur rotationnel tri-axes. La corrélation temporelle de ces mesures permet d’analyser la stabilité,
notamment une divergence peut indiquer une perte de contrôle.
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Capteur/grandeur physique mesurée Moments gyroscopiques Lacet Braquage au sol Vitesse des roues
Odométrique × ×
Rotationnel × × ×
Accéléromètre
Position du guidon × × ×
Table 4.1 – Capteurs physiques utilisés et mesures délivrées
La table 4.1 résume les grandeurs physiques et les sources qui les mesurent. Pour une grandeur
physique donnée, un conWit entre les sources la mesurant indique un dysfonctionnement, ici un état
de chute.
Vitesse des roues
Une perte d’adhérence du bicycle engendre le plus souvent une désynchronisation des roues.
Deux odomètres mesurent la vitesse de chacune des roues, la corrélation des vitesses est une inter-
prétation de l’adhérence et donc de l’équilibre du bicycle.
Remarque : il se peut que les deux roues “glissent” en même temps, néanmoins dans ce cas leurs
vitesses respectives sont rarement identiques.
4.1.3 Modèle de fusion
Nous considérerons que chaque couple (chaque mesure est constituée de deux études) présenté
dans la section précédente est composé de deux sources cognitivement indépendantes, concernant
une même grandeur physique (au signe près).
Chaque couple de sources est donc une source de diagnostic sur l’équilibre du véhicule. La perte
du contrôle ou un choc direct sera détecté par un désaccord des sources intra-couple.
Dans le contexte de l’étude, le moteur à explosion, la surface de revêtement de la route et le bruit
aérodynamique engendrent un grand nombre d’imprécisions et d’incertitudes sur les mesures. Nous
proposons donc de modéliser l’information de chaque source au travers du cadre de la théorie des
fonctions de croyance, permettant de plus de modéliser le conWit intra-couple de sorte à détecter
préventivement une perte d’équilibre.
Pour chaque couple sont déVnies deux BBA modélisant les informations de chaque source du
couple. Dans le cadre de notre étude, nous nous concentrons sur les données de la vitesse des roues
ainsi que les données gyroscopiques, les BBA associées sont notéesmi,S1 etmi,S2 , i = {1, 2}. L’es-
pace de discernement des BBA, noté Ωi, est construit à partir de la discrétisation de l’intervalle
des mesures physiques, le pas de discrétisation étant choisi par compromis entre précision et com-
plexité calculatoire.
Dans un premier temps, nous proposons la modélisation probabiliste suivante : à chaque instant t
les sources S1 et S2 transmettent une observation notée xi,S1(t) et xi,S2(t). La probabilité pignis-
tique BetPi,Sj (A), ∀A ∈ Ωi, j = {1, 2} de chaque hypothèse de Ωi est estimée de façon ad hoc
par la probabilité conditionnée à l’observation selon une loi gaussienne centrée sur l’observation
qui, en pratique, modélise correctement l’incertitude des mesures :
∀A ∈ Ωi, ∀j ∈ {1, 2}, BetPi,Sj (A) =
∫
λi(A)
1
σ
√
2pi
exp
(
−(x− xi,Sj (t))
2
2σ2
)
dx, (4.1)
avec λi(A) l’intervalle associé à l’hypothèse A. Pour allouer la BBA dans le cadre de la théorie des
fonctions de croyance, nous choisirons une allocation consonante. Il paraît en eUet raisonnable,
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sous notre hypothèse de distribution mono-mode, d’allouer la croyance sur des intervalles emboîtés
de plus en plus grands, i.e. des hypothèses consonantes. L’allocation choisie est celle proposée
dans [25] (c.f. section 2.10 et annexe B).
4.1.4 Exploitation du conWit et résultats
Pour détecter un potentiel état de déséquilibre, les BBA internes à un couple sont combinées
par la règle conjonctive, et le conWit résultant est analysé. Au sein d’un même couple les BBA
sont consonantes, elles ne possèdent pas de conWit interne. Les valeurs relatives à la fonction de
décomposition du conWit (f∅) de la BBA issue de la combinaison conjonctive sont donc directement
interprétables en termes de désaccord inter-BBA.
Toutefois il est nécessaire d’ordonner les hypothèses de l’espace de discernement aVn de déterminer
sur quelle hypothèse un conWit peut être interprété comme un état de chute. Nous choisissons un
ordonnancement par les plausibilités et nous organisons les hypothèses de Ω par rang : l’hypothèse
de rang 1 a la plus grande valeur de plausibilité et l’hypothèse de rang |Ω| la plus petite.
Supposons Pl(Hj(1)) > Pl(Hj(2)) > ... > P l(Hj(|Ω|)) ou j est la fonction donnant l’ordre des
indices (Hj singletons). Au travers de ce rang nous constaterons que plus le désaccord inter-BBA
est important plus les hypothèses de rangs faibles seront conWictuelles.
Nous calculons par notre décomposition de conWit (fonction f∅) le degré du conWit introduit par les
hypothèses de rang 1 à N . Nous observerons que plus le conWit est introduit par une hypothèse de
rang faible plus l’état de chute est avancé.
Remarque :
Nous disposons d’un ensemble de données pré-enregistrées de diverses chutes eUectuées par un
cascadeur. Même si la déVnition d’une chute d’un véhicule de type bicycle est triviale, il reste
que la transition entre un état de perte du contrôle et un état de chute est diXcile à discerner
automatiquement sur les enregistrements donnés. Ne possédant pas de réalité terrain précise sur
l’état de perte du contrôle du bicycle, nous ne pouvons donner de résultat quantitatif sur le taux
de déclenchement et le taux de fausses détections. Néanmoins, les résultats suivants mettent en
valeur la pertinence de l’indicateur de conWit.
Les Vgures 4.2 et 4.3 sont issues de deux expérimentations. Chacune d’entre elles est une chute
eUectuée par un cascadeur. La chute est ici causée par un freinage en virage. Nous voulons montrer
que la situation de chute peut être mise en évidence parm(∅) et plus encore par notre indicateur de
conWit. La masse de l’ensemble videm(∅) est un bon indicateur pour délimiter l’intervalle temporel
depuis le début de la chute en passant par la perte d’équilibre, mais dans le cas de notre application,
la détection de chute doit être préventive (transition entre la perte d’équilibre et la chute).
Sur la Vgure 4.2, l’intervalle délimitant la perte d’équilibre suivie de la chute intervient après 38
secondes (sur l’échelle de temps). Dans le cas des données sur la vitesse des roues,m(∅) détecte la
chute à [38; 39, 7] et [21, 4; 23] (ce dernier cas est représentatif d’un début de problème voire d’une
potentielle perte d’équilibre mais sans chute). Dans le cas des données gyroscopiques, on observe
m(∅) > 0 sur l’intervalle [22, 6; 22, 9], la chute n’est pas détectée. Les deux types de données sont
complémentaires (sur cette chute).
Sur la Vgure 4.3, l’intervalle de perte d’équilibre suivie de la chute intervient après 24 secondes
(sur l’échelle de temps). Sur les données sur la vitesse des roues le conWit m(∅) > 0 apparaît dans
l’intervalle [23, 3; 25, 4], et sur celles gyroscopiques dans l’intervalle [23, 9; 24, 7].
Sur les deux chutes présentées l’utilisation de la mesure m(∅) comme détecteur de chute délimite
un intervalle englobant plusieurs états non descriptifs d’une chute et donc pouvant engendrer
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Figure 4.2 – Chute 1 : en pointillés les grandeurs physiques normalisées des moments gyroscopiques
et de vitesses des roues avant et arrière en fonction du temps. En traits pleins le conWit induit par
les hypothèses de rangs 1 à 5 etm(∅) en fonction du temps. On notera qu’un conWit induit par une
hypothèse de rang 4 est susceptible d’impliquer une perte d’équilibre non rattrapable
des fausses détections. Même en ajustant à la main un seuil sur la valeur de m(∅), on ne peut
délimiter de façon robuste l’intervalle temporel de détection préventive de chute. L’utilisation de
la décomposition du conWit associée à l’ordonnancement (par rang) des hypothèses permet quant
à lui de préciser les diUérentes étapes amenant à une chute. Ainsi sur les résultats présentés, un
conWit induit par une hypothèse de rang 4 est susceptible d’impliquer une perte d’équilibre non
rattrapable.
4.2 Application au problème de la localisation d’un véhicule
4.2.1 Problème de localisation
La localisation est un problème phare pour les véhicules autonomes (voir par exemple [63]
ou [8]). Les véhicules d’exploration ou encore les robots de service en sont deux exemples, l’un
ou l’autre devant se situer dans l’environnement dans lequel il évolue. Plus généralement pour at-
teindre son objectif (en se déplaçant d’un point à un autre), le véhicule ou le robot mobile doit se
localiser en utilisant diUérentes sources d’information sur l’environnement ou sur son mouvement
propre.
Classiquement, les sources sont des odomètres, lesquels permettent d’estimer la distance parcou-
rue par chaque roue (indépendamment l’une de l’autre). En supposant que le robot dispose d’une
structure rigide, et connaissant le diamètre de chaque roue et l’entre-axe de l’essieu, le déplace-
ment (composantes longitudinale et rotationelle) entre deux instants peut être estimé. La position
absolue du robot ou du véhicule est ensuite calculée par intégration des mouvements estimés. La
mesure des odomètres est considérée comme robuste sur une courte distance, mais sujette au biais
par exemple lors d’un glissement de roue, et en raison de l’intégration, les erreurs dans la position
absolue sont cumulées.
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Figure 4.3 – Chute 2 : en pointillés les grandeurs physiques normalisées des moments gyroscopiques
et de vitesses des roues avant et arrière en fonction du temps. En traits pleins le conWit induit par les
hypothèses de rangs 1 à 5 (notés R1 à R5) et m(∅) en fonction du temps. On notera qu’un conWit
induit par une hypothèse de rang 4 est susceptible d’impliquer une perte d’équilibre non rattrapable
Durant la dernière décennie, diUérents auteurs [49] ont proposé des techniques dites d’odométrie
visuelle. Cela consiste à utiliser les données issues d’une image (au lieu des odomètres) pour éva-
luer le déplacement du robot. Généralement des points caractéristiques (typiquement des points
SURF [4] ou SIFT [43]) sont suivis sur des images successives de façon à déduire à la fois la struc-
ture de la scène (3D) et le mouvement de la caméra [3]. Ainsi de façon complémentaire à l’odométrie
classique, l’odométrie visuelle utilise l’environnement du robot pour estimer sa localisation. L’esti-
mation sera alors robuste aux glissements de roue, mais limitée par les performances du traitement
d’image ainsi que par l’environnement (diXculté de trouver les points caractéristiques dans cer-
tains environnements, tels que des surfaces uniformes). La localisation dans le repère global par
odométrie visuelle se fait (comme pour les odomètres) par intégration des déplacements, engen-
drant une accumulation d’erreurs.
Pour les robots ou véhicules explorateurs l’environnement est inconnu. Le robot ou véhicule doit
à la fois découvrir et construire la carte de l’environnement tout en s’y localisant. Le problème
dit SLAM (Simultaneous Localization And Mapping) est bien décrit dans [29, 71]. Dans [48], deux
sources sont utilisées, une extéroceptive (comme le télémètre laser, ou la camera) pour recueillir
des informations sur l’environnement, et l’autre proprioceptive (comme les odomètres) pour loca-
liser le robot. Classiquement, les techniques de SLAM utilisent des Vltres probabilistes (Vltre de
Kalman [73], Vltre particulaire [48]). La fusion des données issues des sources est eUectuée en deux
étapes, la première utilise les sources proprioceptives pour calculer une prédiction, et la deuxième
étape consiste à corriger l’estimation en utilisant les sources extéroceptives.
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4.2.2 Estimateur de mouvement
Dans cette section nous présentons succinctement les diUérents algorithmes utilisés pour notre
application de localisation du véhicule. Ces algorithmes sont nos sources de données.
Localisation par traitement des données d’odomètres
Cet algorithme utilise un modèle de déplacement de type "char" pour calculer la position du
robot ou véhicule en fonction des données des odomètres des roues droite et gauche.
Le déplacement de chaque roue est donné par δd,g = 2pirN × ψd,g , N étant le nombre de “tick”
(mécanisme pouvant être représenté par une roue dentée où chaque dent est un tick) par tour, r le
rayon de la roue, et ψd,g la mesure odométrique issue de la roue droite ou gauche.
Les déplacements longitudinal et rotationnel sont notés respectivement δs et δθ et calculés par
(δs, δθ) = (
δr+δl
2 ,
δl−δr
2e ), e étant l’entraxe des roues où sont disposés les odomètres.
La position du véhicule est calculée par intégration du modèle de déplacement :
 xkyk
θk
 =

xk−1 + δsk cos
(
θk−1 + δθk2
)
yk−1 + δsk sin
(
θk−1 + δθk2
)
θk−1 + δθk
 (4.2)
Outre l’imprécision (éventuelle) sur les valeurs des paramètres du modèle (rayon de la roue, en-
traxe), l’estimation de la position a une imprécision liée à l’échantillonnage de la rotation de la
roue en ticks. Le capteur odométrique fonctionne comme un compteur incrémentant une variable
à chaque tick, plus le nombre de ticks en un tour de roue est important, plus la mesure est précise :
Precδs =
pir
N
, (4.3)
Precδθ =
pir
N × e. (4.4)
SLAM (Simultaneous localization and mapping)
Il existe de nombreux algorithmes pour le SLAM. Celui utilisé dans notre étude, le FastSlam [47,
72] prédit la position du mobile en utilisant les odomètres et corrige sa position à l’aide de la caméra
(de type kinect mais nous n’en n’exploitons pas la carte de profondeur). Un Vltre particulaire est
utilisé pour prédire la position du robot et des Vltres de Kalman pour prédire la position de chaque
amer dans l’image suivante.
L’algorithme a plusieurs paramètres :
– liés aux données odométriques des roues :
– le bruit odométrique (modélisé par une gaussienne),
– le rayon des roues (r), l’entraxe des roues arrière (e), le nombre de tick par tour (N ).
– liés aux données de la caméra :
– le nombre maximum d’amers,
– le descripteur en vue de la mise en correspondance des amers dans les images successives,
– liés à la fusion :
– la position de la caméra par rapport au centre de l’essieu arrière.
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L’évolution des particules au cours du temps est déterminée par l’intégration des données odo-
métriques. Chacun des amers est suivi dans les images par la caméra, l’appariement est eUectué
par maximisation de la corrélation sur les fenêtres de voisinage autours des amers.
Le modèle de bruit odométrique inclut tous les types de bruit ou d’erreur (glissement des roues,
approximation du modèle, mauvaise mesure du diamètre des roues ou de l’entraxe). Le FastSlam est
a priori plus robuste que la mesure odométrique simple, néanmoins en cas de fort glissement ou de
mauvaise paramétrisation de l’algorithme la localisation peut être erronée. En plus des erreurs de
paramétrisation et d’imprécision des odomètres, il présente aussi l’inconvénient d’un grand nombre
de paramètres à étalonner.
Localisation par odométrie visuelle monoculaire
L’algorithme proposé par Andreas Geiger [37] permet d’estimer le déplacement d’un véhicule à
partir d’un seul paramètre qui est la hauteur de la caméra par rapport au sol. La méthode repose sur
la géométrie tri-focale entre images triples, l’hypothèse d’une géométrie de la caméra connus est
posée, où l’étalonnage peut également varier au Vl du temps. L’auteur utilise un Vltre de Kalman
ainsi qu’un critère de rejet des observations aberrantes.
4.2.3 Données utilisées
Dans cette étude, nous proposons de combiner les estimations de diUérents algorithmes de
localisation dans le but d’améliorer la précision de chacune. Présentons rapidement ces données.
Expérience A
Dans la première expérimentation, les données brutes sont issues de capteurs disposés sur un
robot interne au laboratoire ACCIS. Nous retrouvons les odomètres au niveau des roues ainsi que
la caméra disposée sur l’avant du véhicule. Les composantes rotationnelle et longitudinale sont es-
timées à partir des trois algorithmes. Le premier (S1) exploite seulement les données odométriques.
Le second algorithme (S2) exploite seulement les images [37]. EnVn, le troisième (S3) algorithme
FastSlam [47] exploite les odomètres ainsi que la caméra.
Expérience B
Le projet Rawseeds † a pour but de construire un ensemble d’outils de “benchmarking” pour des
systèmes robots et ainsi permettre d’évaluer les performances de ces systèmes [10]. Le projet pré-
voit une vérité terrain correspondant aux diUérents trajets suivis par le robot, ainsi que les données
des capteurs, brutes ou traitées par diUérents algorithmes. Trois algorithmes ont été considérés.
Le premier (S1) exploite seulement les données odométriques. Le second (S2) exploite seulement
les images [51]. Pour S1 et S2, les données proviennent de la base de données de Rawseeds. EnVn,
le troisième algorithme (S3), l’algorithme FastSlam [47], exploite les odomètres et la caméra. Les
sources S1 et S3 sont les mêmes que pour l’expérience A, S2 utilise une méthode diUérente.
4.2.4 Modèle de fusion
Dans les deux expériences les estimations du mouvement à partir des trois algorithmes sont
partiellement dépendantes puisque certaines utilisent les mêmes sources physiques (caméras, odo-
†. http://www.rawseeds.org/
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mètres). Un glissement d’une roue peut induire une erreur de l’estimation du mouvement par les
algorithmes odomètres et FastSlam ; un environnement homogène ou une erreur de mise en corres-
pondance peut induire une erreur des algorithmes FastSlam et d’odométrie visuelle.
À chaque instant le mouvement est décrit par un couple (δs, δθ) (composantes longitudinale et ro-
tationelle), les extrema de ces valeurs étant bornés par les caractéristiques physiques du robot ou
véhicule. Dans l’étude, ces intervalles ont été discrétisés en un nombre Vni de valeurs, tel que la
précision de δs soit de 6.10−3m, et la précision de δΘ soit de 1150rad.
L’espace de discernement Ω correspond à l’ensemble discret des paires (δs, δθ). On note
−→
δit =
(δis(t), δ
i
θ(t))
t la mesure provenant de la source i à l’instant t, et
−→
δH = (δs(H), δθ(H))
t la paire
de composantes associée à l’hypothèse H . Connaissant l’estimation de la source
−→
δit , la probabilité
pignistique de l’hypothèse H, H ∈ Ω, est calculée d’une manière ad-hoc par :
BetP (H) =
1
2pi × |Σ| 12
exp{−d
2(
−→
δit ,
−→
δH)
2
}, (4.5)
où Σ est la covariance de la matrice et d2(
−→
δt ,
−→
δH) est la distance de Mahalanobis :
d2(
−→
δt ,
−→
δH) =
(
δs(H)− δs(t)
δθ(H)− δθ(t)
)T
Σ−1
(
δs(H)− δs(t)
δθ(H)− δθ(t)
)
.
Plus la distance entre l’hypothèse H et l’estimation de la source à t est grande, plus la probabilité
de H est faible. En supposant que les composantes longitudinale et rotationnelle sont décorrélées,
Σ est diagonale. Bien que la formulation de l’équation 4.5 soit générale, dans notre expérimentation
Σ est supposée stationnaire dans le temps et égale pour les trois sources considérées.
EnVn, une BBA consonante centrée sur l’hypothèse maximisant l’équation 4.5 est construite par
l’allocation proposée dans [25]. En eUet, aVn d’éviter de manipuler des BBA auto-conWictuelles,
nous considérons des BBA consonantes, comme proposé dans [44]. Pour toute BBA consonante, le
nombre d’éléments focaux est |Ω|.
Comme seconde hypothèse sur le modèle de données, nous considérons que la fréquence d’échan-
tillonnage des données (30Hz) est élevée par rapport à l’accélération, de sorte que δis(t) et δ
i
θ(t))
varient lentement. Ainsi par “régularité”, nous considérons le mouvement à l’instant (t−1) comme
une source pour l’estimation de la Vabilité de l’estimation à l’instant t, ou même comme une esti-
mation du mouvement à t. Nous verrons dans la section suivante comment la source à (t − 1) est
utilisée dans le processus de fusion.
Pour la combinaison, l’indépendance entre sources peut être utilisée seulement pour les sources S1
et S2, en eUet S1 et S3 utilisent toutes deux les odomètres ; S2 et S3 utilisent toutes deux les don-
nées de la caméra. Donc nous utilisons la combinaison conjonctive pour S1 et S2, et la combinaison
prudente [20] pour les autres paires de sources, dont la combinaison de m1 ∩© 2 avec m3 si l’on
utilise les trois sources.
4.2.5 Exploitation du conWit
Dans ce travail, nous estimons dynamiquement la Vabilité des sources pour améliorer la robus-
tesse de la fusion. L’estimation du conWit (équation 3.11) est locale à l’hypothèse candidate à être
choisie par la fusion. Si celle-ci est conWictuelle, nous essayons de supprimer la source non-Vable.
Plutôt que d’utiliser un critère majoritaire pour décider quelles sont les sources Vables, nous pro-
posons d’estimer la Vabilité par une distance locale (à une hypothèse) entre les mesures eUectuées
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à deux instants successifs. Pour cela nous introduisons une pseudo-distance locale inter-BBA :
DistPli,j (A,B) =
1
2
(|Pli(A)− Plj(A)|+ |Plj(B)− Pli(B)|) , (4.6)
avec Plj (resp. Pli), la fonction de plausibilité associée àmj (resp.mi), A et B deux hypothèses de
2Ω. Soulignons ici que nous avons utilisé i et j pour être générique. Dans notre cas i et j corres-
pondent à une seule source S (S1, S2 ou S3) à deux instants successifs (t− 1 et t).
L’équation 4.6 déVnit une pseudo-métrique : elle est non-négative et symétrique par construc-
tion, ∀A ∈ 2Ω, DistPli,j (A,A) = 0, et elle satisfait l’inégalité triangulaire : ∀(A,B,C) ∈ (2Ω)3,
DistPli,j (A,C) + DistPli,j (C,B) ≥ DistPli,j (A,B). Le but de cette distance locale est de loca-
liser la mesure sur un sous-ensemble de 2Ω (paire d’éléments), notre intérêt étant concentré sur
quelques hypothèses (typiquement celles sélectionnées lors de l’étape de décision).
Précisément, si nous notons Hj et H ∧© les éléments singletons maximisant la fonction de plausi-
bilité de respectivement mj et m ∧©, avec mj la BBA consonante associée à la source Sj comme
décrit dans la section 4.2.4 etm ∧© la BBA après combinaison de l’ensemble des BBA, l’exploitation
du conWit est composé de cinq étapes :
1. Calcul de l’ensemble C issu de la décomposition canonique de m ∧©, et des sous-ensembles
Γ∅l (déVnition 3.5).
2. Calcul du degré de conWit introduit par le singleton choisi par l’étape de décision : f∅(H ∧©) =∑
Γ∅l |H ∧©∈Γ∅l
1
|Γ∅l |
f∅(Γ∅l), avec f∅ déVnie par l’équation 3.9.
3. Si f∅(H ∧©) > 0, alors on cherche les sources non régulières, telles que :DistPlj (Hj(t), Hj(t−
1)) > TD avec,
DistPlj (Hj(t), Hj(t− 1)) =
1
2
(|Plj,t(Hj(t))− Plj,t−1(Hj(t)|
+ |Plj,t−1(Hj(t− 1))− Plj,t(Hj(t− 1)))|) .
avec j l’indice de la source, t et t−1 deux instants successifs, Plj,t la plausibilité de la source
j au temps t. La valeur du seuil TD a été Vxée expérimentalement à 0, 5.
4. Combinaison des sources considérées Vables, permettant d’obtenir la BBA mˆ ∧©.
5. Décision de Hˆ(t) par maximum de la probabilité pignistique associée à mˆ ∧©.
Donc la source Si sera supprimée du processus de fusion si, d’une part, la combinaison de l’en-
semble des sources induit un conWit (mesuré par f∅, équation 3.9), et d’autre part, Si ne satisfait
pas l’hypothèse de régularité (mesurée parDistPlj (Hj(t), Hj(t−1))). On note que notre approche
est diUérente de celle de [42] où l’auteur propose de détecter le conWit par un couple de mesures, à
savoir la masse de l’ensemble vide et la norme L∞ de la diUérence pignistique. En eUet, outre le fait
que nos mesures sont locales aux hypothèses de 2Ω, nous utilisons la première mesure (f∅) pour
détecter le conWit, et la seconde (DistPlj (Hj(t), Hj(t− 1))) pour identiVer la source de conWit.
4.2.6 Résultat de l’expérience A
Nous présentons ici les résultats (principalement qualitatifs) obtenus dans le cas de deux trajets
diUérents eUectués par le robot d’ACCIS. Le premier trajet inclut une forte accélération en début de
trajet, engendrant un glissement des roues. Lors du deuxième trajet, une accélération est eUectuée
dans un virage. La Vgure 4.4 présente une vue 2D du dessus de la scène 3D du monde physique.
Sur les trajectoires, nous remarquons une erreur des odomètres au commencement, ou dans le vi-
rage, due au glissement des roues. L’algorithme de vision monoculaire montre aussi des limitations
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(a) Trajectory one (b) Trajectory two
Figure 4.4 – Deux trajectoires diUérentes. Dans chacune, nous pouvons observer en vert, rouge
et bleu l’intégration du mouvement par estimation des données des odomètres (S1), FastSlam (S3)
et odométrie visuelle (S2). La trajectoire en noir représente l’intégration du mouvement estimé
par la fusion classique des sources, enVn les trajectoires multi-couleurs et violette correspondent à
l’intégration du mouvement estimé par la fusion exploitant le conWit local et le conWit Dempsterien
(processus dérivé de [59]), respectivement.
dues à l’imprécision des paramètres de la caméra et des erreurs de mise en correspondance des
points d’intérêt engendrées par la présence du mur blanc. Ces causes d’erreurs provoquent aussi
des erreurs de l’algorithme FastSlam qui utilise les deux types de données. Nous observons que le
conWit comme déVni dans la section 4.2.5 permet d’estimer un mouvement plus proche de la vérité
terrain même dans des cas extrêmes. De même, nous observons que ce résultat est meilleur que
celui obtenu par la fusion des trois sources sans prise en compte du conWit.
4.2.7 Résultats de l’expérience B
Parmi les données de la base Rawseeds, nous choisissons une trajectoire incluant diUérentes dif-
Vcultés ou situations pouvant induire des erreurs, comme un corridor avec des portes sur chaque
côté, des murs avec diUérentes profondeurs, des espaces de formes et dimensions diUérents, des
tables et des chaises. Par ailleurs le sol est lisse, avec occasionnellement des jonctions entre diUé-
rents sections de sol. La Vgure 4.5 présente une vue 2D du dessus de la scène 3D avec les trajectoires
issues de la vérité terrain, des estimations de chaque source individuelle et des diUérentes fusions.
Qualitativement, nous notons que les estimations mono-sources présentent une dérive importante
(les plus imprécises étant les odomètres). Inversement, nous observons que la fusion prévient cette
dérive. La Vgure montre aussi que la comparaison qualitative des trois fusions : (i) fusion éviden-
tielle classique en accord avec le modèle présenté dans la section 4.2.4, (ii-iii) fusion seulement des
sources Vables lorsque le conWit est détecté, avec Vabilité des sources estimée par l’hypothèse de
régularité comme expliqué dans la section 4.2.5. Le conWit entre les sources peut être détecté soit
par la fonction proposée f∅, soit à partir de la valeur de m(∅) (processus inspiré de [59]). Nous
retrouvons les résultats qualitatifs observés dans l’expérience A : notamment le conWit exploité
comme décrit dans la section 4.2.5 nous permet d’estimer un mouvement plus proche de la vérité
terrain. La table 4.2 conVrme quantitativement ces conclusions. L’analyse quantitative est fondée
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Figure 4.5 – Trajectoire Rawseeds. Les trajectoires issues de l’intégration du mouvement estimé soit
par les odomètres (S1), soit par odométrie visuelle (S2), soit par FastSlam (S3), sont respectivement
en rouge, vert, bleu. La trajectoire noire est issue de l’intégration du mouvement estimé par la
fusion fondée sur l’interprétation des valeurs f∅. Les trajectoires résultant de la fusion classique des
sources (i.e. sans prendre en compte le conWit entre sources) ainsi que de celle exploitant une mesure
du conWit Dempsterienm(∅) sont indiquées en magenta et cyan, pour comparaison.
sur l’erreur quadratique moyenne (RMSE), déVnie comme la racine carrée de la norme L2 de la
diUérence entre valeurs estimées (δs ou δθ) et les valeurs de la vérité terrain (de la base de données
Rawseeds). À partir de la table 4.2, nous notons dans un premier temps que les performances sont
très élevées, puisque les valeurs RMSE sont faibles, en considérant la précision de la carte.
Pour une analyse plus approfondie, nous comparons également avec la combinaison de deux sources
les plus complémentaires, à savoir S1 (odomètres) et S2 (camera) par rapport à la combinaison des
trois sources (en ajoutant S3, FatsSlam). D’après la table 4.2, la combinaison des deux sources four-
Table 4.2 – Performances de la localisation en termes d’estimation de (δs, δθ) issue du modèle de
fusion 2D
RMSE (×103) δs δθ
1 source Odomètres 0,526 0,219
Camera 0,647 0,191
2 sources Fusion classique 0,588 0,200
m(∅) fusion 0,539 0,200
f∅ fusion 0,539 0,200
1 source FastSlam 0,573 0,202
3 sources Fusion classique 0,562 0,190
m(∅) fusion 0,549 0,189
f∅ fusion 0,542 0,189
nit des résultats dans l’intervalle des performances mono-sources. Pour l’estimation de δθ , la prise
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en compte du conWit (ce que nous nommons “m(∅) fusion” ou “f∅ fusion”) améliore les résultats de
la fusion d’une manière notable. Pour l’estimation de δs, les performances de la fusion sont vraiment
proches que le conWit soit considéré ou pas. Les performances en utilisantm(∅) ou f∅ sont presque
équivalentes. Néanmoins, nous observons que, en combinant deux sources consonantes (chacune
séparément), le conWit, quand il existe, est concentré sur un faible nombre d’hypothèses. Lorsque
l’on ajoute une troisième source, une amélioration de la fusion classique peut être observée sur les
estimations de δs et δθ . Pour la fusion utilisant la mesure de conWit Dempsterien, les performances
augmentent seulement pour l’estimation de δθ . EnVn, la diUérence de performances entre la fusion
classique et la fusion utilisant le conWit sont plus faibles pour la fusion de trois sources que pour la
fusion de deux sources, principalement en raison de la performance de la fusion classique.
(a) δs (b) δθ
Figure 4.6 – Valeurs RMSE sur les estimations de (a) δs et (b) δθ soit par une source individuelle,
soit par fusion de deux sources, soit par la fusion classique soit en tenant compte du conWit viam(∅)
ou via f∅.
(a) δs (b) δθ
Figure 4.7 – Valeurs RMSE sur les estimations de (a) δs et (b) δθ soit par une source individuelle,
soit par fusion de trois sources, soit par la fusion classique, soit en tenant compte du conWit viam(∅)
ou via f∅.
La table 4.2 présentait des résultats globaux. Nous aXnons notre analyse à présent en présen-
tant des résultats locaux.
La Vgure 4.6 montre les valeurs RMSE des estimations δs et δθ , respectivement, en considérant
une ou deux sources à combiner selon les diUérents processus de fusion. Les courbes ont été lissées
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sur 350 échantillons successifs (fenêtre glissante). La Vgure 4.6 conVrme que les résultats de la
fusion en prenant en compte le conWit sont meilleurs que ceux issus de la fusion classique. Nous
observons qu’en général l’estimation des δs à partir des odomètres est plus précise que l’estimation
de δθ par cette même source, alors que l’estimation à partir de la caméra donne une estimation plus
précise de δθ et moins précise sur les δs. Ces diUérences de qualité sont dues en partie à la phy-
sique des capteurs, et en partie au bruit (et donc non systématiques). De ce fait, même si la fusion
est légèrement plus mauvaise que les odomètres pour l’estimation de δs, elle reste meilleure pour
l’estimation des δθ , et vice versa pour la comparaison avec l’estimation par la caméra. En raison de
ces diUérents comportements, nous avons testé séparément la fusion pour δs et la fusion pour δθ (le
modèle devient donc une simple version 1D du précédent modèle 2D proposé). Comme les résultats
étaient très proches de ceux présentés ici, peut-être un peu moins robustes, nous avons conservé le
modèle 2D.
La Vgure 4.7 est similaire à la Vgure 4.6 mais en considérant les trois sources. Nous observons que,
pour l’estimation de δs, la fusion fondée sur l’interprétation du conWit (en utilisant la décompo-
sition du conWit) atteint à peu près les mêmes performances que les odomètres (tracé rouge), et
pour l’estimation de δθ , dans la plupart des cas, la fusion fondée sur le conWit atteint les mêmes
performances que la caméra (tracé bleu).
Nous notons quelques diUérences apparentes entre les fusions utilisant m(∅) et f∅, même si les
résultats restent proches (le même processus de sélection des sources Vables, décrit dans la sec-
tion 4.2.5, est utilisé).
Le tableau 4.3 montre le pourcentage de choix en termes de sélection de source. Pour la fusion de
deux sources, comme nous l’avons déjà remarqué, le deuxième critère de détection de conWit (uti-
lisant m(∅) soit f∅) conduit à des résultats proches. En ce qui concerne la fusion de trois sources,
les deux critères conduisent à des choix diUérents, en particulier selon f∅ la combinaison des trois
sources est moins souvent choisie.
Table 4.3 – Pourcentage des choix de combinaison de sources pour les fusions en utilisant le conWit.
2 sources 3 sources
Fusion basée sur m(∅) f∅ m(∅) f∅
Odomètre 5,6% 6,5% 0,05% 1,6%
Caméra 0,9% 1,4% 0,03% 0,9%
FastSlam 0,02% 0,7%
Odom. et Caméra 93,5% 92,1% 0,40% 2,7%
Odom. et FastSlam 1,10% 4,4%
Caméra and FastSlam 0,00% 0,5%
3 sources 98,40% 89,2%
Dans les Vgures 4.6 et 4.7, plusieurs sous-parties de la trajectoire ont été identiVées (voir la
Vgure 4.5) : [A,B] est un virage (initialement à environ +pi2 ,
−pi
2 vers la droite), [C,D] contient
deux boucles successives (chacune avec quatre boucles à ±pi2 ), [E,F ] est une ligne droite avec un
seul virage à −pi2 , [G,H] contient une boucle suivie par des virages successifs à
±pi
2 . À partir des
Vgures 4.6 et 4.7, nous observons que la plupart des diXcultés à estimer δθ sont engendrées par la
succession de virages proches. Pour δs il est plus diXcile d’identiVer une cause des erreurs et nous
supposons un certain patinage des roues.
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(a) δx (b) δy
Figure 4.8 – Valeurs RMSE sur (a) δx et (b) δy estimées par les sources individuelles ou par la
fusion deux sources, avec la fusion classique ou en tenant compte du conWit viam(∅) ou via f∅.
(a) δx (b) δy
Figure 4.9 – Valeurs RMSE sur (a) δx et (b) δy estimées par les sources individuelles ou par la
fusion trois sources, avec la fusion classique ou en tenant compte du conWit viam(∅) ou via f∅.
Finalement, les Vgures 4.8 et 4.9 sont similaires aux Vgures 4.6 et4.7, excepté que le déplacement
est en coordonnées cartésiennes (δx, δy). Les courbes sont plus régulières en raison de l’intégration
de δθ dans le calcul de (δx, δy).
La Vgure 4.8 illustre clairement l’intérêt de prendre en compte le conWit entre sources durant le
processus de fusion. Pour le cas des trois sources, les valeurs globales RMSE de (δx, δy) sont
égales à (0, 51; 0, 57) pour la fusion classique, à (0, 52; 0, 57) lorsque l’on prend en compte la valeur
dem(∅), et à (0, 50; 0, 52) pour la fusion exploitant la valeur de f∅.
4.2.8 Conclusion
En conclusion, ces expérimentations montrent que la prise en compte d’une mesure de conWit
(m(∅) ou f∅) dans le processus de fusion améliore nettement la robustesse de ce dernier. On voit
également que la mesure proposée f∅ permet une Vnesse supérieure à la mesure globale (conWit
Dempsterien) ce qui se traduit par des résultats plus performants. L’analyse de f∅ nous permet de
détecter le conWit de façon à pouvoir choisir les sources les plus appropriées pour la combinaison
et la prise de décision.
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Une mesure globale comme le conWit Dempsterien ou une mesure de dissimilarité ne permet pas
une analyse Vne de la Vabilité des sources ni de déterminer l’origine du conWit, alors que la mesure
proposée le peut. L’exploitation de cette dernière nous permet d’identiVer les sources induisant le
conWit et ainsi choisir les sources les plus appropriées pour la combinaison et la prise de décision.
4.3 Ré-allocation canonique
Nous présentons dans cette section une utilisation directe de la décomposition du conWit. La
fonction f∅ mesure le conWit introduit pour chaque sous-ensemble Γ∅l . En nous inspirant du prin-
cipe de la règle de combinaison hybride, nous proposons de redistribuer chaque conWit de la dé-
composition sur la disjonction des hypothèses du sous-ensemble Γ∅l associé.
Cette redistribution est une généralisation de la combinaison hybride au cas de la combinaison àN
sources. L’intérêt d’utiliser notre décomposition du conWit est qu’elle identiVe de manière unique
les diUérents sous-ensembles d’hypothèses contribuant au conWit.
La gestion du conWit interne à une BBA doit permettre de limiter le conWit global pouvant être en-
gendré lors de la combinaison conjonctive de cette BBA. DiUérentes règles permettent la gestion du
conWit comme la règle de Dempster, la règle de Yager, la règle de Dubois Prade, la règle PCR6 [45]
(c.f. chapitre 2.8.4) chacune répartissant le conWit sur des sous-ensembles de Ω. Par ailleurs, la dé-
composition canonique montre que chaque BBA peut être décomposée par un ensemble de GSSF.
Nous proposons ici que le conWit interne à une BBA, issue de la combinaison conjonctive des GSSF,
puisse être géré par substitution à la règle conjonctive d’une règle gérant le conWit. Il ne s’agit donc
plus de reconstituer la BBA initiale mais de ré-allouer une BBA de façon à avoir moins de conWit
interne. Nous déVnissons notre ré-allocation à partir de la fonction f∅. Dans la suite nous consi-
dérons µi, i = {0, ...,M} les GSSF issues de la décomposition canonique d’une BBAm, avec µ0 la
GSSF associée à l’ensemble vide.
DéVnition 4.1 :
Soit m une BBA, w la décomposition canonique de m, Γ∅l = {Hi, i ∈ {1, ..., |Γ∅l |}} un sous-
ensemble parmi L de |Γ∅l | hypothèses de 2Ω en conWit telle qu’il est déVni par 3.5 et f∅ la fonction
de décomposition du conWit déVni par 3.9. Nous déVnissons la ré-allocation par la fonction m∅
suivante :
∀A ∈ 2Ω \ {∅},m∅(A) =
1
w(∅)

m(A) +
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l)

. (4.7)
m∅(∅) = 0. (4.8)
Proposition 4.1 :
La ré-allocation déVnie parm∅ est une BBA.
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Preuve.
m = ∩©Mi=0µi
= ∩©Mi=1µi ∩©µ0
avec µ0(∅) 6= 0 si et seulement si w(∅) 6= 1 (w(∅) = µ0(Ω) et ∀A ∈ 2Ω \ {∅,Ω} µ0(A) = 0).
Ainsi,
m(A) =
{ [∩©Mi=1µi] (A)× µ0(Ω) ∀A ∈ 2Ω \ {∅}[∑
B∈2Ω
[∩©Mi=1µi] (B)]× µ0(∅) si A = ∅
Donc :
∀A ∈ 2Ω \ {∅}, [∩©Mi=1µi] (A) = m(A)w(∅)
Posons :
∀A ∈ 2Ω,m∗(A) = [∩©Mi=1µi] (A).
Soit f∗∅ la fonction de décomposition du conWit associée (c.f. déVnition 3.6). Hormis {∅}, les en-
sembles Γ∅l = {Hi, i ∈ {1, ..., |Γ∅l |}} sont les mêmes pour m et m∗. En eUet si ∅ ∈ C, alors ∅
appartient à un sous-ensemble Γ∅l composé uniquement de ∅.
D’après la déVnition 3.6, ∀Γ∅l 6= {∅}, f∅(Γ∅l) = f∗∅ (Γ∅l)× w(∅).
Posons :
∀A ∈ 2Ω \ {∅},m∗′(A) = m∗(A) +∑ l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∗∅ (Γ∅l).
m∗′(∅) = 0.
Donc ,
∀A ∈ 2Ω \ {∅},m∗′(A) = m(A)
w(∅) +
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l)
w(∅) ,
=
1
w(∅)

m(A) +
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l)

Nous avons posém∗′(∅) = 0, ainsi :
∑
A∈2Ω
m∗
′
(A) =
1
w(∅)

∑
A∈2Ω\{∅}
m(A) +
∑
A∈2Ω\{∅}
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l)

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Or, ∑
A∈2Ω
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l) = m(∅)
Donc, ∑
A∈2Ω\{∅}
∑
l|
Hi∈Γ∅l |
∪
|Γ∅l |
i=1 Hi=A
f∅(Γ∅l) = m(∅)− f∅(Γ∅0)
avec Γ∅0 = {∅}.
Et f∅(Γ∅0) = 1− w(∅) (d’après l’équation 3.9), donc∑
A∈2Ω
m∗
′
(A) =
1
w(∅) ([1−m(∅)] +m(∅)− (1− w(∅)))
= 1
Donc
∑
A∈2Ω m
∗′(A) = 1.
EnVn, sim est une SBBA, nous pouvons garantir que ∀Γ∅l , f∅(Γ∅l) ≥ 0, donc ∀A ∈ 2Ω,m∗
′
(A) ≥ 0.
Donc m∗′ est bien une BBA si m est une SBBA. Dans le cas contraire où m est quelconque, nous
avons également vériVé numériquement quem∗′ est une BBA. Orm∗′ = m∅.
À présent observons la répartition du conWit interne à une BBA par la règle proposée, l’exemple
est repris de celui de Zadeh modiVé pour l’utilisation de la décomposition canonique.
Exemple 4.1 : Ré-allocation du conWit dans l’exemple de Zadeh modiVé :
L’exemple de Zadeh est ici adapté à une décomposition canonique.
∅ A B A ∪B C A ∪ C B ∪ C Ω
m1 0 0, 89 0, 1 0 0 0 0 0, 01
m2 0 0 0, 1 0 0, 89 0 0 0, 01
w1 9, 89 0, 0111 0, 0909 1 1 1 1 1
w2 9, 89 1 0, 0909 1 0, 0111 1 1 1
m1∅ 0 0, 08989 0, 0101 0, 8989 0 0 0 0, 00101
m2∅ 0 0 0, 01010 0 0, 08989 0 0, 8989 0, 00101
m1∅ ∩©m2∅ 0, 1715 0, 00009 0, 8264 0, 0009 0, 00009 0 0, 0009 0, 000001
m1 ∩© 2 0, 9701 0, 0089 0, 012 0 0, 0089 0 0 0, 0001
m1 et m2 sont fortement engagées sur des hypothèses d’intersections vides, ce qui engendre un
fort conWit lors de la combinaison conjonctive (m1 ∩© 2(∅) = 0, 97). Par la fonction de ré-allocation
du conWit nous construisons les BBA m1∅ et m2∅ qui combinées par la règle conjonctive donnent
[m1∅∩©m2∅]. On constate que la ré-allocation permet de limiter le conWit inter-BBA et de trouver un
consensus sur l’hypothèse B.

Chapitre 5
Conclusion
La fusion multi-sources exploite la complémentarité et la redondance des informations aVn
d’améliorer la Vabilité et la robustesse de la décision. Le contexte de cette thèse est l’interprétation
du conWit comme une information à part entière et la nécessité d’une analyse précise de celui-ci.
Cette exploitation doit permettre la remise en cause de certaines hypothèses de l’espace de dis-
cernement, ou peut être également vue comme une remise en cause du modèle de représentation.
Des erreurs plus techniques peuvent être interprétées, comme la détection du non fonctionnement
normal d’une source ou la détection d’un évènement par rapport à un modèle.
Nos travaux nous ont conduits à deux contributions principales. La première est théorique. Nous
avons proposé une décomposition du désaccord inter-sources ou plus précisément du conWit Demps-
terien. Nous avons montré l’unicité de cette décomposition et expliqué l’algorithme de calcul, à par-
tir de la décomposition canonique de la fonction de croyance. Précisément le conWit Dempsterien
est écrit comme la somme sur les sous-ensembles de l’espace de discernement de conWits locaux
apportés par chaque hypothèse simple ou composée. Cette décomposition s’applique à l’analyse du
conVt intra-source (inhérent à la source) ou du conWit inter-sources (qui apparaît lors de la fusion
des sources). Nous avons illustré sur des exemples jouets comment l’observation de la répartition
du conWit par rapport aux diUérentes hypothèses peut permettre l’identiVcation de l’origine de cer-
tains conWits.
La seconde contribution est applicative. Les cadres applicatifs développés proposent la mise en
œuvre de l’exploitation du conWit sous la décomposition suivante : (i) décomposition du conWit par
la mesure proposée, (ii) exploitation précise du conWit, (iii) prise en compte du conWit lors des étapes
de combinaison ou/et de décision Vnale.
Trois applications ont été étudiées. La première concerne la détection préventive de chute un véhi-
cule type bicycle (moto). Les sources de données sont typiquement les accélérations mesurées sur
les deux roues. Un conWit entre ces mesures, supposées hautement redondantes, sera alors inter-
prété comme un début de chute (glissement ou choc). Nous avons montré que le conWit Dempstérien
est un bon indicateur de perte d’équilibre de la moto.
La deuxième application concerne la localisation de véhicule, problème essentiel pour l’autono-
mie des véhicules d’exploration comme des robots de service. Les sources sont des sorties d’algo-
rithmes d’estimation de mouvement du véhicule (odomètres, odométrie visuelle, fastSlam). Nous
avons montré d’abord qu’estimer dynamiquement la Vabilité des sources permet d’améliorer la fu-
sion, et que la décomposition du conWit permet une mesure plus Vne de la Vabilité de la fusion que
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la mesure du conWit Dempsterien. En cas de conWit détecté, la Vabilité de chaque source est ensuite
évaluée sur un critère de vériVcation (ou non) d’une hypothèse de régularité temporelle, déVnie à
partir d’une mesure de distance locale aux hypothèses simples ou composées.
EnVn, comme troisième application de notre décomposition du conWit nous proposons une généra-
lisation de la combinaison hybride de Dubois et Prade au cas de la combinaison deN sources. Notre
mesure calculant le conWit partiel associé à chaque sous-ensemble d’hypothèses, en nous inspirant
du principe de la règle de combinaison hybride, nous redistribuons la masse de ce conWit partiel à
la disjonction des hypothèses du sous-ensemble. La décomposition du conWit permet d’identiVer de
manière unique les diUérents sous-ensembles d’hypothèses contribuant au conWit.
Parmi les perspectives de ce travail, nous en présentons deux, une plus théorique et une deuxième
plus applicative.
La perspective applicative est associée au domaine de la classiVcation d’images. Elle consiste à utili-
ser la décomposition du conWit pour détecter des erreurs de modélisation de certaines classes, pour
détecter une erreur sur l’espace de discernement (comme un oubli d’hypothèse), ou pour détecter
l’incapacité d’une source à distinguer certaines hypothèses. Plus spéciVquement dans le cadre de
l’analyse d’images IRM, la détection d’une pathologie peut être eUectuée par une comparaison des
images acquises à des dates diUérentes ou selon des protocoles diUérents. L’application de notre
mesure de conWit permettrait de déVnir une méthode de détection de pathologie comme une nou-
velle classe, dont la détection pourrait être eUectuée par l’analyse de notre mesure.
En ce qui concerne la perspective théorique, elle consiste à formaliser une redistribution du conWit
comme un processus de ré-allocation de BBA notamment dans le cas d’un grand nombre de sources
à combiner. Le cadre applicatif est le suivant : dans le cas de sources de type images les estima-
tions, produites par la source, des valeurs des variables d’intérêt peuvent être à diUérents niveaux :
pixel, objet ou niveau scène. On pense par exemple à des sources logiques correspondant à des
algorithmes de détection d’objets dans des séquences vidéo. Une fois la modélisation des sources
eUectuée sous forme de BBA, elles doivent être combinées. Nous avons vu que dans la mesure où
l’objectif de la fusion de données est de fournir une information plus précise qu’une source unique,
les règles conjonctives sont favorisées. Ces règles sont cependant génératrices de conWit d’autant
plus que le nombre de sources est important (il s’agit d’envisager la combinaison d’une dizaine ou
plus de sources). La règle hybride pourrait alors paraître intéressante, mais n’est pas associative.
La décomposition du conWit proposée identiVe de manière unique les sous-ensembles induisant le
conWit et peut se voir comme une généralisation de la combinaison hybride à N sources. À partir
de la ré-allocation du conWit proposée il serait possible de développer les principes théoriques per-
mettant de généraliser cette ré-allocation aux cas de BBA quelconques donnant alors une solution
à la répartition du conWit pour une combinaison à N sources.
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Annexe A
Annexe au chapitre 1
A.1 Illustration de l’imprécision sur l’incertitude
Paradoxe A.1 : Paradoxe d’Ellsberg :
Daniel Ellsberg est un analyste américain, il reçu le prix Nobel alternatif en 2006. Il décrivit l’expé-
rience suivante en 1961.
Soit une urne de 90 boules, dont 30 sont rouges et 60 sont soit jaunes soit noires et dont la distri-
bution de chaque couleur est inconnue. Tour à tour deux paris possibles sont annoncés, lors de la
première épreuve les paris considérés sont :
– pari A : la personne gagne si elle tire une boule rouge et perd sinon,
– pari B : la personne gagne si elle tire une boule jaune et perd sinon,
Communément la population participant à ce jeu choisira le pari A, en eUet il est rare qu’une
personne parie sur un évènement dont elle ne connaît pas la probabilité.
Lors de la seconde épreuve les paris considérés sont :
– pari C : la personne gagne si elle tire une boule rouge ou jaune et perd sinon,
– pari D : la personne gagne si elle tire une boule jaune ou noir et perd sinon.
L’ensemble de la population choisira de parier sur D.
Dans les deux cas, Ellsberg rapporte cela aux notions de risque et d’imprécision sur l’incertitude.
Lorsque la probabilité est connue alors le risque l’est aussi alors que l’imprécision est diXcilement
perceptible. Par prudence l’ensemble de la population préfère risquer de perdre plutôt que d’être
incertaine de gagner.
Formulation probabiliste :
Soit une urne de 90 boules rouges, noires et jaunes ( Ω = {R,N, J}), où les événements sont mu-
tuellement exclusifs et exhaustifs. Les connaissances a priori sont P (R) = 13 , P (N ∪ J) = 23 . Si on
analyse le fait que la population parie A contre B lors de la première épreuve on en déduit que les
personnes participant au tirage ont implicitement agi comme si P (J) < P (R) < P (N), soit
P (J) <
1
3
, P (R) =
1
3
, P (N) >
1
3
. (A.1)
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Le même raisonnement sur le fait que la population parie D contre C lors de la seconde épreuve
conduit à poser P (N) + P (J) > P (R) + P (N), soit P (J) > P (R) = 13 et donc
P (N) <
1
3
. (A.2)
Le paradoxe présenté sur l’estimation de P (N) provient du fait que la population a pris en compte
l’imprécision sur P (N) (due à l’aversion de l’homme pour l’ambiguïté).
Lors du développement annoncé par le paradoxe d’Ellsberg A.1, les probabilités a priori sont
P (R) = 13 , P (N ∪ J) = 23 .
P (N) et P (J) ne sont pas connues avec précision, les deux cas limites sont :
– cas 1 : P (R) = 13 , P (N) =
2
3 , P (J) = 0,
– cas 2 : P (R) = 13 , P (N) = 0, P (J) =
2
3 .
Soit le pari X (X ∈ {A,B,C,D}), la probabilité de gagner est alors en fonction de X
Pari A B C D
Intervalle de proba. [13 ;
1
3 ] [0;
2
3 ] [
1
3 ; 1] [
2
3 ;
2
3 ]
Les bornes des valeurs de probabilités déVnies ci-dessus correspondent aux cas limites discernés.
On constate que le choix intuitif des pairesA etD ( au lieu deB et C) correspond soit à une straté-
gie pessimiste (le joueur décide sur la borne inférieure de l’intervalle), soit à un critère de précision
sur l’incertitude (le joueur choisi les intervalles les plus petits).
L’observation de ce type de raisonnement a inWuencé le développement de nouvelles théories. Re-
prenons cet exemple dans le cadre de la théorie des fonctions de croyance. À partir des intervalles
des probabilités par hypothèse singleton (i.e. : “R”, “N” et “J”), nous construisons les fonctions sui-
vantes :
∅ R N R ∪N J R ∪ J N ∪ J Ω
Bel 0 13 0 0
1
3
1
3
2
3 1
Pl 0 13
2
3
2
3
2
3 1
2
3 1
m 0 13 0 0 0 0
2
3 0
On a donc avec les fonctions de croyance un cadre formel qui modélise directement les connais-
sances imprécises (unions d’hypothèses) et/ou l’imprécision sur l’incertain (qu’il s’agisse d’une
hypothèse singleton ou composée).
A.2 ConWit et modélisation
La frustration provient de désirs incompatibles, à ne pas confondre avec l’indétermination...
Une question simple est posée à deux enfants : “quel type de chocolat voulez-vous ?”. Les choix
possibles sont “chocolat blanc” et “chocolat noir”. L’information a priori sur les goûts des enfants
est que les deux chocolats plaisent autant l’un que l’autre. Examinons les deux “modèles” pour cette
information. Dans les deux cas 2Ω = {∅, Choc. blanc, Choc. noir, Choc. blanc ∪ Choc. noir}.
Modèle A :
m(Choc. blanc) = 0,
m(Choc. noir) = 0,
m(Choc. blanc ∪ Choc. noir) = 1.
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Ce modèle suppose que l’enfant n’a pas une opinion engagée sur un des types de chocolat, son
choix est non aXrmé : l’un ou l’autre lui conviendrait.
L’enfant désire à 100% le chocolat blanc ou le chocolat noir. L’enfant sera satisfait dans tous les
cas (qu’il reçoive l’un ou l’autre des chocolats).
Modèle B :
m(Choc. blanc) =
1
2
,
m(Choc. noir) =
1
2
,
m(Choc. blanc ∪ Choc. noir) = 0.
Ici, contrairement au cas précédent, la masse est mise sur les éléments singletons, ce qui s’inter-
prète comme le fait que l’enfant n’est pas indiUérent quant au type de chocolat, mais il est partagé.
L’enfant désire à 50% le chocolat blanc et à 50% le chocolat noir. En raison de ses contradictions
internes l’enfant ne pourra être satisfait qu’à 50% et sera frustré à 50%.
Remarque :
En l’absence d’information, il est classique d’utiliser un modèle probabiliste répartissant équita-
blement l’indétermination représentée par un élément disjonctif (composé d’un union entre hypo-
thèse) sur les hypothèses de cette disjonction (principe d’indiUérence). L’utilisation d’un modèle
de distribution sur 2Ω permet de prendre en compte l’indétermination en tant que telle dans la
combinaison.

Annexe B
Annexe au chapitre 2
Limites de la somme orthogonale
Une des limites de la théorie initiale fut montrée par Zadeh (c.f. exemple B.1) et concerne la
règle de Dempster ou somme orthogonale.
Supposant un monde fermé, la somme orthogonale déVnit un facteur de normalisation de sorte à
redistribuer toute la masse sur l’ensemble des éléments de 2Ω \ {∅}. Cette normalisation masque
alors un conWit (éventuel) entre les sources comme dans l’exemple suivant.
Exemple B.1 : Exemple de Zadeh :
Soit deux fonctions de masse m1 et m2 déVnies sur 2Ω, avec Ω = {A,B,C}. Le tableau suivant
n’indique que les éléments de masse non nulle, et m⊕ représente la combinaison orthogonale des
massesm1 etm2.
A C B
m1 0, 9 0 0, 1
m2 0 0, 9 0, 1
m⊕ 0 0 1
On remarque qu’après combinaison toute la masse est reportée sur C . Or, dans cet exemple, le choix
C paraît sujet à caution : mieux vaudrait-il remarquer que les sources sont fortement en conWit et
éventuellement remettre en cause leur Vabilité.
Une autre limite de la somme orthogonale est qu’elle suppose l’indépendance cognitive des
sources à combiner, ce qui est rarement le cas en réalité. Dans le cas de non indépendance des
sources à combiner, du fait de la non-idempotente de la règle, son emploi renforcera indument les
propositions soutenues.
Exemple B.2 : Exemple de Zadeh Bis :
∅ A B A ∪B C A ∪ C B ∪ C Ω
m1 0 0, 9 0, 1 0 0 0 0 0
m2 0 0 0, 1 0 0, 9 0 0 0
m1 ∪©m2 (2.40) 0 0 0, 01 0, 09 0 0, 81 0, 09 0
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Dans l’exemple ci-dessus la masse issue du désaccord entreA etC (m1(A)×m2(C)) est associée
à l’élément {A ∪ C} dem1 ∪©m2.
On remarque trivialement que plusN est grand, plus la BBA résultant de la combinaison disjonctive
sera ignorante (i.e. avec de la masse essentiellement sur des éléments de cardinal élevé).
Règle conjonctive, exemple Zadeh
Reprenons l’exemple de Zadeh B.1,
∅ A B A ∪B C A ∪ C B ∪ C Ω
m1 0 0,9 0,1 0 0 0 0 0
m2 0 0 0,1 0 0,9 0 0 0
m1 ∩©m2(2.40) 0,99 0 0,01 0 0 0 0 0
La combinaison conjonctive dem1 etm2 montre un conWit (au sens de Smets) égal à 0, 99. Hormis
∅ l’hypothèse la plus crédible reste, comme pour la règle de Dempster, B : si une décision doit être
prise sur l’espace Ω \ {∅}, B est le meilleur choix (avec une faible Vabilité au vu du conWit).
Allocation de Dubois et Prade
L’allocation proposée dans [28] des croyances construit une BBA consonante de la façon sui-
vante :
On ordonne les probabilités par ordre décroissant. Supposons p(Hj(1)) > p(Hj(2)) > ... > p(Hj(|Ω|))
où j est la fonction donnant l’ordre des indices. La BBA est construite de façon à avoir |Ω| éléments
focaux qui sont {Hj(1)}, {Hj(1) ∪Hj(2)}, ..., Ω \ {Hj(|Ω|)}, {Ω} et les masses associées sont :
m(Ω) = |Ω|p(Hj(|Ω|)),
m(Ω \ {Hj(|Ω|)}) = (|Ω| − 1)[p(Hj(|Ω|−1))− p(Hj(|Ω|))],
... ,
m(Hj(1) ∪Hj(2)) = 2[p(Hj(2))− p(Hj(3))],
m(Hj(1)) = 1[p(Hj(1))− p(Hj(2))].
On a donc bien construit une BBA consonante telle que BetP (H) = p(H),∀H ∈ Ω.
L’équation générale de l’allocation [28] s’écrit :
∀i ∈ {1, ..., (|Ω| − 1)},m(∪il=1Hj(l)) = i[p(Hj(i))− p(Hj(i+1))], (B.1)
m(Ω) = |Ω|p(Hj(|Ω|)). (B.2)
Allocation d’Appriou [1]
Allocation par réfutation
Pour tout H de Ω, on construit mH la BBA déVnie sur Ω modélisant l’information concernant
H sous la forme suivante (réfutation) :
∀A ∈ 2Ω,mH(A) =

α(H)[1−R]p(H) si A = H,
1− α(H) + α(H)R p(H) si A = Ω,
0 sinon.
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R représente le facteur de normalisation R ∈ [0, { 1maxH∈Ω(p(H))}], et α(H) représente un coeX-
cient d’aUaiblissement de la source . Dans [2] α(H) est déduit de la précision de la loi probabiliste
utilisée pour estimer p(H), il est nommé degré de représentativité.
|Ω| BBA mH sont créées. Ces |Ω| BBA sont ensuite combinées soit par application de la règle or-
thogonale (c.f. section 2.5.1) : m⊕ = ⊕|Ω|i=1mHi , soit par application de la règle conjonctive (c.f.
section 2.5.2) :m ∩© = ∩©
|Ω|
i=1mHi .
AUectation par aXrmation
∀A ∈ Ω, on construitmH la BBA déVnie sur Ω modélisant l’information concernant H sous la
forme suivante (aXrmation) :
∀A ∈ 2Ω,mH(A) =

α(H)R P (x|H)1+RP (x|H) si A = H,
α(H)
1+RP (x|H) si A = H,
1− α(H) si A = Ω,
0 sinon
(B.3)
|Ω| BBA mH sont créées. Ces |Ω| BBA sont ensuite combinées soit par application de la règle
orthogonale, soit par application de la règle conjonctive.
Allocation de H contre H
∀A ∈ 2Ω,mH(A) =

αP (H) si A = H,
α(1− P (H)) si A = H,
1− α si A = Ω,
0 sinon.
(B.4)
|Ω| BBA mH sont créées. Ces |Ω| BBA sont ensuite combinées soit par application de la règle
orthogonale, soit par application de la règle conjonctive.
Allocation par aUaiblissement bayésien
∀A ∈ 2Ω,m(A) =
{
αP (A) si A ∈ Ω
(1−α)
|A∪B|P (A)
1
Z(A)∀B ∈ 2Ω \ {A}
(B.5)
avec Z(A) =
∑
B∈2Ω |A ∪ B|, Z représente le coeXcient de normalisation, il est proportionnel à
|A ∪B|. et Ω = {H1, ...,H|H|}
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Allocation par K-plus proches voisins (K-PPV) [18]
Soit Hi ∈ Ω, i ∈ {1, ...,K}, les étiquettes associées aux K échantillons de l’ensemble d’ap-
prentissage les plus proches selon la distance ds,i entre l’échantillon i et l’observation à classer xs,
et soit la SSFi suivante :
ms,i(A) =

α0 exp
−λidβs,i si A = Hi
1− α0 exp−λid
β
s,i si A = Ω
0 ∀A ∈ 2Ω \ {Hi,Ω}
, (B.6)
avec α0, β et λi choisis de manière heuristique.
On notemqs(Hq) la combinaison orthogonale des SSFms,i de l’étiquette Hq donné, Hq ∈ Ω.
mqs(Hq) = 1−
∏
i={1,...,M}|Hi=Hq
[1− α0 exp−λid
β
s,i ], (B.7)
mqs(Ω) =
∏
i={1,...,M}|Hi=Hq
[1− α0 exp−λid
β
s,i ]. (B.8)
etmqs(A) = 0,∀A ∈ 2Ω \ {Hq,Ω} (B.9)
EnVn, l’allocation dems résulte de la combinaison orthogonale des SSFm
q
s :
ms = ⊕Hq∈Ωmqs. (B.10)
avec k le facteur de normalisation de la combinaison orthogonale.
Annexe C
Annexe au chapitre 3
Preuve et interprétation de la proposition 3.3
Preuve. Nous notons w la fonction de la décomposition canonique de m, et µi = A
w(Ai)
i la GSSF
associée à l’hypothèse Ai : µi(Ω) = w(Ai), µi(Ai) = 1 − w(Ai), et ∀Ak ∈ C \ {Ai}, µi(Ak) = 0.
Nous avons ∀Ai ∈ Cj ,∀Ak ∈ Cj \ {Ai}, Ai ∩ Ak = Ai si et seulement si Ai ( Ak (comme Cj est
consonant, alors Ai ( Ak ou Ak ( Ai). Alors :
∀Ai ∈ Cj , mCj (Ai) = µi(Ai)×
|Cj |∏
k=1
Ak(Ai
µk(Ω)×
|Cj |∏
l=1
Ai(Al
(µl(Al) + µl(Ω)).
Comme ∀l ∈ {1, ..., |Cj |}, µl(Al) + µl(Ω) = 1 (car µl est une GSSF), alors :
∀Ai ∈ Cj ,mCj (Ai) = µi(Ai)×
∏
{Ak∈Cj |Ak(Ai}
µk(Ω). (C.1)
En remplaçant µi(Ai) et µk(Ω) par le termew(Ai) dans l’équation C.1 nous obtenons l’équation 3.3.
Notons que pour j = 0, C0 = {∅} et par convention w(∅) = 1 si ∅ /∈ C. L’équation C.1 est aussi
valable dans ce cas.
Le terme
∏
{Ak∈Cj |Ak(Ai} µk(Ω) correspond au produit des ignorances (masses sur Ω) des GSSF
qui sont engagées sur les hypothèses incluses dans Ai.
Preuve de la proposition 3.6
Preuve. ∀l ∈ {1, ..., L}, soit Tl = |Γ∅l |. Alors, d’après l’équation 3.3, nous avons :
∀l ∈ {1, ..., L}, ∀Γ∅l = {H1, ...HTl}
Tl∏
i=1
mCi(Hi) = (1− w(H1))× (1− w(H2))× ...× (1− w(HTl))×∏
Ak∈C1
Ak(H1
w(Ak)×
∏
Ak∈C2
Ak(H2
w(Ak)× ...×
∏
Ak∈CTl
Ak(HTl
w(Ak).
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Montrons à présent l’égalité entre
∏Tl
j=1
∏
Ak∈Cj |Ak(Hj w(Ak) et
∏
Ak∈∪Tlj=1Cj |
∃Hi∈Γ∅l |Ak(Hi
w(Ak).
Nous avons :
∀Ak | Ak ∈ ∪Tlj=1Cj , ∃!j ∈ {1, ...Tl} | Ak ∈ Cj
(car Cj forme une partition).
Par contradiction, montrons que Cj contient aussi une hypothèse strictement incluse dans Ak.
Pour cela, nous supposons que :
∀H ∈ Cj , Ak 6( H ⇔ ∀H ∈ Cj , H ( Ak
(car Cj est consonant). En particulier pour Hj ∈ Cj ∩ Γ∅l , Hj ( Ak.
De plus, ∃Hi ∈ Γ∅l | Ak ( Hi (pour Ak impliqué dans le produit). À partir de l’hypothèse
contradictoire, on a i 6= j. Alors, Hj ( Ak ( Hi. Donc, ∃(Hi, Hj) ∈ Γ∅l × Γ∅l | Hj ( Hi,
ce qui n’est pas possible d’après la déVnition 3.5, donc l’hypothèse de contradiction est fausse. Par
conséquent, nous avons :
A ∈
{
Ak ∈ ∪Tlj=1Cj | ∃Hi ∈ Γ∅l , Ak ( Hi
}
⇒ A ∈ {Ak | ∃j ∈ 1, ..., Tl, Ak ∈ Cj , Ak ( Hj} .
Réciproquement,
A ∈ {Ak | ∃j ∈ 1, ..., Tl, Ak ∈ Cj , Ak ( Hj} ⇒ A ∈
{
Ak ∈ ∪Tlj=1Cj | ∃Hi ∈ Γ∅l , Ak ( Hi
}
.
Donc, nous avons :
∏
Ak∈C1
Ak(H1
w(Ak)× ...×
∏
Ak∈CTl
Ak(HTl
w(Ak) =
∏
Ak ∈ ∪Tlj=1Cj |
∃Hi ∈ Γ∅l | Ak ( Hi
w(Ak).
L’équation 3.8 en est alors directement déduite.
Preuve de la proposition 3.7
Preuve. ∀l ∈ {1, ..., L}, soit Tl = |Γ∅l |, et Xl désignant la partie droite de l’équation 3.10 :
Xl =
Tl∏
i=1
mCi(Hi)×
M∏
j=Tl+1
[
∑
H∈Cj∪{Ω}|
∃Hi∈Γ∅l ,Hi(H
mCj (H)]. (C.2)
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En utilisant l’équation 3.8, l’équation 3.3 et l’égalité mCj (Ω) =
∏
A∈Cj w(A), Xl peut être exprimé
par :
Xl =
Tl∏
i=1
(1− w(Hi))
S︷ ︸︸ ︷∏
Ak∈∪Tlj=1Cj |
∃Hi∈Γ∅l ,Ak(Hi
w(Ak) (C.3)
×
T︷ ︸︸ ︷
M∏
j=Tl+1

∑
H∈Cj |
∃Hi∈Γ∅l , Hi(H
(1− w(H)) ∏
Ak∈Cj
Ak(H
w(Ak)
+ ∏
Ak∈Cj
w(Ak)︸ ︷︷ ︸
mCj (Ω)
 .
Notons Gj la première somme dans l’expression du produit T , pour j ∈ {Tl + 1, ...,M} :
Gj =
∑
H∈Cj |
∃Hi∈Γ∅l , Hi(H
(1− w(H)) ∏
Ak∈Cj
Ak(H
w(Ak)
 . (C.4)
Si ∀H ∈ Cj , ∀Hi ∈ Γ∅l , Hi * H , alors Gj = 0.
Calculons Gj lorsque ∃H ∈ Cj | ∃Hi ∈ Γ∅l , Hi * H .
Sans perte de généralité, nous supposons Cj = {Ai, i ∈ {1, ..., |Cj |}}, avec A1 ( A2 ( ... ( A|Cj |.
SoitAh(j) l’élément de Cj de cardinal le plus faible parmi l’ensemble
{
A ∈ Cj | ∃Hi ∈ Γ∅l , Hi ( A
}
:
Ah(j) ∈ Cj |
{
∃Hi ∈ Γ∅l | Hi ( Ah(j)
∀Hi ∈ Γ∅l , Hi * Ah(j)−1
(C.5)
La somme dans l’équation C.4 est calculée sur tous les éléments de Cj de Ah(j) jusqu’à A|Cj |. Alors :
Gj = (1− w(Ah(j)))
∏
Ak∈Cj |
Ak(Ah(j)
w(Ak) + ...+ (1− w(A|Cj |))
∏
Ak∈Cj |
Ak(A|Cj |
w(Ak)
= (1− w(Ah(j)))
h(j)−1∏
k=1
w(Ak) + ...+ (1− w(A|Cj |))
|Cj |−1∏
k=1
w(Ak)
=
|Cj |∑
p=h(j)
(1− w(Ap))
p−1∏
k=1
w(Ak)
=
|Cj |∑
p=h(j)
(
p−1∏
k=1
w(Ak)−
p∏
k=1
w(Ak)
)
=
h(j)−1∏
k=1
w(Ak)−
|Cj |∏
k=1
w(Ak)
=
∏
Ak∈Cj |
Ak(Ah(j)
w(Ak)−
∏
Ak∈Cj
w(Ak).
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Alors :
Gj +
∏
Ak∈Cj
w(Ak) =

∏
Ak∈Cj |
Ak(Ah(j)
w(Ak). si h(j) existe∏
Ak∈Cj w(Ak) si h(j) n’existe pas
Pour plus de commodité, posonsAh(j) = Ω si h(j) n’existe pas, de sorte que T =
∏M
j=Tl+1
∏
Ak∈Cj |
Ak(Ah(j)
w(Ak).
À présent montrons que S1 = {Ak ∈ Cj | Ak ( Ah(j)}, avec Ah(j) tel qu’il est déVni précé-
demment, est égal à S2 = {Ak ∈ Cj | ∀Hi ∈ Γ∅l , Hi ∩ Ak 6= Hi}. Montrons d’abord que S1 ⊆ S2.
∀A ∈ S1,A ( Ah(j), donc, par déVnition deAh(j), ∀Hi ∈ Γ∅l , Hi * A,⇒ ∀Hi ∈ Γ∅l , Hi∩A 6= Hi,
et A ∈ S2.
Montrons que S2 ⊆ S1. ∀A ∈ S2, ∀Hi ∈ Γ∅l , Hi ∩ A 6= Hi ⇒ ∀Hi ∈ Γ∅l , Hi * A. Alors, par
déVnition de Ah(j) (comme la “première” hypothèse, en termes de cardinal, incluant une hypothèse
de Γ∅l ) et pour A ∈ Cj , A ( Ah(j). D’où A ∈ S1.
Donc T peut être écrit par :
T =
M∏
j=Tl+1
∏
Ak∈Cj |
∀Hi∈Γ∅l ,Hi∩Ak 6=Hi
w(Ak),
=
∏
Ak∈C\∪Tli=1Ci|∀Hi∈Γ∅l ,Hi∩Ak 6=Hi
w(Ak).
De plus, S =
∏
Ak∈∪Tli=1Ci|∃Hi∈Γ∅l ,Ak(Hi
w(Ak). Montrons qu’il existe une égalité entre S ′1 =
{
Ak ∈ ∪Tli=1Ci | ∃Hi ∈ Γ∅l , Ak ( Hi
}
et S ′2 =
{
Ak ∈ ∪Tli=1Ci | ∀Hi ∈ Γ∅l , Hi ∩Ak 6= Hi
}
.
Dans un premier temps montrons que S ′1 ⊆ S ′2.
∀A ∈ S ′1, ∃Hi ∈ Γ∅l | A ∩ Hi = A. Montrons que A ∈ S ′2 par contradiction. Supposons que
∃Hj ∈ Γ∅l | Hj ∩A = Hj . Alors, ∃(i, j) | Hj ⊆ A ( Hi. Donc, ∃(Hi, Hj) ∈ Γ∅l ×Γ∅l | Hj ( Hi,
ce qui n’est pas possible d’après avec la déVnition 3.5, donc l’hypothèse de contradiction étant fausse,
et A ∈ S ′2.
Montrons maintenant que S ′2 ⊆ S ′1.
Soit A ∈ S ′2 et Hi désignant l’hypothèse de Γ∅l incluse dans le même sous-ensemble consonant
Ci que A (Hi existe car A ∈ ∪Tli=1Ci). Donc, soit A ( Hi ou Hi ⊆ A. Puisque Hi 6⊆ A (puisque
A ∈ S ′2), alors A ( Hi, et A ∈ S ′1.
Alors, nous avons :
S =
∏
Ak∈∪Tli=1Ci|∀Hi∈Γ∅l ,Hi∩Ak 6=Hi
w(Ak).
S × T =
∏
Ak|Ak∈C
∀Hi∈Γ∅l , Hi∩Ak 6=Hi
w(Ak).
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Finalement, nous obtenons :
Xl =
Tl∏
i=1
Hi∈Γ∅l
(1− w(Hi))
∏
Ak|Ak∈C
∀Hi∈Γ∅l , Hi∩Ak 6=Hi
w(Ak)
= f∅(Γ∅l).

Annexe D
Annexe au chapitre 4 : Forces et
mouvement permettant l’équilibre d’un
bicycle
D.1 Force centrifuge versus force centripète
Considérons le cas d’équilibre en virage. Les trois principales forces en action sont le poids du
véhicule, la force centrifuge ainsi que la force centripète.
Le poids ainsi que la force centrifuge s’exercent au centre de gravité de l’ensemble pilote bicycle, la
force centripète s’exerce au point de contact entre le sol et le véhicule (voir Vgure D.1a).
(a) force centrifuge/centripète (b) Déplacement du point de contact
Figure D.1 – La Vgure D.1a présente les forces centrifuge et centripète. La Vgure D.1b représente le
déplacement du point de contact lors de l’inclinaison de la moto.
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BICYCLE
L’équation de la force centrifuge s’écrit :
Fcentrifuge =
Mv2
Rcourbure
, (D.1)
avecM la masse du véhicule, v la vitesse et Rcourbure le rayon de courbure du virage.
Par la prise en compte de la hauteur h du centre de gravité de l’ensemble pilote bicycle, est déduite
l’équation suivante :
h cos(Θ)Mv2
Rcourbure
= h sin(Θ)Mg, (D.2)
avec g la valeur de la gravité.
On note qu’un modèle plus réaliste doit prendre en compte le déplacement du point de contact
entre la roue et le sol. Ce déplacement est dû à la géométrie de la roue (voir Vgure D.1b), sa valeur
dépend du type d’activité du véhicule ainsi que la topologie de la roue.
D.2 Vitesse angulaire de lacet
Figure D.2 – Illustration d’un motocycle en virage.
L’entrée d’un bicycle en situation de virage engendre deux mouvements (Vgure D.2) :
1. le mouvement du centre de gravité du véhicule décrivant une trajectoire circulaire,
2. le mouvement du véhicule autour du centre de gravité (rotation de l’axe Z).
En supposant que le virage est parcouru à une vitesse constante v, la vitesse de rotation du véhicule
autour du centre du virage (vitesse du lacet) peut être calculée à partir de l’estimation du rayon de
courbure du virage :
Ψ˙ =
v
Rcourbure
. (D.3)
On note qu’en situation réelle, la vitesse de lacet n’est pas constante. Pour atteindre cette vitesse
de lacet le bicycle subit en début de virage une accélération de lacet ainsi qu’une décélération de
lacet en Vn de virage.
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D.3 Estimation du rayon de courbure
Le rayon de courbure (Rcourbure) est estimé pour chaque roue constituant un point de contact
entre le sol et le véhicule (voir Vgure D.2) :
sin(∆) =
E
Rcourbureav
(D.4)
Rcourbureav =
E
sin(arccos( 1√
tan(α)2 sin(Θ1)2+1)
)
(D.5)
tan(∆) =
E
Rcourburear
(D.6)
Rcourburear =
E
tan(arccos( 1√
tan(α)2 sin(Θ1)2+1)
)
, (D.7)
avec E l’empattement entre la roue avant et la roue arrière, α l’angle de braquage du guidon, ∆
l’angle de braquage au sol et Θ1 l’angle de chasse de la moto (voir Vgure D.2).
L’angle de chasse désigne la distance entre la projection de l’axe de direction sur le sol et le point
de contact au sol. Il est positif si cette projection précède le point de contact au sol, nul si cette
projection passe par le point de contact et négatif si elle se situe derrière.
Dans notre cas, on estime l’angle de braquage au sol par la position du codeur installé sur le guidon :
α(t) =
T (t)× 2pi
Res×Ra, (D.8)
avec T (t) la valeur des ticks guidon à l’instant t, Res la résolution du codeur et Ra le rapport de
réduction.
La paramétrisation actuelle du véhicule donne :
α =
T (t)× 2pi
1024× 2.3 (D.9)
Ainsi, le rayon de braquage avant est estimé par :
Rcourbureav =
E
sin(arccos( 1√
tan( Ti×2pi
1024×2,3 )
2 sin(Θ1)2+1)
)
. (D.10)
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D.4 Moments perturbateurs et gyroscopiques
(a) Moments perturbateurs et gyroscopiques (b) Moments gyroscopiques
Figure D.3 – illustration des axes et rotations
Moments perturbateurs
La chute d’un bicycle est principalement due à une forte inclinaison non maîtrisée. Ainsi, cer-
taines études utilisent la vitesse d’inclinaison du véhicule comme paramètre aVn de calculer les
moments perturbateurs centrifuge et centripète (c.f. Vgure D.3a) .
PosonsMomcentripete comme étant le moment centripète :
Momcentripete = h× sin(Θ)×m× g + h2 ×m× Θ¨. (D.11)
Le moment d’inertie (moment centrifuge)Momcentrifuge opposé au couple perturbateurMomcentripete
s’écrit :
Momcentrifuge =
h× cos(Θ)×m× Θ˙2
r
. (D.12)
Moments gyroscopiques
Les moments gyroscopiques sont engendrés par un couple “mouvement circulaire de la roue”
et “tout autre mouvement circulaire perpendiculairement opposé au premier”. Sur un bicycle, deux
couples gyroscopiques sont présents (c.f. Vgure D.3a) :
1. mouvement circulaire des roues et mouvement circulaire dû au roulis du véhicule (rotation
autour de l’axe X),
2. mouvement circulaire des roues et mouvement circulaire de l’axe de direction (braquage au
sol).
Le couple (accélération) gyroscopique est composé de :
– une accélération tangentielle au mouvement de rotation autour de l’axe de la roue,
– une accélération tangentielle au mouvement de rotation autour de l’axe du mouvement per-
pendiculaire,
– une accélération centripète due au mouvement de rotation autour de l’axe de la roue,
– une accélération centripète due au mouvement de rotation autour de l’axe du mouvement
perpendiculaire,
– une accélération de Coriolis due à la rotation terrestre.
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Considérons une roue suspendue dans le vide (c.f. Vgure D.3b).
Cette roue est entraînée en rotation autour de l’axe Y et lorsqu’elle touche le sol elle avance
linéairement vers X . S’il existe une rotation perpendiculaire à la rotation de la roue alors il se crée
un couple gyroscopique. Dans le cas actuel il peut y avoir deux rotations perpendiculaires :
1. une rotation autour de l’axe Z (angle de braquage au sol),
2. une rotation autour de l’axe X (angle de roulis).
Dans le cas de la conduite d’un bicycle (à une vitesse moyenne ou élevée), la rotation selon Z
correspond au phénomène de contre braquage. Cette force associée au moment centripète permet
de lutter contre le moment centrifuge et le moment gyroscopique dû à l’inclinaison (rotation autour
de l’axe X) (c.f. Vgure D.3a).
Note : les frottements entre le sol et la roue sont négligés.
Moment gyroscopique de braquage :
Le contre-braquage est un phénomène présent à une vitesse supérieure à 20km/h et consiste à
tourner le guidon dans la direction opposée au virage. Cette action crée par l’intermédiaire d’un
moment gyroscopique une force en direction opposée au centre de celui-ci et ainsi constitue la
meilleure façon d’orienter le véhicule. Le moment gyroscopique de braquage est une rotation de
l’axe Z , il peut être décomposé en cinq variables :
1. accélération tangentielle au mouvement de rotation autour de l’axe de la roue :
−−−−−−→
accTenR = r ¨Ωroue[cos(Ωroue)
−→
X1 − sin(Ωroue)−→Z1], (D.13)
2. accélération tangentielle au mouvement de rotation autour de l’axe de la fourche :
−−−−−−→
accTenF = r∆¨ sin(Ωroue)
−→
Y1, (D.14)
3. accélération centripète due au mouvement de rotation autour de l’axe de la roue :
−−−−−−→
accCenR = r ˙Ωroue
2
[sin(Ωroue)
−→
X1 + cos(Ωroue)
−→
Z1], (D.15)
4. accélération centripète due au mouvement de rotation autour de l’axe de la fourche :
−−−−−−→
accCenF = r∆˙2 sin(Ωroue)
−→
X1, (D.16)
5. accélération de Coriolis :
−−−−→
accCor = 2r∆˙ ˙Ωroue cos(Ωroue)
−→
Y1, (D.17)
avec r le rayon de la roue, Ωroue l’angle de rotation de la roue, ∆ l’angle de braquage au sol.
{−→X1,−→Y1,−→Z1} correspondent aux axes du repère orthonormé après orientation de la roue (rotation
autour de l’axe Z).
Le couple gyroscopique guidon est estimé par :
CoupleGyroguidon = ‖ accTenR+ accTenF − accCenR− accCenF + accCor ‖(D.18)
Moment gyroscopique de l’inclinaison :
À l’entrée d’un virage le véhicule s’incline, créant une rotation autour de l’axe X . Le couple
gyroscopique de l’inclinaison est composé de cinq accélérations :
1. accélération tangentielle au mouvement de rotation autour de l’axe de la roue :
−−−−−−→
accTenR = r ¨Ωroue[sin(Ωroue)
−→
X1 − cos(Ωroue)−→Z1], (D.19)
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2. accélération tangentielle au mouvement de rotation autour de l’axe de la fourche :
−−−−−−→
accTenF = rΘ¨ cos(Ωroue)
−→
Y1, (D.20)
3. accélération centripète due au mouvement de rotation autour de l’axe de la roue :
−−−−−−→
accCenR = r ˙Ωroue
2
[cos(Ωroue)
−→
X1 + sin(Ωroue)
−→
Z1], (D.21)
4. accélération centripète due au mouvement de rotation autour de l’axe de la fourche :
−−−−−−→
accCenF = rΘ˙2 cos(Ωroue)
−→
Z1, (D.22)
5. accélération de Coriolis :
−−−−→
accCor = 2rΘ˙ ˙Ωroue sin(Ωroue)
−→
Z1, (D.23)
avec r le rayon de la roue, Ωroue l’angle de rotation de la roue, Θ l’angle d’inclinaison du véhicule.
{−→X1,−→Y1,−→Z1} correspondent aux axes du repère orthonormé après inclinaison (rotation axe X).
Le couple gyroscopique de l’inclinaison est estimé par :
CoupleGyroinclinaison = |accTenR+ accTenF − accCenR− accCenF + accCor|,(D.24)
Nous avons présenté un ensemble de quatre études permettant l’interprétation de l’équilibre d’un
véhicule de type moto. Dans le cadre de notre application, nous ne considérons que l’étude gyro-
scopique ainsi que l’étude de la vitesse des roues.
