In this paper we present a novel method for mixed pixel classification where the classification of groups of pixels is achieved taking into consideration the higher order moments of the distributions of the pure and the mixed classes. The method is demonstrated using simulated data and is also applied to real Landsat TM data for which ground data are available.
INTRODUCTION
It is often the case in Remote Sensing that one wants to identify fractions of diverse coverages in a region. Even with sensors of relatively high resolution, like SPOT panchromatic, one expects to have to deal with mixed pixels. Thus, the problem of mixed pixel classification is a major issue in Remote Sensing and Geography and many approaches have been developed to deal with it. Assuming that a pixel corresponds on the ground to a patch approximately 30 x 30 meters in size, it is seldom the case that one is interested in classifying a single pixel unless, of course the application is specifically orientated towards identifying objects of subpixel size. In this paper we address the problem of mixed pixel classification when whole regions of mixed pixels have to be classified.
The motivation of our work comes from the necessity to monitor burned regions for several years after the event of the fire so that the changes in coverage of the region can be assessed and necessary action can be taken to prevent the ecological deterioration of the environment. In the specific case, we are interested in assessing the danger of desertification conditions ensuing in the site of a burned forest in the Mediterranean region after a forest fire. If the forest does not show signs of regeneration a couple of years after the fire, it probably has to be artificially re-forested to prevent further erosion. Quite often, vegetation grows again in a burned region, but is of different type than the vegetation that was there before the fire. It is usually the case that this new vegetation presents a deterioration of the quality of the fauna of the region. For example, if bushes develop instead of trees this is a degradation of the environment and artificial re-planting is recommended. The main type of forests that are common in the Mediterranean region consist of aleppo pine (pinus halepensis). Thus, for the purpose of our work, we are interested in assessing the degree of presence of three classes in a region: aleppo pine, bare soil and other vegetation.
Assuming that a pixel corresponds on the ground to a patch approximately 30 x 30 meters in size, we are not really interested in classifying individual pixels or even patches smaller than say 10 x 10 pixels. We are rather interested in classifying the whole set of burned pixels where each individual pixel can be thought of as a random variable made up from the linear superposition of three other random variables, each representing one of the three "pure" classes the percentages of which we are interested in identifying in the set of mixed pixels. It is known that in the case of a sum of random variables, the probability density function of the sum is the cascaded convolution of the probability density functions of the added variables. Thus a set of relationships can be derived between the moments of the four distributions ( mixture and three pure classes). Then an over-determined system of equations is derived which can be solved in the least square error sense.
In the next section we give a brief overview of the existing methods for mixed pixel classification. In section 3 we describe our method in detail and derive the formulae we use. In section 4 we demonstrate the method using some simulated data and in section 5 we apply it to some real data. Finally we present our conclusions in section 6.
BRIEF OVERVIEW OF MIXED PIXEL CLASSIFICATION METHODS
There are three main approaches to the problem of estimating vegetation type from remotely sensed images: calculation of indices, statistical methods eg clustering and discriminant analysis, and spectral mixture analysis. (14) The vegetation index approach provides information on relative amounts of cover present and relative change in cover through time rather than absolute values. (8) Traditional image classification routines assume "pure" or homogeneous pixels and allocate a pixel to the maximally "similar" class, which hopefully will be the class of maximum occupancy within the pixel. Marsh,(5) used linear discriminant analysis to incorporate the four channel data of Landsat MSS into defining the discriminant function. This function transforms a multivariate set of measurements from a sample into a single discriminant value, which represents the distance of the sample from the discriminant line. Estimating class proportions from these distances is equivalent to the maximum likelihood estimate of the proportions of the components under the assumption that the constituent classes are normally distributed with equal covariance matrices. An enhancement to this method is to define relationships between a measure of the strength of class membership using fuzzy membership functions, which may be derived from some image classification routines and the pixel composition. (2) A desirable estimator would be based on a model expressing the way a given mix of components gives rise to the pixel's signal and how we can invert the procedure to unmix the signal. These types of models are called mixing models and are best suited to Landsat Thematic Mapper or imaging spectrometer data with a large number of spectral bands.(1'8) The basic step to mixture analysis is the unmixing and therefore the proportion estimation. When the mixed model is constructed we need extra information in order to estimate the component fractions. The unmixing problem can be solved by using training data to find the constants of the mixed model and then using the model to estimate proportions of the basic components in other pixels. (11) The data used for training are representative of the basic components and can either be extracted from the image, image training data, or be created artificially in the laboratory reference data. 13 As training data one can use point data or sets of data. Use of sets of data for training is not very popular although the quality of the results of this approach depend on the balance of constituent components in the mixture. The point data tend to produce more inaccurate (biased) results for extreme population ratios in the mixtures. McCloy and Hall(6) used sets of data from which they calculate the mean and use these means for training.
The most popular technique though, is to use points for training which are called endmembers. Each endmember spectrum is a point in the space defined by the multi-spectral bands, as is each observation. All possible legitimate mixtures, those with non-negative proportions fill the volume enclosed by the generalised polyhedron whose vertices are points corresponding to the endmember spectra.(h1 13) Once the endmembers and their spectral properties have been defined, the process of unmixing is performed using the method of least squares.
A variation of the mixing models is to model geometrically the individual plants on the ground and make use of the distribution of the geometric properties of the geometric models for the unmixing. These are the geometric models. These models conceptualize clumps of vegetation as solid three dimensional geometric elements superimposed on a flat soil background. The distribution of the elements themselves can be regular, as in the case of raw crops, or statistical, as for natural vegetated landscapes. Geometric models have been successfully used to describe much of the variability of semivegetated landscapes by altering the shape and density of the geometric canopy elements. Otterman7 modeled forests and desert vegetation as thin vertical cylinders of random height and spacing. Richardson modeled crop canopies as rectangular rows neglecting the scattering between crop and soil.() Strahler modeled conifer forests as randomly located cones of similar shape and random height, assuming constant tree and soil background reflectancies.() Most of the above methods are basically concerned with the classification of individual pixels. The method we propose in the next section is concerned with the estimation of proportions present in sets of mixed pixels.
THE PROPOSED METHOD
Our aim is to determine, with reference to a set of training sites, the class composition of a test site using its observed spectral response. This class composition is represented by the class proportions.
For training we are going to use sets of pixels representative of the pure classes. These sets are extracted from the remotely sensed image itself, so we are going to use image training data. The sets of pixels used for training belong to small regions on the image, that correspond to areas on the ground that were found by ground inspection to belong to pure classes. In our study we will consider the case of three pure classes.
In order to accommodate the random subpixel fluctuations in plant and soil properties yet keep the number of model parameters to a minimum, we can represent semi-vegetated landscapes using a stochastic reflectance model. Treating the properties as random variables provides a flexible means of characterising the scene without having to prescribe an inordinate number of detailed vegetation and soil parameters. The training and test sites therefore could be represented by a certain distribution. In that respect a test site should have a distribution that is the mixture of the distributions of the pure classes.
Given that we conceptualize our model as a mixture of distributions and not a mixture of point reflectancies we propose to calculate its first and the second order moments. This eventually leads to two sets of mixture equations that have to be satisfied. These equations can be solved using the Least Square method.
There is a close relationship to the concept of distribution means and the endmembers concept.(h1) But the approach that uses endmembers does not incorporate statistical fluctuations due to noise and intrinsic class variability characterised by a certain covariance matrix. It assumes a common covariance matrix equal to a noise matrix which is therefore eliminated from the process. Our approach incorporates the variance since it makes use of the second order moments. Another limitation of the classical model is the number of different endmembers it allows to use for modeffing the scene. According to the classical method the number of equations used for the estimations is, in the best case, equal to the number of sateffite bands, a fact that imposes a constraint to the possible number of endmembers that can be identified. In our approach we increase the number of equations used for the estimation of the proportions. Therefore we do not have such constrains and we can allow the use of more pure classes, which can help us to model an area more accurately.
The pixel value in any spectral band is given by the linear combination of the spectral responses of each component within the pixel, so the model can be expressed as: w=ax+by+cz (1) where w is the known spectral reflectance of a mixed pixel, x, y, z are the known spectral reflectancies of the three possible cover components within the mixed pixel and a, b, c are the proportions to be estimated, for each component contained in the mixed pixel.
When the terms of the reflectance model are considered random variables, then the moments of w can be expressed in terms of the moments of the individual variables x, y, z. Such expansions can be achieved by applying fundamental properties of random functions without prescribing the probability density functions of the variates.
We shall first derive the probability density function of w in terms of the probability density function of x, y and z. For a given value w = ti equation (1) defines a plane in the x, y, z space. The distribution of w expressing the probability of w to be less than u can be computed as:
Where f(x, y, z) is the joint probability density function of variables x, y and z. Since these variables are the reflectancies of the three different pure classes, they can be considered as independent and their joint probability can be replaced by the product of the probability density functions of each random variable separately, f(x),f(y) and f(z)
Then the probability density function of w given by the derivative of P(w <u) with respect to u is:
The above calculation can be generalised for the case that x, y, z and w are n dimensional vectors n will denote the number of spectral bands in our remotely sensed image. The joined distribution of (w1, w2,. . . , w,) is given by:
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The probability density function f of is given by:
The next step needed for our method is to derive the equations that relate first and second order moments for the training and testing sites. It is easy to show that +00 1100 wf(w)d'w = c + a + bW (5) SP!E Vol. 2315 / 497 where 7, W and are the mean values of the corresponding pure distributions in band i.
Then we proceed with the calculation of the second order statistics or calculation of the covariance matrix.
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var1 E f_oo (w -w)(w -w)f(w)dThw = c2var2 + b2var, + a2var (6) For n = 6 equation (6) represents a set of 15 equations, while (5) represents a set of 6 more equations.
So we have 21 equations in total with three unknowns a, b, e. We can combine the two sets of equations together and use the Least Squares method to estimate the unknowns. The square errors for (6) and (5) are given by:
In order to estimate the total error we calculate the weighted sum of the above expressions. We use weights because the parameters in the two sets of equations have not the same dimensionality and because the accuracy with which they can be estimated is not the same. Since we are working with sampled distributions we use the standard error for estimating the accuracy with which the mean and the elements of the covariance matrices can be computed. The standard error for the mean is given by ; where is the standard deviation for band i, as calculated from the data and N is the number of samples used to represent the given distribution. The standard error for the co-variance is given by where is the co-variance between bands i and j, as estimated from the sample points.
The weighting parameters are set such that the equation with the smaller error should contribute more to the sum, so we weigh each set with the inverse of the corresponding standard error. We also assume that the distributions of the component classes are free of errors therefore the standard error is calculated only for the mixed distribution. This is not really true, as the parameters of the distributions of the pure classes are also computed from the image data. However these distributions are represented by a larger number of samples than the mixed class distribution and one may assume that by far the most unreliable term in the equations relating the moments of the various distributions is the term concerning the mixed distribution. Then the total error is given by:
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When we use the Least Squares method to estimate the proportions we can impose some constraints to the possible solutions and therefore we can use the constrained Least Squares method instead. In our case we have two constrains, the sum of the proportions for any component should be 1 (a + b + c = 1) and the proportion values must be non negative (0 a 1.0, 0 b 1.0, 0 c 1.0). According to the first constraint we can substitute c with 1 -a -b in (8) and then we minimise the sum of the squares of the errors by setting to zero the partial derivatives of Etotai with respect to the unknowns a, b and solve the system of equations that results.
We can also solve the problem using both the constraints. In this case we do not use a formal solution but we examine all possible combinations of a, b and c to find those that give the minimum square 498/SPIEV0!. 2315 error. This exhaustive search may be slower than the method described above, however it always yields a solution as it finds the best possible solution within the range of acceptable values. One does not need to go to high accuracy when performing the exhaustive search as percentage coverages with accuracy of are usually adequate.
TESTING OF THE PROPOSED METHOD WITH SIMULATED DATA
The mixed model presented in the previous section was at first assessed using simulated data to represent the pure and the mixed classes. To evaluate this approach one has to create the simulated data very carefully, in order to approximate as much as possible the data found in real applications.
Since our model conceptualises the data as distributions, the first step to our simulation is to create these distributions. Three distributions are artificially created to represent the three "pure" classes eg classes
x, y and Z. The means and covariance matrices of each of the simulated distributions were chosen to be the same as those computed from real test sites on a remotely sensed image that were known to represent "pure" classes. Next, a mixture distribution was created, from the three pure distributions with known mixing proportions.
We represent each distribution by a set of points and we try to estimate the proportions of the classes in the set of mixed pixels. A set of distributions created this way is shown in Figure 1 . The parameters that can vary in this simulation are: the size of the sets used to represent the pure classes, the size of the generated mixed set and the mixing proportions used to generate the mixed set. We examine the effect of the size to the results in order to identify the minimum requirements of our method for the pure and the mixed sets, and therefore to asses its applicability. In our application the test sites contain at least 30 samples while for the pure classes we can use at least the double number of samples. Different combinations of proportions are also examined in order to check how the position of the mixed class in relation to the hyper-volume determined by the pure classes will affect the performance of the Furthermore, the performance of our model that incorporates the first and the second order moments, is compared to the performance of a model that uses only the means. The latter approach is more similar to the classic approach of mixed models.
All the results presented hereafter are obtained using exhaustive search, with accuracy of . The errors presented are the percentage errors of the computed proportions over the corresponding true proportion.
1 . Variation of the size of distributions
In this experiment we fixed the mixing proportions to a = 0.3, b = 0.6 and c = 0.1.
First we varied the number of samples in the pure classes. All the pure classes had the same number of points. The mixed class had 30 points, which is the minimum number of samples in our real test-site data. In Figures 2a and 2b we plot the error in a and b respectively, versus the number of points used to represent each of the pure classes. Our method performed considerably better than the only means approach, in estimating the proportions for all the classes. The error of our method is smoother and seems to perform equally well when smaller samples are used. On the contrary the only means approach seems to be heavily dependent on the number of samples used to represent the pure classes.
Then we varied the number of points in the mixed class. The pure classes used in this experiment had 900 samples. Figures 3a and 3b respectively, show the error in a and b when the number of pixels in the mixed class varies. As it can be seen in these figures the number of samples used for testing does not greatly affect the performance of the models. Even when the worst case of 30 mixed samples was examined, it was found to produce comparable results to those obtained by larger mixed sets. 
Testing different proportion combinations for the mixed class
The real test sites we used were labeled, after ground inspection, using some ranges of values. The ranges There are three possible cases for each combination of type 1 and 3, according to which class has the highest proportion. We also created three cases for combination 2 by varying the actual proportions. We used 150 points to represent the pure distributions and 30 points to represent the mixed distribution.
These sizes were chosen to be similar to the ones used in real applications. The results of these experiments can be shown in Table 1 . The error given for each experiment is the error for the proportion a of class X. Our method performed better than the means only model in almost all the cases, except of the last case of combination 3. Even more, the errors in almost all the cases are of acceptable level, something that does not apply for the mean model. Given the fact that all remotely sensed data contain some degree of noise, due to instrumentation, we tested experimentally how stable our method is to noise. We added Gaussian noise to the data and performed 1000 runs for each level of noise. The noise we applied has a Gaussian distribution with zero mean and diagonal covariance matrix, with variance given by a2 (noise x )2, where ,u is the minimum mean component of the six components of the four mean vectors of the original data sets, and noise is the percentage of noise we want to apply.
The results of this experiment are presented in Table for Table 2 : Effect of noise when applied to the mixed distribution.
As we can see from Table 2 our method can tolerate reasonable levels of noise but not too high because the shapes of the distributions change. (If the variance of the noise in the above experiments is compared to the variances of the class distributions, the noise is of the order os 100%).
APPLICATION OF THE PROPOSED METHOD TO REAL DATA
Since the simulation results showed that our model performs well, we then tested it in a real application. The aim was to decide on the type of vegetation in an area located close to Athens, the capital of Greece in the province of Attica.
The primary vegetation in this study area is composed of conifers, mainly Aleppo pine (Pinus halepensis) and a variety of shrub species. The surface geology is characterized by limestone and metamorphic rocks. The topography of the area is complex due to excessive relief diversity. The slopes tend to be medium to steep. The vegetation cover is categorized in three main classes: bare soil, aleppo pine and other vegetation. For training we used different sites for which ground data were available. These sites are at least 150 x150m2 and therefore corresponded to more than 30 pixels in the TM image.
We consider a site to represent a pure class A if it contains more than 50% of class X and less than 25% of class Y or Z. Every site was characterised by three letters (S, M or D), one for each class. S stands for sparse and indicates that the site contains less than 25% of the corresponding class. M stands for Medium and indicates that the site contains between 25% and 50% of the corresponding class. Finally D stands for Dense and indicates that the site contains more than 50% of the corresponding class.
The pure class sites were also chosen among those that were similar to their surrounding area, so that a slight misregistration of the corresponding polygon on the sateffite image would not make a big difference. In order to have a visual interpretation of the separability of these classes we plotted these test sites in bands 3 and 4 that are known to portrait the best discrimination for semi-arid areas (Figure 4 ). Then we 0 p. examined the performance of our model in identifying the composition of sites for which ground data are available and we also compared it with the performance of the means only model. The results obtained for such sites are shown in Table 3 Our model was found to perform well in identifying mixed classes with medium vegetation and medium aleppo pine (e.g. P-3, P-4, P-14) and classes with sparse vegetation and dense aleppo pine (e.g. P-6). It performed relatively well in identifying classes with medium vegetation sparse aJeppo pine (e.g. L-4) or dense vegetation and medium aleppo pine (e.g PD 1-5). But it was found not to perform very well in classes with dense vegetation and sparse aleppo pine (e.g. P-il, P-12)
The errors in the estimates may be also attributed to inaccuracy of the ground data or inaccurate positioning of the area of interest on the remotely sensed image.
