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Abstract
Given a cubical box C2n+1 of side 2n + 1 and a supply of 1× 2× 4 bricks, it is proved that if n ≥ 2, then
(A1) one can pack n3 + 3n2+12 bricks for n odd, and n3 + 3n
2
2 bricks for n even,
(A2) the capacity of C2n+1 is ≤ 12 n(n + 1)(2n + 1), and if n ≡ 1 or 2 (mod 4), this upper bound for the capacity can be reduced
by 1.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Given a box of integral dimensions and a supply of identical bricks also of integral dimensions, what is the
maximum number of bricks that can be placed in the box with the sides of the bricks parallel to the sides of the
box? This age-old packing problem in this general setting is very difficult and there are only a few special cases for
which it has been fully resolved. The capacity of a box B with regard to a given set T of bricks is the maximum
number of bricks from T that can be packed in B. A packing that fills the box to its capacity is said to be optimal.
A perfect packing is one in which the bricks exactly fill the box. An a1 × · · · × an brick is said to be harmonic
if the numbers a1, a2, . . . , an can be rearranged into a′1, a′2, . . . , a′n with a′1|a′2, a′2|a′3, . . . , a′n−1|a′n . An important
contribution towards a solution of the packing problem was made by de Bruijn [3], who, using an algebraic approach
involving roots of unity, proved the following
Theorem. Suppose there exists a perfect packing of an A1×· · ·×An box with a1×· · ·×an harmonic bricks. Then, the
numbers A1, A2, . . . , An can be rearranged into A′1, A′2, . . . , A′n with a1|A′1, a2|A′2, . . . , an|A′n , and so there exists a
perfect packing with all the bricks oriented the same way.
It is a remarkable fact, perhaps first known to Minkowski [6], that any brickwork can be completely encoded as a
polynomial identity. Obviously such encodings can be particularly helpful in packing higher-dimensional boxes, for
they transform the physical constraints into purely algebraic ones and thus somewhat mitigate the difficulty of not
being able to physically visualize an evolving arrangement of bricks. Among the recent works on packings, Barnes’
papers [1,2] make extensive use of algebraic techniques.
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In this paper we introduce a polynomial encoding of packings which transforms the packing problem into an exercise
in polynomial arithmetic. In Section 2, we show how some packing problems can be elegantly solved by algebraic
methods. All distinct packings of a tall box with a narrow square base are enumerated by means of a generating
function. In Section 3, we construct the densest known packing of a cube of side 2n + 1, for n odd, with 1 × 2 × 4
bricks. This yields, as a corollary, a packing bound for a cube of side 7 obtained by Foregger [4,5]. We also prove a
claim ascribed to Ashley (see [5]).
2. Polynomial encodings of brickworks
Since the box and bricks being considered are of integral dimensions, we assume that they occupy unit cells in
Rn , all of whose vertices have integral coordinates. We also assume that, in a given packing, if a brick intersects the
interior of a cell, then it actually contains the entire cell. These are no additional restrictions because to any packing of
k bricks there corresponds a packing of k bricks having these properties. For the convenience of notation, we present
the relevant terminology for three-dimensional packings only and leave to the reader the obvious generalizations to
other finite dimensions.
Let C be the unit cell {(x1, x2, x3) : 0 ≤ xi < 1 for i = 1, 2, 3} in R3. For integers a, b, c, the polynomial xa ybzc
represents the cell C + (a, b, c). Furthermore, a region G in R3 that can be expressed as a disjoint union of such unit
cells is represented by the sum of the polynomials that correspond to the cells in G. Thus, in view of the distributive
law, a rectangular box of integral edge lengths p, q , r , placed in the first octant with one vertex at (0, 0, 0) and the
edges through this vertex aligned with the coordinate axes, is represented by the polynomial
B(x, y, z; p, q, r) =
(
p−1∑
i=0
x i
)(
q−1∑
j=0
y j
)(
r−1∑
k=0
zk
)
.
We call B(x, y, z; p, q, r) a box polynomial or simply a box, and when there is no danger of confusion, we write
B(x, y, z) or just B for B(x, y, z; p, q, r). A polynomial (in any number of variables) is called elementary if the
coefficient of each of its nonzero terms is 1. By a packing we mean an algebraic identity
B(x, y, z) ≡
m∑
i=0
Ei (x, y, z)[Bi (x, y, z)] + H(x, y, z),
where H and each Ei are polynomials with nonnegative integer coefficients, and where B and all B ′i s are box
polynomials. The cells H(x, y, z) are called holes or vacant cells. The packing problem can now be restated as
an optimization problem in the polynomial ring Z [x, y, z] over the ring Z of integers:
Given box polynomials B and Bi ’s, find elementary polynomials H and Ei ’s such that the preceding identity holds
with H having the fewest possible number of terms.
The rectangular brackets appearing in a packing carry a symbolic meaning relating to the orientations of the bricks.
Before explaining this further we consider an example. For us, the expression (subscripts are mod 3)
3∏
i=1
(1+ xi + x2i ) =
3∑
i=1
(xi + xi+1x2i+2)[(1+ xi )(1+ xi+1)] + 1+ x1x2x3 + x21 x22 x23
has significance beyond it simply being an algebraic identity: it represents a placement of six 1 × 2 × 2 bricks in a
cube of side 3. The left-hand side of the identity represents the cube; on the right-hand side, the last three terms are
the vacant cells; (x1+ x2x23)[(1+ x1)(1+ x2)] are two of six bricks respectively covering the cells x1(1+ x1)(1+ x2)
and x2x23(1+ x1)(1+ x2), and so on.
A term xa ybzc[Bi (x, y, z)] appearing in a packing is a brick oriented as [Bi (x, y, z)] and anchored at the cell
xa ybzc. A brick covers precisely the cells represented by the product of its anchor and its orientation. In a packing,
the use of a pair of associated rectangular brackets is reserved exclusively to indicate a brick orientation. For a fixed
k, the set of all cells of the form x i y j zk is the kth z-layer in B. A packing that covers at least one cell from each of the
two consecutive z-layers of B is said to interlink the two layers. A maximal set of consecutive z-layers in a packing,
with any two adjacent ones interlinked, is called a z-block. The height of a z-block is the number of distinct z-layers
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in it. The terms x-layer, x-block, etc., are defined similarly. Obviously, a packing can be constructed piecemeal by
defining each of its z-blocks.
The fact that all the polynomials appearing in a packing are elementary is of critical importance, for it ensures that the
indicated arrangement of bricks is free of any inadvertent errors such as a use of fractional bricks, cutting and pasting
of bricks, one brick overlapping another, or a brick sticking out of the box.
The purely algebraic proof of the following theorem illustrates the simplicity of algebraic methods.
Theorem 2.1. The capacity of a (2n + 1)× (2n + 1) chessboard with regard to 2× 2 tiles is n2.
Proof. Let B(x, y) = (∑2ni=0 x i )(∑2ni=0 yi ), and let
B(x, y) ≡ A(x, y)[(1+ x)(1+ y)] + H(x, y)
be an arbitrary tiling of B. Suppose that in H(x, y) there are a terms x i y j for which i and j are both odd, b terms for
which i and j are both even, c terms for which i is odd and j even, and d terms for which i is even and j odd. Thus,
a + b + c + d is precisely the number of holes in the packing. Set x = 1 = −y, y = 1 = −x , and x = y = −1
respectively in the preceding identity to get
2n + 1 = −a + b + c − d. (1)
2n + 1 = −a + b − c + d. (2)
1 = a + b − c − d. (3)
Then (1) + (2) − (3) gives 4n + 1 = −3a + b + c + d whence (since a ≥ 0), we have a + b + c + d ≥ 4n + 1.
This proves that the capacity of B is at most n2. Since n2 non-overlapping tiles are easily placed on the chessboard,
the proof is complete. 
Theorem 2.2. The number of distinct perfect packings of a 2× 2× n box with 2× 1× 1 bricks is
⌊
1
6
(2+√3)n+1
⌋
, if n odd,⌈
1
6
(2+√3)n+1
⌉
, if n even.
Proof. The dimensions of the given box and bricks limit the types of z-blocks possible to the following:
(a) A z-block of height 1 must necessarily have both its bricks oriented either as [1+ x] or as [1+ y]. Thus, there are
only two different types of z-blocks of height 1.
(b) The packing of a z-block of height > 1 is completely determined by how the four cells constituting the bottom-
most z-layer of the block are covered. Besides a z-block of height 2 that has all its four bricks pointing up (i.e., oriented
as [1 + z]), there are exactly four more ways to construct a z-block of any height > 1, namely, cover one pair of the
adjacent cells in the bottom-most layer of the block by placing a brick flat on it (i.e., oriented as [1+ x] or as [1+ y])
and then cover each of the two remaining cells in the layer with two bricks pointing up (i.e. oriented as [1 + z]) and
extending into the adjoining upper layer.
Thus, the number of different z-blocks of height h is2, if h = 1;5, if h = 2;4, if h > 2.
Consequently, the generating function for the number of distinct z-blocks of height h is
f (t) = 2t + 5t2 + 4t3 + 4t4 + 4t5 + · · · .
Since a packing is merely a stack of z-blocks, the generating function for the number of distinct packings is
G(t) = f (t)+ ( f (t))2 + ( f (t))3 + ( f (t))4 + · · · .
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Now, substitute for f (t), add the series, and simplify to get
G(t) = 2t + 3t
2 − t3
(1+ t)(1− 4t + t2) .
Let 1 − 4t + t2 = (α − t)(β − t), where α = 2 −√3 and β = 1
α
= 2 +√3. Resolving G(t) into partial fractions,
we obtain
G(t) = −1+ 1
3
(
1
1+ t )+
β
6
(
1
1− βt
)
+ α
6
(
1
1− αt
)
= −1+ 1
3
(1− t + t2 − t3 + · · ·)+ β
6
(1+ βt + β2t2 + · · ·)+ α
6
(1+ αt + α2t2 + · · ·)
=
∞∑
n=1
(
βn+1 + αn+1
6
+ (−1)
n
3
)
tn .
Thus, the number of distinct perfect packings is
βn+1 + αn+1
6
+ (−1)
n
3
.
Since 0 < α < 13 , the desired conclusion follows. 
3. Packing 1× 2× 4 bricks in a cube
In this section, Cm denotes a cube of side m and κ(Cm) denotes the capacity of Cm with regard to 1× 2× 4 bricks.
Throughout this section, we assume that n ≥ 2.
The capacity of C2n is readily determined:
κ(C2n) =
{
n3, if n even;
n3 − 1, if n odd.
For n even, a perfect packing of C2n is easy to construct. For n odd, no perfect packing exists (de Bruijn’s Theorem),
but an almost perfect packing that places n3 − 1 bricks in the cube can be constructed as follows: Partition C2n into
four subboxes of sizes (2n − 2) × 2n × 2n, 2 × (2n − 2) × 2n, 2 × 2 × (2n − 2), and 2 × 2 × 2. The first three of
these can be filled perfectly leaving the 8 cells of the fourth one as holes.
The problem of determining the exact value of κ(C2n+1) is formidable. In this case, the apparent dissonance between
the size of the box and that of the bricks makes it difficult to foresee how an optimal arrangement of bricks might
look.
As a 1× 2× 4 brick covers only an even number of cells from any given layer of C2n+1, a packing must necessarily
leave at least one hole in each of the 6n + 3 layers of the box. Since each hole lies in three different layers of the box,
a packing may leave only 2n + 1 holes in all. For this to be possible, the 2n + 1 holes must be so arranged that there
is exactly one in each of the 6n + 3 layers. If such a packing exists (and none has been found so far), it would cover
exactly (2n + 1)3 − (2n + 1) cells. This argument yields the following upper bound for κ(C2n+1).
Theorem 3.1. κ(C2n+1) ≤ 12 n(n + 1)(2n + 1).
This theorem is well-known, and it is included here only to present as complete a picture of the bounds on κ(C2n+1)
as possible.
In the following theorem, we derive the sharpest known upper bound for the capacity of C2n+1 for n ≡ 1 or 2 (mod 4).
The theorem settles a claim made by Ashley (see [5]).
Theorem 3.2. If n ≡ 1 or 2 (mod 4), then κ(C2n+1) ≤ 12 n(n + 1)(2n + 1)− 1
Proof. Suppose that a packing s, contrary to the assertion in the theorem exists. Then s leaves only one hole in each
layer of the box and thus covers 4n(n + 1) cells (which is a multiple of 8) in each layer. Call a brick with orientation
[(1+ x)(1+ z + z2 + z3)] or [(1+ y)(1+ z + z2 + z3)] a z-brick. Similarly, define x-brick and y-brick. Fix i such
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that 0 ≤ i ≤ 2n. A z-brick covers only 0 or 2 cells in the i th z-layer whereas an x-brick or a y-brick covers 0, 4, or
8 cells. As the number of cells covered by s from this layer is a multiple of 8, it follows that the number of z-bricks
intersecting this layer must be even. Since this must be true for each z-layer, it easily follows that the total number
of z-bricks in s is even. Obviously, this must also be true for the x-bricks and y-bricks. Therefore the total number
of bricks in s must be even. But, under the given condition on n, the number of bricks in s is odd. The proof is now
complete. 
Theorem 3.3. κ(C2n+1) ≥ n3 + b 3n22 c.
Proof. Partition C2n+1 into n z-layers of height 2 and one z-layer of height 1. Pack n(n + 1) bricks and two holes in
each z-layer of height 2. For n even, this is done easily. For n odd, say n = 2m+1, partition the (4m+3)×(4m+3)×2
subbox into four smaller ones of sizes 7×7×2, (4m−4)×7×2, 7× (4m−4)×2, and (4m−4)× (4m−4)×2, and
pack the first of these leaving only two cells vacant and pack each of the remaining three perfectly. Now consider the
z-layer of height 1. For n even, say n = 2m, pack 2m2 bricks together with 8m + 1 holes, and for n odd, n = 2m + 1,
pack 2m(m+ 1) bricks and 8m+ 9 holes. The entire packing thus described leaves 6n+ 1 vacant cells for n even and
6n+ 5 vacant cells for n odd. Thus the packing places n3+b 3n22 c bricks in the cube. The proof is now complete. 
We now construct (Lemma 3.1 and Theorem 3.4) a packing of C2n+1, for n odd, that improves the lower bound for
the capacity given in Theorem 3.3 by placing one more brick in the cube.
Lemma 3.1. For n odd, it is possible to pack 2n(n + 1)+ n2+12 bricks of size 1× 2× 4 in a (2n + 1)× (2n + 1)× 5
box.
Proof. Let n = 2m + 1. Subdivide the box B(x, y, z; 4m + 3, 4m + 3, 5) into 13 rectangular parallelepipeds Pi ,
1 ≤ i ≤ 13 as follows:
P1 : B(x, y, z; 4m, 4m + 1, 4)
P2 : y4m+1 B(x, y, z; 4m − 1, 2, 4)
P3 : x4m B(x, y, z; 1, 4m, 4)
P4 : x4m+1 B(x, y, z; 2, 4m, 1)
P5 : x4m−1 y4m+1 B(x, y, z; 4, 2, 1)
P6 : z4 B(x, y, z; 4m, 4m + 2, 1)
P7 : x4m+1zB(x, y, z; 2, 4m, 4)
P8 : x4m−1 y4m+2zB(x, y, z; 4, 1, 4)
P9 : x4m y4m zB(x, y, z; 3, 2, 4)
P10 : x4m y4m B(x, y, z; 3, 1, 1)
P11 : x4m z4 B(x, y, z; 1, 4m, 1)
P12 : y4m+2z4 B(x, y, z; 4m − 1, 1, 1)
P13 : x4m−1 y4m+1zB(x, y, z; 1, 1, 3).
Since each of the parallelepipeds P1–P9 can be packed perfectly, the only holes left are the 8m + 5 cells of the
parallelepipeds P10 − P13. 
Theorem 3.4. For n odd, κ(C2n+1) ≥ n3 + 3n2+12 .
Proof. Partition C2n+1 into n − 2 z-blocks of height 2 and one z-block of height 5. Pack n(n + 1) bricks and 2 holes
in each z-block of height 2 (as in the proof of Theorem 3.3), and 2n(n + 1)+ n2+12 bricks together with 4n + 1 holes
in the z-block of height 5 (Lemma 3.1). Thus the entire packing places n3 + 3n2+12 bricks in the cube. 
For n = 3, this theorem yields κ(C7) ≥ 41, a lower bound for κ(C7) obtained by Foregger (see [4] and [5]).
We conclude with a summary of what we currently know about the bounds for κ(C2n+1).
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(a) The exact value of κ(C2n+1) is known only for n = 2 and n = 3:
κ(C5) = 14 (Theorems 3.2 and 3.3)
κ(C7) = 41 (Theorem 3.4 and [5]).
(b) It follows from Theorems 3.1–3.4 that, for an arbitrary n ≥ 2, the search for the exact value of κ(C2n+1) can be
confined to an interval of length
n
2
− 3
2
,
n
2
− 1, n
2
− 1
2
, and
n
2
for n ≡ 1 (mod 4), 2 (mod 4), 3 (mod 4), and 0 (mod 4) respectively.
(c) We know that 88 ≤ κ(C9) ≤ 90 (by Theorems 3.3 and 3.1), and so far, none of the three possible values of κ(C9)
has been ruled out. Also, 163 ≤ κ(C11) ≤ 164 (by Theorems 3.4 and 3.2) and we do not know which of 163 and 164
is the true value of κ(C11).
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