ABSTRACT Median filtering, due to highly non-linear and content-preserving, has widely used in the multimedia security fields, such as anti-forensics, steganography, and steganalysis. In the past decade, many excellent algorithms have been proposed, and have solved median filtering forensics perfectly for images without post-processing. However, it is still a challenging task when the test images are of low resolution and post-processed by lossy JPEG compression. Moreover, in order to meet the requirements of detecting forgery from the massive image database in the social network, a fast and efficient detector is needed. In this paper, we present an improved method for median filtering forensics in challenging problems, such as detecting median filtering from a heavily JPEG compressed image. To do this, we first investigate median filtering traces by a group of diverse residuals. These residuals not only eliminate influence from image contents but also highlight the traces from different aspects. We then construct a feature set on the residuals by incorporating the Markov chain model with the auto-regressive model. These two compensated models effectively reveal different relationships among neighboring residuals. For a fast detector, a series of dimension reduction methods are employed. The experimental results on a composite image database demonstrate that the proposed method outperforms prior arts when detecting median filtering in heavily JPEG compressed images as well as low-resolution images.
I. INTRODUCTION
Nowadays, with the rapid development of digital image processing techniques, the forged images are overflowing on the Internet especially on the social networks, and it might cause serious consequences, such as fabricating rumors, destroying individual's reputation, misleading public opinions. The forgers always employ digital image manipulations to beautify a forged image and make it look like an ordinary one. As a result, the detections of digital image manipulations, which can effectively unveil the forgeries in a digital image, have become a very important task in digital image forensics,
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including the detections of median filtering [1] - [13] , re-sampling [14] , compression [15] , [16] , contrast enhancement [17] , sharpening [18] and blurring [19] . These manipulations are not considered as intentional tampering of image contents, but their detection results can provide auxiliary clues in forgery detection.
In this paper, we focus on the study of median filtering forensics. As a non-linear and content-preserved operator, median filtering has been utilized by some anti-forensic methods to defeat forensic techniques, such as destroying linear correlations among neighboring pixels thus hiding traces of re-sampling [20] , removing statistical traces of blocking artifacts left by JPEG compression [21] . Therefore, median filtering forensics is an effective way to counter some anti-forensic algorithms. Besides, the median filtering forensics is an essential tool for recovering processing history of an image, which may be beneficial for steganography [22] , [23] , steganalysis [24] , image forensics [4] , etc.
The earlier median filtering detection methods perform well under un-compressed scenario. Some scalar feature sets with only one dimension [2] - [4] has already achieved splendid performance. Kirchner and Fridrich [2] proposed ρ = h 0 /h 1 to express the ratio between the frequency of 0 and 1, i.e., h 0 and h 1 in the histogram of image difference. Due to streaking artifacts [25] , the ρ of median filtered image is far from 1. Cao et al. [3] proposed a metric f to exploit the probability of zero bins in textured region of image difference. As the median values originating from overlapping filtering windows are dependent upon each other, Yuan [4] constructed a median filtering feature (MFF) set based on above local dependence, and merged elements of MFF to form a scalar featuref . In order to get more reliable results for the image with low resolution, some feature sets with larger dimension are proposed, such as SPAM [2] , MFF [4] , GLF [5] , and LTP [6] , which are reported achieving nearly perfect detection accuracy for images of low size.
Since the digital image is often saved in JPEG format, a forensic detector is desired to be robust against lossy JPEG compression. The SPAM [2] and MFF [4] obtained reliable results for moderate JPEG compressed images, but deteriorated for heavily JPEG compression. Chen et al. [5] concatenated global probability feature set and local correlation feature set on image difference domain to construct GLF feature set, and obtained reliable results for heavily compressed images. To eliminate interference from heavily JPEG compression, our previous work utilized median filtering residual, which is the difference between an image and a median filtered version of itself, to construct a feature set by auto-regressive (AR) model [1] . It has achieved excellent results with low dimensional feature for JPEG compression scenario. Zhang et al. [6] used high-order local ternary pattern (LTP) for median filtering detection, and obtained better results than SPAM and MFF. Niu et al. [7] proposed a local difference descriptor by rotation invariant uniform local binary patterns (LBP) and pixel difference matrix. It can detect median filtering in the cases of JPEG compression and low resolution. Some works [8] , [9] exploited the median filtering fingerprints in frequency domain and achieved excellent results in the median filtering forensics.
Due to lack of samples, it is difficult to extract reliable statistical feature from low resolution images. Moreover, the lossy compression may destroy the subtle traces of median filtering. Hence, the detection of median filtering for low resolution images with JPEG compression is very challenging. In order to solve the above dilemma, some composite feature sets constructed by various domain are exploited for median filtering forensics. Shen et al. [10] utilized both linear prediction model and non-linear model LBP on difference domain to construct an enhanced feature (EF). Our previous work [11] extracted a forensic feature set from multi-directional residuals. Yang et al. [12] employed two-dimensional autoregressive (2D-AR) model to extract a composite feature set from median filtered residual, average filtered residua and Gaussian filtered residual. These methods [10] - [12] gain favorable performance for challenging task. Even so, their performances still need to be improved. Recently, with the rapid development of computation equipments, it is preferable to use large dimensional feature or powerful deep learning model for median filtering forensics, such as 34671-D steganalysis feature on rich model (SRM) and deep Convolutional Neural Network (CNN) model [13] , [28] . The rich model [26] , [27] has achieved great improvements. However, such complicated models need higher computation resources, larger number of images for training, longer time for feature extracting, training and testing.
In the social network, the forgery spreads very rapidly. In order to prevent the spread of forgery in time, the forensic method should be able to detect the forgery quickly and accurately. To this end, we try to propose a new feature set with proper dimensionality to improve the performance in detecting median filtering from heavily JPEG compressed images or low resolution images. In order to enhance the weak traces of median filtering left in the JPEG compressed image, multiple models based on a group of residuals are used to generate a diverse feature set. The residual group consists of the 1 st -order difference of image, median filtering residual along with its 1 st -order difference. Considering that AR model can provide a feature with low dimension, we extract the proposed feature by the AR model in various directions. To further improve the performance in the challenging situations, transition probability of Markov chain is also employed to complement the AR feature. After dimension reduction, we get a 160-dimensional feature set. Experimental results on a large composite database show that the proposed detector is superior to the state-of-the-art methods, especially in low resolution and JPEG compression images. Additionally, the proposed detector demonstrates good generalization ability, which indicates that it is useful in practical applications.
This work is an extension of our previous works [1] , [11] . Some novelties are added as follows: (1) We propose a new residual group used for extracting feature. The various residuals in the group enable us to capture the diverse traces of median filtering. In our previous work [1] , only median filtering residual is employed. Compared with another previous work [11] , the proposed group has fewer residuals thus more time efficiently. (2) We combine the AR model and Markov model effectively to extract feature. According to the advantage of each model, a composite feature set with proper dimension is proposed, and obtains much higher detection accuracy than previous works.
The rest of this paper is organized as follows. In Section II, we first develop a group of residuals and then propose a new composite feature set extracted by multiple models. The experiment settings are introduced in Section III and experimental results are reported in Section IV. Finally, we draw the conclusion in the end.
In the following, we will use some symbols as follows. The symbol ''MF3'' and ''MF5'' represent the median filtered image using 3 × 3 and 5 × 5 filtering window respectively. For JPEG compression, ''JPEG QF'' denotes the image processed by JPEG compression with quality factor (QF) and ''MF3 + JPEG QF'' denotes the composite operation of median filtering followed by JPEG QF. For a binary classification, ''JPEG QF VS MF3 + JPEG QF'' denotes a trainingtesting pair composed by JPEG QF image set (the negative class) and MF3 + JPEG QF image set (the positive class).
II. PROPOSED DETECTION METHOD
The median filter is a well-known smoothing filter in the spatial domain. For an un-altered image X with resolution M × N , a two dimensional median filter using a w × w square window is performed as (1) to generate a median filtered image Y , where med w {} and w is median value operation and filtering window size respectively. The most widely used form of filter window is 3 × 3 and 5 × 5.
Median filtering forensics can be framed as a binary classification problem. That is, using the feature of a test image as input, the median filtering classifier predicts whether the test image has been processed by median filter. Feature extraction is a key issue, which greatly affects the performance of the median filtering classifier. In the following, we will introduce how to construct an effective feature set for the challenging problems in the median filtering forensics.
A. GROUP OF RESIDUALS
In order to extract a robust feature against JPEG compression, a residual group which represents high frequency components of an image is developed to exploit the traces of median filtering. Many existing state-of-the-arts extracted the feature from residual domain. To do so would have two advantages: (1) The residual reduces the effects from various natural image contents. (2) The residual highlights the smoothing effects of median filter. That's because the median filtering results in significant statistical differences in high frequency components. A residual group containing several different kinds of residual will be introduced in the following.
The first kind of residual is the commonly used 1 st -order image difference (DIF for short). The definition of DIF for an image X is given in (2),
where the superscript (h, v) denotes the direction of DIF. Eight directions are considered for extracting feature. That is,
DIF can effectively reduce image contents as shown in Fig. 1(b) . Besides, DIF has some distinctive statistical properties for median filtering forensics [2] , [3] , [5] . Generally, the pixel values of natural image are continuous in many regions. Hence, DIF has many elements with zero or nearly zero value. Due to streaking artifacts [25] , neighboring pixels of the median filtering image are nearly constant, which makes the DIF of median filtered image has more zero elements as shown in Fig.2 (a). Even being undergone post JPEG compression, DIF keeps the statistical properties to some extent as shown in Fig. 2(d) . However, the gap between un-altered image and median filtered image in the histogram of DIF is reduced. For a more robust detector against JPEG compression, other residuals are needed to construct a diverse feature set. Inspired by our previous work [1] , [11] , Median Filtering Residual (MFR) is employed as the second kind of residual. For an image X , its MFR is defined in (3). In practice, the median filtering with 3 × 3 window is used to generate MFR.
MFR can effectively suppress image contents. As shown in Fig. 1(c) , most of image contents are removed and only the image profile information leaves behind in the MFR image. Furthermore, the histogram of MFR presents VOLUME 7, 2019 FIGURE 2. The average histogram of DIF, MFR and MFRD estimated from 1338 images and corresponding MF3 images in BossBase-RAW [30] . The first, second row is for un-compressed and JPEG 50 compressed scenario respectively.
distinctive property between un-altered original image and median filtered image. It can be seen from Fig. 2 (b) that both MFRs of un-altered image and median filtered image have many zero elements, and MFR of median filtered image has much more zero elements. This phenomenon can be interpreted by the streaking artifacts [25] of median filtering. Suppose Y , Z is the first, second MF3 version of an un-altered image X respectively, i.e.
The first median filter makes the pixels in Y show nearly constant value or tend to become median value in its 3 × 3 support which is called block median [4] . So again performing median filtering on Y makes Z (i, j) be equal with Y (i, j) with high probability, which produce a large number of zero elements in the MFR of median filtered image. For the JPEG compression scenario as shown in Fig. 2 (e), MFR also suffers the loss that the statistical differences between un-altered image and median filtered image shrink.
To further suppress image contents and capture the median filtering traces in various directions, the 1 st -order MFR difference (MFRD) is employed as the third kind of residual. The definition of MFRD for an image X is given in (4), where
MFRD can be taken as a special DIF. It is the first-order difference of MFR, and inherits some properties of both MFR and DIF, as shown in Fig.1 (d (5) and (6) . In the view of binary classification, MFRD involves the statistics of DIF of the un-altered image X , median filtered image Y and double median filtered image Z , thus it may be helpful for extracting a diverse and effective feature set.
In summary, the residual group containing three kinds of residual: DIF, MFR and MFRD, 17 residuals in total, will be employed to extract feature. From Fig. 2 , it can be seen that these residuals are different from each other in the histogram. It is expected that a diverse and robust feature set can be generated from these 17 residuals.
B. FEATURE EXTRACTION USING AUTO-REGRESSIVE MODEL
In the feature extraction phase, we first extract a feature subset from each residual, then combine these feature subsets to form the proposed feature set. In order to generate the proposed feature set with a proper dimension, two measures are adopted. One is to extract a feature subset with small dimension from each residual. The other is to integrate some feature subsets by merging redundant feature elements.
Inspired by our previous work [1] , the AR model is suitable for capturing the dependency changes among neighboring pixels caused by median filtering. Considering the dimension of AR feature is equal to the regressive order and can be as low as 10, we employ AR model to generate the feature subset on each residual.
The way of generating AR feature is first transforming a residual matrix into a vector V , then fitting the vector into an AR model as (7) to estimate AR coefficients, finally fusing the AR coefficients to form the AR feature, where the parameter p, l, φ (j), and (i) represent the regressive order, length of V , AR coefficient and stochastic error respectively.
Obviously, the way of transforming a residual matrix into a vector directly affects the estimation of AR coefficients. In order to capture statistical changes in the horizontal and vertical directions, the transformation is executed by the row and column directions respectively. We will take extracting an AR feature subset from MFR (F ARMFR ) as an example to explain the detailed steps of feature extraction. First, concatenating all rows of MFR matrix R to generate the vector V in the row direction (V r ) as follows: V r = [R (1, :), R (LR) (2, :), R (3, :), R (LR) (4, :), . . . ], where R (LR) (m, :) (m is the row index) is a left-right flipped version of the m th row. Transposing R, the vector V in the column direction (V c ) can be generated in the same way. After getting the vector, the AR coefficients and prediction error are estimated via the Burg method [29] . Regarding an AR model with p order, p coefficients and 1 prediction error are extracted as feature elements. The mean values of feature elements estimated from the vector V r and V c form the first part of F ARMFR .
In order to increase the samples for image with low resolution, the vector V r and V c are concatenated as a new vector [V r , V c ]. The corresponding AR coefficients along with prediction error estimated from the new vector form the second part of F ARMFR . Through concatenating the first part and the second part, we get a 2(p + 1) dimensional feature subset F ARMFR . The same way is used for extracting the feature subsets from other residuals.
Only four DIFs are used for extracting AR feature. That's because DIF (h,v) (X ) is equal with -DIF (−h,−v ) (X ), the AR feature extracted from them are equal. As a result, four DIFs including DIF (1,0) (X ), DIF (0,1) (X ), DIF (1,−1) (X ) and DIF (1,1) (X )) are used to extract the AR feature subset. If directly concatenating four feature subsets, we will get an 8(p + 1) dimensional feature set. Let us assume that the spatial statistics in natural images are symmetric with respect to mirroring and flipping [23] , the feature extracted from DIF (1,0) (X ) and DIF (0,1) (X ) are averaged to form the first part, and the feature extracted from DIF (1,−1) (X ) and DIF (1, 1) (X ) are averaged to form the second part. After fusion, we get a 4(p + 1) dimensional feature set extracted from DIF (F ARDIF ). As MFRD is a DIF of MFR, we also get a 4(p + 1) dimensional feature set extracted from MFRD (F ARMFRD ) in the same way.
The feature set F ARMFR, F ARDIF , and F ARMFRD are concatenated to form a 10(p + 1) dimensional feature set F AR . That is, F AR = [F ARMFR , F ARDIF , F ARMFRD ]. The autoregressive order p is empirically set as 10, because we observed that 10-order AR feature can distinguish the median filtered image from the unaltered image. With p = 10, the dimension of F AR is 110.
C. FEATURE EXTRACTION USING MARKOV CHAIN
In the literature of median filtering forensics [1] , [11] , [12] , AR-based feature is not perfect in detecting median filtering under uncompressed cases. To make up for this short board, transition probability of the n th -order Markov chain which has achieved perfect performance for un-compressed image employed to compensate AR feature. To avoid getting a feature set with high dimension, only MFR are used for extracting transition probability feature (F TPMFR ). Before calculating transition probability, MFR is truncated into [−T , T ]. The transition probability transformation along with the direction (h, v) is calculated as (8) , where (h, v) ∈ {(0, 1), (0, −1), (1, 0), (−1, 0), (1, −1), (−1, 1), (1, 1) , (−1, −1)} and α k ∈ {−T , . . . , T } , 1 ≤ k ≤ n. There are (2T +1) n elements in the matrix S (h,v) (α 1 , . . . , α n ). If denominator in (8) is 0, we take that element as 0.
Based on symmetric property of MFR as shown in Fig. 2 (b) and rotation invariant property of transition probability [26] , we develop a dimension reduction method as (9) , which makes the dimension of the reduced version S (h,v) low is about 1/4 of that of the S (h,v) as in (10) . Take T = 1 and n = 4 for example, the dimension of S (h,v) is (2 + 1) 4 = 81, while the dimension of S (h,v) low is only 25.
, n is odd
Inspired by SPAM [2] , [23] ,
low of eight directions are further reduced to two groups as in (11). we conduct experiments under JPEG 90 on UCID [34] for T = 3 and n = 3, T = 1 and n = 4, T = 2 and n = 4, and get detection accuracies of 96.2%, 99.4% and 98.7%, respectively. Thus, we experimentally set T = 1 and n = 4 in this study to make a balance between the detection accuracy and the feature dimensionality. Then, we get a 50-dimensional feature F TPMFR . 
D. SUMMARY OF THE PROPOSED METHOD
Finally, the proposed feature set F ARTP is formed by incorporating F AR with F TPMFR as in (12) , where F AR = [F ARMFR , F ARDIF , F ARMFRD ] is the feature set extracted from AR model. According to the parameters mentioned above, the dimensions of F AR and F TPMFR are 110 and 50 respectively. So, the dimension of proposed feature set is 160.
To visually demonstrate differentiated ability of F ARTP , Fisher Criterion Score (FCS) is employed to draw a scatter plot. FCS defined in (13) This indicates that AR feature and transition probability feature are complementary.
In the end, we summarize the procedure of extracting the proposed feature set F ARTP from an image X .
(1) Getting DIF, MFR and MFRD as formula (2), (3) and (4) respectively; (2) Calculating F ARMFR , FARDIF and F ARMFRD respectively, and then concatenating them to form F AR ; (3) Calculating transition probability on MFR along eight directions as (8) , and get F TPMFR by dimension reduction; (4) Concatenating F AR with F TPMFR to form the proposed 160-dimensional feature set F ARTP .
III. EXPERIMENTAL METHODLOGY
In order to evaluate the effectiveness of the proposed method, we create a composite image database containing 6690 images. These images are randomly taken from five widely used image databases, including BossBase-RAW database (BR) [30] , BOWS2 image database (BOWS2) [31] , Dresden Image Database (DID) [32] , NRCS Photo Gallery (NRCS) [33] and UCID database [34] . Each database contributes 1338 randomly selected images. The original size of image in the UCID is 512 × 384 or 384 × 512. To avoid the influences caused by the image resolution, all images in the UCID are transformed to 512 × 384 if needed. Images from other four databases are centrally cropped to 512 × 384. All 6690 images are converted to 8-bit gray images before any further processing. For testing the robustness of the proposed method against JPEG compression and image size, both filtered and un-altered images are further central-cropped into sizes of 128 × 128, 64 × 64, and 32 × 32, and all cropped images are then JPEG compressed with QF in {90, 70, 50}. In the previous works, the detection of median filtering without JPEG compression and the detection of MF5 images have achieved great performance. We mainly focus on the test of MF3 detections under different JPEG QFs in the experiment.
The state-of-the-arts, including EF [10] , 2D-AR [12] , SRM [27] , MFR-CNN [13] and MISLnet [28] , are used for comparison. SVM with RBF kernel is chosen as binary classifier [35] for the proposed method, EF, and 2D-AR. A half of the composite database is used for training, and the remaining half is used for testing. Both training set and testing set contain 3345 un-altered images and corresponding 3345 median filtered images. A five-fold cross validation is performed in the training to search the two hyper-parameters of the SVM classifier over the following grid (14) .
j ∈ {−13, −12, . . . , 5}} (14) Note that the dimension of SRM is high to 34671, which cannot run directly on the Lib-SVM [35] . Thus, the ensemble classifier [36] is used for SRM. Similarly, half of the images are used for training and the rest for testing. Both MFR-CNN [13] and MISLnet [28] employed Caffe [37] as the running platform. In order to provide more training samples for CNN, 80% of the composite database is used for training, and the rest 20% is for testing.
The Detection accuracy (Acc) is used to evaluate detector's performance. Besides, in some cases we also plot receiver operating characteristic (ROC) curves to illustrate the true positive rates (TPR) of detector under low false positive rates (FPR). Hereafter, the same experimental settings is adopted unless specially mentioned. 
IV. EXPERIMENTAL RESULTS

A. PERFORMANCE EVALUATION OF FEATURE SUBSETS
The proposed feature set F ARTP consists of two feature sets F AR and F TPMFR . To begin with, we compare the detection ability of F ARTP with its subset F AR and F TPMFR . Table 1 show that F AR is better than any three feature subsets in all tests, especially when the test images have low size or are compressed heavily. For example, when detecting JPEG 50 compressed images with size 64 × 64, F AR achieves about 7.1%, 3.4% and 4.7% higher detecting accuracy than F ARMFR , F ARMFRD , and F ARDIF , respectively. The advantages of F AR owe to the diverse statistical properties extracted from different residuals.
In the last, we empirically verify the effectiveness of dimension reduction method using on the transition probability of the 4 th -order Markov chain. For description convenience, we call the version of F TPMFR without dimension reduction as F 0 TPMFR for short. In Table 1 , the 50-dimensional F TPMFR obtained nearly the same performance with 162-dimensional F 0 TPMFR . These results empirically verify the efficacy of dimension reduction method.
B. PERFORMANCE COMPARISONS WITH PRIOR ARTS
In this sub-section, we compare F ARTP with the stateof-the-arts, including EF [10] , 2D-AR [12] , SRM [27] , MFR-CNN [13] , and MISLnet [28] .
The detailed results are reported in Table 2 . All six investigated methods achieve approving detection performance when the test images are slightly compressed and have large resolution. The performance of all methods degrades as the JPEG quality factor decreases and the size of the test image shrinks. The proposed F ARTP and SRM show significant advantage over the other four methods in all tests. SRM outperforms F ARTP for QF = 90, while F ARTP performs better for QF in {70, 50}, which indicates that the proposed method is more robust against JPEG compression. The max difference of ACCbetween F ARTP and SRM is 1.3% when size = 64 × 64 and QF = 50. Overall, SRM and F ARTP achieve comparable performance. However, SRM is much more time-consuming than F ARTP in the feature extracting phase. For a test image of size 512 × 384, when using MATLAB 2015 running on a PC with Intel Core i7 3.4 GHz CPU and 16G RAM for extracting feature, SRM and F ARTP spend 36.8 seconds and 2.84 seconds, respectively, which indicates that extracting F ARTP is about 13 times faster than extracting SRM.
Detector's ability under a low FPR is of concern. To do this, ROC comparisons for FPR in the range of [0, 0.1] is made in Fig. 4 for image of size 512 × 384. Two plots in Fig. 4 show that the ROC of F ARTP and the ROC of SRM are close to each other. They are both above the other two ROCs. The area under curves (AUC) in Fig. 4 also demonstrates that F ARTP and SRM perform better than EF and 2D-AR. Under JPEG 50 compression as shown in Fig. 4(b) , for a low FPR = 1%, F ARTP , SRM, EF and 2D-AR achieve TPR = 85.9%, 75.5%, 57.0% and 76.0%, respectively. These results indicate that AR-based feature (F ARTP and 2D-AR) are more suitable for application scenarios required low FPR.
C. CLASSIFYING MEDIAN FILTERING FROM OTHER MANIPULATIONS
Detecting median filtering from other manipulations is an important yet difficult problem, because several other operations, such as linear smoothing and resizing, may leave behind similar forensic traces. In order to assess this ability of the proposed method along with the state-of-theart, a set of experiments are conducted for distinguishing between median filtering images and a collection of other manipulations, denoted as ''ALL''. For one ''ALL'' database with 6690 images, it has equal amounts of the un-altered images, average filtered images, Gaussian filtered images, up-scaled images and down-scaled images. In practical settings, an investigator probably does not know the parameters used for a manipulation. To simulate a more practical scenario, ''ALL'' contains 3×3 average filtering, 3×3 Gaussian filtering with a standard deviation uniformly selected from [0.5, 0.6, 0.7, 0.8, 0.9, 1], re-sampling using Bicubic interpolation with scaling factors uniformly selected from [0.7, 0.8, 0.9, 1.05, 1.1, 1.2, 1.3, 1.4, 1.5] .
The results in Table 3 show that all methods can effectively distinguishing MF3 from other manipulations for JPEG 90 compressed images or images of size 512 × 384. The proposed F ARTP and SRM achieve nearly the same performance, and they are superior to other four methods. The advantage of the proposed method and SRM can also be seen from Fig. 5 for image of size 512 × 384. Although SRM achieves slightly higher ACC and AUC than F ARTP when QF = 70, F ARTP performs better for a low FPR in both QFs. For example, when QF = 50, F ARTP obtains a TPR = 78.1 % when FPR = 1%, which is 6.6% higher than that of SRM. Notice that the performances of all methods in Table 3 and Fig. 5 degrade when comparing corresponding performances in Table 2 and Fig. 4 , especially for images with low resolution or images with JPEG 50 compression. That's because: 1) ''ALL'' class has similar traces with median filtered class; 2) different kinds of manipulation have different characteristics, and it is difficult to describe manipulations in ''ALL'' by a universal feature.
D. A TEST OF GENERALIZATION ABILITY
The experiments in Section IV-B are designed for the baseline test that training images and testing images are from the same image source. However, in practical application scenario, it is probably that testing images are heterogeneous with training images. To evaluate median filtering detector's generalization ability, we design experiments that testing images and training images are from different source. Specially, for BR, BOWS2, DID, NRCS and UCID image databases, four of them are selected as training set, while the rest one is selected as testing set. With this setting, five kinds of training-testing pairs are obtained. There are 5352 un-filtered images and 5352 median filtered images in each training set, while the testing set contains 1338 un-filtered images and 1338 median filtered images.
For the sake of brevity, only results on image of size 128 × 128 are reported in Table 4 . Except on BR test, the performances of all methods are as well as or even better than those in the Table 2 . That's because images in BR are central-cropped from raw images of very large resolutions. Such measure is easy to generate smooth image or saturated image, which are challenging in median filtering forensics. As the results in Table 2 , F ARTP and SRM perform better than other four methods. Except DID, F ARTP outperforms SRM under JPEG 50 compression. These results indicate that our proposed detector owns good generalization ability and may be powerful in the future prediction.
E. PERFROMANCES COMPARISON ON MORE IMAGE SAMPLES
In some practical application scenarios (such as social media), stronger JPEG compression may be needed. Furthermore, we probably have no prior knowledge about filtered VOLUME 7, 2019 From Table 5 , it is observed that the proposed method also achieve the best performance among the compared methods under JPEG 30 compression, and the advantage is more obvious when comparing with the results under other JPEG QFs as shown in Table 2 . The proposed method also performs best under mixed filtering windows and QFs. For all methods, we find that the results under mixed JPEG {90, 80, 30} are nearly the average values of their corresponding results under JPEG 90, JPEG 80 and JPEG 30. It means that the testing accuracy on a single QF will not be affected by mixed training samples, which training a detector on various QFs is probably useful when having no prior knowledge about the compression settings of the testing image.
F. AN EXAMPLE OF TAMPERING DETECTION
In this sub-section, we use classifiers trained from image blocks to detect splicing forgery when portions of median filtered image inserted into an un-altered image. This situation may occur when forgers utilize median filter to beautify inserted objects. For example, before inserting a portion of the image (Fig. 6(a) ) contaminated by salt and pepper noise into the original image (Fig. 6(b) ), a forger may first beautify the noisy image by 3 × 3 median filtering, then form the spliced forgery image (Fig. 6(c) ) by cut and paste, finally save the forged image in JPEG format.
As the location of inserted object or its shape is unknown, a sliding window moving from top left to bottom right is used to detect inserted object. The median filtering classifier is used to predict whether the sliding window is median filtering. To avoid mismatch between training image and predicting image block, the size of training image for the classifier is set to be equal with the size of sliding window. It is important to set a proper sliding window. Small windows are prone to contain nearly constant regions thus decrease detection performance sharply. Besides, the classifiers training from low resolution images result in high FPR especially when images undergone JPEG compression indicated by aforementioned experiments. However, large sliding windows may risk missing the inserted object. According to the results of low resolution images in Table 2 , the median filtering classifier training from 64 × 64 images are employed for forgery detection. The step length of sliding window is set as 64. For the testing image in Fig. 6 (c) The detection results of two forged images compressed by JPEG 90 are shown in Fig. 7 and Fig. 8 , respectively. All detectors can locate most parts of the tampered regions. However, some methods suffer serious false alarms, such as the EF (Fig. 8(a) ) and MISLnet (Fig. 8(e) ). Being continent with the previous experimental results, the proposed method and SRM-based method obtain fewer false alarms. Although the proposed method obtained some false alarms as shown in Fig. 8(f) , it can still provide valuable clues for tampering detection by using some aided processing technology. For example, the isolated false alarms can be deleted by using mathematical morphological operations [38] . If further combining with image semantic understanding, the tampered region can be located more accurately. Without doubt, in the practical applications, we may encounter more sophisticated environments, such as anti-forensics of median filtering [39] , [40] . How to exploit an effective, robust and secure detector for tampering detection is our future work.
V. CONCLUSION
In this paper, we develop an improved approach by incorporating Markov chain with AR model to detect median filtering for heavily JPEG compressed images with low resolution. The main contributions of this paper are as follows. Firstly, a residual group which reveals the traces of median filtering in various aspects is developed for capturing diverse statistical traces of median filtering. Second, we construct a fast and efficient detector based on multi-directional AR feature and transition probability feature. Experimental results show that, even compared with huge dimensional SRM and complicated deep CNN-based feature, the proposed method achieves considerable performance improvement for median filtering detection, especially in some challenging situations. It can be thought that the proposed detector achieves excellent performance in both time efficiency and detection accuracy. How to further improve detection accuracy and time efficiency of median filtering detector is our future work. Although CNN-based self learning feature did not perform as well as handcrafted feature, it left us with great imagination to improve detection performance by various methods, such as providing enough effective training samples, well-designed architecture based on median filtering characteristics, and parameters fine tuning.
