The reader can see on the previous page an article which was released on the 30th April 2007, just a few days before the submission date for this report. I have decided to include this to 'set the scene' for the introduction to my project.
For many years, there has been a good source of quantitative data available for analysis. Analysis of qualitative data, like natural language texts, has been semi-manual, if not completely manual. The advancement of computational and corpus linguistics is freeing researchers from 'issues of "subjective" meaning' [Silverman(2004) ].
Ever since the inception of the World Wide Web, the amount of text at our fingertips has grown exponentially. Information Extraction systems being developed strive to keep up with this new phenomenon, but it is not an easy task. Natual language processing presents many difficulties, some of which have no means been solved. [Ahmad(2006) ] has developed a 'local grammar information extraction system' for English. This has been successful. Its success was not limited to the English Language, it has been shown to work equally well in Arabic and Chinese [Ahmad(2006) ], which are typologically distinct languages to English (Sino-Asiatic and Semitic respectively). My aim is to examine this procedure in depth, and to see if some of the same results hold for the Spanish language. Because Spanish is a lot more similar to English than these aforementioned languages (Spanish and English are both Indo-European), I hope to find that some of the same conclusions can be drawn.
In Chapter 2 I will introduce and explore the theory of the 'sentiment' extraction process, and will present some of the stastical metrics which are used in this procedure. Chapter 3 will explain the steps I took to test this in Spanish. Chapter 4 will contain a discussion and a conclusion.
Motivation
Here i will discuss certain points of economics which are relevant to the task at hand. Suggestions will be made as to what 'market sentiment' essentially is.
Conflicting Theories in at Economics
The Efficient Market Hypothesis, introduced as a concept by Fama (1965) , states that the price of a stock reflects all known publicly available information about that stock. A stock's price, according to this hypothesis, is rarely at odds with its value. Furthermore, when there is a difference between the two, the price will adjust itself in time to represent the actual value of that stock. It presupposes that all the people who make up the financial world are rational agents, who always act with their own best interests in mind. Because the market is informationally efficient, it reflects all known information about a particular stock or financial item, and it is thus impossible to continually outperform the market by knowing things that other rational agents don't know. The hypothesis states that the market follows a random walk model. 1 There are investors who are successful, and those who are unsuccessful, but because it is random, it will always end up even (although no one rational agent is always right, the market is always right). There are people who outperform the market, there are people who underperform. But, as a whole, the market remains unchanged. The important thing to note is that it claims it is impossible to continually outdo the market with information that is generally known by all agents.
Recent developments in financial economics, signified by the emergence of derivatives and arbitrage, show the triumph of rational reasoning: such instruments/strategies were created on the basis of mathematical models [Black and Scholes(1973) ]. The fact that mathematical models can be used effectively to approximate financial behaviour reinforces the integrity of the efficient market hypothesis. However, certain anomalies have been known to exist in financial markets, most classically in the form of stock market crashes. These are not explainable in a mathematical framework, and have led certain theorists to conclude that although the market does have a rational aspect, there are other entities at work. This is the model of bounded rationality. Recall that in the efficient market hypothesis, the agents are completely rational, and are able to make optimal decisions based on all the information available. Bounded rationality disagrees with this insofar as it disputes the fact that the cognitive abilities of the human mind are capable of representing the complexitiy of the world around us, or, in this case, the complexity of the financial markets. It is an incontestable fact that the financial market is immensely complex. It follows from the fact that human minds cannot feasibly represent the information of the entire market, that we have some type of limited representation. "The number of items of quantitative and qualitative information available to well-equipped actor is, in effect, infinite, yet the capacity of any agencement [humans, machines, algorithms, location,..] to apprehend and to interpret that data is finite" [Hardie and MacKenzie(2005) ]. This quotation embodies what has been discussed, and goes far in explaining how mathematical models dont always account for market fluctuations, especially in the case of anomalies.
It is the trader's qualitative notion of market sentiment which is interesting. As someone who has significant experience dealing in financial markets, he is able to make 'black-box' style conclusions about the state of the market. He intuitively senses the feeling at any given time, be it bullish or bearish. He also arrives at this by finite means, restricted by the agencement of which he is a constituent. The fact that the age of quick information is upon us has interesting repercussions for the traders-news articles update in front of their eyes on screens that are constantly connected to the internet. News streams freely throughout the world, and the trader is constantly revising his conclusions as a function of the change in sentiment of the news feeds. He is able to process the financial news streams quickly as a result of his experience in and familiarity with the market, and to make judgements on the overall state of these articles. He is able to do this efficiently, and theories which aim to explain this will be presented in the next chapter.
This notion of sentiment has been studied before in [DeGennaro and Shrieves(1997)] In these cases, the authors have relied on semi-manual analysis of texts. That is to say, they have made their own decisions regarding what words indicate good sentiment, and what words indicate bad sentiment. Ahmad(paper1) interestingly points out the possible futility of this task "This is not an easy task and one can argue that it is an impossible task."
In brief, the next chapter will treat how there are peculiarites in the language of specialist domains, and how these can be exploited to the benefit of automatic information extraction and sentiment analysis systems. The key point, however, is that it should be automatic, as any human intervention will inevitably engender bias. We will see how the automation of this task is possible.
Chapter 2
The Theory
Corpora
A corpus, to start with, is a large, structured set of texts. It is what the field of corpus linguistics relies on: 'real' linguistic information as produced by people. For some researchers in language, a corpus is a knowledge base that contains knowledge related to the structure and the function of a language system. These knowledge bases are exploited in information extraction, particularly in information retrieval and automatic keyword extraction. I will go on to explain what are general and what are special language corpora.
General language corpora
General language corpora are created by assembling a large number of texts which represent all the different facets of a given language. That is to say, that it includes many different styles and varieties and that is not limited to any particular discipline or field of study. It may also be comprised of both written and spoken texts. These corpora tend to be large by virtue of the fact that they aim to typify a universe of texts [Biber(1993) ]. In analysing these large corpora, it is possible in some cases to make statistical inferences about the nature of a language.
One characteristic of texts is that they obey Zipf's Law Figure 2 .1: the frequency of a given word is inversely proportional to its rank in the frequency table. This is a property of its distribution of words. It means that the most frequent word will occur a lot more than the second most frequent word, which will occur a lot more than the third most frequent word and so on. The relation between rank and frequency can be modeled using an exponential relationship between the two variables. Figure 2 .1: A typical Zipf-law rank distribution. The y-axis represents occurrence frequency, and the x-axis represents rank (highest at the left). This corresponds to a straight line on a log-log scale.
One of the widely known and frequently used examples of an electronic general language corpus is the British National Corpus (BNC), which, according to its website, is 'is a 100 million word collection of samples of written and spoken language from a wide range of sources, designed to represent a wide cross-section of British English from the later part of the 20th century, both spoken and written'. From start to finish, this corpus took a group of experts over 3 years to compile (http://www.natcorp.ox.ac.uk/), and it is for such reasons that relatively few of these exist, especially in languages other than English.
To clarify the details about the distribution, and with the BNC in mind, I draw the readers attention to Table 2.1.1 where are found the cumulative relative frequencies for the first 50 words. These percentages drop off exponentially, as governed by Zipf's Law, and it is interesting to note that the 50 most frequent words account for 38% of the entire corpus. Another point which will become more relevant next when considering special language corpora, is the types of word that make up above 50 most frequent words. They are all function words, or closed-class words (they belong to classes of words to which no new items can normally be added. These are the most numerous words, hence the fact they account for 38% of the entire corpus). These, in effect, are the syntactic glue of language: the words with which we turn our content-words into meaningful sentences.
Special language corpora
Special language corpora are compiled from an array of texts in a particular field or discipline, they aim to exemplify the writing style of a particular subject. A study of relevant literature shows that many academic disciplines, professional subjects, and leisure and entertainment have their own special language -so we may have an English Special Language of Physics, of Chemistry, of Law, and even of Rugby. These special languages are a partial subset of English general language. A general language can be regarded as the union of all special languages plus other equally important components, for example, literary language, language of everyday conversation and so on. This union, however, does seem an intuitive way to define a language generally.
The frequency distribution of domain-specific words, or terms, is vastly different in a special language corpus from the frequency distribution of the same words in a general language corpus. They are much more frequent. However, there doesn'tt seem to be much difference between the two sets of closed-class words. The open-class words, usually nouns and verbs, which RCVI Feb 97 (N RCVIFeb97 = 100 Million) Cumulative Number of Tokens (%) the, to, of, in, a, and, said, on, s, for 0.87 M (21.3%) at, that, was, is, it, by, with, from, percent, be 0.28 M (6.8%) as, he, million, year, its, will, but, has, would, were 0.17 M (4.2%) an, not, are, have, which, had, up, n, new, market 0.13M (3.3%) this, we, after, one, last, company, u, they, 0.10M (2.6%) bank, government dominate the frequency distribution of the special language are sometimes known as its lexical signature (this can be seen in Table ? ?, where the 50 most frequent words of a Special Financial Corpus has been tabulated with their cumulative frequencies). Although the content of the table is different, note that the cumulative frequency of the first 50 tokens is 38%, just like in the general language corpus.
Empirical studies show that the vocabulary used in special-language texts is smaller than the vocabulary used in general-language texts. One can thus conclude that smaller corpora suffice in such a case. [Ahmad and Rogers(2001) ] state that 'As a rule of thumb, special-language corpora already start to become useful for key terms of the domain in the tens of thousands of words, rather than the millions of words required for general-language lexicography. This is advantageous, given that very few specialist texts are produced relative to the amount of texts which qualify for inclusion in a general-language corpus.
Patterns in Special Languages
An expert is easily able to identify a piece of text that has been composed in the style of writing to which he is accustomed. This may be due to the socalled lexical signature. It is appears that specialist information is conveyed via combinations of these keywords, which occur in idiosyncratic patterns that are particular to a given speciality. These patterns are the result of the local grammars which generate them: 'the frequent and specific use of wordcombination' [Harris(1991) ]. Is it possible that, by following these patterns, experts are able to skim through a text and extract the relevant information?
From the point of view of formal languages, these local grammars are regular in that they generate regular languages, the least complex of all languages (just like Perl's regular expressions). Second, the languages these regular grammars generate are equivalent to those which finite-state automata can produce/recognise (this point is relevant particularly when considering computational feasibility). To elucidate this point, I will consider the example of time-telling, which, in general language, is encoded as a local grammar [Gross(1997) ]. In this example, 'O'Clock' is the keyword (it is quite specific to the telling of time, and rarely occurs other than in such constructions). The set of words {1-12} is, in this case, the set which 'O'Clock' usually appears with: the content words. The sequence of words 'It is' is the initial step in this local grammar. By following this simple structure we can convey different meanings, all that is necessary is to choose a particular content word. This is a trivial example. One can imagine more elaborate local grammars where there are more states, and where the set(s) of content words is(are) not so restricted as in the instance above. In such cases, there is scope for the expression of a lot more meaning, yet in each case adhering to patterns no more complex in nature.
The content words, which usually qualify semantically in some abstract sense the keywords, are thus the only real 'parameters' in these grammars. In the example above, they belong to a set of numbers. If, for example, we consider the special language of finance, one often encounters metaphors of direction qualifying the words in its lexical signature (ex. profits up, or share price fell).
As I have stated, local grammars help to explain the structures of idiom and frequent expressions, and by implication help to explain how specialist information is conveyed; however, experts in a field, being human, naturally don't have to consider this. It is by no means clear how the human mind processes information; but, in this case, we know that it doesn't rely on such formal methods as explicitly formulated grammars and specially chosen keywords.
However, in order to automate this procedure, we do need to rely on such formal methods as these. In section 2.3 I will explain how we can achieve everything mentioned above, in a series of algorithmic steps, without having to resort to human intuition.
Algorithm
First I will give the algorithm for local grammar extraction (AHMAD), then I will explain each point in depth. Some of the steps are comprised of a number of sub-steps. 4. Extract local grammar using collocation and relevance feedback;
5. Assert the grammar as a finite state automaton.
Corpora Selection
The training corpus here is the special language corpus. Usually, texts are extracted automatically from websites on the internet which are relevant to the specialism. Although this creates bias in that all the texts are e-based, there is no alternative which is quite so quick.
Key Word Extraction
I have mentioned in the last chapter that special language texts are unique in that they have an idiosyncratic lexical signature. These are the words that, according to [Ahmad(2006) ] 'surprise' a reader because of their prolixity. Thus, there are differences in the relative frequencies of the open-class words. A metric called weirdness that captures this difference has been successfully used to identify candidate terms (Ahmad and Rogers 2001) . The formula for calculating weirdness.
Weirdness thus tells us how many times more a given words occurs in a special language corpus than in a general language corpus. See the Table 2 .3.2 below for an illustration of weirdness. Now, in order to extract keywords, it is not enough just to select words with a weirdness that is over a certain threshold. If we follow such an approach, we will run into difficulties. Say, for example, that we come across a word in the special language corpus with weirdness of 50 and also frequency of 50, then this means that the word occurred only once in the general language corpus. Now, a weirdness of 50 is certainly significant, but a frequency of 50 appears insignificant in terms of a special language corpus that is likely to contain hundreds of thousands of tokens. It is therefore highly unlikely that this token would be a key word (it could even be an error token created spuriously whilst retrieving the texts in the first place). If we want our results to be statistically-significant, we will have to make more stringent conditions on the property of 'term-hood'.
We can achieve the desired effect by stipulating that in addition to being weird, a token must have a high frequency value. But what is a high frequency? If the frequency is 1000, it is very high compared to a frequency of 100, but very low if the average frequency is 10,000. If we want to be able to compare frequency scores from different corpora (possibly with slightly different distributions), we need to standardise these scores. To achieve this, we subtract the mean score from the raw score to get the deviation from the mean. Then, we divide this by the standard deviation (essentially to eliminate the deviation). We end up with a dimensionless quantity (it has no unit) which can be used to compare scores from different distributions. Herve Abdi puts this succinctly in the following quotation "We say that subtracting the mean centers the distribution, and that dividing by the standard deviation normalizes the distribution. The interesting properties of the z-scores are that they have a zero mean (effect of "centering") and a variance and standard deviation of 1 (effect of "normalizing")". Abdi, H. (2007) Here is the formula for obtaining the z-score for the frequency:
We apply this procedure to the weirdness and the frequency, and with these standardized scores, we can be sure to obtain statistically-significant key words. The last step is to pick out all words which have z-frequency and z-weirdness values above a certain small positive number, the threshold (positive so that it is positively weird and abnormally frequent). These words are our key words, and this concludes this subsection on automatic term extraction.
Automatic Extraction of Key Collocates
Now that the key words have been automatically selected, we must find an algorithmic way to select the relevant and interesting collocates of each key word (the collocates themselves are often key words). The formal method for doing this relies on several statistical metrics, which will be introduced and explained.
If two words occur together a lot more than what would be expected by chance alone, then it can be concluded that they are significant bi-grams [Smadja(1994) ]. Thus, to find key collocates, we start off with our key word, and search for other words in its environment which occur more often than probability would dictate. 1 It has have demonstrated that, in the majority of cases, at most 5 words separate words which are related lexically. We will adopt this for our environment window value. I will now outline the algorithm devised by [Smadja(1994) ] for selecting key collocates.
For each sentence in the corpus containing the word w (the key word), w i is extracted (the word situated i places after w, where −5 ≤ i ≤ 5, i = 0). This word is noted, along with the amount of times it occurs in the environment of the key word w. Furthermore, for every possible position of the collocate in the environment of the key word, an individual frequency is included. The 10 co-occurrence frequencies are used to plot histograms. For an example of this, see Figure 3 .3. Now that the collocates have been generated, it is time to select which ones are relevant and interesting. To satisfy this requirement, they must fulfill certain statistical criteria. For each word pair w and w i we calculate the strength, the variance, and we extract the peaks. Let me try to make this clearer:
Strength: for each word w, we look at the distribution of its collocates. We add up the frequencies freq i of each collocate w i and divide by the total number to get the average collocate frequencyf . After calculating the standard deviation of the distribution, we work out the z-score k i . This metric is the strength of the word pairing. It represents the number of standard deviation above the mean collocate frequency. In plain English, a collocate with a high value for strength is one which occurs abnormally often.
it is here where the histograms created in Figure 3 .3 serve a purpose. Knowing the strength of the word pairing is useful, but in the aim of eventually extracting a local grammar, we need to know how rigid these pairings are. That is to say, a word w i might be strongly collocated to w, according to the metric of strength, but w i could occur anywhere within the 10 word window environment I have discussed. For a collocation to be interesting, however, we stipulate that it must occur particularly often in a certain position p i j . In terms of the histogram, flatness indicates that the word occurs equally often throughout the window with no particular pattern. Histograms representing relevant collocations will therefore have marked peaks. It is therefore of paramount importance that we choose the collocates with a high kurtosis. If we were to relax the condition, words other than true collocates would not be filtered out. Some words are simply related in meaning, and often are used in contextual proximity to key words. We are not interested in these words. The true collocations will be related in a much more structured way. This will be more evident later when considering the local grammars (local grammars depend on the high structural relation between word pairings).
Here is the formula for U i :
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U characterises the shape of the p i j histogram. If U i is large, then it is peaked. If it is small, then it tends to be flat. This is quite intuitive from looking at the formula. If most of the values are centred around the mean, then p j i −p i will always be centred around 0 (positive and negative numbers), and thus the final value will be close to 0. If, on the other hand, there are just a few places where the collocate occurs, we will end up with a large number for variance.
Peak extraction: in order to extract the peaks, it is necessary to calculate the z-score for p i j to compare with the k 1 threshold.
With these statistical metrics we are now in a position to decide what an interesting and relevant collocate is. To sort out the data, we choose collocations which have a strength greater than threshold k 0 , variance in the co-occurence window greater than threshold U 0 and peaks above a certain threshold k 1 . The thresholds largely depend on the nature of the data, but [Smadja(1994) ] states that for language generation, (k 0 , k 1 , U 0 ) ≥ (1, 1, 10) gives good results. It goes with out saying that if we lower the thresholds then more data will be accepted, but generally at the cost of losing precision and
Local Grammar Extraction
Now that the reader is aware how the interesting collocates, or bi-grams can be selected by using the mutual information statistics laid out thus far, I will briefly explain how this can be expanded for the collection of longer and longer N-grams.
When, for example, we have chosen a statistically significant bi-gram, we join these two terms together and treat it as a key word. So, the original key word + collocate becomes the new key word. After this procedure, we simply repeat the 3rd step in the algorithm: Extract Key Collocates. All instances of the longer compound term, which now serves as a key word, will be searched for in the corpus, and all its collocates will be retrieved within 5 words of the nucleus as already presented. Mutual information statistics will then be used, as before, to select the key collocates, and this will result in a longer compound key word. And so on, and so on.
It may seem that this process could repeat itself ad infinitum, only bounded by the corpus size: this is not the case. For every word the compound term subsumes, the longer it gets, and thus the less frequent it appears in the corpus. It therefore has less collocates, and those which it does have, are progressively weaker and weaker. This process is cut off when no further collocates satisfy the inequality (k 0 , k 1 , U 0 ) ≥ (1, 1, 10).
The result of this is a set of long, compound key words, which may contain placeholders for other frequent expressions (such as '<no>'). These patterns are the basis for the special language local grammar.
Grammar Asserted as Finite State Automaton
The patterns derived in 2.3.4 can be compiled into a single local grammar by constructing a finite state automaton. Each pattern constitutes an fsa, and these can all be composed to form a complete fsa. Software packages which implement this step are freely available.
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It is not necessary to do this for each separate local grammar pattern. This would defeat the purpose of constructing the fsa in the first place. They are merged together as illustrated in Figure 2 .3. Like this, extensive fsas can be created to represent the union of all the sentences that the local grammar can generate.
It is beyond the scope of this project to assert the local grammar as a finite state automaton. It can be easily illustrated, on the other hand. In this chapter I will outline what actions I took in testing the algorithm explained in Chapter 2 on the Spanish Language. After discussing how I was able to create the corpora, I will set forth the procedures that I used to analysis the data.
Gathering of Corpora

Spanish General Language Frequency Lists
There are a number of problems relating to the availability of full-text corpora in languages other than English.
1 However, what we require for this project is a frequency list of Spanish tokens extracted from a general language corpus. Such lists are available on a number of websites, for example, the Centre of Translation Studies at the University of Leeds has one such list. See Figure 3 .1.
The reader will note that the frequency list of tokens is given in rational numbers (integer plus a fraction). In order to clarify this ambiguous style of reporting I had to contact the originators and found out that the frequency was cited in terms of 'instance-per-million' (ipm) tokens in a corpus First, for the first token, 'el' (most proximate to the determiner the in English), appears 85072.63 times per million words. To obtain the raw data, one can simply multiply these figures by the corpus size and divide by one million.
Second, there are two lists available. One which has been generated with attribute 'lemma', and another without. A lemma is the base form of a word, and represents all inflections and derivations from that word. For example, the first word in the list is 'el'. This is the definite determiner lemma in Spanish. It accounts for 4 distinct word forms which are created by permuting the gender and number distinctions (el, la, los, las) . Note that in English, there is only one word form to encompass all these: 'the'.
The general language frequency list in Spanish, like English, followed Zipf's Law of Distribution. The first 50 or so words made up nearly half the corpus, and these were exclusively closed-class, function words.
After considering the special language corpus, it will be decided whether or not it is feasible to use the lemmatised frequency list. The other list used raw word forms 2 As one would expect, there were more types (i.e. a larger vocabulary) in this list (45,000: 3 times more than in the lemmatised corpus. This accounts for the fact that several word forms can often be subsumed under a single lemma.
Spanish Special Language Corpus:
The corpus, key terms and collocates extracted automatically I have been able to create a Spanish finance corpus through the use of a web crawler.
3
I have focused the crawler search onto newswires on the Spanish version of the Reuters internet site, http://es.today.reuters.com/news/ (there are usually about two dozen articles per day, each consisting of a couple of hundred words, and three months of this data is available). In an effort to save time and sanity, these were not collected manually.
Choice of the crawler
After considering several internet-crawling robots, I decided that openkapow beta http://www.kapowtech.com/ was the best choice. However, it was not possible to directly download the text using this freeware (robots have to be 'published'), so I opted to use a trial license of the full version to collect it directly. Using HTML tags to identify key portions of text, I was able to create a robot to download the texts of all articles on any given day, and to loop through the different days for the preceding three months. This took quite a while, first, to set up, and second, to execute. The output of this program was a structured XML file -about 2.5MB in size. This is my special language corpus (c. 360K tokens in modern Castilian Spanish for finance; see below for details).
Single Token Frequency
In order to create my frequency list, I used a program called 'Text Processing'. It counts all occurrences of words and outputs a frequency list as a spreadsheet. Figure 3 .2 is an image of the software after generating the word list for my Reuters Spanish data. My special language corpus was 362,260 tokens in length and it has a vocabulary of 19,616 types. Unlike in the general language corpus, the output list comprised raw frequencies. This system that works well for English but for Spanish there are notable two problems:
First, this software, is that it was not able to handle accented characters (Spanish contains characters such asé,á,í,ó,ú,ñ, and their uppercase equivalents). It was therefore necessary to remove all accented characters beforehand, and to replace them with standard characters. Fortunately, for the analysis, it is very rarely the case that accents serve as a contrastive feature between words in Spanish.
Second, like the general language corpus I eventually opted for, the words extracted here were in their pure unlemmatised forms.
In order to make the finance text more generic, a simple Perl script was written to replace all numbers of quantity with the token '<no>'. The role of commas and full stops is interchanged in Spanish numbers. For instance, the following "twenty-one million, four thousand and eighty-nine point five" in digits is 21.004.089,5. 4 Numbers foreign to our purpose, such as dates and times in numerical format, were removed so as not to be treated as normal numbers. Replacing all numbers by a single, generic token was necessary for them to show up in collocations; otherwise, there would be hundreds of thousands of distinct, weak, numeral collocates.
A contrastive study of Spanish General Language and Finance Special Language Corpora
Both the general language corpus and the special language financial corpus had frequency lists in different units (one was raw, the other used ipm). I converted the former into raw frequencies in order to compare with the latter by the method described in the section on the general language corpus.
Recall that the special language corpus was not lemmatised. It is for this reason that I opted against using the lemmatised General Language frequency list. For the weirdness calculations to work out correctly, the words need to be aligned. They therefore need to correspond, but word forms and generic lemmata are not compatible. This is discussed further in the conclusion.
Following the method outlined in 2.3.2 the 'weirdness' of individual tokens was generated. The relative frequencies were calculated by dividing the frequency of each individual word by the token-size of the corpus. Then it is the ratio of the relative frequency of the special language word to that of the same general language word which defined its weirdness. local grammar for sentences in the language of numerical dates/times. It is, in fact, and fsa which implements this in Perl, and allows for the extraction of the numbers.
As has been described in detail in the previous chapter, the z-scores for the weirdness is calculated. I have also included in this table the z-scores for the frequency. These metrics are necessary for the automatic key word extraction.
Single Term Extraction
Now that we have the z-score for the frequency of the special language word, and the z-score for the weirdness, it is possible to automatically extract the key words. The requirement here is that both of these are above a small positive heuristic value. This means that not only do the words occur more relative to the general language corpus, but they occur more relative to the average word frequency in the special language frequency list.
From the list of words and the corresponding z-scores, the spreadsheet is configured to automatically attribute a value of 1 to those tokens whose zscores are both greater than 0. These terms are then picked out as our key terms, and the others deleted.
As it has been noted in the previous chapters, these terms are the lexical signature of the special language corpus. The first 4 terms in Table 3 .1 are key words in the financial corpus (quite intuitively). The last word, 'en', which is a preposition, has a very high z-score for frequency. This is because it is a member of the set of closed-class words which have been discussed. It does not, however, have a significant weirdness, because it occurs almost equally frequently in both corpora. Words like these are the 'syntactic glue' of language -they are needed in every sentence to join up all the words, no matter what the special language is.
Extraction of two-token Collocates
The next step of the project was to choose the key collocates of the key words which have already been generated. For this, a piece of software called Collocate (developed by Mr David Cheng of the University of Surrey) was used. This software implements the mutual information statistics developed by Smadja (1994) . This was presented in detail in the previous chapter. In using this software, one inputs a corpus in the format of a text file. In this case, the special language corpus was used (the Reuters financial articles). I chose the words whose collocates I needed to find, and the words I wanted to ignore 5 , and clicked collocate. The system then showed us a table of results displaying a number of statistical measures, which have been presented in 2.3.3. These were then ordered by U-score (the peakedness of the histogram, or the kurtosis). I will now consider one of the collocates of the former word 'por ciento' as an example.
The token 'por ciento' has already been introduced. It is a word which is found very often in financial writing, and relatively little in most other types of corpora. [Ahmad(2006) ] mentions upward collocates and downwards collocates (the words in italics were coined by John Sinclair). Upward collocates are those which have a much higher frequency than that of the key word, and they tend to be grammatical words (recall that in the previous chapter, we saw that these closed-class words account for almost half of the entire corpus); downwards collocates are those which have much lesser frequencies, and are usually lexical, or content words.
6 A few of each are given in Table 3.2 and Table 3 .3 respectively. The downwards collocate '<no>' I will choose as an example to elucidate. The reader will recall that the token '<no>' replaces all numbers in the special language text. 'Por ciento' is always qualified by a number, and it is for this reason that they are such strong collocates. Table 3 .4 shows the information for this word pairing supplied by the Collocate software. The token 'por ciento' occurs 5779 times in my special language corpus, and in the table it can be seen that f N is 8,980. This latter number is actually larger than the total amount of occurrences of the former token because, in any given sentence, the token '<no>' often appears more than once within the window of 10 words around the nucleus. Thus, these positions are not mutually exclusive; if there are n instances of the collocate in the environment of the nucleus, f N increases by n.
In order to elaborate on the above method, consider an example in Spanish from my corpus I have chosen the pattern observed in both English and Arabic by Ahmad et al. (percent followed or preceded by a number), which, for my corpus, is: 'por ciento' and '<no>'. The mutual information statistics are given above for this collocation. This will make it clear why Collocate chooses it as an interesting collocation.
Its K-score (word-pairing strength) and its U-score are vital to this decision. Firstly, its K-score of 46.8 tells us that it occurs 46.8 standard deviations above the average collocation frequency. It is the most frequent collocate of 'por ciento'.
Its U-score, which represents the peakedness of the histogram which compares occurrence frequencies in different positions of its 10 word environment, Figure 3 .3, is 2.6 million. This shows that there is at least one very sharp peak in the frequency distribution. Two very sharp peaks can be seen in Figure 3 .3: these are the peaks that are extracted. This is the process whereby interesting collocates are selected. What has just been illustrated is that 'por ciento' and '<no>' have a strong word pairing, and that there is a rigid syntactic relationship between these two, because the nucleate occurs, in the vast majority of cases, either directly before the nucleus, pos(-1), or the second token after it, pos(+2). 
Extracting Local Grammars
A local grammar can be viewed as an extended collocation pattern comprising two or more tokens. The intention here is to treat a two-token collocate as a nucleus. The method developed by [Smadja(1994) ] will be used to find the statistically significant collocates of the significant two-token collocate. This process can be extended almost indefinitely; but, in reality, the local grammar perhaps will be bounded by graphemic markers like the comma, or the full stop. Furthermore, I observed that, as the collocates get longer, the statistical measures for k-score and U-score decrease. The n-gram, or extended collocation, ceases to increase when the statistics for all its collocates fail to satisfy the inequality (k 0 , k 1 , U 0 ) ≥ (1, 1, 10) explained in 2.3.3.
I will continue with the previous example to show how I was able to derive an extended collocation in the program Collocate. According to the mutual information statistics, '<no>' is the most rigid collocate of 'por ciento'. In the vast majority of cases, the collocate appears either in pos(+2), or pos(-1) of the nucleus. See Figure 3 .4. If we look at the third strongest collocate, 'a' (a preposition roughly equivalent to English 'to'), we can observe a huge kurtosis in pos(+1). The token 'a' occurs 2434 times in the environment of 'por ciento', and in just under 2000 of these cases, it is in pos(1). It is therefore and interesting collocate, due to this syntactic restraint of position. See Figure 3 .5. By the process mentioned in the previous chapter, this was extended:
First, I chose 'por ciento a' as one of the tri-grams from the list of those generated by Collocate. This tri-gram acts as a new key word while the program searches for collocates of this. See Table 3 .5 for the mutual information statistics of this trigram and the token '<no>'. Again, an fsa-style local grammar pattern diagram can be constructed from this. See Figure 3 .5
By following this method of 'recollocation' (a function given in the Collocate program), I was able to make larger and larger n-grams. Eventually, for reasons already set forth, the system stops recollocating and this a 'local grammar pattern'. I have merged four of these together, Figure 3 .6. Chapter 4
Conclusion
Discussion of Data
In this project, I have endeavoured to automatically extract key patterns from a corpus ridden with specialist words (in this case, the specialism was finance). I made the point at the start that it is important that this process be automated, so as not to let human intuition create bias.
The key words were selected automatically using the weirdness (a value which describes how much more a given token appears in the special language text, compared to the general language text). Key collocates were extracted automatically via the Collocate program, which implements the mutual information statistics explained in Chapter 2. This was expanded, automatically, by considering sequences of tokens as key words, and finding collocates of these compound terms in the same way as before. This is where the automation stopped. I did not implement the finite state automata, but I did illustrate them for the reader. Please see the section Further Work for more information on this.
I mentioned that my special language corpus was not lemmatised. In order to lemmatise this, I would have needed a morphological analyser for Spanish. In English, these verbs would have been amalgamated, therefore increasing its overall frequency, and thus giving it an even higher collocation strength. This wasn't necessary, given that I used raw frequency lists, but I do believe that, with a lemmatised corpus, larger Ngrams could have been extracted as patterns. This is because the amalgamated collocates would begin with a higher strength, and this would take longer to dwindle below the threshold for collocate selection.
I noted, during my project, that English and Spanish had very different ways of joining together sequences of nouns. Where in English, one can easily string them together, like 5 words of the nucleus. The fact that these Spanish compound nominal phrases are longer essentially shortens the length of the window. It would be interesting to see, if the window size were increased, if we could get longer n-grams.
Project Conclusion
The introductory Reuters news article's headline read "Reuters announces news sentiment analysis to give trading machines market insight". I hope this wasn't misinterpreted. It has not been within the scope of this project to reach the stage of assigning 'positive' or 'negative' values to a text -my aim was not so. There seems to be an undercurrent that pervades everything in this project -that of the relationship between the originator of sentiment and the intended audience. In order for two entities to communicate, they must settle upon a convention. This could be thought of as some type of 'protocol', to which both parties must consent if they are to exchange complex, but precise, ideas.
One linguistic device that is used to communicate complex ideas, especially in science and engineering, on the one hand, and in government communications on the other, is that of repetition of single words. These oft-repeated words, identified independently through statistical analysis, form the lexical signature of a given domain. The collocates of the signature form larger, but less frequent occurring patterns. The algorithm, which has been developing for years, helps in exploring the existence of a communications protocol between the writers of financial texts and their arbitrarily defined recipients.
This application has been applied to typologically distinct languages already (English, Chinese, and Arabic), and results have been successful (Ahmad et Al) . I have tried in this project to reproduce some of the key steps in this algorithm, using Spanish as a target language. In reading the analysis of my data, one can see that the algorithm seemed to work quite well. On the whole, I hope to have shown that the lexical signature of the financial texts in Spanish help to create larger, and larger n-grams, which, in turn, give local grammar patterns (rather in the same way as for English).
Given that this method of information-extraction has been shown to work successfully in English, in Arabic and in Chinese, and seeing that I have quite effectively shown a substantial part of it to hold for Spanish, it seems conclusive that Ahmad's sentiment analysis algorithm holds for a variety of languages.
Further Work
I have already mentioned that [Ahmad(2006) ] have analysed English, Arabic, and Chinese for sentiment and local grammars. Unlike mine, these projects were able to take the algorithm a step farther. They implemented the finite state automata that I meerly illustrated. In addition to the training corpus, they had another set of special language texts, which the fsa they constructed processed. Using the fsa to search the test corpus, they were able to draw graphs comparing the amount of specialist information they extracted to the actual amount of specialist information. This was beyond the scope of my project.
