Parameter estimation in imaging Fabry-Perot Doppler spectroscopy by Minin, Serge
c© 2011 Serge Minin
PARAMETER ESTIMATION IN IMAGING FABRY-PEROT DOPPLER
SPECTROSCOPY
BY
SERGE MININ
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Electrical and Computer Engineering
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2011
Urbana, Illinois
Doctoral Committee:
Associate Professor Farzad Kamalabadi, Chair
Professor Gary R. Swenson
Assistant Professor Brad Sutton
Professor Steven J. Franke
Robert B. Kerr, Ph.D., Arecibo Observatory
ABSTRACT
Fabry-Perot spectroscopy has been used for many decades to observe op-
tical phenomena in the Earth’s upper atmosphere. The techniques have
been evolving in recent years, with the major technical advancement being
use of a CCD in the focal plane of the instrument. This dissertation rigor-
ously addresses the issues of optimal instrument design and signal processing
techniques in an effort to advance the precision and accuracy of estimated
thermospheric wind velocities and temperatures.
This dissertation starts with derivations of analytical formulas for uncer-
tainties in parameters estimated by fitting a profile of a Gaussian emission
line with an unknown background component. The issue of optimal selection
of an instrument function is treated analytically for a Gaussian spectral shape
and then extended for treating the realistic Fabry-Perot instrument function.
The uncertainty in estimated parameters due to a large background emission
is investigated in some detail.
The second part of the dissertation investigates the contribution of spec-
tral variation of background emission to uncertainty in estimated parameters
and develops experimental and signal processing techniques to mitigate this
uncertainty, with the hope of improving daytime airglow measurements. A
set of measurements at different angles is optimized for investigating spa-
tially variable wind fields by line-of-sight Doppler spectroscopy. Finally,
two-dimensional fringe processing techniques are introduced with the goal
of optimizing the use of collected data.
ii
To my children, wishing them courage in their endeavors
iii
ACKNOWLEDGMENTS
I am grateful to the many people who helped me during this journey. I owe
special gratitude to my adviser, Professor Farzad Kamalabadi, for his gentle
guidance and compassionate support. Without him, this endeavor would not
have been possible. I would like to thank the Scientific Solutions, Inc. (SSI)
for financial support. Just as importantly, I would like to thank, individually,
the members of the SSI team, Robert Kerr, my scientific mentor, as well as
John Noto, Steve Watchorn, Juanita Riccobono, and Mike Migliozzi for their
technical help and advice. I am grateful to the members of my committee,
Professors Brad Sutton, Steve Franke, and Gary Swenson, who have each
played a special role in my journey. I would also like to thank my first
adviser, Professor Shun-Lien Chuang, for giving me guidance and support in
the first stage of my graduate work, as well as my friends and co-workers,
Matthew Fisher, Mark Butala, and others, who made the endeavor more
meaningful and enjoyable. Finally, I would like to specially thank Marina,
my wife, for her initial encouragement and unwavering support through all
the ups and downs of graduate school, and, of course, my parents, for their
love and understanding.
iv
TABLE OF CONTENTS
CHAPTER 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Development of Fabry-Perot spectroscopy . . . . . . . . . . . . 2
1.3 Uncertainties in Fabry-Perot Doppler spectroscopy . . . . . . 3
1.4 Organization of the dissertation . . . . . . . . . . . . . . . . . 4
CHAPTER 2 ANALYTICAL UNCERTAINTIES IN GAUSSIAN
LINE PARAMETERS . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Doppler spectroscopy of airglow . . . . . . . . . . . . . . . . . 8
2.3 Derivation of analytical error bounds for Gaussian line
emission with an unknown constant background . . . . . . . . 9
2.4 Comparison with numerical simulations . . . . . . . . . . . . . 13
2.5 Discussion of the white noise, constant background case . . . . 16
2.6 Parameter uncertainties for the white noise, sloping back-
ground case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Parameter uncertainties for signal-limited noise . . . . . . . . 21
CHAPTER 3 MINIMIZING UNCERTAINTIES IN INSTRUMENT-
BROADENED LINE PARAMETERS . . . . . . . . . . . . . . . . 24
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 Uncertainties in the instrument-broadened Gaussian line
parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Analytical optimization of instrument function . . . . . . . . . 29
3.4 Comparison with numerical simulations . . . . . . . . . . . . . 33
3.5 Errors in Fabry-Perot-broadened Gaussian line profile pa-
rameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.6 Notes on pixel broadening in a CCD detector . . . . . . . . . 46
CHAPTER 4 INSTRUMENT DESIGN: WIND AND TEMPER-
ATURE UNCERTAINTIES . . . . . . . . . . . . . . . . . . . . . . 49
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Instrument function and signal-noise-limited uncertainty . . . 50
4.3 Instrument optimization for background-limited noise . . . . . 52
v
CHAPTER 5 UNCERTAINTIES DUE TO SOLAR SPECTRUM . . 62
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2 Model of a solar background spectrum . . . . . . . . . . . . . 63
5.3 Determining spectral shift in a multiplexed solar spectrum . . 66
5.4 Joint estimation of solar background shift and dayglow line . . 69
5.5 Measuring multiplexed solar background . . . . . . . . . . . . 71
5.6 Dayglow line with the measured solar background . . . . . . . 72
5.7 Joint estimation of background and line . . . . . . . . . . . . . 77
5.8 Ring effect and future work . . . . . . . . . . . . . . . . . . . 78
CHAPTER 6 WIND MEASUREMENTS . . . . . . . . . . . . . . . . 81
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.2 Wind field parameters from multiple measurement angles . . . 82
6.3 Errors in wind parameters obtained from multiple mea-
surement angles . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.4 Optimizing measurement constellation with weighted dwell
times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.5 Numerical search for optimal angle constellation . . . . . . . . 88
6.6 Case of zero gradient in horizontal wind . . . . . . . . . . . . 90
6.7 Case of pre-determined reference . . . . . . . . . . . . . . . . 91
CHAPTER 7 FABRY-PEROT DATA PROCESSING . . . . . . . . . 95
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2 Bias, dark counts, flat field . . . . . . . . . . . . . . . . . . . . 96
7.3 Radial binning and center-finding . . . . . . . . . . . . . . . . 97
7.4 Processing the bin-summed data . . . . . . . . . . . . . . . . . 102
CHAPTER 8 GRIDDING OF FABRY-PEROT FRINGES . . . . . . 107
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
8.2 Simulated example and data binning . . . . . . . . . . . . . . 108
8.3 Convolution interpolation . . . . . . . . . . . . . . . . . . . . 112
8.4 Effect of noise on kernel selection . . . . . . . . . . . . . . . . 116
8.5 Future direction . . . . . . . . . . . . . . . . . . . . . . . . . . 119
CHAPTER 9 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . 122
9.1 Summary of contributions . . . . . . . . . . . . . . . . . . . . 122
9.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
vi
CHAPTER 1
INTRODUCTION
1.1 Motivation
The effects of space weather, i.e. the variable conditions in the geospace
extending from the top of the stratosphere at about 60 km altitude into
the exosphere at many thousands of kilometers, are becoming ever more
consequential in our technologically reliant society. The geospace is filled with
satellites which form the fabric of communication and navigation systems.
The signals from these satellites, as well as ground to ground short-wave
communications, are affected by the ionospheric turbulence. Also, strong
electromagnetic disturbances can cause power blackouts and adversely affect
other systems on the ground.
In response to the increasing societal need, and enabled by significant ac-
cumulated understanding of the various geospace subsystems, the modern
approach to research about the upper atmosphere is moving toward study-
ing the complex interactions between the subsystems with the eventual goal
of modeling and predicting space weather. A critical component of that
endeavor consists of collecting information about the dynamic state of the
neutral thermosphere, represented by the spatial distribution of temperatures
and wind vectors. While data about the state of the neutral atmosphere can
be inferred from the measurements of the ionosphere by radio-frequency in-
struments, spectroscopic measurements of airglow are more direct. Indeed,
Fabry-Perot interferometers (FPIs) have emerged as the tools of choice for
such observations, and an FPI network has been proposed as one of the
approaches to collecting sufficient data to model the thermospheric wind
system [1].
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1.2 Development of Fabry-Perot spectroscopy
Over the last several decades, optical spectroscopy of airglow has become one
the key tools of upper atmospheric research [2]. While there are some recent
developments in grating-based spectroscopy [3, 4], the majority of the work
is based on the measurements with Fabry-Perot interferometers, as in [5–7],
for example. One of the main applications is inferring line-of-sight wind
speeds and temperatures from the line profile of the glow of neutral species,
especially atomic oxygen, in the thermosphere [7–15]. Also, there are studies
of lighter species, such as hydrogen and helium, in the exosphere [5, 16–20]
and even observations of gravity waves [21].
A basic setup of the Fabry-Perot spectrometer is represented in Fig. 1.1.
Skylight, which passes through a Fabry-Perot etalon, is imaged by a lens onto
a detector. A thin-film filter restricts the spectral region under examination.
The etalon, which consists of two parallel mirrors, determines the fine res-
olution of the instrument, transmitting a train of narrow spectral lines for
any given angle of incidence. The periodicity of the transmitted lines, the
free spectral range (FSR), of the etalon is determined by the width of the
gap between the mirrors. The fractional width of each transmission line with
respect to the FSR is determined by the finesse of the etalon. The finesse de-
pends on the reflectivity, flatness, parallelism, and any losses in the mirrors.
Many optics books discuss the basics of the Fabry-Perot interferometer, while
detailed analysis and information can be found in specialized texts, such as
the one by Vaughan [22].
While the fundamental idea of Fabry-Perot interferometry has been un-
changed for several decades, the configurations of the instruments have evolved
considerably more recently. The major innovations have been the use of mul-
tichannel detectors [23] and, later, CCD cameras in the focal plane (elimi-
nating the need to scan the etalons in order to obtain a spectrum [24, 25]),
use of all-sky optics in order to map spatial distributions of temperature and
wind [9, 10, 13], and the evolving use of cascaded etalons in order to sup-
press background radiation [8]. The last of these developments targets the
specific goal of measuring dayglow, which is heavily contaminated by the so-
lar radiation [26]. To this day, however, solar background radiation forms a
considerable obstacle to obtaining acceptable daytime data on neutral winds
and temperatures. Another recent development is the use of multiple FPIs to
2
Figure 1.1: Basic setup for Fabry-Perot spectroscopy of airglow.
observe a common volume of the thermosphere in order to better reconstruct
vector wind fields [27].
1.3 Uncertainties in Fabry-Perot Doppler spectroscopy
There are many cases in which the data obtained during a particular mea-
surement does not directly provide much useable information to an observer.
Instead, the useful information is contained in a set of parameters which can
be estimated from the data by assuming that it conforms to a certain model.
The model has a deterministic component defined by the parameters of inter-
est as well as random noise. As with many other measurement tools, the goal
of FPI instrument design is minimization of uncertainties in the parameters
estimated from the observed data. That data, in the case of Fabry-Perot
Doppler spectroscopy, can be effectively modeled by the Gaussian emission
function, superimposed on a continuum background, and convolved with the
instrument function and imaged by a detector array. The parameters of in-
terest are typically estimated using some sort of a fitting algorithm. The
resulting uncertainties depend on the signal-to-noise ratio and the instru-
ment function. Besides the noise due to the Poisson statistics of the emission
line, there are other contributions to uncertainties in the estimated parame-
ters. Uncertainties in the line-of-sight winds can be increased, for example,
by the unknown level of background contribution. Also, a strong background
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contribution changes the spectrum of the noise, which becomes practically
white if the background is high. This, in turn, affects the optimal choice
of the instrument function parameters. Furthermore, uncertainty in spec-
tral features of solar background in twilight and daytime measurements can
hamper parameter estimation [8,26,28]. Thus, assimilation of any knowledge
about the background into an estimation of line parameters is a significant
challenge. It should also be noted that optimal estimation in line-of-sight
winds is not necessarily the final goal, since the wind directions of interest
are often formed by linear combinations of the line-of-sight measurements.
Understanding the resulting uncertainties and the appropriate design of an
experiment can improve parameter estimation. Finally, with the CCDs as
the detectors of choice, efficiently using all of the collected data has remained
a challenge. The effects of resampling from the detector’s rectangular grid
onto the radial domain of annular fringes and the effects of pixel size on the
usability of higher-order fringes have not yet been fully addressed.
This dissertation aims to methodically address the various sources of uncer-
tainty, described above, in parameters estimated from Fabry-Perot Doppler
spectroscopic measurement. An analytical approach is used when mathe-
matically feasible. For more complex problems, statistics from numerical
simulations are used to gain insight. Whenever possible, parameters of in-
strument design, measurement, and data processing techniques are investi-
gated in the context of optimization for minimum obtainable uncertainty in
the estimated parameters. A detailed outline of the work is presented in the
following section.
1.4 Organization of the dissertation
In Chapter 2, the uncertainties in parameters estimated by direct nonlinear
least squares fitting of a noisy Gaussian function are analytically derived.
For the case of white noise, the derivation includes the effect of an unknown
constant background as a fitting parameter and the effect of unknown back-
ground slope. A derivation of the uncertainties for the more commonly stud-
ied case of signal noise is included for completeness. The derivations are
verified with numerical simulations. Also, an optimal spectral range of mea-
surement for the case of white noise and unknown constant background is
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derived.
In Chapter 3, the effect of the instrument function is considered. At first,
the instrument function is assumed to have a Gaussian shape and the uncer-
tainties in estimated parameters are derived analytically using the results of
Chapter 2 and formulas for error propagation. The resulting uncertainty
formulas are used to derive optimal instrument function widths for line-
width and line-center parameters for instrument-limited, signal-limited, and
background-limited noise. The resulting optimization guidelines are com-
pared to the ones found in the literature. The analytical treatment is ex-
tended to the case of a Fabry-Perot instrument function by representing it
as a Gaussian equivalent with a continuum component. As in Chapter 2,
the derivations are verified with numerical simulations. Tolerance in the
uncertainties for non-optimal instrument functions is also discussed.
In Chapter 4, the general formulas derived in the previous chapter are
adapted for a practical example of measuring 630 nm atomic oxygen (OI)
emission in the thermosphere. Based on the parameters of a real operating
instrument at the Milstone Hill Observatory, the achievable errors are first
derived for the case of signal-limited noise in the nightglow emission. Next,
the possibility of measuring a daytime emission is considered. Achievable
uncertainties are examined for an etalon design parameter space consisting
of finesse and free spectral range.
In Chapter 5, the fact that solar background has a complex shape is con-
sidered. In the first part of the chapter, it is assumed that the measured
solar background is known, save for a spectral shift (which could result from
instrumental drift of an etalon, for example). Since an etalon’s periodicity
multiplexes the broadly distributed features onto each measured free spec-
tral range, the recovery of the spectral shift is complicated. The effect of
etalon parameters on the uncertainty of recovering the solar shift is inves-
tigated. Next, joint estimation of the Gaussian line emission and the solar
background shift is numerically investigated, yielding insight into etalon op-
timization for that task. In the second part of the chapter, an experimental
technique of measuring the solar background on the basis of polarization is
introduced. The task of jointly estimating the background and the emission
line based on orthogonal polarization measurements is then studied compu-
tationally. Including the Ring effect, which accounts for filling in of the solar
backgrounds features, is discussed as a future direction for research.
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In Chapter 6, a consideration is given to the measurement of wind vectors
and gradients based on line-of-sight measurements. Initially, the possibility
of simultaneously estimating horizontal wind, its collinear gradient, vertical
wind, and a zero-wind reference is considered. The linear estimator matrix is
formulated as a function of measured zenith angles, and its condition num-
ber, as well as the resulting uncertainties for the wind field parameters, are
studied. Subsequently, the problem is formulated for optimization of mea-
surement time for the different zenith angles. A general optimization guide-
line for partitioning total measurement time applicable to a range of linear
estimation problems is derived. Next, optimal estimation of a restricted set
of parameters is considered, and the resulting uncertainties are evaluated.
The effect of uncertainty in a zero-wind reference on the uncertainties in
other parameters is considered. Finally, the ongoing challenges of obtaining
reliable experimental data for wind estimations are briefly discussed.
In Chapter 7, a method of processing imaged fringe data is outlined. Flat
fielding, dark exposure subtraction, ring center finding, binning, and fitting
the binned spectra are discussed. This section is primarily meant as a back-
ground discussion about accepted processing techniques. In Chapter 8, an
alternative to simple ring-sum binning of CCD data based on convolution
interpolation gridding is developed. The performance of the two methods
in obtaining spectral data is computationally compared by evaluation of the
fidelity of the re-sampling of a test Airy function in terms of the resulting
error statistics. The convolution kernel effect on error statistics is studied
in noiseless and additive white noise cases. In Chapter 9, this dissertation’s
contributions and future directions for research are summarized.
6
CHAPTER 2
ANALYTICAL UNCERTAINTIES IN
GAUSSIAN LINE PARAMETERS
2.1 Introduction
In this chapter the fundamental uncertainties in estimated parameters of a
Gaussian emission function in continuum background and white Gaussian
noise (WGN) are derived. The derivation is based on the inversion of the full
curvature matrix (equivalent to a Fisher information matrix) of the least-
squares error, χ2, in a four-variable fitting parameter space. The derived
uncertainty formulas (equivalent to Cramer-Rao error bounds) are found to
be in good agreement with the numerically-computed uncertainties from a
large ensemble of simulated measurements. The derived formulas can be
used for estimating minimum achievable errors for a given signal-to-noise ra-
tio, and form the basis for investigating the measurement setup trade-offs and
optimization analyzed in detail in Chapter 3. While the intended applica-
tion is for Fabry-Perot spectroscopy for wind and temperature measurements
in the upper atmosphere, the derivation is generic and applicable to other
spectroscopy problems with a Gaussian line shape.
The derivation in this dissertation starts, like the works of predecessors
[11,29,30], with the assumption of the thermalized Gaussian emission line. In
the initial stage, presented in this chapter, it is assumed that the detected line
also has the same functional form, implying an idealized instrument function.
The noise is initially assumed to be white Gaussian, which closely represents
Poisson noise dominated by the large constant background. It is also a
reasonable assumption even in some cases where the background radiation’s
Poisson noise is not much greater than the noise due to the emission line,
since many of the relevant measurements are made with a CCD, which can
contribute the dominant noise term when the emission is faint. The case of
a line-dominated signal noise is also considered.
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A nonlinear least squares method is used to obtain the parameters, which
is known to lead to the maximum likelihood estimate of function parameters
in the case of additive Gaussian noise [31,32]. The uncertainties are obtained
analytically by deriving and inverting a close approximation to the full cost-
function curvature matrix around the optimal parameter point. Thus, the
covariance matrix, and, from its diagonal elements, analytical equations for
minimum error are obtained [33]. In estimation theory, the derived curvature
matrix is known as the Fisher information matrix, and the error expressions
given by the diagonal elements of its inverse are known as Cramer-Rao er-
ror bounds [31]. The derived error bounds are compared to Monte-Carlo
simulations of a known emission function contaminated by noise to validate
the analytical results. The derivation approach and the resulting formulas
are most similar to the results obtained by Hagen et al. [34], with the key
difference that, in the work presented here, the background term and, later,
the slope term are included in the analytical derivation.
2.2 Doppler spectroscopy of airglow
As explained in Chapter 1, the dynamics of the neutral species strongly
influence the ionosphere and, therefore, play an important role in the un-
derstanding of space weather. Passive airglow spectroscopy is widely used
to estimate temperatures and line-of-sight velocities of constituent species in
thermospheric regions. No matter which species is observed, the fundamental
spectral line shape is Gaussian, as determined by the Maxwellian distribution
of thermalized gaseous population and given by
γ(λ) =
β√
piλT
e
−
(
λ−λ0−λv
λT
)2
(2.1)
where β (R) is airglow brightness, λ0 is the center wavelength of the emission
corresponding to the atomic transition energy, and λT and λv are, respec-
tively, thermal width (Eq. 2.2) of the emission and Doppler shift (Eq. 2.3)
due to wind.
The thermal width of the emission is given by
λT =
(
2kT
m
)1/2
λ0
c
(2.2)
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where T is the kinetic temperature, k is the Boltzmann constant, m is the
mass of the atomic species, and c is the speed of light. The Doppler shift in
wavelength due to v, the line-of-sight component of velocity, is given by
λv =
vλ0
c
(2.3)
In an idealized measurement, a sampled version of the emission function
can be obtained. Then, the physical parameters can be obtained by nonlinear
least squares (NLSQ) fitting of the sampled function. If the noise for each
sample can be described as an identically distributed zero-mean Gaussian
random variable (white Gaussian noise or WGN), then NLSQ fitting yields
a maximum likelihood estimate (MLE) of parameters. If the standard devi-
ation of the Gaussian noise has spectral dependence, then properly weighted
NLSQ fitting yields the MLE of the parameters. The form of the fitting
function and the magnitude of noise determine the uncertainties in the fit-
ting parameters. In this chapter, the common case of a significant continuum
background contaminating the emission is addressed.
2.3 Derivation of analytical error bounds for Gaussian
line emission with an unknown constant
background
In order to preserve the mathematical clarity of the derivation, the Gaussian
function is represented by four parameters in the following manner:
γ = γ(p, λ) = p1 + p2e
− (λ−p3)2
p24 (2.4)
where λ is the spectral variable and p = {p1, p2, p3, p4} is a set of free pa-
rameters of interest. The integrated area under the Gaussian, which best
represents brightness in the context of spectroscopy, is given by
β = p2p4
√
pi (2.5)
If an idealized instrument function, which does not introduce broadening,
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is assumed, the data vector is represented by
γi = γ(p, λi) + ni (2.6)
where γi is an observed sample (or count), λi is its wavelength, and ni is
the contribution to the observation due to noise. Assuming that the noise
is additive zero-mean Gaussian (even Poisson noise is nearly such for a large
enough signal) with a variance of σ2i at the i -th wavelength data point, one
can use a weighted NLSQ fit to find the maximum likelihood estimate of the
parameters of the emission line [32]. The least squares fit problem is defined
in the following manner:
χ2(p) ≡
∑
i
χ2i (p) ≡
∑
i
Ri
2/σ2i ≡
∑
i
(γ(p, λi)− γi)2/σ2i (2.7)
pML = argmin
p
χ2(p) (2.8)
Equation 2.8 above states that we are looking for the set of χ2(p) argu-
ments, given by the vector p, which minimizes χ2(p), the cumulative square
error. Derivatives with respect to the parameters must vanish at the mini-
mum point, leading to the following set of equations, one for each parameter
pk:
δ
δpk
χ2(p) =
δ
δpk
∑
i
Ri
2
σ2i
=
∑
i
δγ
δpk
Ri
σ2i
= 0 (2.9)
The above equations imply that the error is minimized when the sums of
error-weighted residuals multiplied by the derivatives of the emission function
with respect to each fitting parameter are all zero. Let us consider the
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derivatives of the emission line function with respect to the parameters:
δγ(p, λi)
δp1
= 1 (2.10)
δγ(p, λi)
δp2
= e
− (λi−p3)
2
p24 (2.11)
δγ(p, λi)
δp3
=
2p2(λi − p3)
p24
e
− (λi−p3)
2
p24 (2.12)
δγ(p, λi)
δp4
=
2p2(λi − p3)2
p34
e
− (λi−p3)
2
p24 (2.13)
Now we put the results above back into Eq. 2.9, while canceling the
constant multiplicative terms, to obtain the following:
∑
i
Ri
σ2i
= 0 (2.14)
∑
i
e
− (λi−p3)
2
p24
Ri
σ2i
= 0 (2.15)
∑
i
(λi − p3)e
− (λi−p3)
2
p24
Ri
σ2i
= 0 (2.16)
∑
i
(λi − p3)2e
− (λi−p3)
2
p24
Ri
σ2i
= 0 (2.17)
The uncertainties in the fit parameters depend on the curvature of the
χ2 function in the parameter space, and are summarized in the covariance
matrix [33]:
C = C−1 =
(
1
2
H
)−1
(2.18)
where the curvature matrix is one-half of H, the matrix of the second deriva-
tives of the χ2 functions, called the Hessian, with the elements given by [33]:
Cij =
1
2
Hij =
1
2
δ2χ2
δpiδpj
=
∑
i
(
δγ
δpi
δγ
δpj
+
δ2γ
δpiδpj
Ri
)
σ−2i (2.19)
While the regression algorithms can form a numerical estimate of uncer-
tainties for a given fit, based on the numerical estimate of the curvature
matrix, the goal here is to derive analytical expressions for expected uncer-
tainties and their dependencies on the emission function parameters. The
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estimate of errors can be calculated analytically from Cij =
∑
i
δγ
δpi
δγ
δpj
σi
−2.
The matrix so defined is sometimes called the Fisher information matrix for
the zero-mean Gaussian noise, and the resulting errors are referred to as a
Cramer-Rao error bound in the literature [31, 34].
Under the assumption of white noise, the calculation of the curvature
matrix reduces to performing the summation of the pairwise products of
derivatives given in Eqs. 2.10 to 2.13. If the emission function is suffi-
ciently well-sampled, the summations can be replaced by integrals, which
have closed-form solutions [35]. One can note that the derivative with re-
spect to line center, given by Eq. 2.12, is an odd function with respect to
line center, while the other derivative expressions are even. This implies that
all the cross-terms containing line center vanish under integration, and that
the error of line center position is independent of other errors. Calculating
the other curvature matrix terms leads to
C =
1
σ2

N p4
√
pi
∆λ
0 p2
√
pi
∆λ
p4
√
pi
∆λ
p4
√
pi√
2∆λ
0 p2
√
pi
2
√
2∆λ
0 0
p22
√
pi
p4
√
2∆λ
0
p2
√
pi
∆λ
p2
√
pi
2
√
2∆λ
0
3p22
√
pi
4
√
2p4∆λ
 (2.20)
We now invert the matrix to obtain
C = σ2

2∆λ
−3p4
√
2pi+2N∆λ
∆λ
3p4
√
pi−√2N∆λ 0
2p4∆λ
3p2p4
√
pi−√2Np2∆λ
∆λ
3p4
√
pi−√2N∆λ
∆λ(4p4
√
2pi−3N∆λ)
p4(3p4pi−N
√
2pi∆λ)
0
2∆λ(−2p4
√
2pi+N∆λ)
p2(3p4pi−N
√
2pi∆λ)
0 0
p4
√
2
pi
∆λ
p22
0
2p4∆λ
3p2p4
√
pi−√2Np2∆λ
2∆λ(−2p4
√
2pi+N∆λ)
p2(3p4pi−N
√
2pi∆λ)
0
4p4∆λ(p4
√
2pi−N∆λ)
p22(3p4pi−N
√
2pi∆λ)

(2.21)
The errors of the parameters, given by σpi =
√
Cii, can then be expressed
in the following manner:
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σp1 = σ
[(
1
N
)
1
1−Q
] 1
2
(2.22)
σp2 = σ
[
3
2
(
∆λ
√
2
p4
√
pi
)
1− 8
9
Q
1−Q
] 1
2
(2.23)
σp3 = σ
[
p4∆λ
√
2
p22
√
pi
] 1
2
(2.24)
σp4 = σ
[
3
2
(
4p4∆λ
√
2
3p22
√
pi
)
1− 2
3
Q
1−Q
] 1
2
(2.25)
The factors as derived under the error independence assumption are shown
in parenthesis (except for p3, which is unchanged) and the newly introduced
variable Q is given by
Q ≡ 3p4
√
pi
N∆λ
√
2
(2.26)
and represents a ratio of the Gaussian line to the total spectral width used
in the fitting of the data. It is important to note that the singularity in the
derived error formulas is due to the assumption that the integration goes well
into the tails of the Gaussian. Thus, while the theoretical error increases
without bound as Q approaches unity, the real error will stay finite. The
validity of the derived formulas is limited to Q < 1, which is graphically
shown in Fig. 2.1. This requirement is not too stringent, as the emission
function is usually measured broadly enough.
2.4 Comparison with numerical simulations
In order to test the veracity of the formulas derived in the previous section,
a Monte-Carlo simulation of a Gaussian emission profile in additive white
Gaussian noise is developed. The true virtual emission function is defined
as in Eq. 2.4 with the parameters set, without the loss of generality, in the
following manner: p1 = 0 (zero background), p2 = 1 (unit emission), p3 = 0
(centered emission line), and p4 = 2.5, 5, 7.5, ..., 25 (variable, normalized to
the sampling interval). The sampling is performed on the wavelength array of
100 points normalized to the sampling interval λi = −50,−49,−48, ..., 49, 50.
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Figure 2.1: Graphical representation of the line-to-range quotient, Q. The
vertical lines show the spectral range at which the derived formulation of
error breaks down completely. The spectral range of the measurement
should be greater.
The noise standard deviation is varied as σ = 0.05, 0.10, 0.15, 0.20, corre-
sponding to the peak-to-noise ratios variation between 20 and 5.
Four hundred data sets were generated for each set of parameters by gener-
ating distinct random noise vectors and adding them to the profiles. For each
data set, a Matlab nonlinear fit routine based on a Levenberg-Marquardt al-
gorithm is used in order to extract the fit parameters. The known parameters
are used as the initial guess to ensure quick convergence to the global mini-
mum of the penalty function in Eq. 2.7. Once the fitting is performed, the
“true errors” in the extracted parameters can be calculated as the standard
deviations of the fitted values, while “expected errors” are calculated for each
fit by the routine. The latter values come from the numerical computation
of the inverse of the curvature matrix of the χ2(p) surface calculated in the
fitting algorithm [32]. In Fig. 2.2, the “true errors” and mean “expected
errors” are plotted along with the theoretical errors given by the formulas
derived in the previous section. The errors are plotted as a function of Q,
which is proportional to p4. It can be seen that all the formulas agree very
well with the simulated data up to Q ≈ 0.8, after which they overestimate
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Figure 2.2: The four panels above represent the errors for each of the fitting
parameters as a function of p4, the width of the line. The open circles
represent the mean “expected errors” as calculated by the fitting algorithm.
The crosses represent the “true error” calculated by taking the standard
deviation of the results obtained from 400 Monte-Carlo trials. The solid
line represents the theoretical errors derived from the full curvature matrix.
Each of the four sets of curves represents a different noise level. The results
agree very well.
the error. It is interesting to note that, as Q goes to zero, the formulas are
equivalent to the ones derived by Hagen et al. (if one accounts for the dif-
ference in variable definitions) [34]. In the derived formulas, one can clearly
see the effect of the unknown background on the errors. When Q is 0.5, for
example, the variances for the function peak and width increase by 11% and
33%, respectively. When less of the background is sampled, e.g. Q is 0.8, the
variances for p2 and p4 increase by 44% and 133% in comparison to a known
background case. One can also note that simultaneously estimating p2 and
p4 increases their variances by 50% in comparison to the case where one of
them is known a priori.
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2.5 Discussion of the white noise, constant background
case
In the previous section, usable expressions for errors in parameters for a Gaus-
sian emission line with an unknown constant background and additive white
Gaussian noise are derived. The utility of the expressions is two-fold. Firstly,
the expressions can be used to estimate a bound on achievable accuracy in a
certain experiment. Secondly, they can guide instrument and experimental
design which seeks to minimize error or achieve a certain required accuracy.
The derivation in the previous section, however, is only concerned with the
pk parameters of the Gaussian function, and not the physical quantities they
represent. The relationship to the physical quantities of interest is discussed
in the first part of this section. Next, a trade-off guiding the spectral range
of observation is considered. The important subject of convolution with the
instrument function is considered in the following chapter.
The first parameter of the Gaussian function, p1, may come from several
contributions. It could, for example, come from the dark counts (thermal
electrons) accumulated in the CCD. Often, however, the instrumental con-
tribution, based on known reference “dark images,” can be subtracted from
the data without adding too much extra noise. Another significant source
of the background can be scattered solar radiation, especially if the data is
taken during the twilight or daytime hours. This background may not always
be well-represented by a constant. A parabolic model, on the other hand,
should work well under most circumstances, assuming the background emis-
sion is slowly varying in wavelength. The two extra parameters in the model
should add to the uncertainty, and the derivation of the previous section
should be treated as a lower bound. The luminous flux due to the back-
ground is seldom the object of the investigation, but its quantification could
also be useful as a form of cross-reference between data sets. For example, if
the background is not expected to change from one measurement set to the
next, the information can be used to extract p2 and p4 with greater accuracy.
For each separate measurement, in any case, the error of the background
luminous flux is simply proportional to the p1 parameter error.
The second parameter of the Gaussian function, p2, is important in deter-
mining the luminous flux from the emission line. However, it is the integrated
flux under the line that is usually of interest, which is proportional to the
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product of p2 and p4. Thus, the error in the luminous flux will be dependent
on the error in p2, the error in p4, and the covariance of the two errors. An-
other way to estimate the integral under the emission line is to numerically
integrate (simply sum, if the spectral spacing is uniform) the measured data
with the background subtracted. In that case, it is the previously discussed
error in the p1 parameter which will contribute to the uncertainty along with
the uncertainty of the summation. The error in brightness is treated in the
next chapter, but it is very likely to be limited by a systemic factor in most
practical situations.
The third parameter of the Gaussian function, p3, is proportional to the
line-of-sight velocity of the ensemble of the emitters, i.e. the wind. Thus,
the error in the line-of-sight wind speed will be directly proportional to the
error in p3, and the fractional error would be the same for both. We can
see in Fig. 2.2 and in the derived equation that the error in the shift of the
peak is proportional to the square root of the line width. Also of interest to
note is that a model which would include any asymmetry in the background
emission would contribute to the error in the wind speed.
The fourth parameter of the Gaussian function, p4, is related to temper-
ature. Under the assumption of thermalized emission, which justifies using
the Gaussian in the fit, the temperature of the emitters is proportional to
the square of p4. That implies that the error in temperature is proportional
to the product p4σp4 . The fractional error in the temperature is then twice
the fractional error given by σp4/p4.
A full treatment in measurement optimization will necessarily involve con-
sideration of the instrument function. However, the analysis so far can be
used to outline some measurement decisions. In order to minimize an error
in an extracted parameter with respect to a particular variable in the mea-
surement setup, one can differentiate the error formula with respect to the
variable affected by the aspect of the setup. For example, the resolution of
spectral sampling, ∆λ, can be dependent on the configuration of the Fabry-
Perot spectrometer. The number of samples at the given resolution might
also be exactly restricted by the spectrometer or, in scanning instruments,
dictated by the desired time for a given measurement. One might ask, what
sampling resolution would minimize, for example, the error in temperature.
Since the minimization of the temperature error requires the corresponding
minimization of the error in p4, one can differentiate Eq. 2.25 with respect
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to ∆λ and equate it to zero. Solving for ∆λ, leads to the optimal resolu-
tion given by ∆λ = p4N
−1(1 +
√
3)
√
3pi/2. It is actually the condition on
the total spectral range of the measurement, given by N∆λ ' 5.9p4, which
corresponds to Q ' 0.63. The derived spectral width strikes the balance
of getting far enough into the tails of the emission function to sample the
background and not wasting measurement resources (e.g. time or detector
area) on the background in the tails of the emission.
2.6 Parameter uncertainties for the white noise,
sloping background case
There are cases when the emission line is superimposed on a broad spectral
feature, which can be modeled by a sloping line in the spectral window of
measurement. In this case the model line becomes
γ = γ(p, λ) = p1 + p5(λ− p3) + p2e
− (λ−p3)2
p24 (2.27)
with the expanded parameter set p = {p1, p2, p3, p4, p5} which now includes
the slope, p5. This section treats the adjustment to the uncertainties.
The first step is to make the adjustment to the curvature matrix. It should
be noted that only three non-zero elements are added to the expanded matrix.
Since δ
δp5
γ(p, λ) = λ − p3 is approximately odd around the center of the
wavelength range, the cross-terms with the even derivatives integrate to zero,
as in the case of δ
δp3
γ(p, λ), which is also odd. Thus, the new non-zero terms
in the curvature matrix will be C55 and C35 = C53.
To compute C55, we replace summation with integration in the following
manner:
C55 = σ
−2∑
i
(
δγ
δp5
)2
= σ−2
∑
i
(λ− p3)2 ≈
≈ σ−2∆λ−1
∫ ∆λN/2
−∆λN/2
λ2dλ =
N3∆λ2
12
(2.28)
Using the derivative of the emission function in Eq. 2.12, one can compute
the cross-terms, again, replacing the summation with integration.
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C35 = C53 = σ
−2∑
i
(λ− p3)2p2(λi − p3)
p24
e
− (λi−p3)
2
p24 =
σ−2
2p2
p24
∑
i
(λ− p3)2e
− (λi−p3)
2
p24 ≈
≈ σ−2 2p2
∆λp24
∫ ∞
−∞
λ2e−p
−2
4 λ
2
dλ =
= σ−2
2p2
∆λp24
√
pip34
2
=
√
pip2p4
σ2∆λ
(2.29)
Now, the curvature matrix is block-diagonal and, for the third and fifth
parameters, is written below, while the block for first, second, and fourth
elements remains the same.(
C33 C35
C53 C55
)
=
√
pi
σ2∆λ
(
p22
p4
√
2
p2p4
p2p4
N3∆λ3
12
√
pi
)
(2.30)
Inverting the above, the block for the slope-center covariance sub-matrix
is obtained. (
σ23 σ
2
35
σ253 σ
2
5
)
=
σ2∆λ√
piD
(
N3∆λ3
12
√
pi
−p2p4
−p2p4 p
2
2
p4
√
2
)
(2.31)
where D is the curvature sub-matrix determinant, given by
D =
p22N
3∆λ3
12p4
√
2pi
− p22p24 (2.32)
Simplifying the expression for the variance in the line position, one obtains
σ23 =
√
2
pi
∆λp4
p22
(
1− 16
9pi
Q3
)−1
(2.33)
where Q is defined as before in Eq. 2.26.
Again, the formula is compared with simulation. The sample standard de-
viation of 10% with respect to peak is simulated. The results are presented
in Fig. 2.3. It can be seen that the theoretical prediction of line center un-
certainty due to unknown background slope exaggerates the penalty due to
reduced range. The discrepancy, similar to the one noted for the other vari-
ables earlier, is due to the approximation in the cross-terms of the curvature
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Figure 2.3: Effect of unknown slope on the uncertainty in the line-center
determination. The solid line represents the previously shown uncertainty
when the slope is known, the circles represent the simulations where slope
is one of the fitting parameters, the broken (long-dashed) line represents an
approximate analytical formula, and the cross-dashed line represents the
full analytical formula.
matrix resulting from the evaluation of integrals assuming infinite limits.
The summations in evaluating C33 and C35 can be evaluated more ac-
curately, by properly accounting for the finite limits on the integral in the
following manner:
C35 = C53 ≈ σ−2 2p2
∆λp24
∫ N∆λ/2
−N∆λ/2
λ2e−p
−2
4 λ
2
dλ =
= σ−2
2p2
∆λp24
√
pip34
2
(
erf
(
N∆λ
2p4
)
− N∆λ√
pip4
exp−
(
N∆λ
2p4
)2)
=
=
√
pip2p4
σ2∆λ
(
erf
(
3
2Q
√
pi
2
)
− 3√
2Q
exp−
(
3
2Q
√
pi
2
)2)
(2.34)
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and
C33 ≈ σ−2 4p
2
2
∆λp44
∫ N∆λ/2
−N∆λ/2
λ2e−2p
−2
4 λ
2
dλ =
= σ−2
4p22
∆λp44
√
2pip34
8
(
erf
(
N∆λ√
2p4
)
− 2N∆λ√
2pip4
e
−
(
N∆λ√
2p4
)2)
=
=
√
pip2p4
σ2∆λ
(
erf
(
3
√
pi
2Q
)
− 3
Q
e
−
(
3
√
pi
2Q
)2)
(2.35)
These results change the value of the denominator in Eq. 2.32, now given
by
D =
p22N
3∆λ3
12p4
√
2pi
(
erf
(
3
√
pi
2Q
)
− 3
Q
e
−
(
3
√
pi
2Q
)2)
−
−p22p24
(
erf
(
3
2Q
√
pi
2
)
− 3√
2Q
e−(
3
2Q
√
pi
2 )
2
)2
(2.36)
and, subsequently, the accurate formula for the variance in line position in
the presence of unknown slope in the background is derived:
σ23 =
√
2
pi
∆λp4
p22
F (Q)−1 (2.37)
F (Q) = erf
(
3
√
pi
2Q
)
− 3
Q
e
−
(
3
√
pi
2Q
)2
−
− 16
9pi
(
erf
(
3
2Q
√
pi
2
)
− 3√
2Q
e−(
3
2Q
√
pi
2 )
2
)2
Q3 (2.38)
The resulting formula is considerably more cumbersome, but it remains
accurate when the line on a sloped background is not sampled well into the
tails. The excellent agreement with simulation is seen for the resulting cross-
dashed line in Fig. 2.3.
2.7 Parameter uncertainties for signal-limited noise
So far, only the case of white noise was considered in the derivation of parame-
ter error formulas. Often, especially in the case of low continuum background,
the noise is limited by the signal from the emission line itself, following the
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Poisson statistics. In such a case, the variance of the noise samples will be
simply proportional to the signal.
σ2i = γ(p, λi) (2.39)
Now, the noise variance cannot be moved to the outside of the summation
formulas used to calculate the terms of the curvature matrix. Limiting the
concern to the situation with a negligible continuum background, one can
readily derive the new curvature matrix terms.
C =
1
σ2

p4
√
pi
p2∆λ
0
√
pi
∆λ
0 2p2
√
pi
p4∆λ
0√
pi
∆λ
0 3p2
√
pi
p4∆λ
 (2.40)
Now, inverting the curvature matrix to obtain the covariance matrix, one
obtains the formula for the parameter errors from the diagonal terms:
σ22 =
3∆λp2
2
√
pip4
(2.41)
σ23 = σ
2
4 =
∆λp4
2p2
√
pi
(2.42)
The analytical result is compared with a simulation in which the emission
function width varies from p4 = 2.5 to 35 on the normalized spectral spacing
of ∆λ = 1 and the peak count (and the correspondent variance) is p2 = 16.
It is important to note that, in practice, for each data point the noise would
follow a Poisson distribution. However, if the function is sampled densely,
one could combine neighboring data points (increasing the effective sampling
interval) and obtain a noise distribution closer to Gaussian. In the simulation,
the noise is Gaussian. The comparison between the simulation and Eq. 2.41
is plotted in Fig. 2.4 with respect to parameter Q for consistency with the
previous discussion. One can see good agreement until Q = 0.9, at which
point the information is lost from the tails of the emission function. The
information is lost faster for the line-width parameter, consistent with the
broader weighting function in its normal equation, i.e. Eq. 2.17.
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Figure 2.4: Errors in the parameters of a Gaussian emission function with
known background in the case of Poisson distributed signal noise.
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CHAPTER 3
MINIMIZING UNCERTAINTIES IN
INSTRUMENT-BROADENED LINE
PARAMETERS
3.1 Introduction
Over the years, several researchers have contributed to optimization of the
Fabry-Perot (FP) instrument. Chabbal [36] introduced a general optimiza-
tion criterion termed the luminosity resolution product (LRP), which is the
gain in peak transmission divided by the broadening of the ideal line. The
LRP could be generally applied in various circumstances, but does not ex-
plicitly correspond to reduction of uncertainty for any specific line shape or
noise spectra. Gagne´ et al. [37] explicitly considered the variance in the cen-
ter of gravity determination of Lorentzian and Gaussian line profiles under
the assumption of the dominant photon counting noise from the line itself.
One can use the result of that work to obtain the effect of broadening by a
Gaussian instrument function on the determination of the line center.
In a sequence of papers [29,30], Hernandez achieved an extensive treatment
of the Fabry-Perot instrument optimization for measuring Gaussian profiles
in signal noise. In that work, the fitting is performed in the Fourier domain,
where the coefficients of the signal are the product of the airglow spectrum
coefficients and the instrument function coefficients. The logarithm of the
data is taken in order to linearize with respect to Doppler line width, and,
therefore, temperature. In the first of the two papers, an approximate ana-
lytical formula for the uncertainty in temperature, based on the assumption
of a Gaussian instrument function is derived. That formula shows an error
increasing with the instrument broadening, pointing to the trade-off between
temperature determination and position. A detailed treatment of minimizing
uncertainties is found in the follow-up optimization paper [30]. The uncer-
tainties are obtained by numerical summation over the uncertainties in the
relevant Fourier series coefficients of the measurement and their relationship
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to the physical quantities of interest. This is done for the instrument function
which contains an ideal FP response and a rectangular scanning aperture.
Optimization curves are given for the cases of equal time scanning of the
spectra and equal noise scanning of the spectra, where, in the latter case,
dwell time is extended for the low signal spectral points.
In another interesting work, Jahn et al. [38] numerically optimized an FP
design by minimizing parameter uncertainties. In that work, the assumption
of Gaussian noise is not made, and the analysis is performed based on Poisson
noise statistics of the line spectral feature, making it particularly applicable
to measurements with low count. The trade-off between optimizing for min-
imum wind uncertainty and minimum temperature uncertainty is noted. It
would be interesting to compare the results of that work to the ones obtained
with the assumption of the Gaussian noise statistics.
Several factors motivate a renewed consideration of the uncertainties in a
Gaussian line measured by an FP interferometer. First, a new generation of
FP interferometers using charged-couple device (CCD) cameras obviates the
consideration of scanning aperture size, since multiple orders of the FP spec-
trum are simultaneously exposed. Second, considerable interest in Doppler
spectroscopy during twilight and daytime requires quantitative guidelines for
optimization of operation with background-limited noise, as opposed to the
photon-counting noise from the emission line itself, which is the focus of pre-
vious efforts. Finally, pursuing fully analytical treatment of uncertainties can
result in clear insight and usability for error estimation. This chapter aims
to explore how instrument function choices affect the trade-offs in estimated
parameter uncertainties for a Gaussian function with unknown background,
depending on the dominant source of noise in the measurement.
In the previous chapter, uncertainties in nonlinear least squares estimation
of Gaussian emission line parameters with unknown continuum background
in the presence of additive white Gaussian noise were analytically derived. In
this chapter, the extension of the analysis to include the effect of convolution
with an instrument function is presented. At first, the Gaussian instrument
function is considered, which allows the use of the previously derived formu-
las in conjunction with an error propagation matrix to derive the parameter
uncertainties. Optimal instrument function widths (which define instrument
resolution) are derived for the cases of noise limited by the instrument de-
tector, the background emission, and the signal. The recommendations are
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compared to the ones found in the literature, which mostly focus on the signal
noise case. The analytical results are then compared to Monte-Carlo simu-
lations. Subsequently, the numerical simulations are modified to accurately
represent a Fabry-Perot instrument function. The resulting uncertainties
compare favorably to those derived with a Gaussian approximation, which is
modified to better represent the Fabry-Perot function.
3.2 Uncertainties in the instrument-broadened
Gaussian line parameters
The Gaussian emission function cannot be sampled directly, as analyzed in
the previous chapter. An instrument of finite resolution needs to be used to
make observations. To simplify the mathematical treatment and facilitate
intuitive interpretation, it is initially assumed that the instrument is rep-
resented by a Gaussian spectral window, η(λ), of peak transmission C and
resolution q:
η(q, λ− λ0) = Ce−
(λ−λ0)2
q2 (3.1)
Then, the measured line profile, obtained by scanning the instrument func-
tion center λ0 to a new wavelength for each sample, is given by the following
set of samples:
ζ(λi) =
∫ ∞
−∞
γ(p, λ)η(q, λ− λi)dλ+ ni (3.2)
which is, in essence, the sampled correlation (or convolution, when at least
one of the functions is symmetric) of the emission line profile with the in-
strument function and additive noise. One can write the expression for the
broadened data line before the sampling operation as
ζ(λ) = Cp1q
√
pi + Cp2p4q
√
pi
(
p24 + q
2
)− 1
2 e
− (λ−p3)2
p24+q
2 (3.3)
The samples of the observed function, ζ, can still be fitted with a Gaussian
represented by Eq. 2.4 with fitting parameters p′ = [p′1, p
′
2, p
′
3, p
′
4] related to
the emission line parameters in the following manner:
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p′1 = Cp1q
√
pi (3.4)
p′2 = Cp2p4q
√
pi
(
p24 + q
2
)− 1
2 (3.5)
p′3 = p3 (3.6)
p′4 =
(
p24 + q
2
) 1
2 (3.7)
Thus, emission line parameters of primary interest can be calculated by
inverting the above formulas and using Eq. 2.5:
p3 = p
′
3 (3.8)
p4 =
(
p′24 − q2
) 1
2 (3.9)
β =
p′2p
′
4
Cq
(3.10)
The information about p2 is contained in the more commonly used bright-
ness parameter, β. In addition, p1 has been omitted from further considera-
tion, since it is often a nuisance parameter, with little information of interest.
The uncertainties in each of the parameters in Eqs. 3.8 to 3.10 can be calcu-
lated using the covariance matrix of p′ and the following error propagation
formula [33]:
σ2x =
∑
i=1...4
∑
j=1...4
δx
δp′i
δx
δp′j
σ2p′ip′j (3.11)
The relevant covariance matrix of Gaussian line parameters, as derived in
the previous chapter, is shown below for completeness:
σ¯2p′2 ≡
σ2p′2
σ2∆λ
=
3√
2pip′4
(
1− 8
9
Q′
1−Q′
)
(3.12)
σ¯2p′3 ≡
σ2p′3
σ2∆λ
=
√
2p′4√
pip′22
(3.13)
σ¯2p′4 ≡
σ2p′4
σ2∆λ
=
2
√
2p′4√
pip′22
(
1− 2
3
Q′
1−Q′
)
(3.14)
σ¯2p′2p′4 ≡
σ2p′2p′4
σ2∆λ
= −
√
2√
pip′2
(
1− 4
3
Q′
1−Q′
)
(3.15)
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The variable Q′ is again defined as
Q′ =
3
√
pip′4√
2N∆λ
(3.16)
which represents the fractional width of the Gaussian line with respect to the
spectral range of measurement. The validity of these formulas is limited to
the case of well-sampled Gaussians, i.e. Q < 0.9, as explained in the previous
chapter, or a priori known backgrounds, in which case Q = 0 leads to correct
uncertainties.
Now, the errors in the emission function, based on the errors in the ob-
served data function, can be derived. The error in the line center parameter
is not affected by the instrument function; it is derived by simply substituting
Eqs. 3.5 and 3.7 into Eq. 3.13, leading to
σ¯2p3 ≡
σ2p3
σ2∆λ
=
(
2
pi
)1/2
(p24 + q
2)3/2
C2p22p
2
4q
2
(3.17)
Considering the equation, one can see that when the instrument function is
much narrower than the emission, the error is inversely proportional to q2.
In the other limiting case, when q À p4, the error grows proportional to q.
Therefore, there is a value of q which minimizes the p3 error, as is shown in
the following section.
In order to calculate the variance in the p4 estimate, the variance of p
′
4
given by Eq. 3.14 is used, along with the derivative of Eq. 3.9 with respect
to p′4, which is given by
δp4
δp′4
= p′4 (p
′2
4 − q2)−1/2 = p
′
4
p4
. Now, using the error
propagation formula, Eq. 3.11, one can obtain the p4 uncertainty:
σ¯2p4 ≡
σ2p4
σ2∆λ
=
23/2 (p24 + q
2)
5/2
pi3/2C2p44q
2p22
(
1− 2
3
Q′
1−Q′
)
Since the brightness estimate, β, depends on both p′2 and p
′
4, one needs the
following derivatives of Eq. 3.10 to use the error propagation formulas: δβ
δp′4
=
p′2
Cq
and δβ
δp′2
=
p′4
Cq
. Once again, using Eq. 3.11, the brightness uncertainty is
derived:
σ¯2β ≡
σ2β
σ2∆λ
=
3 (p24 + q
2)
1/2
√
2piC2q2
(
1
1−Q′
)
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One can see that the brightness error can be strongly affected by an unknown
background if the spectral range of measurement is limited. The uncertainty
is doubled for Q′ = 0.5.
At this point, it is interesting to compare the derived formulas to the
corresponding ones for the case of the signal noise, i.e. where the noise
variance for each sample equals the Gaussian line signal count. From the
inverse of the curvature matrix derived in the previous chapter (see Eq. 2.40),
the uncertainties of the sampled instrument-broadened line parameters are
σ2p′2 =
3∆λ
2
√
pi
p′2
p′4
(3.18)
σ2p′3 =
∆λ
2
√
pi
p′4
p′2
(3.19)
σ2p′3 =
∆λ
2
√
pi
p′4
p′2
(3.20)
σ2p′2p′4 = −
∆λ
2
√
pi
(3.21)
The estimated parameters can again be derived using error propagation
given by Eq. 3.11, with the following results:
σ2p3 =
∆λ
2pi
p24 + q
2
Cqp2p4
(3.22)
σ2p4 =
∆λ
2pi
(p24 + q
2)2
Cqp2p24
(3.23)
σ2β =
∆λ√
pi
β
Cq
(3.24)
So, while the line-center and line-width parameters have the same uncer-
tainties in the direct fit of the Gaussian, they are differently affected by
instrumental broadening.
3.3 Analytical optimization of instrument function
Equations 3.17, 3.18, and 3.18 analytically describe, correspondingly, the
dependence of errors in the line center, line width, and line brightness of
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a Gaussian emission function with an unknown background component and
contaminated by white Gaussian noise. In this section, the dependence of
errors in line width and line position on the instrument width function is
analyzed in order to determine the optimal q which minimizes the errors.
At first we consider the case in which the noise level is independent of q
(instrument-limited noise).
Dropping the terms independent of q from the equation for the variance
of p3, the following relation is obtained:
σ¯2p3 ∝
(p24 + q
2)3/2
q2
(3.25)
Now, setting the derivative of the variance with respect to instrument func-
tion width to zero (
δσ2p3
δq
= 0), after some algebraic manipulations, the optimal
instrument width for position shift is obtained:
q =
√
2p4 (3.26)
indicating that the error in line center position is smallest when q ≈ 1.4p4.
For the line-width errors, the term containing Q′, which is dependent on
q, considerably complicates the equations resulting from differentiation with
respect to q. However, assuming either a known background, or a spectrally
broad measurement, one can set Q′ = 0. Thus, ignoring the terms containing
Q′, one can note that
σ¯2p4 ∝
(p24 + q
2)5/2
q2
(3.27)
Again, setting the derivative of the variance with respect to instrument func-
tion width to zero (
δσ2p4
δq
= 0), we get
q =
√
2
3
p4 (3.28)
One can therefore see that the error in line width is smallest when q ≈
0.82p4. The q that is thus obtained represents the upper bound on the opti-
mal q, since increasing q leads to an increase in Q′, which deteriorates uncer-
tainties. The above analysis demonstrates that there is a trade-off between
optimizing for smallest line center position uncertainty and for line-width un-
certainty, leading to velocity-temperature trade-off in the context of Doppler
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spectroscopy.
If the noise is dominated by the background level, noise variance will be
proportional to the line width: σ2 ∝ q. Since all the estimated line parameter
variances are simply proportional to the additive WGN variances, one can
easily reanalyze the optimizations as shown below.
For the variance of p3, one now gets:
σ¯2p3 ∝
(p24 + q
2)3/2
q
(3.29)
Setting the derivative of the variance with respect to instrument function
width to zero (
δσ2p3
δq
= 0), one gets
q = p4/
√
2 (3.30)
One can therefore see that the error in line center position is smallest when
q ≈ 0.7p4 – half of the optimal q for the instrument-limited noise.
For the line-width error, ignoring the term containing Q′, one can obtain
σ¯2p4 ∝
(p24 + q
2)5/2
q
(3.31)
Again, setting the derivative of the variance with respect to instrument func-
tion width to zero (
δσ2p4
δq
= 0), one gets
q = p4/2 (3.32)
Thus, one can see that in the case of background-limited noise, the trade-
off between optimizing for smallest line-center position uncertainty and line-
width uncertainty is not as pronounced as in the instrument-limited noise
case.
One can also calculate the optimal instrument broadening for the case of
signal noise, corresponding to Eqs. 3.22, 3.23, and 3.24. Again, for the case
of brightness, if the background is not unknown, no spectral selectivity in
the instrument is needed. For the other two cases, the optimal instrument
function is easily found by differentiating with respect to q. For minimizing
line center uncertainty in the line center, for the known background, and
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Table 3.1: Optimal instrument function widths for different dominant noise
sources.
dominant noise detector, white signal, line background, white
q
p4
, min(σp3) (vwind)
√
2 1 1√
2
q
p4
, min(σp4) (T )
√
2
3
1√
3
1
2
signal noise case,
q = p4 (3.33)
and for minimizing the line width uncertainty,
q = p4/
√
3 (3.34)
The summary of optimal widths of the Gaussian instrument function for
minimizing Gaussian line profile position and width uncertainties for different
sources of noise is presented in Table 3.1. The results can be compared to
the others found in the literature. The luminosity-resolution product (LRP)
introduced by Chabbal [36], in this case, can be shown to follow the following
equation
LRP ∝ qp4
q2 + p24
(3.35)
which is maximized for q = p4, and, as pointed out by Gagne´ [37], minimizes
position uncertainty for the signal noise case, in agreement with our analysis.
In the optimization paper by Hernandez [30], for the limiting case of negli-
gible size scanning aperture, a recommendation is made for the instrument-
function-to-emission-function width ratios of approximately 0.4 and 0.3 for
minimizing, respectively, the line position and line width uncertainty. Only
some of the discrepancy (in comparison to the ratios of 1 and 0.6 recom-
mended in this chapter for the signal noise case) can be accounted for by the
difference in the instrument function shape. The numerical optimization by
Jahn et al. [38], results in the ratio of approximately 2 between the optimal
instrument function width for position uncertainty and optimal instrument
function width for emission line width uncertainty, when the etalon plate sep-
aration is a variable. The optimization ratio is closer to 1.4 for the diaphragm
size. (The ratio derived in this chapter is in the middle, at approximately
1.7 for the signal noise case.) It was also noted by Jahn et al. [38] that
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sometimes optimal instrument width is larger than the width of the emission
function, which is found herein to be true for the detector-limited noise, but
not the signal or background noise cases. Once again, most of the results in
the literature are for the signal noise case, and do not address the two other
noise cases summarized in Table. 3.1.
3.4 Comparison with numerical simulations
As before, numerical simulations are used in order to demonstrate the ve-
racity and usefulness of the derived formulas. The numerical simulations are
developed in the following manner: a measurement domain is defined as a
vector λ = −49.5,−48.5, . . . , 48.5, 49.5; a test Gaussian emission function is
assumed to have p1 = 0, p2 = 1, p3 = 0, and p4 ∈ {10, 15}; the width of the
instrument function is allowed to take on values from a pre-defined range,
q ∈ [5, 25]; for each width of the instrument function, the observable profile
is calculated using Eq. 3.3; for each profile, 10,000 WGN vectors are gener-
ated with the same noise level; each noise vector is added to the observable
profile to make a data vector; each data vector is then fitted with Eq. 2.4;
the emission line parameters are subsequently calculated using Eqs. 3.8 to
3.10. The standard deviation of 10,000 parameters extracted for each value
of q is then compared to the uncertainty predicted by Eqs. 3.17 to 3.18.
The comparison of the predicted uncertainties and the ones obtained through
numerical simulations is presented in Fig. 3.1 for the case of p4 = 15
(Q = 0.564 for the emission function) and the noise level independent of the
Gaussian instrument function width. Looking at the graphs, one can observe
that the formulas predict the uncertainties very well, with some deviation in
σβ and σp4 for the widest instrument functions. That latter discrepancy has
to do with the fact that the formulas for σβ′ and σp′4 have an asymptotic
discontinuity at Q′ = 1, because they where derived under the assumption
that the emission is sampled well into the tails [35], which does not hold as
the instrument function broadens past the spectral range of measurement.
As far as the optimization is concerned, the uncertainty in the brightness
parameter, β, is minimized in this example when q ≈ p4 according to the
numerical simulation, and when q ≈ 0.93p4 for the theoretical curve. For line
center determination, the theory and simulation have excellent agreement,
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Figure 3.1: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of the Gaussian
instrument function, normalized to emission line width. The emission line
parameters are set to p1 = 0, p2 = 1, p3 = 0, and p4 = 15, corresponding to
Q = 0.564. The noise is taken to be constant with σ = 2.
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and the curve shows leveling off at the end of the range, near q/p4 ≈ 1.2.
The excellent agreement overlap in curves stems from the fact that the error
in line center is independent of other errors. The true optimal point is shown
to lie at q/p4 = 1.4, as given by Eq. 3.26. However, since the uncertainty
curve is shallow around the minimum point, and given that the uncertainties
in other parameters increase rapidly for the increasing instrument function
width, using smaller q/p4 would seem more prudent. Finally, both theoretical
curve and numerical simulation indicate the ratio of q/p4 ≈ 0.7 for minimum
uncertainty in the emission function width, p4. This is only slightly below
the q/p4 ≈ 0.82 given by the optimization result of Eq. 3.28. The difference
between the numerical and theoretical curves occurs rather to the right of
the optimal point as Q′ increases.
The optimizations discussed above are valid only for a specific ratio of the
emission function to the spectral range of measurement, as represented by Q.
We therefore consider a different emission function width (while keeping the
measurement range the same) for comparison. Figure 3.2 shows the theoret-
ical and numerical errors as a function of instrument width q for an emission
line of width p4 = 10 (Q = 0.376). The noise, again, is assumed to be the
same (σ = 2) for all values of q. The correspondence between the theoretical
and numerical errors is quite good for all three parameters. The q/p4 ratio
around 1.4 and 1.5 minimizes the brightness error. The numerical solution
of the analytical formula predicts q/p4 = 1.45. Interestingly, it corresponds
to about the same instrument width (q ≈ 15) as the one minimizing σβ for
p4 = 15, as described above. The instrument-to-emission width ratio min-
imizing the line center error is again near the theoretical optimum point of
q/p4 ≈ 1.4, and again σp3 remains relatively flat for larger q’s. The uncer-
tainty in the emission width is smallest near q/p4 ≈ 0.8, which is close to the
value given by Eq. 3.28, and increases noticeably for larger q’s. Thus, in both
of the above cases, there are trade-offs in parameter errors as the instrument
function changes. However, the curves are shallow enough to find a general
compromise in the vicinity of q ≈ p4.
The cases above did not consider the potential effect of the instrument
function widths on noise levels. If the system is designed in such a way (e.g.
to provide sufficient cooling of the detector and long integration times) that
the noise is dominated by the signal, then widening the instrument function
also increases noise. The assumption of white noise remains true if the con-
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Figure 3.2: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of the Gaussian
instrument function, normalized to emission line width. The emission line
parameters are set to p1 = 0, p2 = 1, p3 = 0, and p4 = 10, corresponding to
Q = 0.376. The noise is taken to be constant with σ = 2.
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tinuum component of the spectrum is significantly larger than the Gaussian
line, as could be the case, once again, at twilight or in daylight for strong
emissions, as well as moonlight for weak ones. Now, the signal level aris-
ing from the continuum is just proportional to the integrated area of the
instrument function. Noting that the area is proportional to q, and assum-
ing Poisson statistics of photon arrival, one can assume that the standard
deviation of noise is proportional to the square root of the instrument width.
By arbitrarily setting the noise level for a certain instrument width (σ = 2
for q = 15), one can write σ = 2
√
q/15. The simulations for p4 = 15 and
p4 = 10 are repeated, and compared to the errors to the derived formulas.
Figure 3.3 shows the parameter errors for p4 = 15 and noise that varies
with
√
q. There is a very good agreement between the theoretical and numer-
ical curves. As expected, the optimal instrument function width is smaller for
each of the parameters than in the constant noise case. The errors in bright-
ness, line center, and line width are respectively minimized by the q/p4 ratios
of about 0.7, 0.7, and 0.5. Corresponding predicted optimal values for line
center and brightness are given by Eqs. 3.30, 3.32, 0.71, and 0.5, with excel-
lent agreement. The ratio of about q/p4 ≈ 0.6 would achieve a rather good
compromise. The situation for p4 = 10 is slightly different, as can be seen
in Fig. 3.4. Here, the errors in brightness, line center, and line width are
respectively minimized by the slightly more diverse q/p4 ratios of about 1,
0.7, and 0.5. A compromise in the range of q/p4 ≈ 0.7 is reasonable.
3.5 Errors in Fabry-Perot-broadened Gaussian line
profile parameters
The optimization of the Gaussian instrument function is discussed above. It
enabled closed-form derivation of the error formulas and gave a good intuitive
picture of the effect of instrument function widths. However, the dominant
method for measuring thermalized airglow emissions to obtain temperatures
and wind speeds employs Fabry-Perot etalons. The ideal Fabry-Perot instru-
ment function is periodic with respect to the inverse of the wavelength and
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Figure 3.3: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of the Gaussian
instrument function, normalized to emission line width. The emission line
parameters are set to p1 = 0, p2 = 1, p3 = 0, and p4 = 15 , corresponding to
Q = 0.564. The noise is taken to be variable, and proportional to q
1
2 with
σ = 2 for q = 15.
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Figure 3.4: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of the Gaussian
instrument function, normalized to emission line width. The emission line
parameters are set to p1 = 0, p2 = 1, p3 = 0, and p4 = 10 , corresponding to
Q = 0.376. The noise is taken to be variable, and proportional to q
1
2 with
σ = 2 for q = 15.
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is given by the following equation:
ηFP (F, d, θ, λ) =
(
1 +
(
2F
pi
)
sin2
(
2pind
λ
cos(θ)
))−1
(3.36)
where F is the finesse (determined, largely, by mirror reflectivity), n is the
refractive index in the cavity between the mirrors, d is the spacing between
mirrors, and θ is the off-normal incidence angle. Since the Fabry-Perot in-
terferometer is operated in very large order numbers (d >> λ), one can
expand the instrument response function within several orders around any
peak. Then, for a given incidence angle, the instrument response can be
written as
ηFP (F,Λ, λ0, λ) =
(
1 +
(
2F
pi
)
sin2
(
pi(λ− λ0)
Λ
))−1
(3.37)
where Λ is the free spectral range (FSR), given by Λ = λ2(2nd)−1. The spec-
trum can be recorded in two ways: either by scanning the optical path length
nd, or by simultaneously recording transmission at multiple angles. The lat-
ter is accomplished using CCDs in many modern systems. The observed
spectrum is given, as before, by the sampled convolution of the emission
function and the instrument function, with additive noise. Now, however,
there is no convenient analytical expression for the product of the convolu-
tion. Therefore, in order to fit the spectrum, one simply fits the convolution
product, where the convolution is implemented as a discrete circular con-
volution between one period of the instrument function and the emission
function. The errors can still be assessed using the methodology described
for the Gaussian instrument functions if one can find a way to approximate
the effect of a Fabry-Perot function by a Gaussian. The necessary relations
are derived by fitting a set of single-period Fabry-Perot functions of vary-
ing finesse with a Gaussian model given by Eq. 2.4. The example fits of
the Fabry-Perot functions with corresponding Gaussians are shown in Fig.
3.5. Also, each Fabry-Perot curve is numerically integrated to determine
the area under the curve, which affects integrated continuum noise. In the
Gaussian fits of Fabry-Perot functions, the two parameters of importance are
p4, which represents the effective width, qeff of the corresponding Gaussian
instrument function, and p2, which represents Ceff , the effective peak of the
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Figure 3.5: Three Fabry-Perot functions (solid lines) represented as
Gaussians with constant backgrounds (cross-dashed lines) obtained by the
nonlinear least-squares fitting. Multiple fits are used to find empirical
formulas for Gaussian parameters to approximate the instrument functions.
corresponding Gaussian instrument function. Empirical quadratic fits of the
important parameters to the inverse finesse to corresponding Gaussian model
parameters are given in Eqs. 3.38 to 3.40:
q = 0.76F−1 − 0.70F−2 (3.38)
Ceff = 0.90− 0.27F−1 − 0.68F−2 (3.39)
A = 1.6F−1 − 0.96F−2 (3.40)
where the corresponding Gaussian width and the one-period area of the
Fabry-Perot are normalized to the free spectral range (q = q/Λ, A = A/Λ).
The formulas for q and Ceff can be substituted into the error formulas, while
the noise is adjusted as σ2 ∝ A in the background limited case.
Again, the results are compared to numerical simulations. The important
distinction is in the function used to fit each simulated observation profile.
Previously, analytical Gaussians were used, while in this case discrete circular
convolutions between a Gaussian and one period of the Fabry-Perot function
are used to fit the profiles. Thus, there is no systemic error in the fit, and its
result truly represents the maximum likelihood estimation of the Gaussian
parameters. The standard deviation of the scatter for each of the parameters
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is taken as the expected uncertainty of fit. In Fig. 3.6, the comparison of the
predicted uncertainties and the ones obtained through numerical simulations
is shown for the case of p4 = 15 (Q = 0.564 for the emission function) and
the noise level independent of the Fabry-Perot instrument function width. In
Fig. 3.7, the comparison of the predicted uncertainties and the ones obtained
through numerical simulations is shown for the case of p4 = 10 (Q = 0.564
for the emission function) and the noise level independent of the Fabry-Perot
instrument function width. One can observe that the Gaussian model pre-
dicts the uncertainties in the Fabry-Perot case even better than the Gaussian
case. This is due to the periodic nature of the instrument function combined
with the large “shoulders” of the Fabry-Perot peaks, which has a detrimental
effect on error when the lines spread into neighboring orders. This effect can
even exceed the effect of the increasing Q′ factor, resulting in slightly larger
than predicted simulated errors. This slight deviation occurs far enough from
the optimal points to bear little effect on optimization. Thus, for the case of
noise independent from the instrument function, we can estimate optimal in-
strumental parameters by a simple substitution, qeff = 0.76 FSR/F , which
is valid when FSR is sufficiently larger than p4. Thus, using the optimization
for the Gaussian instrument function discussed in the previous section gives
FSR/F ≈ 1.8p4 to minimize p3 uncertainty, FSR/F ≈ 1.1p4 to minimize p4
uncertainty, and a brightness optimization that is dependent on p4. Theoret-
ical approximations of FSR/F = 1.2p4 for Q = 0.564 and FSR/F = 1.9p4
for Q = 0.376 agree rather well with the observed minima.
As in the case of the Gaussian instrument function, theoretical and nu-
merically calculated errors are also compared for the case of noise dominated
by the integrated background continuum. In Fig. 3.8 the comparison of the
predicted uncertainties and the ones obtained through numerical simulations
is shown for the case of p4 = 15 (Q = 0.564 for the emission function) and
the noise level proportional to the square root of the Fabry-Perot instrument
function area. There is a general agreement between the theoretical and nu-
merically simulated curves. The theoretical curves slightly overestimate the
error for the narrow instrument function and underestimate for the wider
instrument function. This likely stems from the fact that the Fabry-Perot
function is wider in the “shoulders” than the corresponding Gaussians. The
net effect is that the optimal instrument function width is very slightly over-
estimated. The optimal values of the FP parameters are FSR/F ≈ 0.8p4 to
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Figure 3.6: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of free spectral range
to finesse ratio of the Fabry-Perot instrument function, normalized to
emission line width. The emission line parameters are set to
p1 = 0, p2 = 1, p3 = 0, and p4 = 15, corresponding to Q = 0.564. The noise
is taken to be constant with σ = 2.
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Figure 3.7: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of free spectral range
to finesse ratio of the Fabry-Perot instrument function, normalized to
emission line width. The emission line parameters are set to
p1 = 0, p2 = 1, p3 = 0, and p4 = 10, corresponding to Q = 0.376. The noise
is taken to be constant with σ = 2.
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Figure 3.8: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of the width of free spectral range
to finesse ratio of the Fabry-Perot instrument function, normalized to
emission line width. The emission line parameters are set to p1 = 0, p2 = 1,
p3 = 0, and p4 = 15 , corresponding to Q = 0.564. The noise is taken to be
variable, and proportional to one integrated period of the instrument
function, with σ = 2 for F = 4.
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minimize σp3 , and, to minimize σp4 , FSR/F is about 0.5p4 by simulation,
and closer to 0.6p4 according to the formulas. It seems that FSR/F = 0.7p4
is a good compromise for all of the variables of interest. This corresponds
to qeff = 0.5p4 which is slightly smaller than the optimal q = 0.7p4 for the
Gaussian instrument function.
In Fig. 3.9 the comparison of the predicted uncertainties and the ones
obtained through numerical simulations is shown for the case of p4 = 10
(Q = 0.376 for the emission function) and the noise level proportional to the
square root of the Fabry-Perot instrument function area. In this case, with
a somewhat larger FSR/p4 ratio, the compromise optimal value is closer to
qeff = 0.7p4, which would be predicted by the small Q limit. The curves
based on the derived formulas agree well with the simulations, especially for
p3 and p4 errors which correspond, respectively, to the wind and temperature
uncertainties. Thus, the derived formulas can be used to estimate errors in
the background-limited noise cases without resorting to simulations.
3.6 Notes on pixel broadening in a CCD detector
In the previous section, broadening by an ideal Fabry-Perot function is con-
sidered. In practice, the sampling of the Fabry-Perot rings by the CCD
detector introduces aperture broadening by the area of each pixel. It is im-
portant to note that in the scanning FP setups with a single detector, there
is a trade-off in choosing the detector area, similar to the instrument function
width trade-off [30]. A larger area allows more efficient light collection, but
causes more broadening. In a CCD, all of the pixels collect light in a single
exposure, thus there is no analogous benefit in choosing larger pixels. Larger
pixels, or pixel binning, can be chosen in order to reduce the read-out noise
in cases where signal noise does not dominate. Conversely, the increase in
resolution has technological limitations. It is useful to quantify at which or-
der of the etalon (ring number) the CCD pixel size significantly contributes
to the total line width of the instrument.
Considering all linear dimensions normalized to the half-width of the square
CCD sensor, we can define the ring pattern magnification factor as the
outer radius of the first FSR, 0 < R < 1. The outer radii of the subse-
quent orders are then given by RN = R
√
N , since each order subtends the
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Figure 3.9: Errors in (a) line area, (b) line center, and (c) line width
obtained from Monte-Carlo simulations (circles) and calculated with
derived formulas (solid line) as a function of free spectral range to finesse
ratio of the Fabry-Perot instrument function, normalized to emission line
width. The emission line parameters are set to p1 = 0, p2 = 1, p3 = 0, and
p4 = 10, corresponding to Q = 0.376. The noise is taken to be variable, and
proportional to one integrated period of the instrument function, with
σ = 2 for F = 4.
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same detector area. The corresponding width of each annular region is then
wN = R(
√
N−√N − 1). Considering a case where R = 0.25, the normalized
width of the 4th order ring is 0.067, while the width of the outer ring, the
16th order, is 0.032. If the sensor has 2048 × 2048 pixels, then the 4th and
16th orders are, respectively, 68 and 33 pixels wide. In the case of the 16th
order, the pixel size can make a noticeable contribution to the total instru-
ment function when the etalon finesse is about 15 or higher. If the setup and
signal processing are good enough to use the outer rings in data processing,
it might be useful to design the etalon with a slightly narrower line width
than calculated as optimal earlier in this chapter.
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CHAPTER 4
INSTRUMENT DESIGN: WIND AND
TEMPERATURE UNCERTAINTIES
4.1 Introduction
This chapter describes an optimization example partially based on the in-
strument operating at the Millstone Hill Observatory, measuring the red line
(6300 A˚) atomic oxygen (OI) emissions. The instrument is designed, built,
and operated by Scientific Solutions, Inc. for thermospheric temperature and
Doppler wind velocity measurements. The instrument is primarily designed
to operate at night and with a cooled imaging CCD detector. Under these
normal operating conditions, the spectral noise variance follows the Gaussian
shape of the emission line. Thus, the formulas for optimal uncertainties in
the case of signal noise are derived first. Next, a hypothetical adaptation of
the instrument for a daytime airglow measurement is considered. Based on
the formulas derived in the previous chapter, the contours of uncertainties
are computed for the etalon design parameter space defined by finesse and
free spectral range.
The formulas for airglow emission are given by Eqs. 2.1 to 2.3 in Chapter
2. For the 6300 A˚ OI emission used in the thermospheric wind measurements,
the physical constants and typical values are summarized in Table 4.1. The
values in the table (taking T = 1100 K) yield the thermal width of λT =
2.210−2 A˚.
Table 4.1: Physical constants for OI airglow.
k (Boltzmann constant) 1.38× 10−23 m2kg/s2K
m (mass of oxygen atom) 2.66× 10−26 kg
c (speed of light) 3× 108 m/s
T (typical temperatures) 1100± 400 K
β (typical brightness) 100 R
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4.2 Instrument function and signal-noise-limited
uncertainty
The instrument function can be written as
η(λ) = ΦcτηFP (λ) (4.1)
where Φc (counts R
−1s−1) represents the instrument’s emission collection ef-
ficiency, τ (s) is the integration time, and ηFP (λ) is the unitless Fabry-Perot
(FP) transmission function. In order to describe Φc the details of the instru-
ment need to be considered.
The instrument’s optical train contains a pointing mirror assembly, a band-
pass interference filter (pre-selector), an etalon, an imaging lens, and a CCD
camera. The nominal optical parameters of the instrument are given in Table
4.2.
As can be seen from Eq. 3.36, a paraxial optical setup will result in a
circular symmetric response on the CCD imager. The counts from pixels
in a given annular ring can be added in order to define channels by a so-
called “ring-summing” process [24]. If the rings have equal areas (and pixel
numbers), they represent equal spectral slices of the instrument-broadened
emission line [23]. Using the small angle expansion cos(θ) ≈ 1 −
(
r
f
)2
, one
can obtain the radius of the first free spectral range (FSR) in the center of
the ring pattern:
rΛ = f
(
λ
2nd
)1/2
= f (Λ/λ)1/2 (4.2)
Thus, the area of of the detector subtended by each FSR is then given by
AΛ =
pif 2λ
2nd
=
pif 2Λ
λ
(4.3)
For the instrument described in Table 4.2, rΛ ≈ 0.8 cm, AΛ ≈ 2 cm2. If we
divide the FSR into 100 wavelength channels, each would have an area of
A∆λ ≈ 2 mm2.
One can write the collection efficiency for each channel of the instrument
as
Φc = 10
10 ²AΩ
4pi
= 1010
²A∆λ
4λ0
(4.4)
where Ω = A∆λf
−2 is the solid angle subtended by one channel based on the
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Table 4.2: Instrument parameters.
effective focal length 140 cm
effective aperture diameter 10 cm
pre-selector bandwidth 4 A˚
etalon free spectral range 0.2 A˚
etalon finesse 10
CCD pixel size 13 µm
channel area, A∆λ, A is the instrument effective aperture, ² is the product of
instrument transmission with quantum efficiency and photoelectron collec-
tion efficiency of the CCD camera, ∆λ is the channel wavelength range, and
λ0 is the emission wavelength.
Assuming that the Fabry-Perot function is optimized (to have an effect
similar to the optimal Gaussian broadening q = p4) for the signal noise case,
we can re-write the error formulas by combining Eq. 4.4 and Eqs. 3.22 to
3.23 to obtain
σ2λv =
λ0λT
2.5× 109√pi²Aτβ (4.5)
σ2λT =
λ0λT
6.25× 108√pi²Aτβ = 4σ
2
λv (4.6)
where λv and λT replace, respectively, p3 and p4.
Considering a 100 R OI airglow emission at 6300 A˚, collected with an
effective aperture of a 10 cm diameter over 4 min, and assuming, somewhat
optimistically, the efficiency of 50%, the uncertainties are calculated as σλv =
1.7 × 10−5 A˚ and σλT = 3.4 × 10−5 A˚ which corresponds to uncertainties of
σv = 0.8 m/s and σT = 4 K. If the background is considered as an unknown,
then there is a penalty in the temperature uncertainty. For an FSR of 0.2 A˚
or 9 times λT = 22 mA˚, the penalty can be up to around 20% for the case of
white noise, but should be even smaller for signal noise. The cited accuracy
for the similar instrument operating at the Millstone Hill Observatory is
σv = 1 m/s and σT = 10 K. While the correspondence with the analytically
estimated wind speed error is good, the somewhat larger uncertainty in the
temperature might be due either to some contamination of the profile or a
slightly non-optimal estimator.
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4.3 Instrument optimization for background-limited
noise
A good way to analyze the design of a system is to consider a range of possible
emission line widths (or temperatures), and use the lowest and highest tem-
perature values to evaluate performance for an instrument design’s parameter
space. A measurement of OI emission during the daytime is considered in this
section. A flat spectral background of 5000 kRA˚−1 [24] and 1 kR emission
line are assumed. With such a disparity between the background and the
signal levels, the Poisson noise due to the continuum background dominates
the measurement.
In the first case of the analysis, the pre-selector is kept fixed at 4 A˚, which
results in increased background noise in a fringe when FSR is reduced. In
the second case, it is assumed that the pre-selector only admits one free
spectral range, exploring the limitations of dayglow measurements in the
case where most of the out-of-band background is rejected. In the third
case, the increased data volume from multiple orders collected by the CCD
detector is considered, with the filter again fixed at 4 A˚. For the third case,
the effective focal length of 140 cm and the square CCD focal plane detector
of 2.6 cm on the side are used in order to calculate the number of orders
imaged for a given FSR.
For all cases, it is assumed that the temperature will vary from 700 K to
1500 k which corresponds, respectively, to λT of 18 mA˚ and 26 mA˚. The
parameter space of F ∈ [5, 150] and FSR ∈ [0.15, 4] (mA˚) is investigated.
For each point, the errors are calculated using Eqs. 3.17 and 3.18, assuming
a fixed integration time of 10 minutes, and the results are presented as error
contour plots in Figs. 4.1 to 4.6. Thin diagonal lines represent contours of
constant effective instrument function width, given by qeff = 0.76 FSR/F .
For the case of a fixed pre-selector, the errors in the line-of-sight wind
speed, σv, are shown in Fig. 4.1. The top panel represents the errors in
the line at 700 K, the middle panel is the case of 1500 K, and the bottom
panel represents, for each (F, FSR) point, the maximum of the two cases
above. Examining the top two panels, we verify that, as expected, for wider
emission functions, lower finesse is required for the same error. Also, for
a given finesse, a larger FSR is needed for wider emission functions. The
difference, however, is small enough that the overlap contours give a fairly
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Figure 4.1: Errors in wind speed (m/s) for OI dayglow emission with a 4 A˚
pre-selector at (a) 700 K, (b) 1500 K, and (c) greater of the two.
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Figure 4.2: Relative errors in temperature (%) for OI dayglow emission
with a 4 A˚ pre-selector at (a) 700 K, (b) 1500 K, and (c) greater of the two.
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Figure 4.3: Errors in wind speed (m/s) for OI dayglow emission with an
FSR-matched pre-selector at (a) 700 K, (b) 1500 K, and (c) greater of the
two.
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Figure 4.4: Relative errors in temperature (%) for OI dayglow emission
with an FSR-matched pre-selector at (a) 700 K, (b) 1500 K, and (c) greater
of the two.
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Figure 4.5: Errors in wind speed (m/s) for OI dayglow emission with a 4 A˚
pre-selector and using multiple fringes at (a) 700 K, (b) 1500 K, and (c)
greater of the two.
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Figure 4.6: Relative errors in temperature (%) for OI dayglow emission
with a 4 A˚ pre-selector and using multiple fringes at (a) 700 K, (b) 1500 K,
and (c) greater of the two.
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wide range of choice of instrument parameters. One can see that for a given
constant finesse, or a given constant FSR, a prudent choice of parameters
lies near the qeff = 20 mA˚ line. If the finesse is constant, moving toward
slightly higher FSR, to qeff ≈ 27 mA˚, minimizes error. For a constant FSR,
consistently with the investigations in the previous sections, a somewhat
lower value of qeff ≈ 15 mA˚ minimizes the maximum wind speed error for
the temperature range. Moving along a given constant qeff line, one can see a
considerable decrease in the error as the FSR increases, resulting from fewer
etalon orders passing through the pre-selector, and reducing the background
contribution. For example, at the finesse of about 10, the error of 32 m/s
is achievable, while a finesse near 40 is required to achieve the error of 16
m/s. A finesse higher than about 15 or 20 would likely require a dual etalon
system. Of course, multi-etalon systems have been tools of choice for dayglow
observations [8, 26].
The percentage errors in temperature are presented for the case of a fixed
pre-selector in Fig. 4.2. Again, the top, middle, and bottom panels give error
contours for relative error in the case of 700 K, 1500 K, and the maximum
of the two, respectively. If, the absolute errors (not the percentage errors) in
temperature are of primary interest, then the design should be based on the
limiting case of the large temperature (middle panel), since the narrower line
gives greater temperature accuracy for the same brightness. For the relative
errors in the top two panels, as expected, the lower of the two temperatures
requires higher finesse and lower FSR than the high temperature emission.
The best achievable error for the instrument operating under the described
conditions is near 2%. An error of 4% can be achieved for both temperatures
and an etalon finesse near 50, and the finesse of 12 is sufficient to get an 8%
error. For a fixed finesse, the FSR should be chosen such that qeff ≈ 15 mA˚,
while if the FSR is fixed, the finesse should be chosen such that qeff ≈ 10 mA˚
if the minimum error is to be achieved.
In Figs. 4.3 and 4.4 the contours of errors in wind speed and relative errors
in temperature are presented for the case of a pre-selector filter matched to
the FSR of the etalon. One can note that the contour lines pretty much
follow the constant qeff lines for large finesse and FSR. In order to achieve
the 8 m/s error, a finesse of 15 along with the FSR of 0.3 A˚ is required.
That corresponds to qeff ≈ 15 mA˚ which, in turn, corresponds to 0.7λTav for
T = 1100 K (the middle of the range), confirming the optimal point derived in
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the previous chapter. The same finesse is sufficient to achieve a 2% standard
deviation in the temperature estimate, with the optimal qeff ≈ 11mA˚, which,
as expected from earlier analysis, corresponds to 0.5λTav . In practice, the
wind speed measurement is likely to take precedence over the temperature.
So, when only one Fabry-Perot order of the background is transmitted, a
minimum finesse of 15 and qeff ≈ 0.7λTav is sufficient to achieve close to
best-possible error. Increasing the finesse beyond 15 or increasing FSR does
not yield a significant improvement. It is important to note, however, that
achieving such a narrow-band pre-selector filter with thin-film technology
so as to pass only one order of the etalon is not likely to be possible in
the foreseeable future, and such a filter would also be susceptible to angle
dependence. However, one can use a second etalon. Thus, whether one is
looking at the second etalon as a mean of increasing the finesse or sharpening
the pre-selector, its purpose is to suppress the etalon’s multiple transmission
peaks which collect background radiation.
It is interesting to compare the above analysis to the case when all the
fringes imaged by a CCD detector can be used to extract data. In such a
case, when the FSR of an etalon is decreased, along with the increase in the
admitted background for each fringe, there are also more more fringes. In
fact, the effects cancel out in the simplest approximation, provided all of the
fringes which pass through the pre-selector can be used. For the case of a 4 A˚
filter, 140 cm focal length, and a 2.6 cm square CCD considered here, the
results are shown in Figs. 4.5 and 4.6. The uncertainty contours for this case
lie between the two previously considered cases. One can see, for example,
that at the FSR of 0.4 A˚ and finesse just under 20, the wind uncertainty is
twice that of the case of the pre-selector matched to FSR, and half of the one
in the case of a single fringe and 4 A˚ pre-selector, since about four fringes
can be used. Since increasing the detector size would allow one to image
even more fringes, it is possible that as the CCD sensors increase in size and
resolution, the demand on the optical components can be relaxed.
It should be noted that, while a single etalon allows a large increase in un-
certainty due to the accumulation of solar background through the multiple
orders of the etalon, multiple fringes would be also imaged onto the sensor,
compensating somewhat for increased uncertainty in each given fringe. It is
also important to note that, in reality, the spectral shape of the solar back-
ground can be an important factor in limiting the measurement performance
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for some instrument designs. Thus, the analysis presented here provides only
a lower bound on uncertainties in the dayglow measurements. The effect of
the spectral variability and possible mitigation is treated in the following
chapter.
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CHAPTER 5
UNCERTAINTIES DUE TO SOLAR
SPECTRUM
5.1 Introduction
As discussed in the previous chapter, a large continuum background can sig-
nificantly degrade the accuracy of Doppler wind and temperature measure-
ments. The degradation due to the noise from the flat continuum, however,
does not account for the magnitude of practical difficulties in making twilight
and daytime measurements. Features in the solar spectrum also pose a con-
siderable challenge. There are large dips in the solar continuum, known as
Fraunofer lines; this spectral structure, as seen on earth, depends on the vari-
able solar atmosphere, the effect of the relative motion between the sun and
the earth, and the scattering by the terrestrial atmosphere. If some features
of this complex background contamination can be measured independently
of the dayglow line, one can attempt to jointly fit the background and the
line together. In this chapter, the possibility of recovering the Doppler line
in the presence of realistic solar background is investigated.
In the best-case scenario, the experimenter would have access to a fully
characterized spectrum of the solar background with negligible uncertainty.
In that case, at most a multiplicative constant would be required to account
for the solar background in the data fitting procedure. The uncertainties in
the parameters thus obtained would follow closely the results in Chapters 3
and 4. In the first part of this chapter, the situation when an additional pa-
rameter, namely the wavelength shift of the solar spectrum is also unknown
is investigated. Even if the solar emission is spectrally stable, the shift of the
solar spectrum can come from the instrumental drift, and should probably
be included as a free (or constrained) fitting parameter. The ability to esti-
mate a shift in the multiplexed solar spectrum is considered first. Next, the
ability to jointly evaluate the solar background shift and the instrument line
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parameters is considered. In the subsequent part of the chapter, an empir-
ical parametrization of the multiplexed solar spectrum is considered, based
on the measured sky polarization spectrum. Integrating that measurement
into a joint estimation of the solar background and the emission line is then
considered.
5.2 Model of a solar background spectrum
In this section, a model of the background spectrum for dayglow measure-
ments is presented. The publicly available solar spectrum data used here
were produced at the Jungfraujoch Observatory by Delbouille et al. [39].
The selected spectrum shown as a cross-dashed line in Fig. 5.1 covers the
spectral range between 629 and 631 nm. Since the spectrum is obtained by
sampling the center of the solar disc, the broadening of the spectrum due to
solar rotation should be introduced separately.
5.2.1 Spectrum broadening due to solar rotation
In order to account for the realistic line broadening due to solar rotation,
the geometry is considered in which the axis of solar rotation is orthogonal
to the line-of-sight. Also, a solid model of the sun is assumed, which does
not fully account for the complexities of the solar corona [40–42]. Under the
simplifying assumptions, the sun is seen as a disc of approximately uniform
brightness. It can be shown that each of the cords on the disc parallel to the
axis of rotation (solid line in Fig. 5.2) has a uniform line-of-sight velocity
component. Assuming the unit radius sphere, if the equatorial velocity is
vmax, then the velocity along the parallel distance y above the equator is
vy = vmax(1 − y2)1/2. For a distance x from the axis of rotation, at a given
vertical distance from the equator (y), the line-of-sight velocity is vLOS =
vyx(1 − y2)−1/2 = vmaxx. Since the length of the cord distance x from the
axis is 2(1− x2)1/2, the broadening due to solar rotation can be written as
ρλ =
2
piλmax
√
1− λ
2
λ2max
(5.1)
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Figure 5.1: High resolution solar spectrum in the neighborhood of the OI
red line emission. The cross-dashed line represents the center-disk
spectrum, while the solid line accounts for the broadening due to solar
rotation.
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Figure 5.2: A diagram of the solar sphere to demonstrate the broadening of
solar line emissions by solar rotation. Interestingly, each chord (parallel to
the rotation axis) on the solar disc has the same line-of-sight component of
velocity.
where −λmax < λ < λmax the 2piλmax factor assures that the broadening line
integrates to unity.
Considering the solar equatorial velocity of about 1.9 km/s, the maximum
wavelength deviation is given by λmax = (1.9/3×105)×6300 = 0.04 A˚. Thus,
the broadening by a semicircular function with the full width of 0.08 A˚ is
implemented as a convolution with the solar spectral data. The result is
shown as a solid line in Fig. 5.1.
5.2.2 Narrow band filter and simulation spectrum
The narrow bandwidth filter, which selects the observed spectral region, is
modeled after the red line filter custom made by Andover Corporation for
the OI airglow setup at the Milstone Hill Observatory. According to Andover
specifications, the center wavelength is 630.09 nm and the full-width (FW)
bandwidths (BWs) are 0.46 nm at 50% of maximum, 0.86 nm at 10%, and
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Figure 5.3: The model of the solar background, including the broadening
effect of solar rotation and after passing through the filter (solid black).
The modeled filter envelope is shown as a long-dashed red line.
1.63 nm at 1%. The filter is modeled as a cubed Lorentzian (each with
the FW half-maximum BW of 0.86 nm) as would result from three identical
resonant cavity filters without significant coupling. The resulting modeled
filter transmission levels at 0.46, 0.86, and 1.83 nm FW BWs are 47%, 12%,
and 1%, which are fairly close to vendor specifications. The filtered solar
spectrum used in subsequent simulations is shown in Fig. 5.3, along with the
model filter spectrum, given by the dashed line.
5.3 Determining spectral shift in a multiplexed solar
spectrum
In this section, the accuracy of recovering a shift in the known solar spectrum
measured with the periodic spectral response of the Fabry-Perot etalon is
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computationally investigated. In a sense, this also gives insight into the
possibility of using a known solar spectrum as a wavelength reference. In the
subsequent section, an unconstrained data fit which includes the background
modeled by a shifted solar background is computationally investigated.
The instrument function is assumed to be described by a Fabry-Perot Airy
function, periodic in wavelength. Thus, in order to simulate the background,
one period of a Fabry-Perot response is convolved with the solar spectrum
from Fig. 5.3. Subsequently, a Gaussian white noise vector is added to the
generated curve. The standard deviation of the noise is set to 1% of the peak
value. In practice, this would require such integration time that leads to the
background count of 1002 = 104 in a 2 mA˚ channel. The resulting noisy
scatter is fitted in the least-squares sense with a circular convolution over
one FSR of the known instrument function and the solar spectrum, where
the spectrum wavelength shift and absolute scale are the fitting parameters.
In order to study the effect of the instrument FSR on the accuracy of the
recovered shift in the solar spectra, FSRs from 0.2 to 0.5 A˚ were defined with
100 noise vectors for each FSR. The corresponding fits were performed, and
the variances in the fit parameters (scale and shift) were obtained from the
algorithm-generated covariance matrix. The finesse used in the simulation
was 15. For each FSR, the assembly of standard deviations in the estimated
shift is plotted in Fig. 5.4. It is interesting to note that while in general
a larger FSR allows more accuracy in spectral position, the accuracy varies
significantly for lower FSR values. For example, near the FSR of 0.25, the
achieved spectral shift accuracy is near 2 mA˚, but it goes up to 10 mA˚
or more for the FSR of 0.30, before going down again for the slightly larger
FSR of 0.31. These fluctuations reflect the way in which the solar background
features multiplex onto the single FSR of the instrument. As can be seen
from the insert of Fig. 5.4, the higher accuracy of the shift is associated, as
can be expected, with more pronounced spectral features of the multiplexed
spectra.
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Figure 5.4: The dependence of the accuracy in the estimation of a solar
background shift as a function of the free spectral range. Two points of
high and low uncertainty are marked on the graph, and the corresponding
multiplexed solar spectra are shown in the insert.
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5.4 Joint estimation of solar background shift and
dayglow line
In this section, the problem of simultaneously fitting the Gaussian spectral
feature of dayglow and the multiplexed solar background is considered. The
question is how the spectral shape of the solar background with an uncertain
spectral shift affects the errors in the dayglow line analyzed by an etalon.
The simulation was developed in a manner similar to the one in the previous
section. In this case, a Gaussian line of 20 mA˚ width (the p4 parameter) and
the peak amplitude of half of the peak of the solar continuum is added to
the spectrum prior to the convolution with the instrument function. Sub-
sequently, white Gaussian noise of 0.1% of peak is added to the spectrum.
The reduced level of noise is required to ensure consistent convergence is
achieved in all the trials. It is important to note that the signal level vari-
ation within the spectrum itself can be less than 1%, so the useful SNR (or
CNR, the contrast-to-noise ratio) is much smaller than the nominal 1000.
The required CCDs dynamic range (106 counts) would pose a limitation in
such measurement condition, but can be compensated by combining multiple
exposures.
The multiplexed solar spectra along with the dayglow line and noise are
fitted in two different ways. In the first, the five unknown parameters of the
fit include the level of the simulated solar background, unknown shift of the
same, as well as the magnitude, width, and shift of the dayglow line. In the
second simulation, the shift of the solar spectrum is assumed to be known
exactly. This is used as a test case to evaluate a possible improvement in
uncertainty of the dayglow line parameters by constraining the shift of the
solar background based on prior information. The results of the simulations
are displayed in Fig. 5.5, with the top panel representing the Airy instru-
ment function with the finesse of 10, and the bottom panel representing the
finesse of 30, which would probably require a double etalon in practice. The
uncertainty in the solar background shift is plotted as a black dashed line
for reference. The uncertainties in the dayglow line position and width are
plotted in blue and red respectively. For each of the dayglow variables, the
case with the unknown solar shift is represented by the solid line, while the
dashed line represents the case of the known solar background shift.
Looking at the graphs in Fig. 5.5, one can note that, for FSRs below
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Figure 5.5: The uncertainties in jointly estimated solar background and
emission line parameters as a function of FSR for low and high finesse
etalons. The long-dashed black lines represent the uncertainty in solar
background shift. The solid blue and red lines represent the width and shift
uncertainties, respectively. The corresponding long-dashed lines represent
uncertainties when the background shift is known.
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0.3 A˚, uncertainty in the solar background spectral shift can increase the
uncertainties in the dayglow line parameters by as much as 60% for lower
resolution (F = 10) and as much as about 35% in the case of higher resolution
(F = 30). On the other hand, for much of the range of FSRs above 0.3 A˚,
the penalty for the unknown shift is quite small, and very little improvement
can be expected from constraining the solar shift. It is also interesting to
note that the peaks in dayglow parameter uncertainties due to unknown
solar spectrum shift do not always correspond to the peaks in the solar shift
uncertainty. This is because the latter is often associated with a fairly flat
multiplexed solar background, which does not influence the dayglow fitting
as much. In other words, featureless solar background leads to high variance
of the shift estimate, but lower covariance with the other parameters. In
order to avoid uncertainty peaks, selecting a good FSR is important, but
not difficult. With the FSR selected appropriately, constraining the solar
background shift in the dayglow line fitting is not expected to yield significant
improvement since the uncertainty cannot go below the long-dashed lines
corresponding to the known shift.
5.5 Measuring multiplexed solar background
In the previous section it was demonstrated that if the solar background
spectrum is know with some confidence (save for an unknown spectral shift),
the uncertainties in the dayglow line parameters can be reduced almost to
the case of a constant background. In order to use a pre-determined solar
spectrum, its shape must be known with low uncertainty. The variability
of the solar spectra due to the dynamics of the solar atmosphere may be
too high to have an accurate a priori solar spectrum. In this case, the
measured solar spectrum can be used. If, as is likely to be the case, a separate
instrument is not available for the task, a multiplexed solar background can
be obtained in one of two ways with a Fabry-Perot instrument. In one case,
the instrument can be pointed to the sun and, using short exposure time, the
solar spectrum can be obtained. Ideally, the view of the instrument should be
large enough to encompass the sun, otherwise the solar rotation broadening
has to be introduced in post-processing. An alternative method involves the
polarization measurement of the sky. The advantage of this method is that
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it can be used when the sun is close to the horizon and may be inaccessible
to the instrument’s view. This is the method used in this dissertation and
described in this section.
In order to accurately capture the difference between the two polarizations,
they should be measured simultaneously. This is particularly important dur-
ing the twilight, when the brightness of the sky changes significantly from one
exposure to the next. Thus, a focal plane polarizer was constructed from two
orthogonal polarizers, each affecting one half of the fringe pattern. The com-
bined polarizer was designed to have rotational freedom in order to facilitate
alignment with the sky polarization. An example of twilight fringes obtained
with the polarizer is shown in Fig. 5.6, after bias and flat field compensations.
The difference of the bin sums of the two fringes represents the sky polar-
ization spectrum convolved with the instrument function. One period of the
polarization spectrum measured in the evening twilight hours on January 9,
2011 is shown in Fig. 5.7 in open circles along with the smooth parameteri-
zation as a solid line. The parameterization was obtained by keeping the first
four Fourier coefficients, which correspond to seven real-valued parameters
(average level along with three sine and three cosine series coefficients). This
parameterized background is subsequently used in the simulation of airglow
line recovery from a background-contaminated measurement, presented in
the following section.
5.6 Dayglow line with the measured solar background
In this section, the effect of the multiplexed solar background, as measured
from the polarization spectra, on the uncertainties in the airglow line pa-
rameters is investigated. The background spectrum, obtained as described
in the previous section, can contribute to the uncertainty in several ways.
First of all, the parameterization of the solar background is not exact, as it
is obtained from noisy data. Second, an unknown Ring effect [43–52] which
reduces the magnitude of variations in the solar background is largely unpo-
larized and introduces additional uncertainty if used as a free parameter in
the fit. The effects of the first on the uncertainties in airglow function width
and center position is examined in this section.
The filtered solar background obtained as described in the previous sec-
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Figure 5.6: Fringes of zenith twilight sky at two orthogonal polarizations.
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Figure 5.7: Measured sky background spectrum by itself (circles), its
filtered version (solid blue), with the 50% Ring effect (cross-dashed red),
and with two simulated levels of OI air glow emission (long-dashed blue).
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tion is used as the true solar background in the simulation developed in this
section. A simulated airglow line with a typical width parameter of 20 mA˚
superimposed on the solar background is shown in dashed blue curves in
Fig. 5.7 for two levels of brightness. It should be noted that the relative
scales here correspond to twilight measurements (several minutes after sun-
set), since the variations in the daytime solar background would be far more
pronounced relative to the dayglow line. The center position of the simulated
airglow line corresponds to the measured position obtained from nighttime
spectra. The red dashed curve in Fig. 5.7 corresponds to the solar back-
ground with simulated Ring effect, which was assumed to scatter half of the
power (an exaggeration for the purpose of illustration) from the sinusoids into
the constant bias, preserving the total energy. This assumption is fairly good
since the Raman scattering spectra of oxygen and nitrogen convolved with
the instrument function would be broad and slowly varying in comparison to
spectral range under consideration.
The first examination is of the effect of uncertainty in the solar background
on the uncertainty in the shift and width of the airglow line. The uncertainty
in the scaled background spectrum depends on the degree of polarization of
the sky spectra from which the background is obtained. In the simulation,
the parameterized polarization spectrum, taken from data is considered as
the “true” background. It is then contaminated by white Gaussian noise,
and re-parameterized to simulate a “measured” background. The new back-
ground parameters contain errors which compromise the recovery of the line
parameters. The airglow data is simulated by adding a known Gaussian con-
volved with the measured instrument response to the scaled background and
also adding white Gaussian noise. The parameter estimation procedure is
the nonlinear fit involving three parameters of the Gaussian line convolved
with the same measured instrument response as used in the simulation, and
the fourth free parameter as the scale of the background obtained from pa-
rameterization of the “measured” background. The scales in the simulation
are chosen based on the measurement a few minutes after sunset. The scale
of the noise is somewhat reduced (to about 4% of line peak) reflecting an
integration time of 5-10 min, as opposed to the 1 min integration used to
obtain the twilight polarization data.
The result of simulating the effect of noise in the solar background data
used in recovering the airglow line parameters is shown in Fig. 5.8. It
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Figure 5.8: Uncertainties in line center position (red) and width (blue) vs.
noise in polarization spectra for a 17.5 mA˚ narrow line (squares) and a
22.5 mA˚ broad line (circles) of the same brightness.
is important to emphasize that the uncertainty is calculated based on the
standard deviation of fit results from multiple stimulations (3600 different
noise vectors for each data point). Using the covariance matrix estimated by
the fit routine would significantly underestimate the final uncertainty, since
it does not account for the uncertainty in the estimated background.
Looking at Fig. 5.8, one can see that, as predicted theoretically (Chapters
3 and 4), the uncertainty in line position is smaller than the uncertainty in
line width. As expected, the wider line yields greater uncertainty for the
same brightness. Also, as expected, the noise in the background noticeably
contributes to the ultimate uncertainty in the line parameters of interest,
with the effect becoming more significant as the polarization spectrum noise
exceeds the noise in the background-contaminated line data. For the narrow
line of 17.5 mA˚, for example, the uncertainty in center position triples and
the uncertainty in width increases almost as much when the background
spectrum noise increases from being negligible to three times the noise of the
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background-contaminated line.
5.7 Joint estimation of background and line
Since the measurement of the background from polarization spectra has some
uncertainty, and some information regarding the background is contained in
the background-contaminated airglow line spectra, one can combine the two
noisy spectra to better estimate the background and, more importantly, the
line parameters. One can estimate the line parameters in a fit which includes
background parameters as variables, albeit constrained by the prior back-
ground estimate from polarization spectra. Mathematically, the constrained
fit is described in the following manner:
pall = argmin
pall
(
χ2line(pall) + ρ
2χ2pol(psolar)
)
(5.2)
χ2line(pall) ≡
∑
i
(γline,i − γline(pall, λi))2 (5.3)
χ2pol(psolar) ≡
∑
i
(γpol,i − γpol(psolar, λi))2 (5.4)
γline(pall, λi) = p1γpol(psolar, λi) + p2e
− (λi−p3)
2
p24 ⊗ IF (λi) (5.5)
stating that the set of parameters describing the background-contaminated
instrument-broadened airglow line function, pall =
⋃{p1, p2, p3, p4, psolar}, is
determined, as shown in Eq 5.2, by minimizing the square sums of the resid-
uals in the contaminated airglow measurement (Eq. 5.3) and the residuals
in sky polarization measurement (Eq. 5.4), with the latter weighted by the
square of the regularization parameter, ρ. The model for the contaminated
airglow measurement, represented in Eq. 5.5, includes a weighted param-
eterized background and a circular convolution between the Gaussian line
emission function and a measured instrument function. The search for the
minimum is performed by a Nelder-Mead simplex search routine implemented
as a standard Matlab optimization function.
The constrained fits with varying regularization parameter were performed
for the case of the narrow (17.5 mA˚) emission line, under the assumption of
the polarization spectrum with three times the noise of the contaminated line
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spectrum. This assumption roughly corresponds to the polarization ratio of
about 33% (meaning the peak polarization will appear twice brighter than
the orthogonal). In that case, the sum of polarizations would have three
times the background than the difference used for the background. For each
regularization, the simulation was performed 900 times, and the standard
deviation of the resulting line width and line center parameters were used
as uncertainty measures. The results are shown in Fig. 5.9. The right
side of the graph represents a strong constraint to the background obtained
from the polarization spectrum, resulting in the uncertainties comparable,
as expected, to the rightmost points on the graph of Fig. 5.8. The leftmost
points correspond to a much weaker constraint of the background. In fact,
when ρ = 0, the background parameters are free variables. That case is
not represented in the plot, because the convergence in that case is poor.
In fact, one can see the uncertainty growing sharply as ρ gets small. The
optimal values of ρ for the uncertainties in line-center position and width
seem to differ slightly, but are both in the neighborhood of 1/3. This is
an intuitively pleasing result, since if the optimization was based on two
instances of the same measurement, then the weighting, equal to the noise
ratios, would correspond to the maximum likelihood estimate. The reduction
in the uncertainty with respect to the complete constraint of the background
(as in the previous section) seems to be about 30% for the case of the line
width, but only about 15% for the line center.
5.8 Ring effect and future work
The polarization spectra do not fully describe the solar background. Non-
linear scattering in the terrestrial atmosphere gives rise to the Ring effect
which manifests as the filling-in of the Fraunhofer lines [43–52]. The Ring
effect, which is largely unpolarized, can significantly compromise the mea-
surement of the airglow line. The scattering causing the Ring effect is a
largely nonlinear process and, therefore, might be significantly less trouble-
some around twilight, when the solar background is not so bright. With the
rising background, however, it should be included in the model. The most
accepted current model for the Ring effect, based on the rotational Raman
scattering by N2 and O2, has a broad spectral cross-section featuring many
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Figure 5.9: Uncertainties in line center position (red) and width (blue) vs.
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information) for a 17.5 mA˚ narrow line.
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peaks. Combined with the Fabry-Perot instrument function, the effect could
be quite spectrally homogeneous. Consequently, a simple and reasonable at-
tempt to include the Ring effect assumes that it scatters all of the Fourier
components of the background equally into the continuum. The degree of
the scattering can be used as an additional fitting parameter in estimation of
the airglow line. In order to reduce the uncertainty associated with this ad-
ditional parameter, it would be useful to constrain it based on the measured
statistics of the Ring effect magnitude in different look directions and at dif-
ferent solar zenith angles. Slow temporal variation of the Ring effect could
also be used to improve the estimation scheme. Thus, a careful study of the
Ring effect should facilitate reducing line parameter uncertainties obtained
when the scale of the Ring effect is a fitting parameter. The study of the
Ring effect measured by a Fabry-Perot interferometer and its effect on line
parameter uncertainty is an important subject to be considered in further
investigations.
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CHAPTER 6
WIND MEASUREMENTS
6.1 Introduction
This work has focused so far on the uncertainties in thermospheric temper-
atures and the line-of-sight wind velocities. While the former are indeed
physical quantities of scientific interest, the latter are important for the in-
formation they contain about the various vector wind contributions. In this
chapter, the uncertainties in the wind field parameters estimated from multi-
directional line-of-sight measurements are examined. At this stage, it is as-
sumed that the dynamics is slow enough that one can neglect the effect of
the wind field variations due to the time shifts among the observations at
different angles. In practice, some interpolation scheme can be used in order
to bring a set of measurements to the same temporal scale.
At a given zenith angle (ZA) and azimuthal angle (AZ), contributions to
a detected line center position come from the component of horizontal wind
at the given AZ, the component of the vertical wind at the given ZA, and
instrumental reference. In many cases, the horizontal wind is the object of
the measurement. If one assumes that its variation with the zenith angle is
negligible, and that the vertical wind is negligible as well, only ZA = 0 (for
reference) and another ZA (e.g. 45◦) are required to estimate the horizontal
wind. However, these assumptions may not be accurate, especially as po-
tential vertical wind magnitudes are larger than the error bars of the wind
measurements. Furthermore, significant wind gradients can develop across
the region observed from a fixed ground location [53–55]. Thus, multiple look
directions are required in order to correctly estimate wind field parameters.
In the first part of this chapter, a four-by-four estimation matrix relating
wind parameters to line-of-sight measurements is examined. The choice of
angles is optimized for achieving minimum uncertainties. A separate consid-
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eration is given to optimal partitioning of a total measurement time among
the look directions, which will yield a general guideline with applications
well beyond the problem considered herein. Next, the tolerance in optimal
look directions is numerically examined by considering the contours of uncer-
tainty penalties on an angle parameter space. Next, an improvement in the
parameter uncertainties in the case of a restricted parameter set is consid-
ered. A case of zero wind gradient and a case of a pre-determined reference
are considered. Both cases are shown to dramatically increase the accuracy
of parameter estimation.
6.2 Wind field parameters from multiple measurement
angles
If the observed segment of the sky is relatively small in comparison to the
relevant geophysical features, one can linearly expand the wind field and
define it in the differential form in the following manner:
−→vw = (vz+ v′zzx+ v′zmy)xˆ+(vm+ v′mzx+ v′mmy)yˆ+(vv+ v′vzx+ v′vmy)zˆ (6.1)
where vz, vm, and vv are the mean local wind speeds in zonal, meridional,
and vertical directions, respectively, and where v′xy are the corresponding
gradients (multiplied by the emission layer altitude) with the first subscript,
x, indicating wind direction, and the second subscript, y, indicating the gra-
dient direction. Further, x and y, are the zonal and meridional coordinates,
normalized to the measurement height, and xˆ, yˆ, and zˆ are the unit vectors
pointing, correspondingly, east, north, and up.
While, one cannot measure the nine unknowns directly, one can try to
obtain them from multiple line-of-sight measurements. Noting that zenith
angles can be chosen in either the meridional or zonal direction, resulting in
the measurements independent of the orthogonal direction, one can restrict
the discussion to either one of the horizontal directions. The wind measure-
ment for a given zenith angle depends on the horizontal and vertical winds
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in the following manner:
vα = (vh + v
′
h tan(α)) sin(α) + (vv + v
′
v tan(α)) cos(α) + vo =
= (vh + v
′
v) sin(α) + v
′
h sin(α) tan(α) + vv cos(α) + vo (6.2)
where vo is the bias in the measurement. In this case, the gradients in the
orthogonal direction are not measured. One can also note that the mean
horizontal component is indistinguishable from the gradient in the vertical
component. Fortunately, the horizontal gradient in the vertical wind can be
neglected under most conditions. Thus, for a measurement along a horizontal
line, up to four separate variables can be recovered: horizontal wind, its
gradient, vertical wind, and bias. Relating the uncertainties in the recovered
variables to the set of measurement zenith angles, and the uncertainty in each
measurement, is the subject of the following section. Particular attention is
given to the uncertainty in the estimate of the vertical wind.
6.3 Errors in wind parameters obtained from multiple
measurement angles
As discussed in the previous section, the horizontal wind, its collinear gradi-
ent, vertical wind, and bias are the four variables that can be recovered
from a set of measurements along a line. Four zenith angles, given by
−→α = {α1, α2, α3, α4}T need to be chosen in a way to minimize uncertainty in
the recovered parameters.
One can define the measurement matrix as
M =

sin(−→α1) sin(−→α1) tan(−→α1) cos(−→α1) 1
sin(−→α2) sin(−→α2) tan(−→α2) cos(−→α2) 1
sin(−→α3) sin(−→α3) tan(−→α3) cos(−→α3) 1
sin(−→α4) sin(−→α4) tan(−→α4) cos(−→α4) 1
 (6.3)
The recovered parameters are given by multiplying the measured line-of-sight
wind speeds with the parameter estimation matrix given by E =M
−1
:
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
vh
v′h
vv
vo
 = E

v1
v2
v3
v4
 (6.4)
Defining the uncertainties (standard deviations), −→σ meas = {σv1 , σv2 , σv3 , σv4}
in the line-of-sight velocities obtained at the four values of the zenith angle, α,
one can obtain uncertainty in the k -th estimated parameter in the following
manner:
σk = ‖−→E row1 · −→σ meas‖ =
√
E2k1σ
2
v1
+ E2k2σ
2
v2
+ E2k3σ
2
v3
+ E2k4σ
2
v4
(6.5)
It is instructive to consider the case of equal uncertainties, σmeas, in the
measured velocities, such that σk = ‖−→E row1‖σmeas. One would expect that
there exists the best set of angles, which would minimize uncertainty for a
given wind field parameter. One can obtain approximate sets of optimizing
angles by trial.
Assuming that the allowed zenith angles are between −45◦ and 45◦, one
can create random sets of angles uniformly distributed on that interval and
investigate the resulting uncertainties in the estimated parameter. For 40,000
angles randomly generated, the best angles for minimizing the uncertainty
in the average horizontal component of the wind were near the range ex-
tremes. Indeed, one could simply measure twice at 45◦ and twice at −45◦,
and subtract the negative measurements from the positive ones, canceling
the contribution from all the variables other than the mean horizontal wind.
The four measurements reduce the error by a factor of two, while the fact
that the 45◦ projection is measured, increases uncertainty by the factor of√
2, yielding the minimum uncertainty of σmeas/
√
2 for the mean horizontal
wind. Of course, for this choice of angles, the estimation matrix is singular
and other wind field values cannot be determined.
The uncertainties in the other variables, v′h, vv, and vo, are far more interre-
lated. Also, all the measured projections are collinear, yielding much higher
uncertainty. One can choose the best sets of angles for minimizing the errors
in these parameters among the 40,000 trials. It turns out that there is a high
correlation among minimizing uncertainties for all of the parameters other
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Table 6.1: Performance of different sets of angles for four-parameter wind
measurements (with a single horizontal direction).
α1 α2 α3 α4 CN σ
′
h/σmeas σv/σmeas σo/σmeas
−44.9 −30.1 1.0 27.2 309 32.0 76.6 76.1
−44.6 −33.6 2.6 27.9 312 32.8 77.3 76.9
−44.8 −31.8 −1.2 35.9 312 32.6 77.5 77.0
−44.6 −32.4 1.3 26.2 313 32.6 77.5 77.0
−34.9 1.5 30.8 44.7 316 33.1 78.4 77.9
−31.6 1.6 33.9 44.6 318 33.5 78.7 78.3
−24.8 4.3 31.6 45.0 318 32.7 78.6 78.0
−45 −30 0 30 304 31.7 75.5 75.0
than the mean horizontal wind, and the angle sets that do so, also minimize
the condition number (CN) of the measurement matrix. The best of the ran-
dom angle sets (summarized in Table 6.1) have a common trend: there is a
near-vertical measurement, a near-maximum angle measurement, and a pair
of measurements at roughly opposite zenith angles close to ±30◦. Setting
the angles to α = {−45◦,−30◦, 0◦, 30◦}, one obtains the last row of Table
6.1 , which has the lowest (out of all trials) condition number of 304 and the
lowest errors for the wind field components other than the horizontal wind.
6.4 Optimizing measurement constellation with
weighted dwell times
Some gain in uncertainties can be made by allocating different fractions of
the total measurement time to different look directions. Let the set of dwell
times at each angle be given by {t1, t2, t3, t4}. If the equally-partitioned
measurement time was tmeas for each angle, than the following is true:
t1 + t2 + t3 + t4 = 4tmeas (6.6)
For each measurement, under the assumption that the noise is dominated
by the photon-counting statistics, the standard deviation is inversely pro-
portional to the square root of the measurement time. Thus, if the total
measurement time stays constant, the measurement errors for the four an-
gles are constrained by the following equation:
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1σ2v1
+
1
σ2v2
+
1
σ2v3
+
1
σ2v4
=
4
σ2meas
(6.7)
Now, for a given parameter, the error, given by Eq. 6.5, can be minimized
by optimizing not only the angles, but also the dwell time of the measure-
ments. The problem has seven degrees of freedom, but it can be made less
cumbersome with analysis.
A closed solution to the optimization of measurement with weighted dwell
time can readily be obtained for a two-angle measurement. The problem can
be stated as minimization of
σ2k
σ2meas
= E2k1
σ2v1
σ2meas
+ E2k2
σ2v2
σ2meas
(6.8)
One can substitute w1 and w2 for
σ2v1
σ2meas
and
σ2v2
σ2meas
, respectively. The weights
are constrained by the constant total time criterion:
1
w1
+
1
w2
= 2 =⇒
w2 =
w1
2w1 − 1 (6.9)
Minimizing the error, by differentiating with respect to weight and setting
the derivative to zero can be used to find the optimal weights:
δ
δw1
[
w1E
2
k1 +
w1
2w1 − 1E
2
k2
]
= 0
E2k1 +
(2w1 − 1)− 2w1
(2w1 − 1)2 E
2
k2 = 0
2w1 − 1 =
∣∣∣∣Ek2Ek1
∣∣∣∣
w1 =
1
2
(
1 +
∣∣∣∣Ek2Ek1
∣∣∣∣) (6.10)
w2 =
1
2
(
1 +
∣∣∣∣Ek1Ek2
∣∣∣∣) (6.11)
Substituting the optimal weights back into the equation for error yields
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σ2k
σ2meas
= E2k1
1
2
(
1 +
∣∣∣∣Ek2Ek1
∣∣∣∣)+ E2k212
(
1 +
∣∣∣∣Ek1Ek2
∣∣∣∣) =
1
2
(
E2k2 + |Ek1||Ek2|+ E2k1 + |Ek1||Ek2|
)
=
1
2
(|Ek1|+ |Ek2|)2 (6.12)
The above means that optimizing the extracted parameter error with
weighted dwell times involves finding the estimation matrix with the min-
imum sum of absolute values of elements corresponding to the parameter
under consideration. In other words, instead of finding an estimation matrix
with minimum L2-norms, the estimation matrix with minimum L1-norm of
the absolute value of the row should be found.
For multiple measurements (more than two), the optimal row of the N-
angle estimation matrix and the corresponding weights and times are
−→
E k,opt = argmin−→
E k
∑
n
|Ekn| (6.13)
wm =
∑
n |Ekn|
NEkm
(6.14)
tm =
Ekm∑
n |Ekn|
tTOTAL =
Ekm∑
n |Ekn|
Ntmeas (6.15)
In order to prove that the weights above minimize the error, one can keep
the N-1 out of N weights free, and constrain the Nth one. Then, by setting
to zero the derivative of the total variance with respect to each of the free
weights and setting, one obtains the expressions which are satisfied with the
solution in Eq. 6.13. The details of the proof are as follows:
δ
δwk
w1E
2
1 + w2E
2
2 + . . .+ wN−1E
2
N−1 + wN(wk)E
2
N = 0
E2k +
δ
δwk
wN(wk)E
2
N = 0
Considering that wN(wk) =
(
N
σ2meas
−∑n=1...N−1 1wn),
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δδwk
wN(wk) = −w
−2
k
w−2N
⇒
w2kE
2
k − w2NE2N = 0⇒
w1|E1| = w2|E2| = . . . = wN−1|EN−1| = wN |EN | (6.16)
where Eq. 6.16 is satisfied by Eq. 6.13.
6.5 Numerical search for optimal angle constellation
As was shown in the previous section, if the results from multiple angles can
be time-weighted to achieve the minimum error, the L1-norms (rather than
L2-norm) of estimation vectors determine the lowest error for a correspond-
ing parameter. For the observation of the wind field, if one compares the
angles that give the smallest L2-norm for the vertical wind estimation vector
to those that minimize the L1-norm, similar values are observed. In other
words, there is not a large difference in the optimal angle sets. Again, the
maximum angle of 45◦ and the upward angle of near 0◦ are in the best sets.
Also, the difference in the obtainable error, σvv/σmeas (where σmeas indicates
measurement uncertainty at each angle if the time is equally distributed), is
not very large. As shown before, the best ratio of the vertical wind error to
the nominal measurement error is 76.6. Optimizing the dwell times results
in the best (out of the same random trials) ratio of 69.9 – slightly under 10%
improvement.
In order to better understand the effect of the angle space on errors, one
can fix two of the angle parameters at 45◦ and 0◦, and methodically investi-
gate the space gridded by the remaining two angles. The result of such an
investigation can be represented as sets of contours in the two-angle space.
The contours for the L2-norms of estimation vectors and the matrix condi-
tion number are shown in the top panel of Fig. 6.1, while the contours for
the L1-norms are shown in the bottom panel. One can see that the L1-norms
are minimized at slightly larger angles (−33◦ and 33◦), but the shift in the
optimal point is within the 1% contour, as can be seen in Fig. 6.2.
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Figure 6.1: The two panels above represent the percentage increases (with
respect to minimum) in estimation matrix condition number and L2-norms
of parameter estimation vectors (top panel) as well as L1-norms of
parameter estimation vectors (bottom panel). The estimation vector for
mean horizontal wind is not shown, since it does not get optimized by the
same set of angles. The dotted line contour on both panels corresponds to
the horizontal wind gradient.
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Figure 6.2: Comparison of the contours of L2-norms (dotted) and L1-norms
(solid bold) of parameter estimation vectors for vertical wind. It can be
seen that the L1-norms are optimized for slightly higher angles than the
L2-norms, particular on the positive angle side, not sampled by the
assumed −45◦ observation.
6.6 Case of zero gradient in horizontal wind
As was shown previously, the simultaneous determination of reference shift,
vertical wind, and horizontal wind collinear gradient leads to very large errors
(more than 60 times the error for each measurement) in all three. However,
in many situations the collinear gradient in the horizontal wind is very small,
particularly in the zonal direction. In such cases, there are three unknowns
in a one-dimensional wind field, and only three directions are needed for their
determination.
The new measurement matrix, without the column representing the con-
tribution of the horizontal field gradient is
M =

sin(−→α1) cos(−→α1) 1
sin(−→α2) cos(−→α2) 1
sin(−→α3) cos(−→α3) 1
sin(−→α4) cos(−→α4) 1
 (6.17)
Again, the estimation matrix is calculated for a large number of random an-
gle sets, and the condition numbers as well as the L1 and L2 norms for the
estimation vectors are tracked. Out of 5000 angle sets (a sufficient number,
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Table 6.2: Performance of different sets of angles for three-parameter wind
measurements (with a single horizontal direction). Zero horizontal gradient
is assumed.
α1 α2 α3 CN L2h L2v L2o L1h/
√
3 L1v/
√
3 L1o/
√
3
−44.4 0.2 43.7 12.6 1.0 4.4 3.6 0.84 4.1 3.5
−43.7 4.6 44.3 12.8 1.0 4.4 3.6 0.84 4.2 3.6
−43.6 −4.0 44.3 12.8 1.0 4.4 3.6 0.85 4.2 3.6
−43.4 −3.5 43.7 13.0 1.0 4.5 3.7 0.84 4.2 3.6
−42.3 6.4 44.5 13.2 1.0 4.6 3.8 0.88 4.3 3.7
−45 0 45 12.0 1.0 4.2 3.4 0.82 3.9 3.4
−50 0 50 9.4 0.92 3.4 2.7 0.75 3.2 2.7
since there are only three random parameters now), the five smallest condi-
tion numbers are shown in Table 6.2. Note that the condition numbers of
the estimation matrix are over 20 times smaller than the minimum condition
numbers for the cases where the gradient is a free parameter. The best angles
along with all the relevant estimation vector norms are also given in Table
6.2.
6.7 Case of pre-determined reference
In the previous section, the case of zero gradient in the horizontal wind was
considered. It was shown that the reduction of the variable set leads to
a more than 20-fold decrease in uncertainties. The assumption which may
be true for the zonal direction is, likely, incorrect for the meridional line
measurements. Indeed, the collinear gradient of the meridional wind, as the
dominant part of the wind field divergence, is linked to the vertical wind
component [53,56]. Although the gradient in the horizontal wind cannot be
ignored for the meridional direction, a previously measured reference (from
the zonal line measurement) can be used to reduce the parameter set. Of
course, the uncertainty in the reference would contribute to the uncertainties
of the estimated meridional parameters.
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The new estimation matrix is
E =

sin(−→α1) sin(−→α1) tan(−→α1) cos(−→α1)
sin(−→α2) sin(−→α2) tan(−→α2) cos(−→α2)
sin(−→α3) sin(−→α3) tan(−→α3) cos(−→α3)
sin(−→α4) sin(−→α4) tan(−→α4) cos(−→α4)
−1 (6.18)
The parameters, in the case of a previously known reference, are then given
by  vhv′h
vv
 = E
 v1 − vov2 − vo
v3 − vo
 = E
 v1v2
v3
− E
 11
1
 vo (6.19)
Therefore, the resulting error for a given parameter is written as
σvk =
(
||Ek||22σ2meas +
(∑
Ek
)2
σ2vo
)1/2
(6.20)
in the case of equal time allocated for each direction, and as
σvk =
( ||Ek||21
3
σ2meas +
(∑
Ek
)2
σ2vo
)1/2
(6.21)
in the case of optimized time allocation for each direction.
At first, the case of very small error in the reference wind is considered.
This can indeed be true if the instrument is very stable and repetitive mea-
surement of the reference establishes it with high precision. The case of small
reference error is analogous to the three-parameter problem of negligible wind
gradient considered in the previous section, but with the estimation matrix
now given by Eq. 6.18. Out of 5,000 random angle sets, again the best
performance was for the vertical direction combined with the two extremes
in the opposing directions. The angles corresponding to the three smallest
condition numbers obtained in the random trials are as listed along with the
several trial vectors in Table 6.3.
What stands out in Table 6.3 is that, in the present case, balancing the
dwell time and weighting the uncertainties for the different observation angles
reduces the error in the vertical wind by 42% and in the horizontal wind
by 18%. On the whole, one can see that the simultaneous estimation of the
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Table 6.3: Performance of different sets of angles for three-parameter wind
measurements (with a single horizontal direction). A pre-determined
reference is assumed.
α1 α2 α3 CN L2h L2v L2h′ L1h/
√
3 L1v/
√
3 L1h′/
√
3
−44.5 −2.0 43.7 2.7 1.0 1.5 1.0 0.85 1.5 0.61
−44.2 −4.3 43.5 2.8 1.0 1.5 1.0 0.85 1.5 0.64
−43.1 −4.0 44.6 2.8 1.0 1.5 1.0 0.87 1.5 0.64
−45 0 45 2.6 1.0 1.4 1.0 0.82 1.4 0.58
−50 0 50 2.3 0.92 1.05 1.0 0.75 1.0 0.58
horizontal wind, its collinear gradient, and the vertical wind is fairly accurate
if the reference is known with very high precision. Thus, one can expect to
have a significant effect of the uncertainty in the reference.
As shown above, this uncertainty is weighted by the sum of the elements
of estimation vectors for the different parameters. Thus, the effect of the
reference uncertainty depends on the estimation matrix and the estimated
parameter. The sums of estimation vectors obtained in the study consisting
of 20,000 random angle vectors are represented in the histograms in Fig.
6.3. One can see that, in most cases, the sum of the estimation vector
elements is zero for the horizontal wind, unity for the vertical wind, and
distributed, largely, between 0.3 and 0.5 for the horizontal wind gradient.
Thus, the dependence of parameter uncertainty on the reference uncertainty
is not strongly affected by the exact choice of the observation angles. For the
optimal angle set of {−45, 0, 45} degrees, the weights of the reference variance
are 0, (
√
(2) − 1)2 = 0.16, 1, respectively, for vh, v′h, vv. The contribution of
the reference uncertainty cancels out for the mean horizontal wind and is
strongest for the vertical wind.
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Figure 6.3: The histograms above show the contribution of reference
uncertainty on the total uncertainty of the other wind field parameters.
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CHAPTER 7
FABRY-PEROT DATA PROCESSING
7.1 Introduction
In this chapter, a method of processing Fabry-Perot spectrometer data is
described. The implementation is a version of the ring-summing method [24]
which is the most widely-used method for the Fabry-Perot instruments with
CCD detectors. In such instruments, a single-wavelength emission line pro-
duces rings on the focal plane array according to Eq. 3.36. Each ring of
a certain radius on the detector corresponds to an angle of light passing
through the etalon and, correspondingly, a shift in the transmission spec-
trum. Therefore, as one moves away from the center of the ring pattern, one
obtains the convolution between the spectral instrument function and the
source spectrum. The correspondence between the radial distance and the
wavelength is quadratic, with the peak transmission wavelength relating to
the distance as follows:
λ =
nd
2N
(
1− r
2
f 2
)
(7.1)
where nd is the optical path length in the etalon, N is the order number, r
is the radius of the ring on the detector, and f is the effective focal length.
The quadratic dependence of wavelength on radius leads to the well-known
principle that annular regions corresponding to equal wavelength bins cover
equal areas on the detector.
The instrument response of the system is measured by observing the dif-
fuse target illuminated by a frequency-stabilized single-mode laser as the
monochromatic source. The radially binned convolved spectrum and the
instrument response form a data set from which the spectrum of the emis-
sion can be recovered using one of several algorithms, which will be briefly
described in Section 7.4.
95
In practice, several steps are necessary before the annular bin summing can
be performed. The dark response of the CCD (due to thermionic emission
and readout bias) is subtracted, the non-uniformities of transmission over
the image plane are mitigated by the process of flat-fielding, and the center
of the ring pattern is found using the process discussed in Sections 2 and 3
of this chapter, where a data set containing Doppler spectra at Milstone Hill
Observatory for October 31, 2010, is considered.
7.2 Bias, dark counts, flat field
The bias frame is the image read out by the CCD camera after a zero-
length exposure. It contains the overscan component, individual pixel bias,
and read-out noise. On October 31, 2010, three series of eight bias frames
where taken throughout the night, at 5:31 p.m., 10:55 p.m., and 3:03 a.m.
An examination of these dark frames reveals a very high degree of pixel-
to-pixel uniformity, with the standard deviation of 1.9 counts dominated
by the read-out noise. Averaging the eight frames leads to a master bias
frame with the standard deviation of 0.68 counts. The averaging reduced
the standard deviation by slightly less than the
√
8 factor due to slight pixel
bias variation, which can be ignored in most cases. The overscan value, given
by the average of the bias frame, varies considerably with 949.5, 938.4, and
932.1 for the three time periods. Within each short time period, the overscan
variation is very small, pointing to the slow thermal change throughout the
night as a possible explanation for the longer-term trend. For the night under
consideration, six four-minute dark exposures where made from 5:34 p.m. to
5:58 p.m. At −90 C◦ the mean dark count does not seem to be appreciable.
The main distinction from the bias frames is the presence of cosmic ray hits,
exhibited as isolated pixels with high counts. These cosmic ray hits are
removed by the median filter of multiple dark images (i.e. not filtering in
the two spatial dimensions of each image, but across corresponding pixels of
multiple images).
Flat field reference is, ideally, obtained on a separate day in order to gen-
erate a low-noise master image. In this case, 72 flat field images were taken
on October 26, 2010. The master flat is obtained using the following proce-
dure: 1) all the flats are stacked in a three-dimensional array; 2) the array
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Figure 7.1: Flat field response of the instrument.
is median-filtered through the stack using a three-point kernel in order to
remove cosmic ray hits; 3) the stack is averaged to reduce the noise and
the two-dimensional image is obtained; and 4) each hot and cold pixel 3x3
neighborhood is replaced by a 3x3 median of that neighborhood. The dark
reference for the flat is obtained by the same procedure applied to the 24 dark
exposures of the same night. The final flat field is obtained by subtracting
the dark reference and normalizing the field to the maximum value. The
resulting flat field is shown in Fig. 7.1, multiplied by the mask which zeros
the unexposed parts of the CCD. One can see the prominent Newton rings,
which are likely due to non-uniformities in the filter.
7.3 Radial binning and center-finding
As mentioned earlier in the chapter, before the ring-summing can be per-
formed correctly, the center of the ring pattern needs to be determined. The
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Figure 7.2: Laser calibration fringes.
procedure to determine the ring center is iterative and uses the laser calibra-
tion fringes. First, a clean laser calibration image is obtained from a series
of laser exposures by using an across-images median filter to remove cosmic
ray hits, subtracting the reference dark image, and dividing by the flat field.
An example of the fringes after these operations is shown in Fig. 7.2. The
data for these was obtained in the five laser calibration exposures made on
October 26, 2010. One can see that normalizing by the flat field still leaves
significant variations in the laser fringes. The likely reason is the wavelength
discrepancy between the laser calibration and the flat field. The filter’s re-
sponse, including the unwanted Newton rings, can be markedly different (at
least, in contrast) for the two wavelengths. Therefore, in characterizing the
instrument response, it may be prudent to chose the lower right portion of
the laser ring image, where the unwanted variations are somewhat less pro-
nounced.
Next, the laser fringes are analyzed in the polar coordinates. The r2-
coordinate for each pixel is determined by r2 = (m− xc)2 + (n− yc)2, where
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(xc, yc) is the initial guess of the center based on the visual inspection of the
fringes. Likewise, the angle is determined as θ = Atan((n−yc)/(m−xc)). The
clean laser fringe image is then re-mapped (gridded) on a 512×16 (r2, θ) grid
by binning the pixels nearest to the new coordinates. On the average, each
bin then contains 8 pixels from the 256×256 image. A median of pixel values
in each bin determines the value of the bin. This way, hot and cold pixels
are removed. Considering the laser calibration data on the new grid (Fig.
7.3), one can observe that the fringes are almost uniformly spaced and nearly
straight. The sinusoidal wave in the fringe coordinates is due to the offset in
the initial guess of the center. The center offset is found by analyzing one of
the fringes. It seems, heuristically, that the second to fourth fringes present
good candidacy for this step. The first fringe has a large spread in the radial
direction, while the fringes of high orders are significantly affected by pixel-
size broadening. The sinusoidal variation in radial centroids of a selected
fringe as a function of θ is estimated using an FFT. The polar value of the
center offset is obtained from the FFT’s second coefficient (the first being the
average value of the radial centroid). The center coordinate is then adjusted,
the laser fringes are re-binned, and, if needed (not usually), the iteration is
repeated to find the center with more precision. Re-binned laser fringes on
the (r2, θ) grid before and after the center offset adjustment are shown in
Fig. 7.3. There is still some meandering in the higher order fringes. This is
not simply due to increased sensitivity, as using the second, fifth, or eighth
fringe to evaluate the center position gives the respective residual offsets of
0.02, 0.15, and 0.37 pixels, implying a certain level of optical distortion of the
fringes or slight CCD non-uniformity.
Once the center of the fringe pattern is established, the radial-dimension
instrument function is characterized. In order to do that, the lower right
half of the laser fringe data is gridded again on a 1024 × 1r2, θ grid. Radial
bin values are derived by, first, removing the outlier (hot and cold) pixels,
which are more than three standard deviations from the mean, then talking
the mean of the remaining ones. The resulting instrument function (IF) is
shown, as a solid line, in Fig. 7.4. for the first 600 out of the 1024 radial
bins. With the increasing fringe order, the IF peaks are getting shorter and
wider due to the pixel-size effect and possible de-focusing from the image
plane curvature. The total count in each fringe also decreases, but much
slower, as is seen from the scaled 50-bin average of the instrument function,
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Figure 7.3: Binned laser calibration fringes.
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Figure 7.4: Instrument function from laser calibration fringes (solid) and
the broadly smoothed fringes (dotted).
shown as the dotted line. The angle walk-off of the filter towards the blue
wavelengths should not have too much influence, since the filter is positioned
near the auxiliary image plane of the imaging system. On the other hand,
spatial non-uniformity of the filter might have some influence. Other optical
effects, such as vignetting, should have been removed by flat-fielding.
Returning to October 31, the day sky data was obtained, the laser cali-
brations are compared to the day of the flat-field survey. It is found that the
ring center position has moved by approximately two pixels. Thus, the new
center of the fringe pattern is found on the basis of the 16 calibration images
taken on October 31. These calibration exposures are taken throughout the
night, and it is found that the center only varies is within about 0.1 pixels.
Therefore, it should be acceptable to keep the center constant for processing
all of the day’s exposures. The change in the center from one day to another
raised the question of the flat field validity. In order to test it, one can ex-
amine the two-dimensional spatial correlation between the flat field images
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obtained on the day of sky data and on the day the flat fields were measured.
The maximum of the correlation at the origin suggests that the Newton rings
probably had not shifted as did the laser fringes. This indicates that the shift
came from the front of the imaging system, rather than the post-filter optical
train. It was, therefore, decided that the reference flat field from October 26
remains valid for the October 31 data.
As discussed above, the bias frame seems to have a drift throughout the
night. With three series of bias frames, assuming the drift is slow, one can
interpolate the bias for any given time of the night. Of course, exposure
time is necessary in order to glean physical meaning from the data, but it is
the bias drift that might necessitate the knowledge of exposure time before
the ring-summing operation because the exposure has to be properly leveled
before the flat-field compensation is applied. This is particularly important
when bias drift is on the scale comparable to photon count. Thus, the bias
compensation is processed in the following manner: the bias drift is assumed
to be parabolic in time (the smooth variation based on the three available
points), a time for each exposure is extracted from the file header, and the
corresponding bias is calculated based on the parabolic function. The dark
component is assumed to be constant. Each frame in the sky data is then
reduced by the bias and the dark components and divided by the reference
flat field. Subsequently, the data is radially binned assuming the constant
ring center. The laser calibrations are processed in the same manner.
7.4 Processing the bin-summed data
Multiple ways of processing bin-summed data are used by practitioners. In
practically all cases relating to processing OI airglow, the task is to find the
three coefficient of the Gaussian emission function and, sometimes, constant
or linear background. The methods vary in the representation of the instru-
ment function and in the domain of the fit. Also, it is most common to
separate the peaks into free spectral ranges (FSRs) and process each FSR
independently. One well-established method uses a Fourier series representa-
tion of the instrument function, with the FSR as the fundamental period [11].
After the instrument function is thus parametrized, the fitting is performed
in the measurement domain. Another valid method parametrizes the instru-
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ment function in the similar manner, but also performs the fit in the Fourier
domain on the Fourier coefficients of each data fringe [30]. Another common
method is to directly fit each fringe in the data domain with a Gaussian
function. Then, the instrument function is also represented by a Gaussian
(obtained by fitting), and the effect of the instrument-function broadening is
analytically removed using σ2line = σ
2
data − σ2IF , where σ represents Gaussian
line width. The method adopted in this dissertation is to fit each set of data
to the numerical convolution of the measured instrument function and the
model Gaussian. Two variants of the method can be used. If the processing
is done one FSR at a time, a circular convolution is used. Alternatively,
the multi-peak measured instrument function is convolved linearly with the
model Gaussian, and some boundary regions of the result are truncated,
while the middle portion is used in the fit.
When the multi-peak fitting with the measured instrument function is used
for parameter estimation, the slight roll-off of the laser calibration fringes
should be corrected. The laser wavelength of 632 nm is outside of the pass
band of the filter, but the power is high enough to get sufficient signal even
in the stop band. The stop band transmission may have some spatial non-
uniformities due to, for example, a blue walk-off of the filter peak trans-
mission wavelength from the center of the filter. If the small transmission
variation is nearly parabolic with respect to the radius, it is nearly linear
with the radial bin numbers, since the bin centers are proportional to
√
r.
For the laser calibrations used in the processing described herein, the follow-
ing transmission roll-off compensation is used:
IF ′[n] =
IF [n]
1 + n
1756
(7.2)
where IF ′[n] is the adjusted instrument function for each bin number n.
A fit of the data to the convolution of the measured instrument function
and a Gaussian model function is shown in Fig. 7.5, which shows a very
good agreement between the model and the data. There is, however, a barely
perceptible but real bump just to the left of each fringe. This bump is possibly
contamination from certain street light sources common in the Boston area.
The fitting process is repeated for all the sky images. Furthermore, data
regarding the look directions and exposure time stamps is automatically ex-
tracted from the file headers. The parameters estimated from the night’s
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Figure 7.5: Example of spectral fitting for parameter estimation. The data
is represented by blue dots, and the fit is shown as a solid black line.
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data and the corresponding uncertainties of fit are shown in Fig. 7.6. The
results for the line width are shown in blue and the results for line position are
shown in red. The uncertainties increase towards midnight (O min) reflecting
the decrease in line brightness. The ratio of the uncertainties in line width to
the uncertainties in the line centers is somewhat higher, as expected and as
was also noted in Chapter 4. It is likely that the small contamination affects
the line width more than the line center, since the tails are more important
in the fit of the width, as discussed in Chapters 2 and 3. More conspicuous
is the top panel, showing the estimated parameters. The apparent dynamic
variations in the wind (shown with an arbitrary reference) are much higher
than would be expected from the physics of the thermosphere at 300 km.
The laser calibrations through the night also show shifts of similar magni-
tude. In fact, the variations are due to instrumental drift, resulting in the
systemic uncertainty for the line center two orders of magnitude higher than
the uncertainties of the fit. The uncertainty of the line width is also affected
by instrument drift during the course of integration time. That systemic
uncertainty is less pronounced, though. Since the time of this measurement,
successful adjustments have been made in order to stabilize the instrument.
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Figure 7.6: Estimated line parameters (top panel) and the corresponding fit
uncertainties (bottom panel) from the data of October 31, 2010. The values
for line center are shown in red and those for the line width are shown in
blue. Much of the variation in this data set can be attributed to
instrumental drift.
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CHAPTER 8
GRIDDING OF FABRY-PEROT FRINGES
8.1 Introduction
A typical way to process Doppler spectroscopy data from the CCD measure-
ment involves summing the data along annular regions, as described in the
previous chapter. However, due to optical distortion and other phenomena,
there is typically not a full azimuthal symmetry in the fringes. Furthermore,
there can be situations, as in all-sky imaging, where the Doppler shifts are not
uniform throughout the image. Conde [25] introduced a processing approach
which relies on modeling of the instrument function with many parameters,
accounting for distortions, and using the model in the fitting of the fringes.
The approach investigated in this chapter converts the data into a rectilinear
grid in the azimuthal-square-radius space in order to be able to numerically
convolve the measured instrument function with the model spectra indepen-
dently for each azimuth. This can be done, of course, by summing a number
of azimuthal bins separately. However, as the desired density of the r2, φ grid
increases and approaches the pixel density of the measured data, problems
can arise. In the worst case, for example, there are null-bins, which contain
no data points. In other cases, the available points are on the edges of the
bin, and do not accurately represent the bin value. One can consider up-
sampling the measured data by interpolation on the rectangular grid with,
for example, a bi-cubic function. However, in the case of Fabry-Perot fringes,
this would completely degrade the higher order fringes, for which the radial
bins are closer than the data pixel spacing. A better approach is to per-
form convolution-interpolation with a kernel which is shift-invariant on the
target r2, φ grid. A similar method, commonly referred to as gridding, is
widely used in MRI image reconstruction from Fourier data sampled on non-
uniform grids [57,58]. This chapter outlines the development of the gridding
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Table 8.1: Possible instrument parameters corresponding to fringes for
gridding simulation.
effective focal length 30 cm
etalon gap 3 cm
etalon finesse 10
CCD pixel size 52 µm
wavelength 632.8 nm
procedure for Fabry-Perot fringe data, and discusses its performance.
8.2 Simulated example and data binning
As a test case, five orders of an Airy function sampled on a 128 × 128 pixel
grid are considered, as shown in Fig. 8.1. A set of parameters of one possible
physical setup corresponding to the example is shown in Table 8.1. However,
any other configuration with the constant ∆
2d
λf2
, where ∆ is pixel size, d is
the Fabry-Perot etalon gap, λ is wavelength, and f is focal length, would
preserve the scale of the fringes. In most real cases, the CCD is considerably
larger, but the reduced scale was chosen to ease the computational load, while
developing and evaluating algorithm performance. In practice, each sample
of the Airy function is integrated over the whole area of the pixel, not just
sampled at a single point. Furthermore, the effect of the optical point spread
function (PSF) is not taken into account at this time. The pixel size and PSF
should be considered for a more comprehensive treatment, but introducing
them separately, rather than all together, yields more insight.
Considering the fringes in Fig. 8.1, one can see that the higher orders are
significantly under-sampled in the radial direction for a given angle. However,
since the changes in the fringes with polar angle are likely to be slow (nonex-
istent in the ideal case), radial values are well-represented on the rectangular
grid if various polar directions are considered. The CCD grid on which the
data is sampled is compared to the desired data grid equally spaced in the
r2, φ space in Fig. 8.2. Considering a point on the desired polar grid, shown
in red circles, one can see that its nearest neighbors along the polar angle
can be many rectangular grid points away, while the nearest rectangular grid
point can be separated by many radial steps. Therefore, it makes no sense to
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Figure 8.1: Test fringe pattern sampled on the 128× 128 pixel grid.
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Figure 8.2: Two grids for sampled fringe data covering one quadrant of the
image. The blue dots represent the focal plane array pixel centers. The red
circles represent the sectioned equal area rings which transform the fringes
for convenient processing.
use standard interpolation methods in which several nearest rectangular grid
neighbors determine the polar value. The simplest method to determine the
each polar grid value is averaging all the rectangular grid values in its r2, φ
neighborhood (binning). In this case, whether the rectangular grid point co-
incides with the polar grid point or lies on the very edge of its neighborhood,
it is given equal weight. On the other hand, in very low noise situations,
the nearest neighbor can simply be used to determine the polar grid point.
A comparison between the Airy function directly evaluated on radial points
and the polar values obtained by binning is shown in Fig 8.3. One can see
some discrepancy around the peaks. Furthermore, one can see that for ideal
circular fringes and 16 different angles at (n − 0.5)pi/8, there are only two
distinct polar directions, each with 8-fold symmetry. Figure 8.3 shows the
average between the two directions.
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Figure 8.3: Test fringe pattern directly evaluated on the r2 coordinates (red
circles) and binned from the rectangular grid (crosses).
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8.3 Convolution interpolation
Another way to obtain the data on the polar grid is to use the available
rectangular grid points in the neighborhood of a polar point, but weigh the
data according to proximity to the desired grid point. This, in effect, is
equivalent to convolving the discrete data with a continuous kernel and then
re-sampling on a new grid. A nice feature of this method is that the effect
of convolution can be subsequently compensated by dividing the Fourier
transform of the re-sampled data by the Fourier transform of the convolution
kernel. Mathematically, the operation can be described as follows:
y[m,n] = Fd
−1Fd {(x[k, l] ∗ k(r2, φ))m,n}
K[u, v]
(8.1)
where y[m,n] is the desired mapping of data to the polar grid, x[k, l] is the
discrete data on the rectangular grid, k(r2, φ) is the continuous convolution
kernel, and K[u, v] is the sampled version of the kernel’s Fourier transform.
Different functional forms of an interpolating kernel are possible, but the
discussion in this dissertation is restricted to a Kaiser-Bessel (KB) kernel.
This kernel, commonly used in interpolating Fourier-space magnetic reso-
nance imaging data, is useful because of its Fourier transform’s small side-
bands [57]. The KB kernel is mathematically defined as
k(x) =
1
w
I0
piβ
√
1−
(
2x
w
)2 (8.2)
where I0 is a zero-order modified Bessel function of the first kind, w is the
function’s width, and β is its shape parameter. The Fourier transform of the
kernel is given by
K(u) = sinc
(√
pi2w2u2 − β2
)
(8.3)
where sinc(u) = sin(u)
u
, while w and β are KB kernel parameters. Two-
dimensional separable versions of the kernel and its inverse are generated. In
the implementation, it is convenient to normalize the convolution operation,
which can also serve to compensate for sample density variations, in the
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Table 8.2: Kaiser-Bessel kernel parameters.
w β
1.5 2.00
2.0 2.39
2.5 3.38
3.0 4.21
following manner:
y[m,n] = Fd
−1
{
1
Knorm[u, v]
Fd
{
(x[k, l] ∗ k(r2, φ))m,n
(x0[k, l] ∗ k(r2, φ))m,n
}}
(8.4)
where x0[k, l] is a set of unit samples on the original rectangular grid, and
Knorm[u, v] = K[u, v]sinc
−2(iβ) is the normalized version of the kernel’s
transform.
When the convolution interpolation is applied in Fourier space (as in the
case of magnetic resonance imaging (MRI) applications), the inverse win-
dowing step in the image domain can cause contamination on the periphery
of the image. In the application considered here, the inverse of the window
in the Fourier domain amplifies the high-frequency aliased components. This
can result in a ringing artifact, compromising the recovered fringes. There-
fore, it is useful to replace Knorm(u) by a windowed version defined in the
following manner:
K ′norm[u] =
[
H[u]
(
1
Knorm[u]
− 1
)
+ 1
]−1
(8.5)
where H[u] is a window function (e.g. Hanning). The new Fourier domain
compensation for the convolution interpolation, K ′norm[u], will not affect the
highest and lowest spatial frequencies, but will enhance the middle spatial
frequencies, to compensate for much of the smoothing effect of the convolu-
tion kernel.
For the combination of kernel widths and shape factors, one can use the
values recommended by Jackson et al. [57], given in Table 8.2. Kernels with
w = 1.5, β = 2.00, and w = 3.0, β = 4.21 are plotted with dashed and solid
lines, respectively, in the left panel of Fig. 8.4. The corresponding transforms
(blue) and their Hanning-windowed versions (red) are in the right panel.
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Figure 8.4: Kaiser-Bessel convolution kernels (left) and their Fourier
transforms (right) in blue. The windowed Fourier compensation functions
are shown in red.
An example of fringe data transformed on the polar grid by simple binning
(left) and gridding (right) is shown in Fig. 8.5. A close examination reveals
that the fringes in the case of simple binning exhibit noticeable variation
in the azimuthal direction, while such variation is absent in the simulated
fringes, and not noticeable in the gridded fringes.
In order to evaluate the performance of gridding, a more quantitative
method is necessary. One can define a relative error of the re-sampled data
by comparing it to the true data in the following manner:
²r[m,n] =
y[m,n]− y0[m,n]
y0[m,n]
(8.6)
where y0[m,n] is the reference fringes formed by the Airy function evaluated
on the polar grid of interest. After the relative errors are computed for the
two re-sampling methods, the histograms of the relative errors are compared
to evaluate performance. In Figs. 8.6 and 8.7, the histogram of errors in the
case of simple binning is shown in blue, the gridding using a KB kernel is
shown in yellow before compensation in the Fourier domain, and in red after
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Figure 8.5: Comparison of the fringes transformed by simple binning (left)
and gridding by convolution-interpolation (right).
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the compensation step.
The improvement in performance can be seen on the histograms in the
increased height of the central bar, containing the smallest errors, and the
decrease of the other bars. By that metric, the kernel with w = 2.0 seems
to have the best result, with about 40% increase in the height of the central
bar. It is interesting to note that while the regular binning method tends to
result in underestimation of the fringe values, the KB convolution interpola-
tion slightly overestimates them before the compensation step. The Fourier
domain compensation then largely removes this bias. Of course, this is not a
general property of the gridding, but rather a reflection of the Airy function
shape of the fringes.
8.4 Effect of noise on kernel selection
So far, only samples of the ideal fringes were considered. In practice, the
fringes are contaminated by noise. In most experimental cases, the dominant
noise component is the Poisson noise of the signal itself. It can usually be
modeled as Gaussian noise with the variance proportional to the signal count
at a given pixel (or super-pixel, if binning is used) on the CCD. While the
noise itself is uncorrelated from sample to sample, convolution interpolation
effectively performs a smoothing operation before the compensation step. In
part because the smoothing is not fully reversed in the windowed Fourier
compensation, one might expect the performance of a given gridding kernel
to be influenced by the noise.
Since gridding itself introduces errors, as discussed above, it is most useful
to consider a case where the noise is comparable in magnitude to those er-
rors. Otherwise, one or the other would have a dominant effect. Therefore,
the noise level with a standard deviation at one tenth of the signal values on
the 128× 128 grid was added to the simulated fringe data. This level corre-
sponds to a signal count of 100 on each pixel. The gridding operations where
performed again for the same four kernel sizes as before, and the results are
presented in Figs. 8.8 and 8.9. First, one can notice the general broadening
of the histograms due to the added noise. Second, it is apparent that with
the additive noise, the wider kernels perform better, with the w = 2.5 and
w = 3.0 having comparable performance, and offering a clear improvement
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Figure 8.6: Error histograms of polar grid data re-sampled by binning
(blue), gridding without Fourier compensation (yellow) and with windowed
Fourier compensation (red). In the top panel, the convolution KB kernel
had w = 1.5 and β = 2.00. In the bottom panel, the convolution kernel had
w = 2.0 and β = 2.39.
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Figure 8.7: Error histograms of polar grid data re-sampled by binning
(blue), gridding without Fourier compensation (yellow) and with windowed
Fourier compensation (red). In the top panel, the convolution KB kernel
had w = 2.5 and β = 3.38. In the bottom panel, the convolution kernel had
w = 3.0 and β = 4.21.
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over the regular binning method.
8.5 Future direction
While the histogram analysis offers significant insight into the performance
of the gridding operation, it does not fully answer the question regarding the
effect of the gridding operation on the estimated parameters. In order to
properly resolve this inquiry, many Monte-Carlo simulations, including the
parameter estimation algorithm, would be required to assemble the required
statistics. However, this direction is best pursued after the pixel-broadening
phenomenon, briefly discussed in section 3.6, is also addressed. Pixel broad-
ening of the fringes is due to the fact that the signal is not sampled at discrete
points by the CCD, but is rather integrated over the area of each pixel. In the
polar domain of interest, the pixel size increases as one moves in the radial
direction, washing out the higher-order fringes. It is possible that, while this
effect reduces the available information, it can be somewhat compensated af-
ter the coordinate change by gridding, or simply added to the forward model
in the parameter estimation algorithm. Addressing pixel broadening would
make a logical next step in trying to utilize all of the information available
in each CCD exposure.
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Figure 8.8: Error histograms of polar grid data re-sampled by binning
(blue), convolution interpolation without Fourier compensation (yellow)
and with windowed Fourier compensation (red). In the top panel, the
convolution KB kernel had w = 1.5 and β = 2.00. In the bottom panel, the
convolution kernel had w = 2.0 and β = 2.39.
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Figure 8.9: Error histograms of polar grid data re-sampled by binning
(blue), convolution interpolation without Fourier compensation (yellow)
and with windowed Fourier compensation (red). In the top panel, the
convolution KB kernel had w = 2.5 and β = 2.00. In the bottom panel, the
convolution kernel had w = 3.0 and β = 4.21.
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CHAPTER 9
CONCLUSION
9.1 Summary of contributions
Throughout this dissertation, the uncertainties in the parameters estimated
from Doppler Fabry-Perot spectroscopy have been investigated. In the Chap-
ter 2, the analytical form of uncertainties in the Gaussian line with white
noise were derived, leading to the first closed-form formulas accounting for
the effect of using continuum background as a fitting parameter. The effects
of the free background slope parameter was also derived for the first time. A
derivation for the signal noise case was included for completeness.
In Chapter 3, the effect of the instrument function was investigated. An-
alytical formulas for parameter uncertainties were derived and optimal res-
olution of the instrument function was analytically shown to have different
values depending on the noise source and parameter of interest. Useful con-
clusions include the fact that the penalty for low resolution is not very large in
the detector-limited and signal-limited noise cases, particularly for line center
estimation. In Chapter 4, the lower bounds on uncertainties in the presence
of a large continuum were investigated, setting performance benchmarks for
daytime airglow measurements.
In Chapter 5, the features of the solar background and their uncertainties
were considered. It was shown that a multiplexed solar background can
be modeled and jointly estimated with the line parameters. A technique
of measuring two polarizations in one set of fringes was introduced, and
the feasibility of using it to assist in estimating emission line parameters in
twilight hours was demonstrated.
In Chapter 6, the problem of estimating wind parameters from multi-angle
measurements was studied. It was shown that joint estimation of vertical
and horizontal winds, the horizontal wind gradients, and a reference leads to
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uncertainties much larger then the ones for each line-of-sight measurement.
A general method for optimal partitioning of experimental time in linear
estimation problems was derived, but shown to yield only marginal (10%)
improvement in the case of the four-parameter wind field estimation. Further,
it was shown that the restriction of the number of unknowns by means of a
pre-determined reference, or a physical limit on the horizontal wind gradient,
can drastically improve the uncertainties.
Chapter 7 serves as a reference for the processing of fringe data. It also
includes a real processed data set, which demonstrated that instrumental
effects can lead to high uncertainties. In Chapter 8, the technique called
convolution interpolation was implemented for gridding the fringe data to
the polar coordinates for further processing. Some improvement over binning
was shown for simulated noiseless data and for simulated data containing a
certain amount of noise.
9.2 Future work
The extension of the work in Chapter 5 should include the Ring effect filling
of spectral features. Experimental understanding of the solar spectrum vari-
ability and the Ring effect would be useful for developing better estimation
algorithms. Somewhat increasing the free spectral range of the instrument
should improve the ability to jointly estimate the background and line pa-
rameters.
The main challenge in investigating vertical winds and horizontal wind
gradients is improving the stability of the Fabry-Perot instrument, since un-
certainty is somewhat amplified in the linear estimation procedure. It may
also be possible to combine the multi-angle measurement with common vol-
ume measurement from two etalons. Ultimately, some information about
dynamics should also figure into the estimates of wind behavior. On a differ-
ent note, optimal time weighting of multiple measurements and the selection
the measurements described in Chapter 7 can probably be applied to other
problems.
The investigation of efficiently using most of the fringe data collected by a
CCD should continue with the examination of the pixel broadening effects.
Also, while convolution interpolation may not necessarily become a tool of
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choice for fringe processing in most cases, it is more than likely that some
improvements can be made in the binning and fitting routine described in
Chapter 7.
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