We present a numerical analysis of free-space propagation of the beams inside a long-baseline optical/infrared interferometer. Unlike the models of beam propagation used in most previous studies, our analysis incorporates the effects of atmospheric seeing on the wavefronts entering the interferometer. We derive results for the changes in throughput, coherence loss and fringedetection signal-to-noise ratio arising from diffraction along the propagation path. Our results for conditions of moderate seeing show that although the flux throughput decreases with propagation distance for a given beam diameter, the fringe contrast increases at the same time. In this case it becomes possible for diffraction to increase the signal-to-noise ratio of the fringe measurements. Previous studies have only considered an arrangement where all the apertures in the beam-propagation system have the same diameter. If the light at the end of the propagation path is collected with a fixed size aperture, we find that in many cases the signal-to-noise ratio for fringe detection is maximized when the initial beam diameter is approximately 30 per cent smaller than the final collector diameter. We discuss the implications of our results in the context of future interferometer designs.
I N T R O D U C T I O N
The optimization of the sensitivity of large aperture long-baseline optical/infrared interferometric telescopes [e.g. the Very Large Telescope (VLT), Keck and Center for High Angular Resolution Astronomy (CHARA) arrays -see Léna & Quirrenbach (2000) and references therein] involves the minimization of numerous signal losses along a lengthy and complex optical train. A significant contribution to these losses can arise during the coherent transport of starlight from the interferometric collectors to the beam-combining laboratory. Unlike radio interferometers, where guided-wave optics are a practical means of signal transport, beam transport in all existing optical and infrared interferometers is accomplished by free-space propagation of collimated beams through air-filled or evacuated pipes or tunnels. A reduction in the diameters of these conduits and their associated optics would clearly be advantageous, both in terms of complexity and cost, but the long (.100 m) propagation paths typical of modern instruments favour wide beams, so as to minimize the effects of diffraction.
Diffraction can compromise the performance of an interferometric array in at least two ways. In the first instance, beam divergence, i.e. the diffractive spreading of an optical beam as it propagates, means that fixed-size receiving optics in a beamcombining laboratory will collect only a fraction of the flux sent down a beamline from a distant telescope, thereby limiting the sensitivity of the array. A more subtle, but equally important, effect is the loss of coherence introduced through differential diffraction. This arises because of the need to maintain equal optical paths for all the signals being received from the astronomical source. In general the optical path compensation required for each beam will correspond to different propagation lengths within the interferometer and so will lead to a mismatch between the spatial profiles of the beams interfering in the beam combiner and a resulting loss of fringe contrast and hence signal-to-noise ratio.
The impact of these effects for long-baseline interferometry was first investigated by Tango & Twiss (1974) , and has subsequently been addressed by a number of authors (Bagnuolo 1988; Colavita 1990; Hrynevych 1992; Schöller, Wilhelm & Koehler 2000) . An important shortcoming of these studies has been the lack of a detailed treatment of the effects of the atmospherically perturbed wavefront profiles of the interfering beams. Previous authors have usually assumed minimal (or zero) wavefront corrugation, despite the fact that the majority of ground-based interferometers operate in a regime where residual atmospheric seeing can cause moderate (i.e. of the order of 1 rad rms) wavefront perturbations across each interfering beam. An additional concern is that most of these studies have assumed that the propagated beam is received in the beam-combining laboratory by an optic equal in diameter to that used to transmit the light from the interferometric collectors.
In this paper we present an new analysis of diffraction in a longbaseline optical/infrared interferometer that includes the effects of wavefront perturbations in the injected beams. We have explored the consequences of these perturbations under a range of seeing conditions and with a variable ratio of the initial beam diameter to the diameter of the final collecting optic. We present results for coherence loss, signal loss, and fringe signal-to-noise ratio and discuss these in the context of the design of future interferometers.
Our study was performed as part of the conceptual design for the Large Optical Array (LOA) (Buscher et al. 2000) , a proposed 15-element second-generation imaging array which is planned to operate with baselines of up to 500 m at wavelengths between 0.6 and 2.2 mm. However, our results are applicable to all interferometers which use free-space beam propagation and so will be of interest to the broad interferometric community.
M E T H O D S

Basic model
For this analysis, we have used a simplified model of a two-beam astronomical interferometer where two telescopes, each of diameter D, collect light from an astronomical source. It should be noted that this model is equally appropriate for interferometers employing more than two beams as the underlying physics governing the beam propagation remains unchanged. We assume the source is unresolved by the individual apertures, i.e. its angular size is much less than l/D, where l is the observing wavelength, and that prior to reaching the telescopes, the light passes through a thin turbulent layer with a Kolmogorov spectrum of turbulence characterized by a Fried parameter r 0 . For this paper we have further assumed that the telescopes are in the near-field of the turbulence, so that it introduces only phase and not amplitude perturbations into the wavefront received by the interferometer. Once the incident wavefront has been intercepted by the telescopes, the operation of a fast auto-guider is simulated by removing the tilt components of the wavefront corrugations across each telescope aperture. The resulting beams, which now contain only residual higher-order atmospheric wavefront fluctuations, are finally reduced in size from D to a smaller diameter d, to mimic the operation of a beam-compressor. Hereafter we will refer to the exit aperture of the beam compressor, d, as the 'input aperture' of the beam transport system. After compression, the two aberrated beams are propagated freely for distances z 1 and z 2 respectively (by convention, we assume z 1 # z 2 Þ, before reaching the beam combiner where the incoming fields are truncated by apertures both of size d 0 . We will refer to these apertures hereafter as the 'output apertures' of the beam propagation system. In this simplified model, any intervening optics are assumed to have no effect on the wavefronts, i.e. there are no aberrations caused by internal seeing or imperfect optics, and any other apertures along the propagation path are large enough that they allow the diffracted beams to pass through without significant disturbances to the propagation of the wavefronts. After propagation, we assume that measurements of the intensity and contrast of the interference fringes formed between the two beams are made instantaneously, so that any effects caused by temporal variations in the wavefront shapes during a measurement can be neglected.
While the optical path in any real astronomical interferometer will be more complicated than the model used here, as long as the other intermediate apertures in the optical train are larger than the diffraction footprints of the propagated beams, the results obtained here should be generally applicable to any interferometer array.
Diffraction calculation
Propagation of the two beams in the interferometer was simulated using the Fresnel approximation of scalar diffraction theory. This provides accurate results for this application, because in any astronomical interferometer the path-lengths travelled will be much greater than the transverse size of the beam, and the beam diameter will always be much greater than the wavelength of the radiation being collected. Under these circumstances the complex amplitude of a wave, A(x, y), that has propagated a distance z perpendicular to the xy plane, can be written in Fourier space as:
where aðf x ;f y ; 0Þ is the initial spatial Fourier spectrum of the complex amplitude, and f x and f y are the dimensionless spatial frequencies corresponding to the dimensionless spatial coordinateŝ Goodman 1996) . In equation (1) 
Visibility and signal-to-noise ratio estimators
In all astronomical interferometers, the complex fringe visibility is measured by recording the intensity of the superposed signals received from each collector as a function of a deliberatelyintroduced phase difference, f. The phase difference is made to vary either spatially, for example across the detector in an imageplane beam combiner, or temporally, for example using a fastmoving mirror if pupil-plane combination is being used.
If we denote the complex amplitudes of the wavefront received from each arm of the interferometer by A(x, y) and B(x, y), the intensity I recorded for a given phase difference f will be Aðx; yÞBðx; yÞ* dx dŷ
i.e. the sum of the term independent of f plus another that oscillates sinusoidally as f varies. If we denote the complex fringe amplitude as
Aðx; yÞBðx; yÞ* dx dŷ ð4Þ
then the phase of X will give the value of f at which maximum intensity is seen and its modulus will measure the total modulation of the intensity. The fringe contrast or visibilityhereafter we will use the two terms interchangeably -can thus be written as
where F is the total flux passing through the output apertures,
and V is normalized so as to have a maximum value of unity. The throughput of the system can be calculated as F/ F tot where
where G refers to the total computational grid over which the output beam profiles are known. In a system affected by atmospheric seeing, both the fringe contrast and the throughput will change randomly with time, and so statistical measures of these parameters are required to characterize the effects of beam propagation. For the purposes of this paper we have chosen the mean value of the throughput ðF/ F tot Þ as our statistical measure of the light lost through diffraction effects, and the following estimator for the fringe contrast:
where kl denotes averaging over an ensemble of realizations of the atmospheric fluctuations. Importantly, when both the contrast and throughput are random functions of time, this estimator differs substantively from the more naive estimator:
in which the square of the instantaneous fringe contrast is averaged. In contrast, the estimator of equation (8) weights the square of the instantaneous visibility with the square of the instantaneous throughput. From a practical point of view, the estimator of equation (8) is more frequently used in astronomical interferometers under lowlight level conditions because it is computationally simpler to handle. However, it also has a higher signal-to-noise ratio than the estimator of equation (9), and has the advantage that relative fluctuations in intensity between the two beams have no effect on the mean estimated fringe contrast, provided the fluctuations are uncorrelated between the two beams and the mean intensity of the beams is the same (Shaklan 1989) . This is a key feature for the analysis presented here, because although the beams at the input apertures of the propagation system are assumed to be of equal intensity, propagation inside the interferometer followed by truncation by the output aperture will inevitably cause the intensities of the two output beams to fluctuate randomly.
A final reason for our preference for the visibility estimator of equation (8) is that, unlike its naive counterpart, its mean value can be straightforwardly related to the expected limiting performance of an array operating under phase-unstable conditions. In this case, the limiting sensitivity of an astronomical interferometer will likely be governed by its ability to track the atmospherically induced fringe motion. At the lowest light levels, this is conventionally performed using group-delay techniques where the location of a signal-peak in a noisy power spectrum estimate encodes the atmospheric delay (see, e.g. Lawson 1995). Buscher (1989) has shown that the signal-to-noise ratio (SNR) of this estimator in the photon-noise limited regime scales as and so is related to the fringe contrast and output flux in a particularly simple form. In view of the link between group-delay fringe tracking and the practical limitations of ground-based interferometers, we have used the signal-to-noise ratio defined by equation (11) as the figure of merit characterizing the performance of an interferometer in the later parts of this paper. Two implications of this choice are noteworthy. First, because the fringe contrast enters into equation (11) quadratically, whereas the photon flux enters only linearly, reductions in fringe contrast will, relatively speaking, be more important than changes in throughput of the same magnitude. Secondly, because this signalto-noise ratio is linearly proportional to the mean flux detected, it is easy to interpret changes in signal-to-noise ratios in terms of an equivalent light loss.
Simulation parameters
The model used for our simulations can be fully characterized in terms of four dimensionless parameters as follows:
Rather than summarizing our results for the full range of this fourdimensional space, we present here results for a subset of discrete values of a, b, g and d corresponding to those most relevant to a number of existing ground-based arrays. The beam propagation characteristics for these interferometers are shown in Table 1 . Although most of these arrays can operate in many different photometric windows, the effects of diffraction are most important at the longer wavelengths, where the Rayleigh distance is smallest, and so the table concentrates on that part of the spectrum. For this study, the value of the seeing strength, a, was varied between 0 and 5. If diffraction effects are ignored, then, for a fixed value of r o , it is well established that for an interferometer with tiltcorrected collectors operating with a photon-limited detector the optimum value for a is , 2.5 (Buscher 1988) . Under poorer seeing conditions it is usual to limit the value of a to the range considered here by either stopping down the individual collectors or by using adaptive optics systems to increase the effective value of r o . Table 1 shows that, at least at the longer wavelengths, most large interferometers do indeed operate in the regime where 1 , a , 3.
In our simulations, values of the output to input aperture diameter ratio, b, of 1.0, 1.2, 1.4 and 2.0 were investigated. Results in the literature have generally been presented only for b ¼ 1:0, and so are directly comparable to a subset of our data. Our results for b equal to 1.2, 1.4 or 2.0 illustrate the extent to which improvements in performance can be realized by using moderately oversized collecting apertures after beam propagation.
The third of our dimensionless parameters, g, quantifies the mismatch between the propagation paths along the two interferometer arms, z 1 and z 2 , and here we have chosen to present results for two values for g. The first, with g ¼ 1, corresponds to the equal path-length case. This occurs for sources that are observed at the zenith, and is expected to give the highest fringe contrast for given values of the other three parameters. More importantly, this value of g will also be characteristic of interferometers where phase 'bootstrapping' (Armstrong et al. 1998 ) is being used. This technique for acquiring and tracking fringes makes use of the most closely spaced pairs of telescopes in an interferometer array to maintain the coherence between more widely separated collectors. Fringes between these neighbouring telescopes will have the highest fringe contrast for a resolved object, and hence will be most easily monitored in real time as compared to longer baselines. Because the inter-telescope spacing will generally be small compared to the overall scale of the array, the beam propagation paths for such pairs of telescopes will be comparable and hence g . 1.
The second value for the ratio of propagation paths we have studied has g ¼ 1:7. This was chosen to represent a typical path mismatch between a random pair of telescopes in a generic optical/infrared array. To be more precise, this value for g corresponds to that expected for a 15-element Y-shaped array located at a site at latitude 288, and is a typical value for g when considering an eight-hour sequence of observations (hour angle, HA ¼^4 hrÞ of a source that transits with a maximum elevation of 458. In summary then, our results for g ¼ 1:7 will indicate the effects of beam propagation on the performance of an array for imaging, whereas those for g ¼ 1 will better represent the performance of the array in maintaining coherence.
A sequence of dimensionless propagation distances d from 0.005 to 1.4 was investigated, which allowed modelling of propagation paths over a range of parameter space encompassing most modern arrays (see Table 1 ). The values of d for the VLTI are much larger than those for the other interferometers listed in Table  1 , and for this reason the VLTI delay lines optics incorporate variable-curvature mirrors to compensate for the effects of diffraction (Ferrari et al. 2000) . The model discussed here does not apply to such an arrangement, but we have included the VLTI beam propagation parameters in Table 1 for completeness.
For the numerical results presented here, a square computational grid of 256 Â 256 elements was used to represent the complex amplitudes of the interferometer wavefronts, with an initial beam diameter of 40 grid elements. This gave adequate numerical accuracy for the regions of parameter space explored, while remaining computationally efficient. The random turbulent phase screens required were obtained by Fourier filtering white noise with a Kolmogorov spectrum (Buscher 1988) , and were generated with dimensions more than four times the size of the individual apertures, to ensure that all low-spatial-frequency aberrations remaining after tilt-removal were faithfully represented.
Finally, the numerical results were averaged over , 10 4 statistically independent realizations of the atmosphere to allow the presentation of results with standard errors of typically less than 1 per cent.
R E S U LT S
Throughput
The flux losses caused by diffractive beam spreading predicted by our model are summarized in Fig. 1 . This shows the mean throughput (equation 7), for equal input and output beam diameters, as a function of propagation path, d. As expected, this is a smoothly decreasing function of d, with a small knee at around d . 0:5 where the input aperture diameter is of the order of the size of the first Fresnel half-period zone as seen from the output aperture. In the no-seeing ða ¼ 0Þ case, our results are equivalent to those of Tango & Twiss (1974) . With finite levels of wavefront corrugation, our results show significant (. 50 per cent) decreases in throughput for finite propagation paths. This is most pronounced for both poorer seeing (larger a ) and for longer propagation paths. This can be understood qualitatively in view of the smaller physical scale of the wavefront corrugations at the input aperture when the seeing is poor. The characteristic distance over which a given corrugation scale will cause significant diffraction losses will be the Rayleigh distance for that scale and hence will be inversely proportional to the square of the size of the corrugation. Thus for a given propagation distance, more light will tend to diffract beyond a given output aperture when the seeing is poorer.
Coherence loss
The results of the previous section suggest rather severe constraints on the beam sizes and propagation paths employed in an interferometer if flux losses are to be minimized, particularly under poor seeing conditions. However, we have already identified the fringe contrast as being of primary importance in determining the limiting sensitivity of an array (equation 11) and so with this in mind Fig. 2 shows the rms visibility expected for a point source as a function of the dimensionless propagation path d. Under perfect conditions such an unresolved source would give a fringe contrast of unity, and so lower values for the rms visibility directly reflect losses in coherence caused by atmospheric and diffractive effects. If the two interfering beams propagate equal distances from their respective telescopes to the beam combiner, as shown in the upper panel of Fig. 2 , then, as expected, there are no visibility losses when there is no seeing ða ¼ 0Þ. Both beams undergo the same diffraction and therefore remain perfectly matched at all times. In the case of non-zero a two regimes obtain; for zero and relatively small ðd , 0:05Þ propagation distances the rms visibility loss is approximately constant with propagation path (but is a strong function of the seeing quality because of the differences in the wavefront perturbations affecting the two beams), whereas for longer propagation paths the fringe contrast increases rapidly towards unity.
This (at first sight surprising) result can be understood heuristically as a type of 'spatial filtering' arising from the effects of beam propagation and subsequent truncation by a collecting aperture. In this picture, we can consider the perturbed beam as a superposition of a 'perfect' wavefront, i.e. one for which the majority of the light stays inside a given region centred on the optic axis, and an 'imperfect' wavefront which incorporates all other residual wavefront perturbations. As previously mentioned, any wavefront corrugations in the beams on scales smaller than the input aperture size will diffract out of the main beam faster than the main beam itself diffracts. Hence, we should expect that propagation followed by truncation by an aperture will preferentially filter out contributions from the perturbed component of the wavefront, and that this effect will become more pronounced the further the beam has travelled. It is clear that the amplitude and phase profiles of the spatially filtered beams will be better matched than their unfiltered counterparts, and it is this that leads to the increasing fringe contrast, albeit with decreasing overall throughput, as a function of d.
It is interesting to note that in the limit of an infinite propagation length and truncation by an aperture of finite angular size, this process becomes equivalent to the most familiar form of spatial filtering, namely the use of a pinhole located in the focal plane of a lens (see e.g. Prasad & Loos 1991) . To distinguish between these two types of spatial filtering, we shall hereafter refer to the filtering arising after a finite propagation path as 'near-field' or 'Fresnel' spatial filtering.
Our results for the case of unequal propagation paths, g ¼ 1:7 (lower panel of Fig. 2) , are generally similar to those discussed above. For initially corrugated beams, the behaviour is very similar, with the fringe contrast rising gradually as the beams propagate and are Fresnel-filtered. However, beyond a value of d equal to , 0.7, the fringe contrast begins to decrease, presumably because the deleterious effects of differential propagation become greater than the positive effects of spatial filtering. For beams free from any wavefront corrugation, there is a small loss of coherence for finite propagation paths. This can be understood quite straightforwardly in terms of the increasing mismatch between the two diffractively spread beam profiles, and is in good agreement with the findings of Tango & Twiss (1974, their table 1). The fact that our analysis, which uses a different numerical technique to theirs, reproduces the small rise in fringe contrast at d , 0:7 provides a useful confirmation of the accuracy of our computational method.
Low-light level signal-to-noise ratio
The results shown in Figs 1 and 2 can be combined in a more useful manner by computing the overall signal-to-noise ratio for fringe stabilization (SN track ) as defined by equation (11). The signal-tonoise ratios expected for the equal and unequal path cases described above are shown in Fig. 3 . To ease comparison, the curves for different að¼ D/ r o Þ have been scaled so as to all intercept the y-axis at a value of unity. In practice, for a fixed telescope size and varying seeing conditions, the curves for larger values of a would correspond to smaller values of the absolute signal-to-noise ratio. Here, though, we are primarily concerned with the degradation in signal-to-noise as a function of propagation path for some fixed configuration of atmosphere and telescope and so this normalized representation will suffice.
The principal new result in Fig. 3 is the substantive change in behaviour of SN track (d ) as a function of the seeing. In particular, the signal-to-noise ratio changes from a decreasing function of d when no atmospheric fluctuations are present to an increasing function as the effects of atmospheric turbulence become more and more significant. For example, for telescopes of diameter equal to 2r o and identical beam propagation lengths, SN track is almost independent of propagation distance for d , 0:9. Indeed, with larger telescopes or poorer seeing, diffractive effects become advantageous and allow an enhancement in signal-to-noise ratio by as much as a factor of two for a ¼ 5 and d , 0:7. The situation is not dissimilar when the interferometer beams propagate different distances ðg ¼ 1:7Þ. In this case the signal-to-noise ratio generally increases more slowly or decreases more rapidly with increasing d than when g ¼ 1, but once again the variation in signal-to-noise ratio with d is poorest for initially unperturbed wavefronts.
Using different input and output aperture sizes
The results presented so far have all been computed for equal-sized input and output apertures, i.e. b ¼ 1:0. We have investigated the effects of varying b for two representative seeing conditions. For all the seeing conditions explored the curves have been normalized so as to give unit signal-to-noise ratio at the y-axis intercept (see text for a further discussion of this point).
Results for 'good seeing' were computed for a value of a ¼ 1:5, while a value of a ¼ 3 was chosen to represent either the presence of poorer seeing conditions or the use of larger collector apertures. Fig. 4 shows our results for the mean throughput as a function of b and the propagation distance, d. As expected, for a given input aperture size d, increasing the output aperture, d
0 , leads to a beneficial increase in the flux collected at the output. Under poorer seeing conditions the mean throughput for any given propagation path and aperture size ratio is marginally smaller (by , 10 per cent), but otherwise the behaviour is identical. In contrast, increasing the output aperture size leads to a reduction in the rms visibility (see Figs 5 and 6) because the amount of Fresnel spatial filtering is reduced. These results for the fringe contrast are otherwise qualitatively similar to those obtained for equal input and output aperture sizes, i.e. the rms contrast tends towards unity for long propagation paths when the path-lengths are matched, but reaches a maximum of roughly 0:8-0:9 if the path-lengths are long but unmatched ðg ¼ 1:7Þ.
Our results for throughput and rms visibility can be combined, as before, to evaluate the signal-to-noise ratio for fringe-tracking at low light levels. Hence it becomes possible to assess whether the improvements in throughput resulting from increasing b are mitigated by corresponding decreases in the fringe contrast. Our results for SN track are shown in Figs 7 and 8 where data are presented for a range of values of b $ 1. Smaller values for this parameter, i.e. where a propagated beam is received by an optic smaller in size than the original beam diameter, always gave poorer signal-to-noise ratios and so those data have not been plotted. In each panel the signal-to-noise ratio is plotted as a function of a differently normalized propagation distance, d
0 , defined as
This normalization is appropriate for the case of most interest here, i.e. where the output aperture size is fixed and changes in b arise from changes in the diameter of the input aperture size. Under these circumstances, a given value of the x-coordinate will correspond to the same physical propagation path, z 1 , regardless of the value of b, and so for any particular d 0 , the choice of b which maximizes the signal-to-noise ratio is to be preferred.
It is clear from these figures that for matched propagation lengths with d 0 # 0:6 it is always better to use an aperture size ratio for which b . 1:0. For unmatched propagation paths the situation is somewhat more complex, but, broadly speaking, an output to input aperture size ratio of 1.4 is better than a ratio of 1.0 or 2.0 for d 0 # 0:4. 
D I S C U S S I O N A N D C O N C L U S I O N S
The principal results from our modelling that have relevance to the design of long-baseline interferometers are essentially these:
(i) that for beams affected by atmospheric seeing the loss in flux after propagation caused by diffractive beam spreading can in the large part be compensated for by improvements in wavefront quality arising through near-field (Fresnel) spatial filtering, and
(ii) that, if the optic receiving the telescope beams after propagation is of fixed maximum size, the signal-to-noise ratio for fringe tracking is generally greater when the input beam from the telescopes is , 1.4 times smaller than this.
More specifically, our first result implies that if the unit telescopes in the interferometer are larger than , 2r o in diameter, then transport of the light from the telescopes to a distant beamcombining laboratory will be optimized when a narrow beam is used, with the optimum signal-to-noise being achieved when d , 0:7 (Fig. 3) . For an interferometer with 500-m baselines, this corresponds to a beam diameter of , 4.5 cm at a wavelength of 2.2 mm, i.e. significantly smaller than those employed in most arrays currently in operation (Table 1) . A useful way of viewing this result is that for moderately aberrated beams, one can effect spatial filtering through the beam propagation process itself. While this can also be formed equivalently using, for example, a small stub of monomode optical fibre (see. e.g. Coudé du Foresto & Ridgway 1991), the advantage of the Fresnel filtering approach is that it requires no additional optics.
For interferometers where the ratio of telescope size to Fried parameter is , 2, for example Cambridge Optical Aperture Synthesis Telescope (COAST) at 2.2 mm where a ¼ 0:5 and d ¼ 0:45 (see Fig. 1 ), the situation is slightly different. Here it will generally be true that the signal-to-noise ratio will be maximized if the beams are propagated with infinitely large diameters. However, our results demonstrate that the penalty for using finite-sized beams will be smaller than has previously been assumed. In quantitative terms, for the conditions at COAST referred to above, previous analyses will have overestimated the signal-to-noise loss introduced by its 2.5-cm diameter beam size by , 10 per cent.
Our second major conclusion concerns the ratio of the output to input aperture diameters in free-space propagation schemes. Most studies to date have not considered in detail what the optimum value for this ratio might be and have generally assumed that a value of unity is reasonable. However, in the realistic situation where the cost associated with the interferometer optics is set by the size of the largest optic in the train from the interferometric collectors to the beam combiner, then a more appropriate value for b will be , 1.4. As an example, we can consider a 500-m baseline interferometer operating with 1.2-m telescopes at 2.2 mm under 0.7-arcsec seeing conditions ðr o ¼ 83 cm at 2.2 mm, a ¼ 1:5Þ. In this case, if the propagated beams are collected by 10 cm diameter optics ðd 0 ¼ 0:14Þ, then the use of a beam with an initial diameter of 5 cm rather than 10 cm will have essentially no impact on the signal-to-noise ratio for imaging, but will lead to an improvement in the signal-to-noise ratio attainable for fringe-tracking by a factor of approximately 10 per cent.
We have shown that it is possible to enhance the performance of a ground-based optical/infrared interferometer by deliberately exploiting diffraction effects along the propagation path from telescope to beam-combining laboratory. The fundamental basis of this method is to use the spatial filtering associated with free-space propagation to remove the residual wavefront corrugations expected at realistic observatory sites. More precisely, judicious choices of the diameter of the beams sent between the collectors and the laboratory, and the diameter of the receiving optics in the laboratory, can lead to better sensitivity and/or lower costs. While the magnitude of these improvements will be implementationspecific, we expect that future array designs will capitalize on this newly identified approach to spatial filtering.
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