Examining the validity of exposure metrics used in air pollution epidemiologic models has been a key focus of recent exposure assessment studies. The objective of this work has been, largely, to determine what a given exposure metric represents and to quantify and reduce any potential errors resulting from using these metrics in lieu of true exposure measurements. The current manuscript summarizes the presentations of the co-authors from a recent EPA workshop, held in December 2006, dealing with the role and contributions of exposure assessment in addressing these issues. Results are presented from US and Canadian exposure and pollutant measurement studies as well as theoretical simulations to investigate what both particulate and gaseous pollutant concentrations represent and the potential errors resulting from their use in air pollution epidemiologic studies. Quantifying the association between ambient pollutant concentrations and corresponding personal exposures has led to the concept of defining attenuation factors, or a. Specifically, characterizing pollutant-specific estimates for a was shown to be useful in developing regression calibration methods involving PM epidemiologic risk estimates. For some gaseous pollutants such as NO 2 and SO 2 , the associations between ambient concentrations and personal exposures were shown to be complex and still poorly understood. Results from recent panel studies suggest that ambient NO 2 measurements may, in some locations, be serving as surrogates to traffic pollutants, including traffic-related PM 2.5 , hopanes, steranes, and oxidized nitrogen compounds (rather than NO 2 ).
Introduction
The selection of suitable air pollution exposure metrics for use in epidemiologic analyses has long been a critical, albeit controversial task. Determining what a given exposure metric truly represents and quantifying and reducing any potential errors resulting from using these metrics in lieu of true exposure data (i.e., as exposure ''surrogates'') are issues of central importance. Both population time series and chronic cohort air pollution epidemiologic analyses have typically used measurements from central ambient monitoring sites as exposure surrogates. Until recently, however, little was known concerning the differences between these ambient concentrations and corresponding personal exposures to ambient pollution and the potential impact of analytical errors resulting from this practice.
Concern over the effects of potential exposure errors has directed exposure assessment research toward more refined ways of characterizing exposures and analyzing pollutant relationships. In particular, recent air pollution exposure assessment studies have addressed questions concerning the validity of time-series epidemiologic findings associated with exposure to ambient fine particulate matter (PM 2.5 ). Strong longitudinal correlations between ambient PM 2.5 and personal exposure to ambient PM 2.5 have been demonstrated in several previous exposures assessment panel studies (Janssen et al., 1997; Ebelt et al., 2000; Sarnat et al., 2000) . Although health effect estimates based on the use of fixed ambient PM 2.5 monitors will differ from those obtained when personal exposures to ambient PM 2.5 are used, results from these studies have provided evidence supporting the use of ambient PM 2.5 monitors as surrogates of population exposures to ambient PM 2.5 .
Despite the strong correlations over time, the slope of the regression of community average personal exposures to ambient PM 2.5 against the ambient PM concentrations is usually less than 1. If this slope, known as a in exposure terminology, varies from city to city, estimates of risk in population time-series studies will be heterogeneous across cities. Moreover, less is known regarding whether central ambient monitors serve as suitable surrogates for exposure to gaseous pollutants, including nitrogen dioxide (NO 2 ), ozone (O 3 ), and sulfur dioxide (SO 2 ). This issue is especially important for the correct interpretation of epidemiologic results showing significant health risks associated with these pollutants, whether in single-or multi-pollutant analyses. Moreover, many of the ambient particles and gases are emitted from shared sources and, thus, exhibit strong spatial and temporal correlation. As a result, it is unclear whether observed temporal variability in one ambient pollutant may in fact be serving as a surrogate of exposure to another, correlated ambient pollutant. This finding was reported to exist in two exposure assessment panel studies, one conducted in Baltimore, MD and one in Boston, MA . For subjects in these studies, ambient NO 2 concentrations, for example, were shown to be more highly correlated with personal PM 2.5 exposures than with personal NO 2 exposures. These findings raise the question regarding what ambient NO 2 concentrations truly reflect in single-and multi-pollutant models examining air pollution health effects. This paper summarizes recent findings concerning the potential impact of exposure error on health risk estimates. Results are also presented examining associations between ambient NO 2 and SO 2 concentrations and several personal pollutant exposures using data from US and Canadian field measurement studies. Finally, new findings from panel studies using personal exposure metrics are discussed with the goal of highlighting the contribution of panel-based analyses in elucidating air pollution exposure-response relationships that may be obscured when using alternative exposure metrics.
Exposure error and its effects
Total personal exposure (X T ) to any air pollutant can be broadly apportioned into ambient exposures (X A ) (i.e., personal exposures to pollutants found in outdoor or ambient air) and nonambient exposures (X N ) (which include exposures from other sources). Ascertaining the specific components of X T has increased our ability to assess exposure error in air pollution epidemiology. As discussed in several previous manuscripts (Mage et al., 1999; Wilson et al., 2000; Wilson and Brauer 2006) , central ambient monitors measure ambient concentrations (C A ), which are typically used as surrogates of X A , with differences between these values defined variously as exposure error or misclassification (Carroll et al., 1995) .
The potential for error in epidemiologic models may depend upon the model structure and objectives (Sheppard et al., 2005 
where E(Y) is the expected counts of a given health outcome (e.g., daily mortality, emergency department visits); X A is the true ambient exposure; and b
A is a measure of the toxicity or risk from exposure to the pollutant. However, as is commonly the situation with air pollution epidemiology, C A is used as a surrogate for X A averaged over a study population. Assuming X A ¼ C A a, where C A is the ambient concentration and a is a factor describing the surrogateexposure difference, a disease model similar to Equation (1) can be constructed. In this case, when the ambient pollutant concentration, C A is used in Equation (1), the parameter estimated is ab A ¼ b C . Differences between b A and b C , therefore, correspond to differences between the average ambient pollutant concentration, C A , and the community average personal exposure to ambient pollution, X A . Note that this relationship is for the ambient component of personal exposure, not the total personal exposure. As stated by Sheppard et al. (2005) , ''[i]t is not realistic to substitute measured average personal exposures into time series studies because so much of the variation in personal exposures comes from non-ambient sources that do not contribute information in the time series design.'' Models that use C A as a surrogate of X A , therefore, will generate the estimated health effect parameter b C (equal to ab A ), which is a function of both a and the toxicity of the pollutant as indicated by b
A . Moreover, it should be noted that a has a structure that varies by season, geographic region, individual, pollutant species, and spatiotemporal averaging times. Heterogeneity among observed estimates of b C can be due to variability in a, as well as to variability in b A . Thus, the quantification of the a value is itself an important area for future air pollution exposure assessment and epidemiologic research. metrics in lieu of X A . Calibration methods generally rely on incorporating large amounts of data using fixed outdoor monitors and relatively small amounts of data from personal exposure monitors. The term ''calibration'' in this context refers to the adjustment of the estimated b values using empirical relationships between ambient exposures and ambient concentrations (personal-ambient associations) to generate appropriate a coefficients. The basic steps for regression calibration are as follows. First, the health outcome variable is regressed on the ambient pollutant variable; the resulting slope is an estimate of b C . Next, the (estimated) ambient exposure variable is regressed on the ambient pollutant variable; the resulting slope is an estimate of a. The calibrated estimate of b is obtained by dividing the original slope estimate from the health model by the estimate of b from the personal exposure model. Variability in both statistics is taken into consideration, so that an accurate confidence interval for b can be obtained. Both regression models may contain other covariates or random terms as appropriate, depending on the study. Such an approach can be viable for epidemiologic modeling if adequate sampling is conducted to determine personal-ambient associations within the population of interest. To date, however, only a few studies have demonstrated the application of regression calibration to actual data, with most of these studies focusing on PM Strand et al., 2006) . Part of the challenge in applying regression calibration is that most exposure assessment studies measure X T , when the fraction of total personal exposure from ambient pollution, X A , is the parameter of interest.
For PM, several methods have been used to estimate personal-ambient associations between C A and X A , which can then be used to calibrate the observed b values. Three common methods include (1) using a tracer with few or no indoor sources, such as particulate sulfate, to estimate ambient PM exposures (Wilson et al., 2000; Sarnat et al., 2002; Brauer 2001, 2006) , (2) using microenvironmental modeling to piece together ambient PM exposures with information concerning environments within which individuals spend time (Ozkaynak et al., 1996; Janssen et al., 1997; Liu et al., 2003) , (3) using source apportionment methods to estimate exposures to either ambient or nonambient sources, and then summing the individual ambient source concentrations to reconstruct total ambient PM exposure (Strand et al., in press) , and (4) using the slope from a regression of X T on C A , which also gives an estimate of a (Ott et al., 2000; Wilson et al., 2000) . It should be noted that several of these methods are either impractical or unfeasible for use with some common gaseous pollutants such as NO 2 or SO 2 , which are chemically similar in both ambient and nonambient microenvironments, or for pollutants that are highly reactive.
An important future task for air pollution exposure assessment is a more accurate characterization of the a parameter for use in epidemiologic models. New approaches for defining a will likely include cohort-and housing-specific estimates. Additionally, studies designed to improve the number and placement of ambient monitors may further reduce exposure error between C A and X A from spatial pollutant heterogeneity. It is possible, moreover, that the optimal placement of monitors may differ for differentially susceptible populations and specific pollutant components.
Observed associations between ambient concentrations and personal exposures
Exposure assessment studies that measure central ambient pollutant concentrations and personal pollutant exposures concurrently provide an approach for empirically estimating values for a, as well as examining how well central ambient sites (C A ) serve as surrogates for corresponding exposures (X A ). As noted above, for many pollutants, it is difficult to apportion the fraction of X T that is X A . Thus, associations between C A and X T are often examined, with subject timeactivity data concerning contributions from nonambient sources used to modify the interpretation of the observed findings. A series of recent exposure assessment panel studies have provided results concerning personal-ambient associations for particulate and gaseous pollutants (Sarnat et al., 2000; Brunekreef et al., 2005) . These findings have been instrumental in providing support for the use of central ambient monitors as surrogates of population exposures to PM 2.5 in time-series epidemiologic studies by showing strong associations over time between ambient PM 2.5 and corresponding personal exposures to ambient PM 2.5 (Janssen et al., 2000; Sarnat et al., 2000; Meng et al., 2005) . Less is known, however, concerning personal-ambient associations for NO 2 and SO 2 and whether ambient pollutant measurements may be serving as surrogates for other pollutants, mixtures of pollutants, or specific pollutant sources.
Subjects from four US cities (Baltimore, Boston, Steubenville, and Atlanta) were part of a series of recent panel-based exposure assessment studies conducted by investigators at the Harvard School of Public Health (HSPH) (Sarnat et al., 2000 (Sarnat et al., , 2006 Koutrakis et al., 2005; Wheeler et al., 2006) . Briefly, the design of these studies was similar across locations, where subjects were measured for their 24-h personal exposures to PM 2.5 , O 3 , NO 2 , SO 2 , and specific components of PM 2.5 such as SO 4 2À and EC. Study subjects were typically measured for a period ranging from 7 to 12 consecutive days. As shown in Figure 1 , the subject-specific Spearman's correlation coefficients (r S ) between ambient PM 2.5 and corresponding personal PM 2.5 varied by city, subject, and season. Despite this, and consistent with several previous studies from other locations (Ebelt et al., 2000; Janssen et al., 2000; Williams et al., 2000) , median subjectspecific personal-ambient correlations for PM 2.5 were generally strong (r S 40.50), and significant (Po0.05) in results from univariate mixed model regression analyses using ambient PM 2.5 as a predictor of personal PM 2.5 . It should be noted that there was considerable interpersonal heterogeneity in the strength of this associations, as individual personalambient correlation coefficients were not significant for many study participants. As expected, personal-ambient associations for SO 4 2À (data not shown), which is a component of PM 2.5 with few substantial nonambient sources, were stronger than those observed for total PM 2.5 exposures.
In contrast to the results for PM 2.5 , ambient SO 2 was not well correlated with respective personal SO 2 exposures for most subjects in the four cities (Figure 2) , with a median correlation across all subjects in these studies close to 0 (Figure 3) . It should be noted that subjects from these cities were generally exposed to very low levels of the SO 2 over an integrated 24-h period. Measurement error in the personal exposures, consequently, may have resulted in greater random noise in the associations involving the gases. Similarly, weak personal-ambient NO 2 associations were found for subjects in these cities (Figure 4) , with the exception of Steubenville. Subjects from Steubenville lived in closer proximity to the ambient monitoring site compared to the other locations. For a pollutant like NO 2 with relatively high spatial heterogeneity (Wade et al., 2006) , it is likely that the clustering of the subjects around the central site led to stronger observed personal-ambient associations relative to the other locations. Unlike SO 2 , exposure to NO 2 may have substantial nonambient sources, specifically from indoor gas appliances. There was no discernable difference, however, between the distribution of subject-specific correlations for all subjects compared to those without gas stoves ( Figure 5 ). It should be noted that estimating a values from these results would not be appropriate, however, since the personal-ambient associations for SO 2 and NO 2 were generally weak and insignificant. For many subjects in the four cities, stronger associations were seen between ambient NO 2 concentrations and personal PM 2.5 exposures, especially to EC components from mobile sources (e.g., personal EC). These results provide some indication that for these locations, NO 2 , measured at a central ambient site, may be serving as a surrogate for exposure to mobile source pollutants. Notably, this may not be the case in Steubenville and in other cities where stronger personal-ambient NO 2 associations have been observed (Alm et al., 1998; Liard et al., 1999; Kim et al., 2006) . Median personal-ambient NO 2 correlations were stronger for subjects in studies conducted in Toronto and during the spring in suburban Helsinki (r s ¼ 0.57 and 0.78, respectively; Alm et al., 1998; Kim et al., 2006) .
What do significant epidemiologic associations with ambient gaseous pollutants reflect?
The findings from these four studies of weak personalambient associations for SO 2 and NO 2 suggest that central ambient site measurements may not be good surrogates of their respective personal exposures for many individuals. Moreover, these results raise questions concerning the interpretation of epidemiologic findings showing significant health effects associated with ambient NO 2 concentrations. In Canadian cities, for example, single-and multi-pollutant time-series studies have found associations between NO 2 and mortality (Burnett and Goldberg, 2003; Burnett et al., 2004) . Similar findings in other cities have also been found, with stronger and more robust associations than those found with PM 2.5 in some analyses. Although attributing such effects to NO 2 exposures cannot be ruled out, it is plausible that monitoring site NO 2 concentration measurements are acting as an indicator for some other exposure affecting the population. This could include PM 2.5 , as has been suggested based upon some personal exposure data (Sarnat et al., 2001 ). It could also be indicating a more specific type of PM 2.5 , such as trafficrelated particles, given that in cities the main source of NO 2 is motor vehicle exhaust. NO 2 could also be acting as a surrogate for another pollutant originating from motor vehicles, such as certain VOCs. Those with long half-lives would be the more likely culprits. Other possibilities include other oxidized nitrogen species (NO z ), including nitric acid (HNO 3 ), peroxyacyl nitrate (PAN), and dinitrogen pentoxide (N 2 O 5 ) that can covary with NO 2 , especially during urban stagnation events. Additionally, NO z can interfere with ambient NO 2 measurements in the standard instruments used in most networks, leading to some covariation in the resulting data. Data to test these different possibilities across a variety of settings are limited. Accurate measurements of NO z and/or NO 2 free of interference are very infrequent and direct measurements of only traffic-related particles are not possible. However, measurements with adequate time and size resolution of PM chemical components might provide an alternative means of conducting source apportionment of primary and secondary traffic-related PM.
Recent monitoring studies conducted in Vancouver and Toronto, Canada, provide some insight into what ambient NO 2 may be representing. In particular, these findings showed associations between ambient NO 2 and particlephase hopanes and steranes, which are a class of organic species largely emitted from motor vehicle exhaust and related to burning of lube oil within internal combustion engines (Brook et al., 2007) . Correlations (R 2 ) across time or across different urban locations between these species and NO 2 , when compared to their correlation with PM 2.5 , suggest that NO 2 is a better indicator of motor vehicle fine particles than PM 2.5 itself. Similar to the results from the four HSPH studies, NO 2 was also found to be more strongly associated with motor vehicle fine particles than total fine particle organic carbon in another panel study conducted in Toronto (Kim et al., 2006) ; particulate organic species, like PM 2.5 itself, have many sources other than vehicle emissions. While these results are from a small dataset from just two cities in Ontario, Canada, they do support the hypothesis that NO 2 may be a better metric of primary motor vehicle fine particles than PM 2.5 , thereby providing a plausible explanation of the observed epidemiological studies showing stronger associations between mortality and NO 2 as compared to PM 2.5 . These results also suggest that, among the sources of PM 2.5 , motor vehicles may be emitting particles that have a greater impact on health than other sources. It is worth emphasizing, however, that the urban air pollution mix is complex, as are the hypothesized biological mechanisms leading to serious outcomes such as mortality. Thus, more careful study is needed to learn more about what aspects of this mix are most harmful to human health.
The need for better personal exposure data Together, the above findings suggest that the use of personal exposure measurements in epidemiologic studies can lead to different interpretations than those derived from the use of ambient concentrations. In the case of PM 2.5 , where there are large contributions from indoor sources, it is useful to separate personal exposure into its ambient and nonambient components. Ebelt et al. (2005) , for example, examined the associations of several health measures with ambient concentrations, total personal exposure, ambient exposure, and nonambient exposure. For several health outcomes, ambient concentrations tended to give moderate but not significant associations, while ambient exposures gave larger and significant associations. The associations with personal and nonambient exposures were small and not statistically significant. Koenig et al. (2005) also found better associations of pulmonary effects with ambient exposures than with ambient concentrations for particles measured by an integrating nephelometer. A recent analysis by Suh and Zanobetti (2006) examined the associations between several measures of cardiovascular function and pollution levels for PM 2.5 , elemental carbon (EC), and NO 2 using both measures from a central ambient monitor and from personal exposure measurements. The population studied lived in the metropolitan Atlanta area and included two cohorts known to be especially susceptible to air pollution-mediated health effects: individuals who had a myocardial infarction (MI) during the past year and individuals diagnosed with chronic obstructive pulmonary disease. None of the associations with ambient measures of pollution were statistically significant; however, associations between various measures of cardiovascular function and personal exposures to EC and NO 2 were statistically significant, especially for the MI group. The authors did not apportion personal exposure into its ambient and nonambient components, perhaps explaining why PM 2.5 , which has more extensive indoor sources, did not exhibit significant associations. These results highlight the potential value of personal exposure measurements and suggest that panel studies can be important in identifying important exposure-outcome associations. In locations where several acute epidemiologic studies are being conducted using ambient monitoring data, for example, it may be useful to include at least one panel study to aid in the interpretation of the epidemiologic results.
The continuous measurement of personal exposures demonstrates that the temporal pattern of personal exposures to a pollutant can be quite different from the pattern of ambient measures, especially when the monitors are chosen so that they are not influenced by a particular source. Adar et al. (2007) recently measured exposure patterns for several pollutants and found that for some pollutants short peaks in exposure exist that are many times greater than average levels that would be captured by a fixed monitor. Black carbon concentrations were shown, at times, to be 10 times higher on a bus, as compared to corresponding indoor black carbon concentrations. Short-term studies typically consider a 24-h average exposure to a pollutant, but the exposure interval that may cause a health response is unknown; hence, the use of one averaging time for a pollution variable introduces another type of exposure error. Adar et al. (2007) suggest that more than one averaging time may be associated with cardiovascular responses. Rabinovitch et al. (2006) found significant effects of ambient PM 2.5 on bronchodilator usage for asthmatic children when using morning mean or maximum of hourly PM 2.5 concentrations, whereas the effects were not apparent when using 24-h integrated PM 2.5 concentrations. It is important to initiate studies that attempt to resolve the correct averaging time that leads to health effects. The definition of the correct averaging time has important implications for the correct definition of air quality standards and for the placement of ambient monitors. These results suggest that panel studies with continuous personal monitoring are optimal for achieving this aim.
Together, the above results from exposure assessment, biostatistics, and epidemiology have demonstrated potential methods for quantifying and correcting exposure error commonly present in health effects studies that use central ambient sites as surrogates of personal exposures. The exposure assessment panel studies, in particular, have provided valuable information regarding the temporal variability of personal particulate and gaseous exposures as well as the covariance of these exposures with corresponding ambient pollutant measurements. These findings suggest that a better characterization of pollutant associations and covariances may be incorporated in epidemiological analyses to improve placement of ambient monitors, determine the optimal averaging times, and ultimately reduce exposure error in the estimates of health risk.
