Abstract. The essential support of the symbol of a semiclassical pseudodifferential operator is characterized by semiclassical wavefront sets of distributions. The proof employs a coherent state whose center in the phase space is dependent on Plank's constant.
Introduction
In microlocal analysis, it is well known that the wavefront set WF(A) of a pseudodifferential operator A is characterized as follows;
where u range over all distributions with compact support (Hörmander [5] , Corollary 28.1.26). Although an extension to semiclassical setting is stated in Zworski [8] (Theorem 8.1.6 there), it seems that the proof requires more precise argument. In this note, we give a detailed proof using a coherent state whose center is dependent on the semiclassical parameter.
For any Schwartz function 0 ≡ φ ∈ S (R n ), we define the corresponding coherent state φ x0,ξ0,h ∈ S (R n ) centered at (x 0 , ξ 0 ) ∈ T * (R n ) by φ x0,ξ0,h (x) = h Other terminology is explained in Section 2. Our main theorem is the following: Theorem 1. Suppose that a ∈ S δ , (0 ≤ δ < 1 2 ) and (x 0 , ξ 0 ) ∈ ess-supp(a).
) if the Fourier transform of φ is nonnegative and has compact support.
This leads to a characterization of the semiclassical wavefront set of a semiclassical pseudodifferential operator:
where u range over all families u = {u(h)} 0<h<h0 ⊆ L 2 (R n ) which is bounded with respect to h. Remark 1. Theorem 1 is not true in general if we set (x h , ξ h ) = (x 0 , ξ 0 ) even if the symbol has an asymptotic expansion of the form a(x, ξ; h) ∼ ∞ j=0 h j a j (x, ξ) (see Section 3). In the proof of Theorem 1, we choose (x h , ξ h ) carefully.
In the Appendix, we give a lower bound of WF h (b(x)e i h φ(x) ) assuming no condition on b or φ whose proof is close to that of Theorem 1.
Semiclassical Wavefront set
In this section we recall the basic properties of semiclassical wavefront set, following Zworski [8] , Chapter 8 (see also [1] , [2] , [3] , [4] , [6] ). The symbol class
We set S = S 0 . Semiclassical pseudodifferential operator is defined as
where t ∈ [0, 1] is the quantization parameter. We note that
where F h is the semiclassical Fourier transform with the convention
For a ∈ S δ , we say that (
It follows that ess-supp(a) = ess-supp(b) and thus the definition of semiclassical wavefront set WF h (A) is independent of the quantization parameter
. We next recall the definition of the semiclassical wavefront set WF h (u) ⊆ T * (R n ) of a family of distributions u = {u(h)} 0<h<h0 . For simplicity, we assume that u(h) L 2 ≤ C for some constant C. We say that (x 0 , ξ 0 ) ∈ WF h (u) if and only if there exists a symbol a ∈ S with inf h |a(x 0 , ξ 0 ; h)| > 0 such that
Note that this definition is independent of the quan-
. which prove the inclusion ⊇ in Corollary 1.
In proving a lower bound for WF h (u), the symbol class S 1 2 is useful:
Proof. Although the statement is slightly stronger than that of Theorem 8.13 in Zworski [8] , the proof is the same if we use some results on the generalized semiclassical Sobolev space (Zworski [8] , Theorem 8.9, 8.10). We note that b ∈ S 1 2 (m) for any order function m, since b has compact support. We also note that if
Although Proposition 1 is natural in the context of the symbol calculus, we only use the following corollary:
Proof. Take χ ∈ C
Remark 2. The direct proof of Corollary 2 (see for example Proposition 22 in [2] ) is easier than that of Proposition 1.
Counter Examples
It is easy to verify that WF h (φ x0,ξ0,h ) = {(x 0 , ξ 0 )} using Corollary 2. It is thus natural to expect that WF h (Aφ x0,ξ0,h ) = {(x 0 , ξ 0 )} if (x 0 , ξ 0 ) ∈ WF h (A), which would lead to Corollary 1. But this is not the case. Here is an intuitive counter example; Example 1. Take h-independent a 0 ∈ S such that (0, 0) ∈ supp(a 0 ) and a 0 (x, ξ) = 0 if x 1 < 0. If we set a(x, ξ; h) = a 0 (x 1 − h 1 4 , x 2 , . . . , x n , ξ), it is obvious that a ∈ S and (0, 0) ∈ ess-supp(a). But (0, 0) ∈ WF h (Op t,h (a)φ 0,0,h ) since the coherent state centered at (0, 0) is roughly localized in |x| < h One can also find a counter example a which has an asymptotic expansion of the form a(x, ξ; h) ∼ ∞ j=0 h j a j (x, ξ);
Example 2. Take h-independent a j ∈ S such that (0, 0) ∈ supp(a j ) and lim j→∞ dist((0, 0), supp(a j )) = 0. By Borel's theorem, we can take a ∈ S such that a(x, ξ; h) ∼ ∞ j=0 h j a j (x, ξ). Then (0, 0) ∈ ess-supp(a), but (0, 0) ∈ WF h (Op t,h (a)φ 0,0,h ).
Proof of Theorem 1
If we apply Proposition 2 to derivatives of a, we learn
Remark 3. By scaling, Proposition 2 is reduced to the case of δ = 0 , which is a consequence of Kolmogorov's general theorem (see [7] ). We give a proof of Proposition 2 for the sake of completeness.
Proof of Proposition 2. Recall the well known gradient estimate (for example, Lemma
L ∞ for any bounded f ∈ C ∞ (R n ). We assume that Proposition 2 is proved for ε = ε n (ε 0 = 1). If we apply Proposition 2 for ε = ε n to h δ ∂a ∈ S δ with h
2 ). We apply the gradient estimate to a and obtain
2 ). Thus Proposition 2 is proved for ε = ε n+1 with
It is then easy to see that lim n→∞ ε n = 0.
Proof of Theorem 1. We assume that a ∈ S δ , δ ∈ [0, 1 2 ) and (0, 0) ∈ ess-supp(a). This means by definition that a = O C ∞ (B(r)) (h ∞ ) for any r > 0, if we denote
}. This is finite by the above remark. Since α(r) is monotone, we can take r 1 > r 2 > · · · → 0 such that α(r) is continuous at r = r j for j = 1, 2, . . . . Set α j = α(r j ).
We fix sufficiently small ε > 0 so that ε < 
Proof. This follows from Proposition 2, the continuity of α(r) at r = r j and the cut off argument as above.
We next choose the center (x h , ξ h ) of our coherent states.
Proof.
We can take 0 < h 1 < 1 and (x 1 , ξ 1 ) ∈ B(r 1 ) such that
by the definition of α(r). We can take 0 < h 2 < h 1 and (x 2 , ξ 2 ) ∈ B(r 2 ) such that
by the same reason. We next choose similarly 0 < h 5 < h 4 < h 3 < min{h 2 , 2 −1 } and (x 3 , ξ 3 ) ∈ B(r 1 ), (x 4 , ξ 4 ) ∈ B(r 2 ), (x 5 , ξ 5 ) ∈ B(r 3 ) such that
We next choose similarly 0 < h 9 < h 8 < h 7 < h 6 < min{h 5 , 3 −1 } and (x 6 , ξ 6 ) ∈ B(r 1 ), (x 7 , ξ 7 ) ∈ B(r 2 ), (x 8 , ξ 8 ) ∈ B(r 3 ), (x 9 , ξ 9 ) ∈ B(r 4 ) which satisfy similar estimates. We repeat this process and obtain a sequence h 1 > h 2 > · · · → 0. We set (x h , ξ h ) = (x j , ξ j ) if h = h j and otherwise (x h , ξ h ) = (0, 0). Then Lemma 2 is easily verified.
Take φ ∈ S (R n ), φ ≡ 0 such that the Fourier transformφ = F 1 φ is nonnegative and of compact support. Note that We now prove (0, 0) ∈ WF h (Op 1,h (a)φ x h ,ξ h ,h ). Assume contrary that (0, 0) ∈ WF h (Op 1,h (a)φ x h ,ξ h ,h ). We take j ≥ 1 such that B(r j ) ⊂ V (V is that of Corollary 2). By Lemma 2, we can take a sequence h 1 , h 2 · · · → 0 which satisfies {(x h k , ξ h k )} 
