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ABSTRACT OF THE DISSERTATION 
MULTIUSER DETECTION IN MULTPLE INPUT MULTPLE OUTPUT 
ORTHOGONAL FREQUENCY DIVISION MULTIPLEXING SYSTEMS BY BLIND 
SIGNAL SEPARATION TECHNIQUES 
 by 
Yu Du 
Florida International University, 2012 
 Miami, Florida 
Professor Kang K. Yen, Major Professor 
This dissertation introduces three novel multiuser detection approaches in 
Multiple Input Multiple Output (MIMO) Orthogonal Frequency Division Multiplexing 
(OFDM) systems by blind signal separation (BSS) techniques.  The conventional 
methodologies for multiuser detection have to retransmit channel state information (CSI) 
constantly from the transmitter in MIMO ODFM systems at the cost of economic 
efficiency, because they require more channel resources to improve the communication 
quality. Compared with the traditional methodologies, the proposed BSS methods are 
relatively efficient approaches without the unnecessary retransmission of channel state 
information.  
The current methodologies apply the space-time coding or the spatial 
multiplexing to implement an MIMO OFDM system, which requires relatively complex 
antenna design and allocation in the transmitter. The proposed Spatial Division Multiple 
Access (SDMA) method enables different mobile users to share the same bandwidth 
simultaneously in different geographical locations, and this scheme requires only one 
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antenna for each mobile user. Therefore, it greatly simplifies the antenna design and 
allocation.   
The goal of this dissertation is to design and implement three blind multiuser 
detection schemes without knowing the channel state information or the channel transfer 
function in the SDMA-based uplink MIMO OFDM system. The proposed scenarios 
include: (a) the BSS-only scheme, (b) the BSS-Minimum Mean Square Error (MMSE) 
scheme, and (c) the BSS-Minimum Bit Error Ratio (MBER) scheme.  
The major contributions of the dissertation include: (a) the three proposed 
schemes save the commercially expensive cost of channel resources; (b) the proposed 
SDMA-based uplink MIMO OFDM system simplifies the requirements of antennas for 
mobile users; (c) the three proposed schemes obtain high parallel computing efficiency 
through paralleled subcarriers; (d) the proposed BSS-MBER scheme gains the best BER 
performance; (e) the proposed BSS-MMSE method yields the best computational 
efficiency; and (f) the proposed BSS-only scenario balances the BER performance and 
computational complexity. 
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CHAPTER 1                                                      
INTRODUCTION 
1.1 Research Background 
In recent years, the techniques of MIMO OFDM systems, which are the leading 
trends of future wireless communication, have been adopted by the fourth generation of 
wireless communication standards [1], [2]. 
For any receiver of MIMO OFDM systems, the channel state information or some 
priori parameters, which normally include the characteristics of users and noise, the 
timing information of users and noise, the relative amplitude and the training sequences, 
are regularly required for the conventional multiuser detection methods containing 
matched filter detection, optimum detection, decorrelation detection and adaptive 
detection [3]. It is obvious that those priori parameters occupy expensive communication 
resources, and the conventional multiuser detection methods are undoubtedly inefficient 
ways of wireless communication. 
In addition, there are some disadvantages of the conventional detection methods. 
Firstly, the CSI is typically difficult to be obtained in MIMO OFDM systems. Secondly, 
the transmission of the CSI is not often effective for the fast time-varying channel of 
MIMO OFDM systems. Furthermore, the attenuation of the CSI may cause a wrong 
multiuser detection in MIMO OFDM systems [4]. At last, the conventional methods 
reduce the channel capacity in MIMO OFDM systems. 
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One of the attractive solutions is whether we can find a method to separate or 
recover multiusers without the CSI or priori parameters in MIMO OFDM systems. 
Multiuser detection by blind signal/source separation [5-8] techniques, which is also 
called blind multiuser detection, is chosen as a novel and efficient approach without 
priori parameters in MIMO OFDM systems.  
According to the literature review, there are some researchers [9-14] who have 
applied BSS techniques in the space-time coding [15], [16] or spatial multiplexing [17-22] 
MIMO OFDM systems. However, for an uplink transmission from mobile devices to a 
base station, either the space-time coding scheme or the spatial multiplexing scheme 
requests two or more antennas for every mobile device to transmit their source signals. In 
other words, each mobile device has to be equipped with at least two antennas in the 
space-time coding or spatial multiplexing MIMO OFDM systems.  
The antenna elements must be separated from each other roughly between 10 λ 
and 40 λ for the purpose of a low spatial correlation [23]. Table 1-1 shows the minimum 
distance between two adjacent antennas under different frequencies. It is obvious that 
there is almost no possibility for a mobile device with a limited size to be equipped with 
two or more antennas under those frequencies. Even for a 5 GHz frequency band, the 
minimum distance between two adjacent antennas is at least 0.6 meters in this case. A 
useful solution for the uplink transmission from mobile users to the base station in an 
MIMO OFDM system is that one mobile device should be equipped with only one 
antenna. Otherwise, to design and allocate two or more antennas for every mobile device 
will be very complex. 
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Table 1-1 Minimum distance between two adjacent antennas  
Frequency 10 λ 40 λ 
900 MHz 3.33 m 13.32 m 
1800 MHz 1.67 m 6.68 m 
5 GHz 0.60 m 2.40 m 
 
Currently, to achieve an MIMO OFDM system, we also have other techniques, 
such as beamforming, SDMA, and network [1]. From those candidate schemes, the 
SDMA-based MIMO OFDM systems are chosen for uplink MIMO OFDM systems in 
this dissertation.  The SDMA techniques can greatly simplify the design and allocation of 
antennas for mobile devices, because each mobile device only needs to be employed by 
one antenna.  
Compared with other types of MIMO OFDM systems, there are some benefits of 
the SDMA-based MIMO OFDM systems [24-28]. First, the coverage area by a base 
station can be extended by the SDMA techniques. Second, the SDMA techniques are able 
to reduce the interference in MIMO OFDM systems. Another merit is that the multipath 
propagation can often be mitigated by the SDMA techniques. The channel capacity 
increment is another advantage of the SDMA techniques. Finally, the SDMA techniques 
are capable of working with almost any modulation method, bandwidth, frequency band 
including Global System for Mobile Communications (GSM), Interim Standard 95 (IS-
95), OFDM, et al. Therefore, the SDMA techniques are a suitable choice for uplink 
MIMO OFDM systems with many advantages. 
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To evaluate the performance for multiuser detection in MIMO OFDM systems, 
there are two important aspects, which contain the Bit Error Rate/Ratio (BER) 
performance and the computational complexity. However, the current BSS approaches 
[9-14] in MIMO OFDM systems not only cannot find the best BER performance but also 
cannot find the best computational efficiency. 
In all, the current research has four problems: (1) the conventional multiuser 
detection schemes have drawbacks of the transmission of the CSI and waste channel 
resources; (2) the current blind multiuser detection methods in space-time coding or 
spatial multiplexing MIMO OFDM systems are not suitable for the uplink transmission 
from mobile users to the base station; (3) the existing BSS schemes [9-14] cannot provide 
the best BER performance in MIMO OFDM systems; (4) the current BSS approaches [9-
14] cannot gain the best computational efficiency in MIMO OFDM systems. 
1.2 Objective of the Dissertation 
According to the research background, the objective of this dissertation mainly 
consists of four aspects. (1) Apply blind multiuser detection techniques to have higher 
channel utilization and save the channel resources, compared with the conventional 
detection schemes in MIMO OFDM systems. (2) Propose a SDMA-based uplink MIMO 
OFDM system to solve the transmission problems from mobile devices to the base station. 
(3) Propose a BSS only method, which is referred to as BSS-only, to compromise on both 
the BER performance and the computational complexity. (4) Propose a BSS scheme 
combined with a linear Minimum Mean Square Error scheme, which is referred to as 
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BSS-MMSE, to minimize the computational complexity. (5) Propose a BSS joined with a 
linear Minimum Bit Error Rate algorithm, which is referred to as BSS-MBER, to obtain 
the best BER performance. 
To display the performance of all proposed schemes, the implementation, 
simulation and performance analysis are developed by MATLAB and the software 
version is R2008a. Various conditions of the proposed SDMA-based uplink MIMO 
OFDM system are considered to simulate the three proposed blind multiuser detection 
schemes for their BER performance or computational complexity. 
1.3 Dissertation Outline 
In Chapter 1, four problems of the current research are revealed about multiuser 
detection in MIMO OFDM systems. The objective of this dissertation is introduced 
according to those current problems. Three proposed blind multiuser detection schemes 
promise three different performance goals in the proposed SDMA-based uplink MIMO 
OFDM system. 
The proposed SDMA-based uplink MIMO OFDM system is introduced in 
Chapter 2. To achieve a suitable system with our different design goals, some important 
aspects including the wireless channel, the MIMO techniques and the OFDM techniques, 
need to be analyzed, discussed and considered in this chapter. In addition, the fading 
channels, the capacity analysis of MIMO systems, and OFDM base band signals are also 
simulated and analyzed. 
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Chapter 3 illustrates the blind signal separation techniques. The development of 
BSS and independent component analysis (ICA) techniques is demonstrated first, and 
then significant BSS algorithms are introduced. According to our analysis, the Fast 
Independent Component Analysis (FastICA) algorithm is selected and modified for three 
proposed blind multiuser detection schemes in the SDMA-based uplink MIMO OFDM 
system. Several types of complex FastICA algorithms are also simulated in this chapter. 
Chapter 4 proposes BSS-only, BSS-MMSE, BSS-MBER schemes for different 
design goals, in which the merits for all of the schemes are provided and discussed. With 
these schemes, the researchers are able to decide which one should be chosen for a 
special design objective. The discussion focuses on their BER performance and 
computational complexity.  
The simulation results are discussed and analyzed in Chapter 5. It provides how to 
set up the simulation environment and shows the simulation results about the BER 
performance for three proposed methods. In addition, the influence by a different number 
of frames is also discussed. Finally, the computational complexity is simulated through 
the running time.  
Chapter 6 summarizes the major outcomes of this dissertation and proposes new 
endeavors for researchers to extend the prospects for industrial applications further. In 
retrospect, this research establishes three new schemes for the SDMA-based uplink 
MIMO OFDM system with a variety of performances. 
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CHAPTER 2                                                       
SDMA-BASED UPLINK MIMO OFDM SYSTEMS 
The research of MIMO OFDM was started in the early 2000s [1]. The MIMO 
based OFDM schemes may simultaneously improve the transmission rate, the 
transmission range and the transmission reliability of a wireless system. Because MIMO 
OFDM is more efficient than MIMO combined with other modulations [1], a 
combination of both MIMO and OFDM can tap their potentials at the same time. The 
MIMO OFDM techniques have been applied in the Institute of Electrical and Electronics 
Engineers (IEEE) 802.11n or Wireless Fidelity (Wi-Fi) networks [29], [30].  
 
Figure 2-1 Mobile Users in Different Geographical Locations 
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The SDMA-based MIMO OFDM system is a specific subclass of MIMO OFDM 
systems that should be able to enable different mobile users to share the same bandwidth 
simultaneously in different geographical locations. Figure 2-1 illustrates the block 
diagram of mobile users in different places. We assume that there are l transmitting 
antennas for l users’ signals and a p-element antenna array is installed in the receiver. 
Although the transmitters are equipped with multiple antennas, the uniqueness of the 
SDMA techniques is that these transmission antennas cannot be shared by different 
mobile users and each of them belongs to one user only. In other words, because of the 
limited space of mobile devices, each mobile user can only be equipped with one antenna. 
The transmission of OFDM signals cannot be coordinated or allocated, compared with 
the special multiplexing or space-time coding scheme in which all of users are capable of 
sharing every antenna in the transmitters.  
2.1 Proposed SDMA-based Uplink MIMO OFDM Systems 
The proposed SDMA-based uplink MIMO OFDM system can be included in all 
kinds of existing multiple-access standards with some enhancements of system capacity. 
There are two types of SDMA-based MIMO OFDM systems: the SDMA-FDMA 
(Frequency Division Multiple Access) scheme and the SDMA-TDMA (Time Division 
Multiple Access) scheme. If the SDMA-based MIMO OFDM scheme is combined with a 
conventional FDMA scheme in Figure 2-2, n mobile users’ OFDM signals will share the 
same time slot. The other case in Figure 2-3 illustrates n mobile users’ OFDM signals 
share the same frequency band. It is clear that both of them boost up the system capacity. 
Generally, the SDMA-TDMA scheme is more popular, because it only employs one 
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single carrier frequency, which saves limited and expensive frequency resources. 
Moreover, the SDMA-TDMA scheme is able to maximize the number of users supported. 
If there is no special mention, the following SDMA scheme refers to the SDMA-TDMA 
scheme in this dissertation. Therefore, this scheme will be applied to the proposed 
SDMA-based uplink MIMO OFDM system for three proposed blind multiuser detection 
schemes. 
 
Figure 2-2 SDMA-FDMA-based MIMO OFDM System 
There are mainly two parts for the proposed SDMA-based uplink MIMO OFDM 
system, which are the transmitter and the receiver. Figure 2-4 shows the schematic 
diagram of the proposed SDMA-based uplink MIMO OFDM system. We assume there 
are l users and each user transfers its source bit sequences into OFDM signals through an 
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OFDM transmitter module. After this procedure, l antennas simultaneously transmit the 
OFDM signals to the receiver. The receiver, which is equipped with a p-element antenna 
array, is to receive the linearly mixed complex OFDM signals. Finally, the OFDM 
receiver modules demodulate the mixed OFDM signals into the mixed bit sequences of l 
users. 
 
Figure 2-3 SDMA-TDMA-based MIMO OFDM System 
The transmitter and receiver relationship of the proposed SDMA-based uplink 
MIMO OFDM system in one of OFDM subcarriers k can be described by [1] 
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where xi are mixed source signals at the receiver, si are independent source signals at the 
transmitter, ni are additive white Gaussian  noises (AWGN) that are added at the receiver, 
and Hij denote the elements of the frequency domain channel transfer matrix H with p×l 
dimension. If k is omitted for the sake of notational convenience and the vectors x, s, and 
n are given by 
x = [x1, x2, ···, xp]T                                                  (2.2) 
s = [s1, s2, ···, sl]T                                                 (2.3) 
n = [n1, n2, ···, np]T                                                                                            (2.4) 
where T denotes transpose. The frequency domain channel transfer matrix H with p×l 
dimension is given by 
H = [H1, H2, …, Hl]T                                                                                       (2.5) 
where Hi (i = 1, 2, ···, l) are the set of the channel transfer function vectors of the l users 
to each element of the p-element receiver, which is express as 
Hi = [Hi1, Hi2, …, Hip]T,    i = 1, 2, ···, l.                                                          (2.6) 
The compact expression of the proposed SDMA-based uplink MIMO OFDM system in 
the subcarrier k can be expressed by the following equation 
 
)()()()()()( kkkkkk nxnsHx +=+=                                                                      (2.7) 
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where 
)(k
x  denotes the noiseless component for )(kx  in the subcarrier k. It is easy to 
understand that the number of antennas can decide the dimension of the channel transfer 
matrix. The higher the number of antennas is increased, the more the number of 
dimensions of transfer matrix is estimated. 
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Figure 2-4 Schematic Diagram of the Proposed SDMA-based Uplink MIMO OFDM 
System 
There are some assumptions in the designed SDMA-based uplink MIMO OFDM 
system. We assume that it is an instantaneous linear mixture model. The complex source 
signals are independent and have non-Gaussian distribution, and AWGN noises have zero 
mean and a variance of σn2. In addition, the frequency channel transfer function H is 
stationary and has Gaussian distribution. 
To design a suitable SDMA-based uplink MIMO OFDM system for the proposed 
multiuser detection schemes, some significant specifics should be considered, and they 
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include: the fading analysis of the wireless channel, the selection and capacity analysis of 
MIMO techniques, and the implementation of the OFDM transmitter module and the 
OFDM receiver module. The following of this chapter focuses on these important aspects 
to implement a proposed SDMA-based uplink MIMO OFDM system. 
2.2 Wireless Channel 
The term “wireless” is a generic word, which illustrates that electromagnetic 
waves or radio frequencies (RF) transmit information through a part of or the whole 
communication paths. Wireless communication is able to transfer information over both 
short distances and long distances. Furthermore, it is commonly employed in 
telecommunication with an impractical or impossible use of wires. The users in the next 
generation wireless communication need higher information transmission rate and better 
transmission quality, however, wireless resources are correspondingly limited. Therefore, 
it is very significant to analyze the properties of the wireless modes and the wireless 
fading channel models, which are able to support us to design the proposed uplink MIMO 
OFDM system with such limited and expensive telecommunication resources. 
The wireless modes include point-to-point communication, point-to-multipoint 
communication, multipoint-to-multipoint communication, broadcasting, and others.  
Figure 2-5 shows several wireless modes. The wireless devices, such as a cellphone, a 
wireless router, a laptop with Wi-Fi, an amplitude modulation (AM) or Frequency 
Modulation (FM) radio, and so on, utilize the electromagnetic spectrum from 9 kHz to 300 
GHz in wireless communication. However, the frequencies are considered as a public 
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resource by most of countries and different ranges can be used for different purposes. For 
example, the frequency band of a common GSM cellphone is 900 MHz or 1800 MHz. 
The regular frequency band for a pilot to communicate with the control tower of an 
airport is around 900 MHz as well. If a passenger is using a cellphone during takeoff or 
landing, the passenger’s phone call may interfere with pilot’s communication with the 
control tower. Therefore, the efficient utilization of the limited channel resources is very 
meaningful. 
 
Figure 2-5 Wireless Modes 
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Several important types of wireless fading channels related to the proposed 
SDMA-based MIMO OFDM channels need to be considered. Fading means a kind of 
attenuation and it may possibly happen when transmitting modulated signals over some 
propagation media. In wireless communication, fading may be due to either multipath 
propagation or shadowing.  
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Figure 2-6 Fading and Multipath 
   16
Figure 2-6 shows that the obstacles such as building, cloud, tress or plane can 
reflect, scatter, or diffract the transmitted waves. The direct path for the transmitted 
waves between the transmitter and the receiver is called line of sight (LOS). The 
transmitted waves by none-LOS paths are usually destructed by those obstacles. 
Therefore, the received signals through the LOS are generally stronger than others from 
none-LOS paths. 
Different time, frequency or location could change the fading, and common 
fading channel models include two aspects: large-scale fading and small-scale fading [31]. 
The large-scale fading, which is also called attenuation or path loss, relates to large 
distances or time-average characteristics of transmitted signals. On the contrary, small-
scale fading, which means fading for short, is the fast fluctuation of the amplitude or 
power of the transmitted signals corresponds to short distances or short time intervals.  
Attenuation and several fading channels containing flat fading, frequency-selective 
fading, slow fading, fast fading, Rayleigh fading, Rician fading, et al should be 
considered. 
2.2.1 Large-scale Fading Model 
Large-scale fading, or attenuation, illustrates the path loss by propagation 
including reflection, scattering and diffraction in an open space environment. The 
average power at a distance d from the transmitter is given as 
       Pd =β (d/d0) -v Pt                                                                                       (2.8) 
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where β is a large-scale fading parameter depending on  antenna gain, frequency, 
wavelength, and other factors, d0 is the reference distance, Pt is the average transmitted 
power, and v is the path loss exponent.  
101 102 103
20
30
40
50
60
70
80
90
100
110
120
Large-scale Fading Model, fc=1800MHz, 
Distance[m]
P
at
h 
lo
ss
[d
B
]
 
 
free space v=2
urban cellular radio v=3
shadowed urban cellular radio v=5
 
Figure 2-7 Large Scale Fading Model  
The path loss exponent is usually equal to 2 in an open space environment and is 
greater than 2 in an environment with obstacles as shown in Figure 2-6.  In a practical or 
empirical situation like the cellphone in Figure 2-6, the measurement for Pd of the phone 
may not be the same value in different places at the same distance from the transmitting 
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tower or the base station, because these obstacles can randomly influence the path loss. It 
is so called shadowing. The probability density function (pdf) of the average power for a 
large-scale fading will submit to Gaussian distribution [31]. 
Figure 2-7 illustrates the large scale fading model by Equation 2.8. The carrier 
frequency is set to 1800 MHz and the reference distance d0 is 100 m. There are three 
types of situations considered in this model:  v is 2 for an open space cellular radio, 3 for 
an urban cellular radio, and 5 for a shadowed urban cellular radio, respectively. The 
horizontal axis is log-distance, and the vertical one is path loss measured by dB. When 
there is no shadow, it is obvious that the path loss increases with the v. However, the 
random shadow may make an impact on the path lose. Thus, we can see it is not a straight 
line in this figure compared with the environment without shadow, and it varies with the 
random shadowing effect. 
2.2.2 Small-scale Fading Model 
 Small-scale fading, or fading, illustrates a fast fluctuation of the power of the 
transmitted signals when the receivers are moved within a slightly small area. It is caused 
by the multipath waves of the transmitted signals and these waves reach the receivers at 
moderate different times. As mentioned before, scattering, diffraction, and reflection can 
generate the multipath waves and this is known as multipath fading.  In order to research 
the behavior of different fading channels, a general channel model is depicted in Figure 
2-8. In the time or frequency domain, the source signals, the channel response, and the 
received signals are s(t) or S(f), h(t) or H(f), and r(t) or R(f), respectively. 
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Figure 2-8 General Channel Model  
Figure 2-9 shows two types of wireless channels that are flat fading channel and 
frequency-selective fading channel. Flat fading channel means the coherence bandwidth 
of the channel is larger than the bandwidth of the source signal, which is depicted in the 
frequency domain on the left side of the figure. Here the coherence means the minimum 
frequency or time required for the magnitude change of the channel. On the other hand, if 
the opposite assumption with a larger bandwidth of the source signal compared with a 
smaller coherence channel bandwidth in the frequency domain as shown on the right side 
of the figure, the received signals will be distorted. If we consider S(f) as a symbol 
bandwidth in the frequency domain for the proposed SDMA-based uplink MIMO OFDM 
system, it indicates that Inter Symbol Interference (ISI) exists. Therefore, the channel 
bandwidth H(f) in the frequency domain should be equal to or larger than the coherence 
channel bandwidth in the frequency domain to avoid ISI. 
Compared with the delay restriction of the transmission channel, slow fading will 
happen if the coherence time of this channel is not small. The shadowing mentioned 
above can lead to slow fading. The rate of the channel will be much slower than that of 
the transmitted signal. Then the variations of amplitude and phase can be considered 
static over one or several bandwidth intervals. On the other hand, if the coherence time of 
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the channel is relatively less than the delay restriction of the transmission channel, the 
fast fading will take place. In this case, it is worthy to notice that the change of the 
amplitude and phase is not static anymore, and the channel response alters fast inside the 
symbol period. 
 
Figure 2-9 Flat Fading vs. Frequency-Selective Fading 
In all, the flat or frequency-selective fading channel and the slow or fast fading 
channel are modeled by a linear time-varying impulse response. But the nature or 
practical environment of the multipath channels is impossible to keep such an ideal 
impulse response. Thus, statistical models are necessarily considered to explore the 
performance of the received signals and the most essential models are Rayleigh fading 
channel model, Rician fading channel model and others [31]. 
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There are mainly two cases in a flat fading channel. If there is no LOS path 
between the transmitter and the receiver, it is a Rayleigh fading model. Otherwise, it is a 
Rician fading channel. The probability density functions of either a Rayleigh random 
variable or a Rician random variable are given by Equation 2.9 and Equation 2.10, 
respectively [31]:  
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where r is the magnitude of the received signal,  σ2 is the average power, D indicates the 
peak amplitude of the LOS signal, I(·) is the modified Bessel function of the first kind, 
and I0(·) is the zero-order of I(·). The Rician distribution will approach the Rayleigh 
distribution when there is no LOS path in the channel. In other words, D is very close to 
zero.  
In addition, another quantitative description of the Rician distribution is the 
Rician factor, K, and it is defined as [23] 
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DK =                                                                  (2.11) 
Figure 2-10 shows the simulations of the Rician distribution when the value of K 
is less than zero (i.e. K is -35 dB or -15 dB in this simulation). The Rician distribution 
comes close to the Rayleigh distribution in this figure. This case happens frequently, 
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because it is very common that there is no LOS between mobile users to a base station in 
urban areas. 
If the value of K is a positive number (i.e. K is 10 dB, 15dB or 25 dB), the 
simulation for the Rician distribution is shown in Figure 2-11. The Rician distribution 
approaches the Gaussian distribution when K is positive. In addition, we assume that the 
number of channel realization is 10,000, and the vertical axis measures the incidence for 
the Rayleigh or Rician distribution in both Figure 2-10 and Figure 2-11. 
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Figure 2-10 Rician Distribution with K < 0 
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Figure 2-11 Rician Distribution with K > 0 
2.3 MIMO Techniques 
A conventional wireless system is a Single Input Single Output (SISO) antenna 
system that is limited by the channel capacity. Whatever modulation scenarios are chosen, 
there is still a physical restriction by only one single wireless channel. To increase the 
channel capacity, more base station, transmission power, or bandwidth will be required. 
Thus, an antenna array or several independent antennas can be applied in the receiver to 
increase the receiving diversity while the transmitter is still equipped with one antenna. 
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This is called Single Input Multiple Output (SIMO) system. An antenna array or several 
independent antennas can also be in the transmitter and the receiver is equipped with only 
one antenna to decrease the complexity of the receiver. This type is so-called Multiple 
Input Single Output (MISO) system.  
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Figure 2-12 Antenna System Models 
Furthermore, both the transmitter and the receiver installed an antenna array or 
several independent antennas are a so-called MIMO system. The MIMO techniques can 
not only offer a higher spectral efficiency or a higher data rate, which indicates more bits 
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per second per hertz of bandwidth, but also have the merit of reliability or diversity. 
Although the MIMO system is more complex, it is still a significant part of the modern 
wireless communication standards such as 4G, Worldwide Interoperability for 
Microwave Access (WiMAX), and IEEE 802.11n. Figure 2-12 shows these four types of 
antenna system models from up to down, respectively. 
There are two types of MIMO systems: the closed-loop MIMO system and the 
open-loop MIMO system. When the receiver feeds the information about the wireless 
channel to the transmitter through a feedback channel, this is called the closed-loop 
MIMO system and Figure 2-13 illustrates it.  
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Figure 2-13 Closed-Loop MIMO System 
Because the transmitters know the channel state information through the feedback 
channel in the closed-loop MIMO system, the transmitters can adjust the power of the 
paths between the transmitters and the receivers. It indicates that the transmitters do not 
need to send the source signals to all of the directions covered by the antenna array. 
Consequently, this method can dramatically save the transmission power and energy. The 
received signal gain is increased by the transmitted signals from different antennas; and 
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meanwhile, the multipath fading is reduced by the MIMO channel. The beamforming 
technique [32] is a type of closed-loop MIMO systems, and it can adjust the phase and 
the amplitude of each transmitter through the feedback channel. All of the transmitters 
are able to directly generate the correct phase and amplitude for each receiver. 
An opposite case is that the MIMO system does not contain a feedback loop, and 
it cannot provide direct access to the channel state information. This type of MIMO 
techniques is called an open-loop MIMO system, which needs more power and energy to 
transmit signals through the antenna array for all of the directions. It is noticeable that the 
feedback channel occupies the precious wireless channel resources. In order to save the 
channel resources, the open-loop type is employed to the proposed SDMA-based uplink 
MIMO OFDM system.  
Due to the obstacles between the transmitter and the receiver, and the interference 
from others, the power and Signal Noise Ratio (SNR) of the transmitted signals in the 
receiver are regularly dropped dramatically and are very small. There is normally a 
minimum SNR requirement at the receiver in order to detect and recover the transmitted 
signals.  If the SNR value is less than this minimum requirement, the receiver is unable to 
do such a detection and recovery. Therefore, to maintain the required value of the power 
and SNR at the receiver is another requirement of the proposed uplink SDMA-based 
MIMO OFDM system. 
The channel capacity is another important parameter that should be considered for 
the proposed uplink SDMA-based MIMO OFDM system. The amount of antennas in the 
transmitter and in the receiver not only influences the channel capacity but also decides 
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the computational complexity for multiuser detection in the receiver. Thus, a suitable 
choice of the amount of antennas should be considered. 
The MIMO channels are not always stable and they often change randomly. If the 
changing procedure is an ergodic process, the channel capacity is given by [23] 
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where Tr(·) is related to the squared Frobenius norm, Rxx is the autocorrelation of 
transmitted signal vector and equals to E{xxH}, (·)H is Hermitian transpose. We assume 
that the transmission power is the same for every transmission antenna, and then Tr(Rxx) 
is equal to NT. Ex means the energy of the transmitted signals, and N0 denotes the power 
spectral density of the additive noise.  
Figure 2-14 illustrates a comparison of 2×2, 4×4 and 8×8 MIMO channel capacity. 
It shows that more antennas we have, more channel capacity will be generated. Although 
the 8 × 8 channel has the best channel capacity performance, the computational 
complexity cannot be accepted for the proposed blind multiuser detection schemes. The 2
×2 MIMO channel has 2 antennas in transmitter and 2 antennas in receiver. Since the 
number of antennas is limited, it is not representative for the proposed SDMA-based 
uplink MIMO OFDM system. As for how many of them are suitable, it is still an open 
question. There is no statement that the amount of antennas should be as many as 
possible. Thus, the 4×4 MIMO channel is selected for the proposed blind multiuser 
detection schemes in the proposed SDMA-based uplink MIMO OFDM system.  
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Figure 2-14 Comparison of the MIMO Channel Capacity with Different Amount of 
Antennas 
2.4 ODFM Techniques 
One of the fundamental objectives of the proposed wireless communication 
system is to support a high data rate and to integrate multimedia types through a unified 
platform. A common scenario to support this purpose is the OFDM [33], [34], which is a 
frequency-division multiplexing (FDM) scheme. Although the conception of OFDM can 
be dated back to the 1950s, high cost of implementation through analog filters is the 
major issue, which prevented the implementation of this scheme at that time. Fast Fourier 
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transform (FFT) made this implementation possible later. From then on, OFDM became 
more and more popular in wireless communication. Subsequently, the OFDM technique 
was applied in IEEE 802.11a in 1999, IEEE 802.11g in 2002, and IEEE 802.16e 
broadband wireless access in 2005. In recent years, this method has been taken as the key 
part of 3G and 4G cellular communication standard. 
From a theoretical standpoint, the principal advantage of OFDM compared with 
single carrier schemes is the ability to divide data streams into several parallel 
narrowband subchannels (also called sub-carriers or subcarriers) at a low symbol rate, 
which means simplified channel equalization. Other advantages of the OFDM techniques 
include robustness against fading, low sensitivity to time synchronization errors, and so 
on. In addition, there are some disadvantages of OFDM systems such as sensitivity to the 
frequency synchronization and Doppler shift, poor power efficiency, and loss of spectrum 
caused by the Cyclic Prefix (CP) [35]. 
The orthogonal property between subcarriers is viewed as an essential part of the 
OFDM scheme in order to overlap frequency spectrum, and provide undisturbed channels. 
Compared with the OFDM scenario, the conventional frequency division multiplexing 
requires guard intervals between different subchannels that do not overlap with each 
other. Figure 2-15 shows a comparison between these two schemes. Although the 
realization for the conventional method is a straightforward task when the number of 
subcarriers is less than 64, the disadvantage is its low spectral efficiency. On the contrary, 
the OFDM system with more than 64 subcarriers is able to make use of the spectrum 
resource in high efficiency.  
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The OFDM scheme is not only used in the proposed SDMA-based uplink MIMO 
OFDM system but also has become the choice for a lot of high profile wireless systems 
such as WiFi, WiMax and Ultra-Wideband (UWB) [36]. The structures of the OFDM 
transmitter module and the OFDM receiver module are provided in this section in order 
to apply them to the proposed SDMA-based uplink MIMO OFDM system. 
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Figure 2-15 OFDM Signal Spectrum vs. Conventional FDM Signal Spectrum  
 
If N subcarriers are used, the OFDM signal can be represented as: 
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where {Sn} is the data symbols, N is the total number of subcarriers, T is the symbol time, 
1/T is the frequency of subcarriers, and all of subcarriers are orthogonal with each other 
during this symbol period T.  
 
Figure 2-16 OFDM Symbols with Cyclic Prefix 
If a guard interval with the length Tg is added prior to the OFDM signal, the signal 
in the interval -Tg≤  t < 0 will be equal to the signal in the interval (T-Tg)≤  t < T to 
increase the robustness. The length of the guard interval should be larger than the delay 
of multipath channels to eliminate ISI. ISI relies on the duration of the symbol period. A 
shorter symbol time or/and a higher transmission data rate may bring a larger ISI. But it 
is quite clear that to increase this guard interval will reduce the spectrum efficiency. Thus, 
there is a trade-off between the guard interval and the spectrum efficiency. The design 
strategy is to increase the length of guard interval as much as possible with preconditions 
of enough spectrum efficiency and good anti-ISI ability. Figure 2-16 shows this guard 
interval and the arrow in this figure show this copy procedure. Then the OFDM signal 
with guard interval is 
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Assume this baseband OFDM signal is carried by a carrier frequency fc, and then 
the transmitted signal can be expressed as: 
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where Re(·) denotes the real part of a complex value, and arg(·) stands argument on a 
complex value. 
An inverse discrete Fourier transform (IDFT) or inverse fast Fourier transform 
FFT (IFFT) based OFDM transmitter module is shown in Figure 2-17. The IDFT/IFFT 
procedure is used to produce OFDM transmission signals. IDFT is a conventional 
mathematical method and IFFT is a calculation application of IDFT in a fast way. In the 
same way, discrete Fourier transform (DFT) and fast Fourier transform have the same 
relationship. For the proposed SDMA-based uplink MIMO OFDM system, it is more 
convenient to apply IFFT and FFT, because they can reduce the computational 
complexity remarkably. The following processes are deemed necessary in order to 
achieve the OFDM transmitter.  
- Phase Shift Keying (PSK) / Quadrature Amplitude Modulation (QAM) encoder 
transfers the input bit sequences into Binary Phase Shift Keying (BPSK) / Quad 
Phase Shift Keying (QPSK) / QAM modulated symbols.  
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- S/P model is a series to parallel converter, which converts users’ discrete-time 
BPSK/QPSK/QAM modulated symbols into parallel data streams. 
- IDFT/IFFT module transforms the parallel data streams into N low-rate parallel 
sub-channels. Assume the carrier frequencies are f0, f1, …, fN-1. The difference in 
neighbor carrier frequencies is ∆f. So the total bandwidth W is equal to N∆f. Thus, 
the symbol duration is extended by the factor of N and these N sub-carriers are 
orthogonal with each other. 
- Cyclic Prefix, which avoids ISI at the transmitter, is added to each OFDM symbol 
before transmission and it is removed at the receiver. 
- P/S model is a parallel-to-serial converter, which combines N modulated 
subcarriers to create the OFDM transmission signal. 
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Figure 2-17 OFDM Transmitter Module 
Figure 2-18 shows the structure of the OFDM receiver module. Through the 
serial-to-parallel converter at the receiver, the OFDM signal is demultiplexed into N sub-
channels again. After remove the CP, the DFT/FFT module demodulates these OFDM 
symbols. The baseband BPSK/QPSK/QAM signal is then recombined through a parallel-
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to-serial converter. Finally, the output bit sequence is generated by the PSK/QAM 
decoder module. Although the DFT/FFT modulation increase the implementation 
complexity compared with a conventional serial model, the N times lower symbol rate is 
less sensitive to ISI than the conventional serial system. Therefore, the channel 
equalization will be avoided in this case. 
 
Figure 2-18 OFDM Receiver Module 
The BER performance of the OFDM scheme can be theoretically described by the 
following two equations for AWGN and Rayleigh fading channels, respectively [37]. The 
Rician channel is not given here, because it is similar to an AWGN or Rayleigh fading 
channel, according to the simulation from Figures 2-10 and 2-11. 
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where M indicates  the modulation order, and M is 2, 4, 8, 16, 32, 64 for BPSK, QPSK, 8-
QAM, 16-QAM, 32-QAM and 64-QAM, respectively. Q(·) is the standard Q-function 
defined by 
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Figure 2-19 BER Performance of the BPSK/QPSK/QAM Modulations in the 
AWGN Channel  
 
According to Equations 2.16 and 2.17, the BER performance of BPSK, QPSK and 
QAM modulations in an AWGN channel or a Rayleigh fading channel is simulated, and 
Figures 2-19 and 2-20 show their performances. BPSK, QPSK, 8-QAM, 16-QAM, 32-
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QAM and 64-QAM have different transmission rate, e.g. 1, 2, 3, 4, 5, and 6 bits per 
symbol, respectively. Generally, the faster the transmission rate is, the more attractive the 
result is. However, the simulation results show that with the increment of the 
transmission rate, the BER performance becomes worse. One of goals in this dissertation 
aims to identify the best BER performance. Based on the simulation results, the BPSK 
modulation possesses the best performance, so it is selected for the proposed SDMA-
based uplink MIMO OFDM system.  
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Figure 2-20 BER Performance of the BPSK/QPSK/QAM Modulations in the 
Rayleigh Fading Channel  
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Baseband OFDM signals with the BPSK modulation are shown in Figure 2-21, 
Figure 2-22 and Figure 2-23. The oversampling factor and the number of subchannels are 
set to 8 and 4, respectively. In fact, the experimental and meaningful amount of 
subchannels should be at least 64. Figure 2-24 illustrates the OFDM baseband signals 
when the number of subchannels is 64. In order to give us a straightforward and clear 
vision of the track of the mixed procedure, only 4 channels are chosen in Figures 2-21, 22, 
23 to illustrate the processes. Figure 2-21 shows the real part of 4 subchannel signals and 
the sum of them, while Figure 2-22 demonstrates the imaginary part. The OFDM signals 
in the time domain when N is 4 and 64 are illustrated in Figure 2-23 and Figure 2-24, 
respectively.  
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Figure 2-21 Real Part of OFDM Signals with the BPSK Modulation and N = 4  
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Figure 2-22 Imaginary Part of OFDM Signals with the BPSK Modulation and N = 4  
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Figure 2-23 OFDM Baseband Signals with the BPSK Modulation and N = 4  
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Figure 2-24 OFDM Baseband Signals with the BPSK Modulation and N = 64  
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CHAPTER 3                                                       
BLIND SIGNAL SEPARATION TECHNIQUES 
This chapter presents a signal-processing scheme, which is called ICA [3-8], 
aimed at separating mixed independent source signals only through observed output 
signals without information about input signals.  B. Ans, J. Hérault and J.C. Jutten 
introduced the ICA theory in the 1980s [38]. Then, BSS techniques by ICA were 
developed quickly and they have been a very active frontier for researchers in recent 
years. BSS techniques have a wide range of applications in communications [39-41], 
biomedical signal processing [42-46], audio source separation [47-52], image processing 
[53-58] and so on. Furthermore, BSS techniques can be applied to the proposed SDMA-
based uplink MIMO OFDM system to save the expensive channel resources, compared 
with the conventional multiuser detection schemes. A group of complex FastICA 
algorithms is analyzed and simulated in this chapter, and a suitable one is obtained for 
three proposed blind multiuser detection schemes. 
3.1 Blind Signal Separation Theory 
The rigorous definition of ICA is   
Hsx =                                                                                                                (3.1) 
where x is the observed mixed random column vector with elements x1, x2, …, xn and s is 
the original random column vector with elements s1, s2, …, sm, which are called 
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independent components. The full column rank matrix H with elements Hij means an 
unknown mixed procedure.  
All elements of H and s are assumed to have zero mean. The elements si should 
obey non-Guassian distributions. The noise elements are omitted here and the number of 
observed elements is the same as that of original independent components for description 
simplicity. That means n is equal to m. This statistical model means how the observed 
data x are generated by a process of mixed s. We assume that the separation matrix for 
mixed real source signals is W, and the separation matrix for mixed complex source 
signals is WH. Our goal is to process mixed complex source signals with BSS in the 
SDMA-based uplink MIMO OFDM system, so WH is selected here. The separation of 
mixed complex source signals can be described as 
xWs H=                                                                                                           (3.2) 
 
where (·)H is the Hermitian transpose. 
 
Figure 3-1 Model for BSS by ICA  
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Now the question focuses on how to find the separation matrix WH. Based on the 
statistically independent property of source signals, which have to be from different 
physical processes (e.g., different mobile users), ICA can be used to separate the mixed 
complex signals. The model for BSS by ICA is shown in Figure 3.1.  
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Figure 3-2 Separation Procedure by BSS 
The separation process primarily includes two parts: (1) setting up an objective 
function and (2) tracking its optimization to implement the approximation. Figure 3-2 
shows the schematic diagram of this process. It is impossible to obtain the optimized 
separation WH directly with unknown mixture and source signals. Therefore, an initial 
guess of the separation matrix WH with the objective function J(W) is given to the BSS 
algorithms first. To obtain an optimized separation matrix WH, the following step is to 
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adjust the objective function J(W) which is normally maximized or minimized.  Different 
BSS algorithms have their own strategies for the optimization. The updated separation 
matrix WH tries to let their separated independent elements approach the source signals as 
close as possible. Finally, an optimized matrix WH is obtained for the separation. 
3.2 ICA Classifications 
In [12], it is noticeable that the ICA model for MIMO OFDM systems is an 
instantaneous linear mixture of each subcarrier, which is a basic requirement that allows 
the application of ICA to blind multiuser detection in MIMO OFDM systems. The recent 
research works include two classifications, which are second-order statistics (SOS) and 
higher-order statistics (HOS). A subspace approach, which is a kind of SOS methods, has 
been proposed by [9] in MIMO systems. But this scheme requires additional feedback 
information of transmission channel. Since HOS blind signal separations can produce a 
better BER performance, the existing HOS algorithms will be employed in this research 
work. Three vital HOS blind signal separation algorithms, Nature Gradient [14], [59], 
[60], Joint Approximate Diagonalization of Eigenmatrices (JADE) [12], [61] and 
FastICA [5], [13], [62], will be focused on. 
3.2.1 Nature Gradient Algorithm 
The authors in [14] choose nature gradient algorithm for MIMO OFDM systems 
because it has a hardware-friendly iterative processing structure. The nature gradient 
algorithm is proposed by [59] for real-valued signals. The complex-valued nature 
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gradient algorithm is given by [60] and it is capable of being applied to MIMO systems. 
The separation matrix is given by the following steps 
1) Organize the output according to the frequency bin index in which the mixed 
source signals can be treated as a set of instantaneous mixture. 
2) Set up the Nature Gradient learning rule at every frequency bin index. The 
complex version of this rule is given by 
∆W ∝  [I-f(y)yH]W                                                                                      (3.3) 
where y = Wx,  f(·) is a non-linear sigmoid function in the complex domain. The 
important point is how to choose an appropriate sigmoid function in the complex 
domain. The conventional sigmoid functions show poor performance due to their 
singularities in the complex domain. Therefore, a proper choice of the sigmoid 
function to fulfill all complex activation function requirements is made, which is 
defined as [60] 
f(yi) = tanh[Re(yi)] + j*tanh[Im(yi)]                                                             (3.4) 
3) Generate the whole separation through Equation (3.2) at every frequency bin 
index. Although to do the separation at each frequency bin index will increase the 
amount of separations, the separation by Nature Gradient remains the same 
complexity and convergence properties at every frequency bin index. In addition, 
all of frequency bins are orthogonal with each other, and every separation is 
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independent. Thus, the computational performance can be improved, compared 
with the separation without using frequency bins. 
4) Identify the scaling and permutation for each user. The drawback of Nature 
Gradient at every bin index is the ambiguity of scaling and permutation for each 
user. A useful solution is to calculate the correlation in different frequency bin to 
remove the uncertainty [14]. After this step, the source signals can be recovered. 
3.2.2 JADE Algorithm 
The authors in [12] employ JADE [61] to MIMO systems because the JADE 
algorithm is a “parameter free” blind receiver and this algorithm is able to make data-
sequences shorter compared with other BSS algorithms. The procedure to apply JADE 
algorithm is divided into the following steps: 
1) To decrease the complexity of the mixed signals, the received signals need to 
be whitened from the Eigenvalue Decomposition of the covariance matrix of the 
received signal. A random whitened vector z has the following property 
E{zzH} = I                                                                                                           (3.5) 
where I is the unit matrix. This step is related to second order statistics, and the 
BSS problem is significantly simplified by this whiten step. 
2) The unit variance soft stream is obtained by 
s  = VHz                                                                      (3.6) 
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where V is found by minimizing the orthogonal contrast function ФJADE[·], which 
is a 4th order approximation of a mutual information based contrast function.  
][minarg JADE sV V φ=                                                                                             (3.7) 
3) Generate the whole separation through Equation (3.6). For an MIMO OFDM 
system, this stream estimation can be employed to every subcarrier. 
4) Identify the scaling and permutation for each user. Because most of BSS 
methods have a similar scaling and permutation indeterminacy, this step has to be 
added to obtain the source signals. 
3.2.3 FastICA Algorithm 
Among existing HOS algorithms, the complex FastICA algorithm [62] is adopted 
for the proposed SDMA-based uplink MIMO OFDM system because of its fast 
convergence, less computation complexity, and good BER performance. The related real-
valued algorithm is first proposed by [5] and this algorithm is extended to complex-
valued signals [62], which can be employed in MIMO OFDM systems.  
The members of the family of the complex FastICA algorithms are differentiated 
by both algorithmic methods and different contrast functions.  The algorithmic methods 
mainly include two ways that are the symmetric approach and the deflation approach.  
The former can update the separation matrix simultaneously and separate the independent 
sources at the same time. On the other hand, the latter can only update the columns of 
separation matrix individually and find one independent source at a time. Although it is 
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an attractive feature of the complex FastICA family to recover only one or some of the 
source signals if the exact number of independent components is not identified, we will 
only consider symmetric approach in order to have a better convergence speed to separate 
all of the source signals at the same time.  
Before using the complex FastICA to estimate the original signals, the received 
signals in every subcarrier should be whitened. It means the observed vector x is linearly 
transformed and a new whitened vector is obtained. The whitening process is less 
complicated than any ICA algorithms. This standard procedure can reduce the number of 
parameters to be estimated and solve half of the problem of ICA [5]. The whitening 
process can be worked out by Principal Component Analysis (PCA) [6]. Equation 3.5 is a 
useful example to do the whitening process. 
According to [62], the contrast functions are minimized or maximized by 
modifying the separation matrix W for every H. The contrast function adopted in this 
research is 
)}({)(
2
xww HG GEJ =                                            (3.8) 
where G is a smooth even function, E is the expectation,  w is an n-dimensional complex 
weight vector, and E{|wHx|2}=1. The members of complex FastICA algorithms depend 
on the diverse G functions, three choices of G functions are: 
yayG += 11 )(              1.01 ≈a                                                                       (3.9) 
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)log()( 22 yayG +=       1.02 ≈a                                                                     (3.10) 
2
3 2
1)( yyG =                                                                         (3.11) 
Here y is a complex-valued random variable, denoted as y = u + iv. And u and v are real-
valued random variables. 
 The G function mainly determines two aspects in the complex FastICA algorithm, 
which are the BER performance and the computational complexity. A complicated G(·) 
function means the contrast function JG(·) is complicated as well, which is able to give a 
better BER performance but show a worse computational complexity in comparison with 
a simple G(·) function when estimating source signals. It is straightforward that the G1 
and G2 functions are more complicated than the G3 function.  
Table 3-1 Elements of the random complex mixed matrix H  
0.6880 + 0.2808i 0.7443 + 0.8011i 0.3774 + 0.2584i 0.8930 + 0.4045i 0.8218 + 0.5355i
0.6420 + 0.4613i 0.0433 + 0.6797i 0.8511 + 0.0132i 0.6142 + 0.5300i 0.0941 + 0.6180i
0.5852 + 0.7155i 0.7037 + 0.3266i 0.9258 + 0.6988i 0.0569 + 0.1501i 0.0802 + 0.9172i
0.4133 + 0.9909i 0.9719 + 0.7312i 0.2718 + 0.5297i 0.5791 + 0.1940i 0.8348 + 0.4662i
0.5437 + 0.0504i 0.9747 + 0.8843i 0.1669 + 0.2096i 0.3790 + 0.2666i 0.0288 + 0.5857i
 
A MATLAB simulation for these three G(·) functions is shown in Figure 3-3 to 
determine which G(·) function has the best BER performance. We assume that there are 
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five source signals and the length of each is set to 50,000 bits. The distributions of the 
five source signals considered in this simulation include Binomial distribution, Gamma 
distribution, Poisson distribution, Hyper-geometric distribution and Beta distribution. 
These complex source signals are mixed by a random complex matrix H whose elements 
are shown in Table 3-1. 
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Figure 3-3 A Comparison of G1, G2, G3 Functions  
From Figure 3-3, it is noticeable that G2 needs to run 3 iterations to converge. G3 
requires about 4 iterations while G1 necessitates 3 iterations. So we can say that all of the 
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G(·) functions take similar number of iterations for convergence, also G2 has the best 
Sum of Square Errors (SSE) performance, which is equivalent to the best BER 
performance. Therefore, the G2 function is selected for the complex FastICA algorithm 
that will be applied to the proposed blind multiuser detection schemes.  
The iteration matrices, w+ and wnew, are given by [62]  
)({)}()(({
22* xwxwxwxxw HHH gEgE −=+ wxwxw )}( 2'2 HH g+          (3.12) 
+
+
=
w
ww new                                                          (3.13) 
where (·)+ is the pseudo-inverse, (·)* is the complex conjugation, g(·) is the derivative of 
G(·) , g' (·) is the derivative of g(·), and ||·|| is the Euclidean norm. The separation matrix 
for one source signal can be extended to the whole separation matrix W for all of l source 
signals by 
,( 1wW =  ,2w   ,K  )lw                                                                    (3.14) 
The final step for the complex FastICA algorithm is to solve the phase/scaling and 
permutation indeterminacy. In [13], a Phase-Locked Loop (PLL) is performed for each 
sub-stream to solve the indeterminacy. The permutation and scaling problem can be 
handled by a statistical correlation method [14]. The phase ambiguity of complex signals 
is given by [63] 
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jv ∈                                                           (3.15) 
where vj is the unknown phase for each sj, and  is the complex space. If the distribution 
of sj only relies on the modulus of sj, the variable vj will not change the distribution of sj. 
Thus, the phase of complex signals is undetermined. 
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Figure 3-4 Real Parts of Five Complex Source Signals with Binomial Distribution, 
Gamma Distribution, Poisson Distribution, Hyper-geometric Distribution and Beta 
Distribution 
 To simulate the separated signals and track the phase/scaling and permutation 
indeterminacy, we selected five complex source signals, which are uncomplicated to 
differentiate them. The real parts of these five complex source signals include: sine wave, 
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square wave, funny curve, saw-tooth, and impulsive noise. Here, we do not select the 
same five source signals considered in the simulation as shown in Figure 3-3. Because 
the source signals with Binomial distribution, Gamma distribution, Poisson distribution, 
Hyper-geometric distribution and Beta distribution are hard to be distinguished with each 
other. Figure 3-4 shows 200 data for the real parts of each of the source signals from top 
to bottom, and they look similar to each other. Thus, we choose another set of five source 
signals with 200 data for the real parts which can be distinguished without difficulty, 
shown in Figure 3-5 from top to bottom. 
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Figure 3-5 Real Parts of Five Complex Source Signals with Sine Wave, Square 
Wave, Funny Curve, Saw-tooth, and Impulsive Noise 
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Figure 3-6 Whitened Signals for the Source Signals Shown in Figure 3-5 
According to the simulation from Figure 3-3, G2 function is chosen for the 
complex FastICA algorithm because of its best BER performance. We apply the complex 
FastICA algorithm with the G2 function to five mixed source signals which are shown in 
Figure 3-5. We assume the order of these five source signals from top to bottom is sine 
wave, square wave, funny curve, saw-tooth, and impulsive noise. The whitened signals 
are shown in Figure 3-6. The new whitened signals are obtained by PCA, and the target 
of this procedure is to reduce the number of parameters to be estimated by FastICA and 
half of the problem of ICA is solved by this step. 
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Figure 3-7 Separated Signals for the Real Parts of Five Complex Source Signals 
with Sine Wave, Square Wave, Funny Curve, Saw-tooth, and Impulsive Noise 
After applying the complex FastICA algorithm, the separated source signals for 
the real parts of those five complex signals are illustrated in Figure 3-7. From this figure, 
we can find the new order of those five signals is square wave, sine wave, saw-tooth, 
funny curve, and impulsive noise. Compared with Figure 3-5, the permutation 
indeterminacy is observed. It is clear that BSS techniques miss the permutation 
information and the reordering step should be added. In addition, the phase indeterminacy 
for both saw-tooth and funny curve are also shown in Figure 3-7. In comparison with 
their original signals, the separated signals are opposite in phase. Thus, this is another 
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issue that needs to be considered. At last, those five separated signals have acceptable 
separation quality in this simulation. 
In general, the step-by-step of this algorithm is summarized as follows: 
1) The whitening procedure by PCA [6] is performed to reduce the number of 
parameters to be estimated.  
2) The one-unit algorithm updated matrices for the separation matrix w are 
Equations (3.12) and (3.13). The one-unit algorithm can be extended to the whole 
separation matrix W by Equation (3.14). 
3) The estimation of the source signals can be found by Equation (3.2). 
4) Identify the phase offset and permutation indeterminacy for each user. 
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CHAPTER 4                                                        
BLIND MULTIUSR DETECTION SCHEMES 
This chapter proposes three blind schemes for signal detection in the SDMA-
based uplink MIMO OFDM system. These schemes include BSS-only, BSS-MMSE and 
BSS-MBER for the SDMA-based uplink MIMO OFDM system. From the theoretical 
point of view, these blind multiuser detection schemes are analyzed and compared with 
each other for the best BER performance, the best computational efficiency, or a 
compromise between the BER performance and the computational complexity.  
4.1 BSS-only Scheme 
At the receiver of an MIMO OFDM system, the mixed signals are always delayed 
by transmission through multiple paths. Since the mixed signals cannot arrival at the 
receiver at the same time, the observation is a convolutive mixture of source signals 
because of the delays. To find a solution for the separation of the convolutive mixture is 
complicated because the separation process requests memory for the mixture. Therefore, 
an attractive solution is to transform the convolutive mixture into the instantaneous 
mixture, which can be applied by the BSS algorithms directly.  Depending on the 
DFT/FFT module from the OFDM receiver, the convolutive mixture can be switched into 
the instantaneous mixtures. Therefore, the complicated separation procedure for the 
convolutive mixture can be broken down into a simple, linear, and instantaneous 
separation at each subcarrier. Overall, it is a basic requirement that allows the application 
of ICA to the blind multiuser detection in the SDMA-based uplink MIMO OFDM system. 
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Among the existing HOS ICA algorithms, the complex FastICA algorithm will be 
adopted. 
Figure 4-1 shows the proposed BSS-only structure for the SDMA-based uplink 
MIMO OFDM system. The geographically separated l independent mobile users send 
different l source signals through l independent antennas. In other words, each mobile 
user is equipped with only one monopolized antenna which can guarantee users’ signals 
are mutually independent. The OFDM transmitter modules transform the source signals 
into the OFDM signals. The AWGN is added to the SDMA MIMO channel to represent 
the channel noise. After being received by the p-element antenna array at the base station, 
removed CP, and applied the DFT modules, the complex FastICA modules are applied to 
separate the mixed source signals for each subcarrier. Finally, the reordering module 
solves the permutation problem which is caused by BSS. The details of the OFDM 
transmitter module and the receiver module are illustrated in Chapter 2, Figures 2-14 and 
2-15, respectively. 
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Figure 4-1 BSS-only Scheme for the SDMA-based Uplink MIMO OFDM System  
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Figure 4-2 Flowchart of the BSS-only Scheme for the SDMA-based Uplink MIMO 
OFDM System 
 
Some important assumptions need be noticed here. The transmitted signals are 
stationary, statistically independent, non-Gaussian, and zero mean. The AWGN noises 
have zero mean and a variance of σn2. The channel transfer function is stationary and has 
complex Gaussian distribution. All of l independent transmitted OFDM streams are of the 
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same energy. These assumptions are suitable for many applications in wireless 
communications. 
It is worth noting that the received signals need to be whitened before using the 
complex FastICA algorithm to estimate the source signals. The contrast function used 
here is the G2 function in Equation 3.8 because the G2 function shows the best BER 
performance, according to the simulation shown in Figure 3-3. The one-unit updated 
matrix is decided by Equations 3.12 and 3.13, and can be extended to the whole 
separation by Equation 3.14. The flowchart of the BSS-only scheme for the SDMA-based 
uplink MIMO OFDM system in the subcarrier k (k is omitted for the sake of notational 
convenience) is illustrated in Figure 4-2. 
Due to the permutation and scaling ambiguity of the BSS methods, the reordering 
step and rescaling step have to be applied after employing the complex FastICA 
algorithm at each subcarrier. After the complex FastICA Module, the estimated source 
signals for the subcarrier k is described by  
)()()(ˆ kkHk XWS =                                                                                                        (4.1) 
where 
)(ˆ kS  is the estimated vector of the source vector S(k). Because this blind 
reconstruction is only from the knowledge of the mixtures, the permutation and scaling 
are missed. The full estimation Y(k) at the subcarrier k is given by 
 )()()()()( ˆ kkkkk SDPSY ==                                                                                            (4.2) 
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where the matrix P(k) denotes the unknown permutation at the subcarrier k, and the matrix 
D(k) stands for the unknown scaling at the subcarrier k. Since we assume that each stream 
from l antennas has the same energy, the scaling problem is not considered here. 
Therefore, the main question is how to find the permutation matrix P(k). 
To solve this problem, we first assume that the ordering of every subcarrier is the 
same. If not, the correct OFDM signals cannot be reconstructed, mathematically, i.e. 
P(0)  =  P(1)  = P(2) = P(N-1)                                                                                                (4.3) 
According to reference [64], we assume that P(k) is referred as a local permutation for 
subcarriers. The global permutation P can be solved by a higher signal layer or by coding. 
Most of the current methods to find the permutation matrix P(k) are based on the 
calculation of correlation [14], [64]. The proposed method also depends on the 
correlation and has the schematic diagram shown in Figure 4.3. The framework is to 
calculate the cross-correlation between neighborhood subcarriers. The initial calculation 
can be started from any subcarriers. For example, we can calculate the subcarrier 0 with 
the frequency f0 and the subcarrier 1 with the frequency f1 first. The cross-correlation of 
the separated signals in the subcarriers 0 and 1 has the following property: 
0]ˆˆ[
0]ˆˆ[
)1*()0(
)1*()0(
≠
=
ii
ji
SSE
SSE
      ,          i ≠ j                                                                        (4.4) 
where 0 and 1 are the index of subcarriers, and i and j are different users. After the 
calculation of all of the cross-correlations between all neighborhood subcarriers, the user 
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i’s signals can be found. The dash arrows in Figure 4-3 are joined with each other for the 
signal from the same source. In addition, the signals connected with each other by the 
solid arrows show that they belong to different sources. Based on this strategy, all of l 
sources can be found. The subscripts {···, i, j, a, c, ···}, {···, e, d, i, a, ···}, {···, j, i, c, d, 
···}∈{1, 2, ···, l} in Figure 4-3 are in a random separation order by the complex FastICA 
modules. 
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Figure 4-3 Schematic Diagram of How to Calculate the Correlation for the 
Permutation  
 
One of the disadvantages of the BSS-only method is its high computational cost. 
The total numbers of the cross-correlation calculated by the BSS-only scheme is given by 
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)1](1
2
)1([ −−+=− NllN ncorrelatiocross                                                                   (4.5) 
where l is the total number of sources. N is the total number of subcarriers. The amount 
of calculations for the cross-correlation is illustrated in Table 4-1. The number of 
antennas is set to 2, 4, or 8, respectively. In addition, 64 or 128 subcarriers are considered. 
It is obvious that the BSS-only scheme brings more than one thousand calculation tasks 
to solve the permutation problems when the number of antennas is larger than 4 and there 
are more than 128 subcarriers. Thus, the amount of subcarriers should be equal or less 
than 64 and the antenna number should be less than 4 for the purpose of less 
computational complexity. 
Table 4-1 Total number of the calculations for the cross-correlation 
Number of antennas l Number of subcarriers N 
Amount of the calculations for
 the cross-correlation 
2 64 126 
4 64 567 
4 128 1143 
8 128 4480 
 
4.2 BSS-MMSE Scheme 
In order to take the advantages from the BSS-only scheme and at the same time to 
eliminate its computational complexity in the calculation of the cross-correlation, the 
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BSS algorithm combined with the MMSE structure, which is referred to as the BSS-
MMSE scheme, is proposed in this section.  
The BSS-MMSE method has a lower computational complexity through applying 
a BSS algorithm for only one subcarrier. And then the MMSE separation modules are 
employed for all of the remaining adjacent subcarriers. Therefore, the BSS-MMSE 
scheme is free from the permutation and gains indeterminacy by choosing the separating 
coefficients. Since this approach can separate and recover all of the sources with the same 
permutation and gain, the computation is efficient. 
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Figure 4-4 BSS-MMSE Scheme for the SDMA-based Uplink MIMO OFDM System  
The proposed BSS-MMSE structure for the SDMA-based uplink MIMO OFDM 
system is illustrated in Figure 4-4. Compared with the BSS-only method as shown in 
Figure 4-1, the new structure only keeps one complex FastICA module in any arbitrary 
subcarrier (i.e., a complex FastICA module for subcarrier 0 in Figure 4-4). And then 
MMSE modules replace all of the other N-1 complex FastICA modules. The complex 
FastICA module separates the mixture of sources at the subcarrier 0, and the adjacent 
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MMSE module takes this separation output as the reference to separate the mixed sources 
with the same ordering at the adjacent subcarrier 1. The output of the subcarrier 1 is now 
used as the reference for separation with the same ordering at the subcarrier 2. This 
separation process is continued until the last separation is completed at the subcarrier N-1. 
Thus, there is no permutation problem in the proposed BSS-MMSE scheme. 
Figure 4-5 represents the schematic diagram for the proposed BSS-MMSE 
method. Assume there are N subcarriers and l sources. A complex FastICA module is 
employed at the subcarrier r, and this module calculates the separation matrix W(r). 
Assume the random separation ordering by the complex FastICA module at the subcarrier 
r is {···, a, c, i, j, ···}∈{1, 2, ···, l} in Figure 4-5. The output of this complex FastICA 
module is given by 
LL +++++== )()()()()()( ˆˆˆˆˆˆ rjrircrarr SSSSSY                                                (4.6) 
where r is an arbitrary subcarrier and belongs to N. For ease of discussion, a simple and 
convenient way is to let r equal to 0 as shown in Figure 4-4.  The next step is to apply the 
MMSE module to neighborhood subcarriers (i.e., subcarriers r-1 and r+1) where the 
separation holds the same ordering as the separation in the subcarrier r in Figure 4-5. As 
the curved arrows show in Figure 4-5, the similar process can be applied to the MMSE 
module for the subcarriers r-2 and r+2, respectively.  
 The solution for the MMSE scheme is shown in Figure 4-6. Applying a weight 
matrix W(k),  we define 
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 )()())(()( ˆˆ rkrkk XWγS =                                                                                          (4.7) 
where k = r - 1 or k = r + 1, W(k) denotes the MMSE estimation in the subcarrier k, and 
))(( rkγ  is the inverted diagonal matrix for ))(( rkP , which ensures the same permutation and 
gain in all subcarriers.  
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Figure 4-5 Schematic Diagram of the BSS-MMSE Method  
The MMSE error vector in the subcarrier k is defined by 
 )()()( ˆ kkk SSe −=                                                                                                  (4.8) 
Applying the most popular multiuser detection strategy (i.e., the Mean Square Error 
(MSE) criterion [65], [66]), the cost function in the subcarrier k is defined as 
   66
 }ˆ{}{)ˆ(
2)()(2)( kkk EEJ SSeH −==                                                                  (4.9) 
)(ˆ kS
)(ˆ rX
)(ˆ rX)(ˆ kS
 
Figure 4-6 Schematic Diagram of the MMSE Estimation 
The question now is how to find an estimation of )(ˆ kS  in terms of W(k) to 
minimize this cost function. The orthogonal property claims that the error vector e(k) in 
the subcarrier k is orthogonal to )(ˆ rX  in the subcarrier r as follows: 
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where )()( ˆ, rr XSR   is the cross-correlation matrix between 
)(kS  and )(ˆ rX , and )()( ˆ,ˆ rr XXR is the 
autocorrelation matrix of )(ˆ rY . Solving Equation 4.10 for the MMSE matrix W(k), which 
is referred  to as  WMMSE(k), we obtain  
 )()()()( ˆ,ˆ
1
ˆ,
))((1)(
MMSE
rr
rk
rkk
XX
XS
RRγW −−=                                                         (4.11) 
Recall that ))(( rkγ  is the inverted matrix of ))(( rkP , and it is defined by 
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 ))((1))(( rkrk −= Pγ                                                                                                         (4.12) 
where ))(( rkP  is defined by the cross-correlation property in Equation 4.4, and is given by 
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Finally, the separation for the subcarrier k can be solved by the following equation: 
 )(
)(
MMSE
)(ˆ kkHk XWS =                                                                                       (4.14) 
Now, the output of Equation 4.14 is the reference for the adjacent subcarriers r - 2 or r + 
2. After doing this process for all of the subcarriers, the estimation of the sources is 
achieved. 
4.3 BSS-MBER Scheme 
Although the MMSE detection is a most popular strategy, it cannot promise to 
accomplish the minimum BER. A better strategy is to minimize the error probability or 
the bit error rate directly instead of the mean squared error. The authors in [25] [26] [67-
69] show several MBER schemes to realize this objective for the minimum BER. 
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However, in order to achieve an excellent BER performance by using above-mentioned 
methods, the receiver of MIMO OFDM systems requires the knowledge of the channel 
transfer function H or the channel impulse responses (CSI). In other words, closed-loop 
MIMO systems have to be chosen, which are described in Chapter 2. For the purpose of 
avoiding sending those users’ information from the mobile user to the base station and 
simultaneously achieving the best BER performance, a BSS based MBER scheme, 
referred to as BSS-MBER, is proposed in this section. 
The BSS-MBER scheme is to apply a BSS algorithm to predict the channel 
matrix H first, and then the current available MBER algorithms are employed to the 
system. Because the BER performed by the BSS-only scheme cannot guarantee the 
minimum BER, a MBER module is added to generate and update the separation matrix 
WMBER(k) in the subcarrier k for a better BER performance. The proposed BSS-MBER 
receiver for the subcarrier k in the SDMA-based MIMO OFDM system is shown in 
Figure 4-7. After the DFT/FFT modules at the receiver, the mixed signals in the 
subcarrier k go through the complex FastICA module to recover the channel status )(ˆ kH , 
which is given by 
=)(ˆ kH  [···, )(ˆ kiH , ···, )(ˆ kjH , ···]∈[ )(1ˆ kH , )(2ˆ kH , ···, )(ˆ klH ]                               (4.15) 
On the basis of the cross-correlation property in Equation (4.4), the reordering 
module is able to remove the permutation problem by using the complex FastICA 
algorithm. The updated channel status is  
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=)(ˆ kH  [ )(1ˆ kH , )(2ˆ kH , ···, )(ˆ klH ]                                                                            (4.16) 
With the predicted channel transfer function by the complex FastICA model in the 
subcarrier k, a conventional MBER algorithm can be applied to the proposed systems to 
pursuit the minimum BER. Compared with the BSS-only method, the proposed BSS-
MBER scheme inserts an extra linear MBER module, which consequentially increases 
the computational complexity in each subcarrier. But the attractive advantage is its better 
BER performance, which is one of the major goals of this research.  In other words, the 
BER performance is improved through the increment of the computational complexity. 
With the development of the hardware in the base station, this computational increment 
can be reduced by powerful hardware.  
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Figure 4-7 BSS-MBER Scheme for the Subcarrier k in the SDMA-based Uplink 
MIMO OFDM System  
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If we consider Figure 4-7 as a BSS-MBER module, the overall framework for the 
proposed BSS-MBER structure for the SDMA-based uplink MIMO OFDM system is 
illustrated in Figure 4-8. The BSS-MBER module is added to every subcarrier. Thus, the 
computational increment is added to all of the subcarriers. 
Recall from Figures 2-16 and 2-17 in Chapter 2, we know that the BPSK 
modulation is the best choice for the BER performance. Thus, the number of bit per 
symbol is 1, and the bit error rate equals to the symbol error rate (SER) in the proposed 
SDMA-based MIMO OFDM system. Therefore, after the symbol error rate is calculated, 
we also have the bit error rate, which can be expressed as 
SERBER =                                                      (4.17) 
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Figure 4-8 BSS-MBER Structure for the SDMA-based Uplink MIMO OFDM 
System  
It is obvious that to seek the minimum PBER is equivalent to search the minimum 
BER. Based on the past experience, to find the minimum PBER is usually easier than to 
find the BER directly. Equation 4.17 can also be written as  
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SERBER PP =                                                                                                              (4.18) 
where PBER is the bit error probability, and PSER is the symbol error probability.    
After the BPSK decoder module, the estimated symbols )(ˆ kiS  are transferred to 
the estimated data signals )(ˆ kid ∈{+1, -1}. Thus, the estimated data signals at the user i 
∈{1, 2, ···, l} in the subcarrier k can be expressed as 
))sgn(Re(ˆ )(
)()( kkH
i
k
id Vw=                                                                                    (4.19) 
where sgn(·) is the Sign function. Then the users’ signal vector in the subcarrier k is 
defined by 
)(kV = )()( kk dΗ +n(k)                                                                                                 (4.20)  
According to Equation 4.20, a noise free signal vector )(kV  in the subcarrier k is 
expressed by 
)(kV = )()( kk dΗ                                                                                                            (4.21) 
The goal of the MBER scheme is to find a suitable
)(kH
iw , which can minimize 
the probability PBER (k).  According to the PBER definition given in reference [67] for the 
Direct-Sequence Code Division Multiple Access (DS-CDMA) system, PBER (k) at user i 
∈{1, 2, ···, l} in the subcarrier k for the proposed SDMA-based uplink MIMO OFDM 
system can be defined by 
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where the expectations are over Nd =  2l binary bit vectors d(k) in the subcarrier k, Q(·) is 
the standard Q-function,  )( jid  j ∈{1, 2, ···, 2l }is the user i’s transmitted bit, nσ  is the 
standard deviation for the variance of the noise nσ 2. Combined with the definition for the 
noise free signal vector )(kV  in Equation 4.21, Equation 4.22 can be expressed as 
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From Equation 4.23, it is obvious that the minimum value of )(kiBERP  only depends on the 
direction of )(
)()(
/ ki
kH
i
kH
i www  calculated by
)(k
iw in the subcarrier k. However, the 
solution of this complex and irregular cost function is not unique. If )(kiw can 
minimize )(kiBERP , then α
)(k
iw  can also minimize
)(k
iBERP  in the subcarrier k. Here α is an 
arbitrary positive constant.  
By setting the gradient of Equation 4.23 to zero, this equation will have the 
minimum value. We define 
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In addition, we define the function f( )(kiw ) by: 
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where ξ = 
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for a simplified formula of the function f( )(kiw ). 
At last, the proposed MBER algorithm in the subcarrier k is defined by 
)( )()()( ki
k
i
k
inew f www µ+=                                                                              (4.26) 
where µ is a step size with a small positive value. A necessary assumption is that 
)(k
iw minimizes
)(k
iBERP , when 
)(k
iBERP ≤2-l.  
 Figure 4-9 shows the flowchart of the MBER detection for the subcarrier k. 
Equation 4.25 is iterated after starting the MBER algorithm. When it converges, i.e. 
)(k
iBERP ≤2-l, )(kiw will be the separation matrix for user i in the subcarrier k. Otherwise, 
the process is repeated until Equation 4.25 converges. When all l users’ data are found, 
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the separation for the subcarrier k is completed. This separation procedure has to be done 
for all of N subcarriers. The calculation process is relatively complicated. However, the 
BSS-MBER scheme improves the BER performance. 
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Figure 4-9 Flowchart for the MBER Detection in the Subcarrier k  
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CHAPTER 5                                                      
SIMULATION AND PERFORMANCE ANALYSIS 
This chapter presents, analyzes, and compares the MATLAB simulation results 
for the three proposed schemes in Chapter 4. The BER performance is provided in the 
context of different simulation conditions and parameters for the SDMA-based uplink 
MIMO OFDM system. In addition, the computational complexity for each method is 
assessed.    
5.1 Simulation Environment 
The simulation programs are run on a computer equipped with Windows XP and 
Intel Core2 2 GHz CPU with 2GB memory. The software version of the MATLAB is 
R2008a.  
We assume the parameters of OFDM for the SDMA-based MIMO OFDM system 
are the same for every user in the transmitter. To demonstrate the performance of the 
proposed systems and to consider the complexity of the systems, the parameters of both 
802.11n [2], [70], [71] standard and 802.11a [72], [73] standard are taken into account. 
Table 5.1 shows the major parameters for the proposed SDMA-based uplink MIMO 
OFDM system. Recalling the discussion about the FFT size in Chapter 2, the value of the 
FFT size should be equal to or larger than 64 to make use of the high spectral efficiency 
of OFDM techniques. The bandwidth, f0, and Cyclic Prefix size is selected based on 
802.11n and 802.11a standard. The BSPK modulation is chosen because of its best BER 
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performance. One frame contains 100 symbols and the amount of frames or symbols for 
each subcarrier is varied in order to show how the frame or symbol size influences the 
BER performance.  According to the analysis about the amount of antennas in Figure 2-
14 in Chapter 2, 4 mobile users are equipped with 4 independent antennas in the 
transmitters, and the receiver is employed with a 4-element antenna array in the SDMA-
based uplink MIMO OFDM system. 
Table 5-1 Main parameters for the proposed SDMA-based uplink MIMO OFDM 
system 
Main parameters Specifications 
FFT Size N
FFT
 64 
Bandwidth 20 MHz 
f0 312.5 KHz 
Cyclic Prefix size NFFT/4 
PSK/QAM type BPSK 
Symbols per subcarrier 1,000/5,000/10,000 
Frame size 100 symbols 
MIMO Channels 4×4 
 
The AWGN with zero mean and a variance of σn2 is added for each element of the 
antenna array to simulate the noise in the receiver. In reference [23], it confirms that an 
unstable time-varying wireless fading channel can be converted into a stable AWGN-like 
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channel without important instantaneous fading. Thus, only the AWGN channel for 
MIMO systems is simulated in this research. We also assume that the frequency channel 
transfer functions H is stationary and the complex Gaussian distributed processes of H 
are set to zero-mean. Another assumption is that the received OFDM signals are 
synchronized in the receivers and no synchronization issues need to be considered in the 
simulation. 
5.2 BER Performance Analysis 
We assume that the transmission channel is stable and independent for the period 
of each frame. All of the simulation results are averaged for the selected frame sizes. The 
SNR range is from 5 dB to 30dB.  
The BER performance of three proposed schemes is shown in Figure 5-1. The 
value of the OFDM frame size is 50 in this simulation. The received mixed signals are 
under the interference by AWGN in the testing SDMA-based uplink MIMO OFDM 
environment. When AWGN increases, the separation matrix WH by any of these schemes 
will begin to be far from their mixing matrix H, so the separation quality of the BER 
performance tends to become poor at a smaller SNR. According to the designed SDMA-
based uplink MIMO OFDM testing environment, both BSS-only and BSS-MBER 
achieve acceptable BER performance within the SNR range between 5 dB to 30 dB. But 
the BER performance from the BSS-MMSE scheme is average at all SNR values. The 
reason is that the symbol error by the BSS-MMSE scheme is passed from one subcarrier 
to its neighboring subcarrier, and this error cannot be dismissed. In addition, Figure 7-1 
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shows that the BSS-MBER scheme has the best BER performance at different SNR 
values, compared with the other two schemes. Furthermore, the BER performance for the 
BSS-only scheme gives the second best BER performance. A large performance gap 
takes place among these schemes when the values of SNR are more than 20 dB. 
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Figure 5-1 BER Performance for Three Proposed Schemes in the Uplink SDMA-
based MIMO OFDM System  
For a quantitative analysis for the BER vs. SNR performance of the three 
proposed schemes in the SDMA-based MIMO OFDM systems, Table 5-2 shows the 
improvement percentage of the BER performance according to Figure 5-1. When the 
SNR range is from 5 dB to 30 dB, according to Table 5-2’s data, there are about 18.92% 
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relative BER improvements on average for the BSS-only method compared with the 
BSS-MMSE method. At the same time, there are about 24.85% relative BER 
improvements on average for the BSS-MBER scheme in comparison of the BSS-MMSE 
method. In addition, the BSS-MBER scheme obtains the best BER performance by 
5.93% on average in contrast with the BSS-only method. 
Table 5-2 Relative BER improvement 
 
SNR(dB) 5 10 15 20 25 30 
Relative improvement BSS-only  
compared with BSS-MMSE 3.03% 7.11% 14.95% 21.93% 30.51% 35.98%
Relative improvement BSS-MBER  
compared with BSS-MMSE 7.58% 15.92% 25.78% 30.56% 32.83% 36.46%
 
Table 5-3 Comparison among three proposed schemes in terms of the error 
probability for a variety of frame sizes at SNR = 25 dB  
 
Frame sizes Schemes 
10 50 100 
BSS-only without reordering module 0.6542 0.6480 0.7435 
BSS-only 5.68×10-2 3.52×10-2 1.32×10-2 
BSS-MMSE 0.3725 0.3403 0.2812 
BSS-MBER 3.35×10-2 1.20×10-2 
 
0.86×10-2 
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Figure 5-2 Error Probability for a Variety of Frame Sizes at SNR = 25 dB for Three 
Proposed Schemes 
Table 5-3 and Figure 5-2 illustrate the BER performance of three proposed 
schemes, which is influenced by various frame sizes when SNR is 25dB. The BSS-only 
scheme without the reordering modules is also included in this table to compare with our 
schemes.  This table reveals how important the reordering modules are for the BSS-only 
scheme and the BSS-MBER scheme under different symbol sizes, especially when the 
size is relatively large. Such an obvious difference of error probability between the BSS-
only scheme and the BSS-only scheme without the reordering modules shows that the 
permutation problems must be handled properly in order to not lose the BER 
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performance. In addition, another fact from this simulation is that the BER performance 
for three proposed methods will be improved with the increment of the frame sizes. The 
reason is because of statistical properties of BSS techniques. They require a large number 
of received symbols to separate the mixed signals. However, the advantage of BSS 
techniques is that we do not need to know the channel status or the channel impulse 
responses that normally waste expensive transmission resources. Because the trend of the 
BER performance with various frame sizes is similar at other SNR values, they are not 
shown here. In all, this table validates the merits of the three proposed schemes and their 
low error probability. The BSS-MBER scheme takes the best BER performance. The 
BSS-only scheme is in the second best position, and the BSS-MMSE scheme ranks the 
third best. 
5.3 Computational Complexity Analysis 
Table 5-4 shows the analysis of the computational complexity for three proposed 
blind multiuser schemes in the SDMA-based uplink MIMO OFDM system. The main 
load of computations for the proposed schemes generally comes from the FastICA 
module, the reordering module, the MMSE module and/or the MBER module. All of 
them are the main terms to contribute to the overall computational complexity and there 
is no uncomplicated term among those modules. From this table, it is easy to conclude 
that the computational complexity level from highest to lowest is the BSS-MBER scheme, 
the BSS-only scheme, and the BSS-MMSE scheme, respectively. 
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Table 5-4 Analytical computational complexity among three proposed schemes  
 
Schemes 
Computational 
Modules BSS-only BSS-MMSE BSS-MBER  
FastICA Module  
N×[Equations 3.8, 
3.10, 3.12-14] 
1×[Equations 3.8, 
3.10, 3.12-14] 
N×[Equations 3.8, 
3.10, 3.12-14] 
Reordering 
N×[Equations 4.4, 
4.5] 0 
N×[Equations 4.4, 
4.5] 
MMSE Module 0 
(N-1)×[Equations 
4.7-4.14] 0 
MBER Module 0 0 
N×[Equations 4.19-
4.26] 
 
Table 5-5 Comparison among three proposed schemes in terms of the running time 
for a variety of frame sizes at SNR = 15 dB  
 
Running time with different frame sizes (Seconds) Schemes 
10 50 100 
BSS-only 0.67 2.03 3.86 
BSS-MMSE 0.042 0.18 0.32 
BSS-MBER 0.83 3.95 6.97 
 
The computational complexity for the three proposed schemes is measured by the 
running time in MATLAB.  The processing time for the three proposed methods is shown 
in Table 5-5 and Figure 5-3. It is easy to notice that the BSS-MMSE scheme has the best 
computational efficiency for all frame sizes when SNR is 15 dB. It is only 8.87% of the 
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running time compared with the BSS-only scheme, and 4.56% of the running time 
compared with the BSS-MBER scheme, when the frame size is 50.  The computational 
complexity of the BSS-MBER scheme is about two times larger than the BSS-only 
method. The reason comes from the MBER modules in which the iteration takes too 
much running time.  
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Figure 5-3 Running Time for a Variety of Frame Sizes at SNR = 15 dB for the Three 
Proposed Schemes  
Thus, we can choose a suitable scheme from those proposed schemes with various 
purposes. For a fast running speed and less computational complexity, the BSS-MMSE 
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scheme can be chosen. For the best BER performance, the BSS-MBER method should be 
selected. For a compromise between the running speed and the BER performance, the 
BSS-only method is the best choice. 
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CHAPTER 6                                                   
CONCLUSIONS 
The achievements of this dissertation include: (a) obtaining an efficient channel 
utilization by BSS techniques; (b) realizing blind multiuser detection for uplink MIMO 
OFDM systems by SDMA techniques; (c) getting the best BER performance by the 
proposed BSS-MBER scheme; (d) having the merit of low computational complexity by 
the proposed BSS-MMSE scheme; and (e) maintaining the balance between the BER 
performance and computational complexity by the proposed BSS-only method.  
 To display the performance of all proposed scenarios, a simulation environment 
is built by MATLAB to simulate and verify the BER performance and the computational 
complexity in various conditions of the proposed SDMA-based uplink MIMO OFDM 
system. Such simulations also offer useful suggestions for various purposes of 
applications. 
6.1 Major Outcomes  
The primary contribution of this dissertation is the development of three blind 
multiuser detection approaches for the proposed SDMA-based MIMO OFDM system to 
save expensive channel resources, and realize multiuser detection in the uplink MIMO 
OFDM system from mobile devices to a base station.  
The outcomes of the three proposed schemes are summarized in the following 
facts: 
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- The three proposed blind multiuser detection schemes have higher channel 
utilization and they are able to save the channel resources, compared with the 
conventional detection schemes in MIMO OFDM systems. 
- Compared with space-time coding or spatial multiplexing MIMO OFDM systems, 
the proposed SDMA-based MIMO OFDM system is suitable for the uplink 
communication from mobile users to the base station. 
- The BSS-MBER scheme takes the best BER performance by 5.93% on average in 
comparison with the BSS-only method, and 24.85% on average in comparison 
with the BSS-MMSE method. 
- The BSS-MMSE method is the fastest. According to our MATLAB simulation, it 
only takes less than 1 second running time to obtain separation results, compared 
with about 2 seconds running time by the BSS-only method, or about 4 seconds 
running time by the BSS-MBER method.  
- The BSS-only scenario takes a compromise between the BER performance and 
the computational complexity.  
- In the proposed SDMA-based MIMO OFDM system, three proposed schemes 
increase the computational complexity only in the base station, not in mobile 
devices, whereas this increment of the computational complexity is easy to be 
overcome by current hardware in base stations. 
- All proposed schemes are operated in N parallel subcarriers, and these schemes 
have high parallel computing efficiency and save a long running time in the 
proposed SDMA-based MIMO OFDM system. 
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6.2 Prospective Research Endeavors  
There are several issues that will be studied and investigated in the future for the 
three proposed schemes in the SDMA-based uplink MIMO OFDM system: 
- This research assumes that the source signals are linearly mixed, and the proposed 
schemes solve the problem of the linear mixture. The research may be extended to 
the non-linear mixture. 
- The permutation problem is solved by calculating the cross-correlation between 
neighboring subcarriers. However, when there are more users and more 
subcarriers, the computational complexity increases substantially. In this research, 
if the number of users is larger than 4 and the number of subcarriers is more than 
64, the amount of calculations for the cross-correlation will be increased from 
several hundred to more than one thousand. This issue needs to be studied further.  
- This research assumes that the amplitudes of mixed signals are the same for every 
antenna element in the receiver. The further research may extend to the unknown 
scaling of amplitudes at different antenna elements. 
- To develop the proposed schemes in a hardware system is probable in the future. 
Although this is still an open question for BSS techniques in practical applications, 
the authors in [74-76] implement BSS algorithms on Field Programmable Gate 
Array (FPGA) or Taxis Instrument’s Digital Signal Processing (DSP) devices. 
Thus, it is possible to develop a hardware system for our proposed schemes in the 
future.  
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6.3 Summary 
In this dissertation, the blind multiuser detection in MIMO OFDM systems is 
studied. To exactly recover users’ signals in a MIMO-OFDM system, the conventional 
solution is to retransmit the channel state information that incurs low channel efficiency.  
However, the three proposed blind multiuser detection schemes are valuable solutions 
with higher channel utilization. In addition, the SDMA technique is employed to achieve 
the uplink MIMO OFDM system from mobile devices to a base station.  Furthermore, 
those proposed scenarios focus on diverse goals: the BSS-MMSE scheme has the merit of 
low computational complexity; the BSS-MBER possesses the best BER performance; 
and the BSS-only method, a compromised method, maintains the balance between the 
BER performance and computational complexity.  
In order to verify the performance of the three proposed methods, a SDMA-based 
uplink MIMO OFDM system is established by MATLAB. Compared with the BSS-
MMSE method, 24.85% relative BER improvements on average by the BSS-MBER 
scheme are obtained, when the frame size is 50. If the BSS-only scheme is applied in the 
simulation environment, our simulation shows that there are about 18.92% relative BER 
improvements on average in contrast with the BSS-MMSE method, when the frame size is 
50.  
As for the computational complexity, the running times in accordance with our 
MATLAB simulation for BSS-MMSE, BSS-only and BSS-MBER are less than 1 second, 
about 2 seconds and about 4 seconds, respectively, when the frame size is 50. From the 
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engineering perspective, it is very important and necessary to propose those schemes with 
the consideration of various goals in MIMO OFDM systems, and to conduct such a 
significant performance analysis in this field. 
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