Abstract
Introduction
With increasing need for reliable authentication schemes, the demand for high reliable automatic person authentication system is very obvious. Traditionally, passwords and ID cards (token-based security) have been used to restrict access to secure systems. However, security can be easily breached in these systems when a password is divulged to an unauthorized user or a card is stolen by an impostor. The emergence of biometrics has solved the above problems. Biometrics refers to the automatic identification (or verification) of an individual (or a claimed identity) by using certain physiological or behavioral traits associated with the person.
Biometrics has drawn extensive attention during the past decades for its huge potentials in many applications. Current approaches to the use of unimodal biometrics in personal identity authentication are therefore limited, principally because no single biometric is generally considered both sufficiently accurate and user-acceptable for universal application. Therefore, multimodal biometric systems are proposed to overcome the above mentioned problems. Many literatures and algorithms are presented to do research about multimodal biometrics [1] [2] [3] .
Along with match score level and decision level [4] [5] , one important branch of multimodal biometrics is to perform fusion in feature level [6] [7] [8] [9] [10] which derives the most discriminative information from original multiple feature sets and eliminate the redundant information resulting from the correlation between different feature sets. In feature level approach, two vectors derived from different feature sets are concatenated into a single new vector that now represents a person's identity in a different data space. In general, there are two basic feature fusion categories: serial rule and parallel rule [6] . Traditionally, weighted sum rule is the notable strategy in parallel fusion [7] . Nevertheless, how to select the weighted value is a contentious issue. Comparing with this parallel fusion rule, we fuse the two feature sets in series. In this paper, iris and face are used as two distinct biometric modals to test our algorithm.
The rest of this paper is organized as follows: In the next section, we describe the preliminaries that include feature extraction and normalization of face and iris. Section 3 performs feature fusion and feature selection. In section 4, experimental results and comparison are given. Finally, we conclude in section 5.
The Preliminaries
In this section, we first present the framework of the multimodal biometrics system as fig. 1 . The system comprises 3 phases. In the first phase, the features of iris and face are extracted respectively. We then normalize the features before fusion. Finally, we fuse the normalized features in series and use fisher discriminant analysis (FDA) as feature selector and classify. And the following content will describe the first phase: feature extraction and normalization. 
Feature Extraction and normalization
Before feature fusion, we should extract the iris features and face features. This section describes the feature extraction of iris and face respectively. We adopt principle component analysis (PCA) [11] [12] [13] to extract the face feature because it is one of the notable methods. For iris, Gabor filter is the popular feature extractor. For example, Daugman [14] takes 2D Gabor filter while Tan [15] uses 2D even Gabor filter. The feature attained by Tan's method is real-numbered vector that is convenient for fusion with face feature. Therefore, this paper adopts the latter method. Whereas the dimension is too large, PCA are used to solve this problem and control the dimension of iris feature equal to that of face feature.
Normalization
As we know, due to the difference of the modal and extraction method, the order of magnitude and the distribution of iris feature and face feature might be different. Traditional methods directly fuse two kinds of features and neglect this problem. In order to eliminate the unbalance and get good performance, we are motivated to normalize the feature before fusion using z-score model. . Fig. 2 and fig. 3 give the distribution of the original components and the normalized components respectively. From them, it can be found that the order of magnitude and the distribution of two kinds of features are similar after normalization. 
Feature fusion and feature selection
This section describes the feature fusion of iris and face. We firstly introduce the traditional fusion approach. For weighted sum rule, we take 3/ 7   as the weighted parameter because the performance of iris recognition is better than that of face recognition. The fusion feature in weighted sum rule can be denoted as Fisherface algorithm overcomes the limitations of the eigenface method by applying the criterion of FDA, which tries to search for the optimal projection directions that maximizes the distance between the face images of different classes and also minimizes the distance between the face images of the same class. This paper performs it to do further feature selection.
Suppose there are C known classes, and N samples per class. Let  is defined as follows , 1,2, , ; 1,2, ,
After the phase, the original d -dimensional image space is projected into a k -dimensional space using PCA. In this new space, we define the between-class scatter matrix B S and the within-class scatter matrix W S as follows: 
Experments
The experiments are performed on CASIA iris image database (ver. 1.0) and two face databases: ORL database and Yale database. Our goal is to compare our algorithm with two unimodal biometrics (face and iris) and five multimodal biometric systems. This paper designs two experiments to show the efficiency of our system. Experiment I fuses CASIA iris features with ORL face features; Experiment II combines CASIA iris features with Yale face features. In order to fuse the different features derived from iris and face, the dimension and the number of the feature should be equal. The former problem has been solved in the process of the feature fusion. Aim to the latter, this paper adopts the following rule: according to the number of the sample in the face database, we randomly select the same number of the iris sample. Taking experiment I as an example, because ORL face database includes 40 people, we choose 40 eyes of CASIA database at random to fuse. And the previous 7 images per person of ORL database are used. Among these, 3 images per person are selected as the training samples, the remainder images are taken as the testing set. 
Database

Experimental results
False reject rate (FRR) and false accept rate (FAR) are usually used to test the performance of the system. However, False match rate(FMR) and false non-match rate(FNMR) are more suitable to evaluate the performance of the algorithms in an off-line technology test like this as failure to enroll rate(FTE) and failure to acquire rate(FTA) are not available. Thus, FMR and FNMR are used as the performance parameters of the proposed algorithm in this paper. Equal error rate (EER) is also taken as a performance parameter. Table 1 shows the comparison of two unimodal biometrics (iris recognition and face recognition) and six multimodal biometrics: serial rule, sum rule, weighted sum rule, sum rule added FDA as feature selector (sum+fda), weighted sum rule added FDA as feature selector (weighted+fda) and our proposed system. From it, we can find that EER of our system is 2.22E-16 closed to zero. It is evident that EER of unimodal biometrics is efficiently reduced after fusion in series and implement of FDA in proposed method. Comparing with other five fusion approaches, our algorithm is still better. In order to present the whole performance of proposed algorithm, we give the DET curves of eight algorithms as fig. 4 . Compared with sum rule and weighted sum rule, series rule can be also considered as a feature connector to fuse discriminative information of two kinds of biometric feature. And FDA as a feature selector further improves the recognition accuracy of the system. From fig. 5 , it indicates that our algorithm has much efficiency than other algorithms. 
Conclusion
A multimodal biometric system integrating face and iris features is proposed. The system first extracted face feature based on eigenface method and iris feature using 2D even Gabor filter, and then adopts z-score normalization model to eliminate the difference of the order of magnitude and the distribution between iris features and face features. The normalized features are combined in series and take FDA as a feature selector. We perform experiments on CASIA iris database and two face database (ORL database and Yale database). Experiments show that our algorithm improves the performance of two unimodal biometrics and outperforms other fusion rule.
