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Zusammenfassung. Dieser Beitrag beschffiigt sich mit dem Aufbau
kostengiiLnstiger Kommunikationsnetzwerke unter Zuverldssigkeitsrestrik-
tionen. Fiir den Aufbau des Kommunikationsnetzes stehen je Verbindung
verschiedene Leitungstypen mit unterschiedlichen Zuverliissigkeiten und
Kosten zur Verftigung. Im Rahmen der Planung ist das Netzwerk so
aufzubauen, dass das resultierende Gesamtnetz kostenminimal ist und
eine geforderte minimale Gesamtzuverliissigkeit garantiert werden kann.
Aufgrund der hohen Komplexitdt des Problems (NP-vollstiindig) werden
iiblicherweise heuristische Optimierungsverfahren zur Lcisung eingesetzt.
Um sicherzustellen, dass die dadurch ermittelten Ldsungen die gefor-
derte Zuverliissigkeit aufweisen, werden in den meisten Ansdtzen un-
zuliissige Ldsungen, welche die geforderte Zuverliissigkeit nicht erfiillen,
durch die Verwendung von Straftermen schlechter bewertet. Der vor-
liegende Beitrag ersetzt diese Strafterme durch eine Reparaturheuri-
stik (CURE). CURE stellt sicher, dass heuristische Optimierungsver-
fahren nur zuliissige Losungen erzeugen und keine Strafterme fiir invali-
de L<isungen mehr notwendig sind. Experimentelle Untersuchungen der
Leistungsfrihigkeit von heuristischen Optimierungsverfahren am Beispiel
eines genetischen Aigorithmus zeigen, dass durch CURE im Vergleich
zu Ansiitzen mit Straftermen deutlich bessere Ldsungen mit geringerem
Aufwand gefunden werden k<innen.
1 Einleitung
Bei der Planung von Netzwerktopologien zum Aufbau verteilter Systeme miissen
in der Regel mehrere (oft auch konfligierende) Kriterien wie Kosten des Netz-
werks und Ausfallsicherheit beachtet werden. Fiir den Planer stellt sich die Auf-
gabe, eine Netzwerkstruktur zu finden, welche mdglichst kostengiinstig ist, trotz-
dem aber eine vorgegebene Gesamtzuverliissigkeit erfiillt. Fiir den Aufbau eines
derartigen Kommunikationsnetzes stehen iiblicherweise Leitungstypen mit un-
terschiedlichen Zuverliissigkeiten (und entsprechenden Kosten) zur Verfiigung.
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In der Regel nehmen die Kosten einer Leitung mit der zugesicherten Ausfall-
sicherheit (Zuverltissigkeit) der Verbindung zu. Ein gebrauchliches MaS fiir die
Messung der GesamtzuverlSssigkeit eines Kommunikationsnetzwerkes ist die Ail-
Term'inal zuuerliissigkeit. Dieses MaB berechnet sich aus den vorgegebenen Zu-
verliissigkeiten der einzelnen Leitungen, welche im Netzwerk eingesetzt werden,
und gibt die Wahrscheinlichkeit dafiir an, dass sdmtliche Knoten des Netzwerks
miteinander kommunizieren k<innen. Das problem des Findens einer kostenmi-
nimalen Netzwerkstruktur bei vorgegebener Gesamtzuverltissigkeit ziihlt zu den
NP-harten Problemen [1, s.207]. Aufgrund der hohen Komplexitat des problems
wurden in der Vergangenheit iiberwiegend heuristische Optimierungsverfahren
wie z.B. genetische Algorithmen zur L<isung des problems eingeselzt [B-?,g].Der vorliegende Beitrag stellt ein Verfahren zur Ermittlung einer kostenmini-
malen Netzwerkstruktur bei Beriicksichtigung einer vorgegebenen Gesamtzu-
verliissigkeit des Netzwerkes vor. Als Verfahren zur Ermittlung kostenminimaler
Netzwerkstrukturen wird ein genetischer Algorithmus eingeseizt. Der Hauptun-
terschied zu bisherigen Ansdtzen liegt in der Art und weise, in der die geforderte
minimale Gesamtzuverliissigkeit des Netzwerkes beriicksichtigt wird. I* G"g"o-
satz zu den meisten bisherigen Arbeiten, bei welchen Netzwerkstrukturen, welche
die geforderte Zuverliissigkeit nicht erfiillen, durch die Einfiihrune von Strafber-
men (Penalties) schlechter bewertet werden l3,z], wird im vorlieglnden Beitrag
eine Reparaturheuristik (cuRE) eingesetzt. Durch CUR.E wird sichergestellt,
dass siimtliche Losungen, welche durch das heuristische Optimierungsverfahren
generiert werden, zultissig sind und die geforderte Gesamtzuverliissigkeit fiir das
Netzwerk aufweisen. Zusritzliche Strafterme sind damit nicht mehi notwendig.
Die Leistungsfiihigkeit von cuRE wird anhand von drei Benchmarkproblemen
aus der Literatur untersucht. Die Ergebnisse zeigen, dass durch d.ie verwen-
dung von cuR"E deutlich bessere Losungen gefunden werden krinnen, als mit
herkcimmlichen Straftermansd,tzen.
2 Problembeschreibung
2.L Okonomische Netzwerkplanung unter
Zuverlilssi gkeitsrestriktionen
Ziel des Planungsprozesses ist es, eine Netzwerkstruktur mit minimalen Kosten
zu finden, welche einer vorgegebenen zuverkissigkeitsanforderung geniigt. Ein
Netzwerk wird hierbei als ein ungerichteter Graph G(K,E) modelliert. /{ ist die
Menge der Knoten und -E die Menge der Kanten im Graphen. Durch jede Kante
bzw. Knoten wird eine verbindung bzw. ein Knoten dei zugehdrigen Netzwer-
kes reprS,sentiert. Es wird davon ausgegangen, dass die position der Knoten fest
vorgegeben ist und deren Installationskosten fiir die Planung nicht relevant sind.
Fiir jede Kante eii Q. E zwischen Knoten z und j besteht die Auswahlmriglichkeit
zwischen verschiedenen Zuverliissigkeitsoptionenlp (k - 1 . . . n), welche sich hin-
sichtlich Kosten c(lp(eii\ und Ausfallsicherheit r(le(ei)) unterscheiden. Dabei
entspricht ln(eti) der aktuell fiir die Kante eii gewiihlien Option k. Weiterhin
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gelten die Annahmen, dass die Knoten zuverldssig arbeiten, jede Kante sich ent-
weder im Zustand seij ,,operationalt' (s"u, : 1) oder,,failed" (s"ni : 0) befindet,
die Ausfallwahrscheinlichkeiten der einzelnen Leitungen unabhiingig voneinan-
der sind, die Verbindungen bidirektional sind und Reparaturen ausgefallener
Verbindungen nicht beriicksichtigt werden. Die Lcisung des Optimierungspro-
blems wird durch den Subgraph GN(K,Ex C E) dargestellt. Die Zielfunktion
fiir das Optimierungsproblem lautet:
C(Gn) : I c(lp(ea)) --+ m'in
et j€En
mit: .R(G7y) >,R6
Dabei sind C(G7y) die Gesamtkosten des Netzwerkes, welche sich aus den Kosten
cp(l(ei1)) der aktuell gewiihlten Optionen fiir die Kanten eij ^tsammensetzen.
R(Gry) ist die Gesamtzuverliissigkeit des Netzwerks, die eine minimal geforderte
Zuverliissigkeit Ro nicht unterschreiten darf.
Lcisungsansiitze ftir dieses Optimierungsproblem wurden bereits in verschie-
denen friiheren Arbeiten entwickelt. In [8] wird ein Branch and Bound Algorith-
mus vorgestellt, der die Netzwerkkosten unter Beachtung einer Zuverlii,,ssigkeits-
schranke minimiert. Smith et al. stellen in [3,7] genetische Algorithmen vor,
bei denen die Zuverliissigkeitsnebenbedingung iiber einen Strafterm direkt in
die Zielfunktion integriert wird. Die Autoren arbeiten in [7] lediglich mit einer
Option pro Kante. In [3] wird der Ansatz auf Probleme mit unterschiedlichen
Optionen pro Kante erweitert. Eine Erweiterung des Ansatzes aus [7] fiir grd8ere
Probleminstanzen erfolgt in [9] durch den Einsatz von parallelen genetischen Al-
gorithmen. Eine parallele Betrachtung von Zuverliissigkeit und Kosten als mul-
tikriterielles Optimierungsproblem erfolgt in [5,6].
2.2 Zuverliissigkeit von Netzwerktopologien
Die Bewertung der Zuverliissigkeit der Kommunikation zwischen allen vorhande-
nen Knoten eines Netzwerks erfolgt durch die All-Terminal Zuverld,ssigkeit Rau
l2-8]. Diese ist definiert als die Wahrscheinlichkeit, dass zwischen jedem Kno-
tenpaar des Netzwerks ein funktionierender Kommunikationspfad existiert [10].
Ra11 kann als die Wahrscheinlichkeit interpretiert werden, dass in dem Netzwerk
mindestens ein funktionierender Baum existiert, welcher siimtliche Knoten des
Netzwerks miteinander verbindet 12, S. 3 ]. Die allgemeine Berechnungsvorschrift
der All-Terminal ZuverlSssigkeit fiir ein Netzwerk Gr lautet:
R,qu(GN):  t  @(sr)  '  Pr(s6)  Q)
s r € S
Ein Zustand sr reprd,sentiert dabei einen mciglichen Zustand des Netzwerks G,n,
bei dem ein Teil der Kanten ausgefallen ist. Ein Zustand sl gilt dabei als ,,ope'
rational" (@(s1) : 1), wenn der resultierende Graph immer noch verbunden
ist. Falls der dem Zustand si entsprechende Graph nicht mehr verbunden ist,
(1 )
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gilt @(s;) : 0. Pr(s,) entspricht der Eintrittswahrscheinlichkeit der einzelnen
Zustdnde sa. Ein Beispiel fiir die Berechnung von Rnu wird in Abschnitt 2.3
gegeben. Die exakte Berechnung der All-Terminal Zuverldssigkeit zd,hlt zu den
NP-harten Problemen 12, s. 3]. Daher wurden fiir die Berechnirng und Approxi-
mation von Ra11 in den vergangenen Jahren eine Reihe unterschiedlicher Metho-
den entwickelt. Ein einfaches Verfahren zur Bestimmung einer oberen Grenze fiir
fta71 wird in 111] beschrieben. Eine exakte Berechnung von Rnu kann mit Hilfe
v_on dem in [10] beschriebenen Dekompositionsansatz erfolgen. Bei zunehmender
Netzwerkgrci3e ist allerdings der Einsatz von exakten Berechnungsverfahren auf
Grund der langen Laufzeiten und dem damit verbundenen hoherrRessourcenbe-
darf nicht mehr praktikabel. An stelle einer exakten Berechnung von .R411 treten
dann zunehmend schiitzverfahren, wie z.B. Monte-carlo simutationen 12,4-71.Das Grundprinzip siimtlicher Monte.Carlo Techniken ist identisch. In mehreren
unabhtingig voneinander durchgefiihrten Stichproben generiert das Verfahrenjeweils einen Zustand s; des Netzwerks und untersucht, ob der entsprechende
Graph verbunden ist. Aus einer Vielzahl von Stichproben wird anschlie3end. ei-
ne schdtzung fiir die tatsiichliche All-Terminal Zuverldssigkeit vorgenommen.
2.3 Ein Beispiel zur Bestimmung der Gesamtzuverliissigkeit und
Kosten eines Kommunikationsnetzwerks
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Abb' 1' Beispielnetzwerk zur Bestimmung von Netzwerkkosten und -zuverliissiekeit
An Hand des in Abb. 1 gezeigten Beispielnetzwerks wird die Berechnung der
Netzwerkkosten sowie der All-Terminal Zuverkissigkeit demonstriert. Das abge-
bildete Netzwerk besteht aus 4 Knoten und 4 Kanten ("r2, "rq, e3a und e13). Flrjede der vier Kanten (Leitungen) konnen jeweils drei verschiedene optionen (11
mit Zuverli issigkeit r(eii):0,8,12 mit Zuverldssigkeit r(ei):0,9 und 13 mit
ZuverlSssigkeit r(eii) : 0, 95) mit jeweils unterschiedlichen Kosten gewdhlt wer-
den. Ftir die vier Leitungen wurden die folgenden optionen urrrg"*ehlt, tt(en),
ly\eza), lz(esa) und l1(e13). Die Kosten fiir das Neizwerk *"rJ"n "."n (iy-uit
9(l/) : c(11(ep)) + c(Q(e2a)) + c(t2(esa))-r c(t1(e1a)): 10 + b6 + 48 * 12: 126berechnet. Die Berechnung der All-Terminal Zuveiiassigkeit erfolgt mit Hilfe
einer vollstd,ndigen Enumeration siimtlicher Zustiinde s4 nach Formel 2. Fiir
die Berechnung sind nur die fiinf Zustiinde von Interesse, fiir die das Netz-
vrerk verbunden ist. Die mciglichen Zustiinde hierftir sind 1) keine Kante aus-
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gefallen 2) ep ausgefallen 3) e13 ausgefallen 4) esa ausgefallen und 5) e24 aus-
gefallen. Da bei einem gleichzeitigen Ausfall von mehr als zwei Kanten das
Netzwerk nicht mehr verbunden ist, miissen die anderen Zustiinde fiir die Be-
rechnung von Ra11 nicht rnehr beriicksichtigt werden. Damit berechnet sich
R411 aus der Summe der Wahrscheinlichkeiten der Einzelzustd,nde als Ra1 :
(0,  8 *  0,  95 *  0,  9 x  0,  8)  *  (0,  2 x  0,  95 x 0,  9 *  0,  8)  *  (0,  8 x  0,  05 x 0,  9 *  0,  8)  *  (0,  8 *
0, 95 * 0, 1 x 0, 8) + (0, 8'i 0, 95 x 0, 9 * 0,2) : 0, 9104. Damit ist das Netzwerk mit
einer Wahrscheinlichkeit von ca. 91% komplett verbunden.
3 Ein Ansatz zrrr Planung von Netzwerkstrukturen unter
Kosten- und ZuverlSssigkeitsaspekten
3.1 CURE - Eine Schnittbasierte Reparaturheuristik
Mit der Reparaturheuristik CURE (CUt based R-Epair heuristic) vrird ein Ver-
fahren vorgestellt, welches in der Lage ist, beim Entwurf dkonomischer und zu-
verliissiger Netzwerktopologien Kosten und Zuverliissigkeit gleicher Ma3en zu
beriicksichtigen. Die Reparaturheuristik CURE verwendet Netzwerkstrukturen,
welche durch ein heuristisches Optimierungsverfahren erzeugt wurden und ver-
bessert diese solange bis die All-Terminal Zuverliissigkeit des Netzwerkes grdBer
als eine minimal geforderte Schranke fts ist. CUR^E geht dabei prinzipiell so
vor, dass in einem ersten Schritt versucht wird, die Zuverldssigkeit von ein-
zelnen Kanten zu erhohen. Die Zuverliissigkeit der einzelnen Kanten wird da-
durch erhciht, dass fiir eine Kante eii eine Option 16 mit einer hcjheren Ausfall-
sicherheit r(lp(ei1)) gewiihlt wird. Falls fiir jede mogliche Kante die maximal
mogliche Zuverliissigkeit r(lp(ea)) gewiihlt ist und das geforderte fto noch nicht
erreicht ist, werden in einem zweiten Schritt zusiitzliche Verbindungen in das
Netzwerk eingefiigt. Durch diese Vorgehensweise stellt CURE sicher, dass stets
eine Netzwerkstruktur erzeugt wird, welche die Zuverliissigkeitsnebenbedingung
Rau ) Ro erfiillt. Der Einsatz einer solchen Prozedur in einem heuristischen
Optimierungsverfahren wie z.B. einem genetischen Algorithmus (GA) ermdglicht
es, ungiiltige Lcisungen, welche im Laufe des Optimierungsprozesses entstehen,
hinsichtlich der gestellten ZuverlSssigkeitsnebenbedingung zu reparieren.
Fiir die Auswahl der Kanten, deren Zuverliissigkeit im ersten Schritt von
CUR^E vergrci8ert wird, wird die Theorie der minimalen Schnitte in Graphen
verwendet. Ein Schnitt C c K in einem Graphen G ist eine nichtleere Teilmenge
der Knoten K. Jeder Menge C an Knoten wird die Menge Es a\ Kanten eii
zugeo rdne t ,  f i i r d i eg i l tVe i i  e  Es : i eC  und  j  I  C .  Lc i sch tmannuna l l e
Kanten Ec avs G so zerfiillt G in zwei Subgraphen, welche jeweils aus den
Knotenmengen C und l( \ C bestehen. Das Gewicht eines Schnittes C ist die
Summe der Gewichte der Kanten Ec.Ein minimaler Schnitt ist der Schnitt mit
dem geringsten Gewicht. Beim Entwurf zuverliissiger Netzwerktopologien kann
das Konzept der minimalen Schnitte zum Finden der Verbindungen in einem
Netzwerk genutzt werden, deren Ausfall das Netzwerk trennen wiirde. Fiir die
Anwendung der CURE Heuristik wird jede Kante des Graphen Gry mit den
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Kos_ten c(l*a t("uD der niichst zuverldssigeren option r*+r(en) bewertet. Durch
die wahl von Kanten, die zu einem schnitt gehoren, wird sic'trergestellt, das die
E-lemente des Graphen verbessert werden, durch deren gemeinsairen Ausfall das
Netzwerk nicht mehr verbunden wdre. Durch die verwendung des minimalen
schnittes wird die Kantenmenge gefunden, bei deren verbesserring der geringste
Kostenzuwachs entsteht. Im Folgenden wird der Ablauf von cuR"E beschrieben:
Prozedur CURE
Input:  GN(K,E7,7),  G(K,E),  Ao
Queue Q : A, Q.append(G1,.)
while (!Q.empty) & (,Ra1(Grv) <,Ro)) do begin
G-ork: Q.f i rst0




assign weights (costs) to ei7
C : MinCut(G-o,n) (using
increase reliability Yeii e Es : tk(ei) :
calculate Reu(Gx)
Grv1 : Guortc \ {C}, Gx,: C
if number of nodes in (G7y, ) > 1
Q.append(G1,,,)
if number of nodes in (G1,,r) > 1
Q.append(G1,,)
Q.remove(G-or7r)





if (,8a2(Gry) < rR6) begin
add eii e .O \ EN to G,r,', Veii € G7g : tk(ei) : h(eoi)
call CUR-E
end
Im ersten schritt werden siimtliche Kanten aus Gi,,, mit den Kosten
c(las@a)) der niichst zuverliissigeren option bewertet. k gibt hierbei die Num-
mer der aktuellen option an. Ist f{ir eine der Kanten bereits die option mit der
hcichsten Zuverliissigkeit gewrihlt (k: k*o*), so wird die Kante mit den Kosten
der aktuellen option bewertet. Die Bewertung fiir das in Abbildung 1 vorgestell-
t_e Netzwerk zeigt Abb. 2. Der zu verbessernde Graph wird anschiie3end in die
Queue eingestellt.
wtihrend des verbesserungsprozesses wiihlt die prozedur jeweils den Graphen
G*orp der Queue und ermittelt ftir diesen die Kanten des minimalen Schnit-
tes (Mincut). zum Finden des minimalen schnittes c wird das verfahren aus
[12] genutzt. AnschlieBend wird fiir alle Kanten des minimalen Schnittes die
Zuverld,ssigkeit auf die ndchste option erhoht und die Kanten -E6r aus G*on
entfernt, so dass zwei subgraphen G17, und G1,,, entstehen. Jeder subgraptr mit
lKl > r wird am Ende der Queue angefiigt. wird durch die erste verbesserunE
the weights c(lp(ei i))
I lx+t("1) if. k < k,no,
I  l r ("r : )  i f  k:  kma*
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die geforderte Zuverldssigkeit ,R6 nicht erreicht, so werden auf diese Weise rekur-
siv die neu entstanden Subgraphen GN,, Gy, ebenfalls mittels CUR^E verbessert.
Wenn die Queue Ieer ist und noch nicht fiir siimtliche Kanten die hochste Zu-
verliissigkeitsoption (k : k^or) gewrihlt wurde, so wird der komplette Graph
erneut in die Queue eingestellt und CUR"E erneut gestartet. Reichen die in Gp
enthaltenen Kanten mit ihrer maximal mdglichen Zuverliissigkeit nicht aus um
die geforderte Zuverldssigkeit ,R6 zu erfiillen, so wird eine neue Kante aus G in
G7s eingefiigt und CURE erneut gestartet. Details zur Auswahl einer geeigneten
Kante sind in [4] beschrieben.
Der Ablauf von CURE soll
am Beispiel des Graphen G1y
aus Abb. 2 erliiutert werden.
In Abb. 3 werden der Schnitt
C sowie die Kanten Ec Ee-
punktet dargestellt. AIs mi-
nimaler Schnitt wird C
{1} mit E6r : {erz,e163}
mit einem Gewicht von 44
ermittelt. Fiir die Kanten
e12 und ers wird die nzichst
bessere Option (lz(erz) und
lz(ets)) ausgewiihlt und die.
se anschlie8end aus G1s geloscht. Nach dem Lrjschen entst€hen die Subgraphen
Gry, mit den Knoten {2,3,4} und Gry, mit dem Knoten {1}. Da GN2 nur einen
Knoten besitzt, wird der Subgraph durch CUR"E nicht weiter betrachtet. Konnte
durch die Verbesserung der Kanten e12 und e13 die geforderte Zuverliissigkeit E6
nicht erreicht werden, so wird das Verfahren rekursiv auf G1,,, angewendet.
3.2 Entwurf eines genetischen Algorithmus unter Verwendung der
CURE- Reparaturheurist ik
Genetische Algorithmen [13] adaptieren die Prinzipien der Evolution (survival
of the fittest) fiir die computergestiitzte Problemldsung. Dabei werden Such-
operatoren (Rekombination und Mutation) auf eine Menge (Population) von
Problemlcisungen iiber mehrere Iterationen (Generationen) angewendet. In jeder
Generation wird die Qualitiit (Fitness) jedes Individuums mittels einer Zielfunk-
tion (hier Formel (1)) bewertet. Uber einen Selektionsoperator werden schlechte
Losungen aus der Population entfernt. GA verwenden als Hauptsuchoperator
die Rekombination. Im vorliegenden Beitrag wird ein Uniform-Crossover Ope.
rator fiir die Rekombination eingesetzt. Durch den Mutationsoperator konnen
zusdtzlich kleine Veriinderungen eines Individuums durchgefiihrt werden. Eine
umfassende Erliiuterung zu GA findet man in [13]. Durch die Operatoren des GA
kann allerdings nicht sichergestellt werden, dass fiir siimtliche in der Population
enthaltenen Losungen gilt, dass R.M ) .Ro. Fiir das hier betrachtete Problem
kdnnen durch die Suchoperatoren Lcisungen erzeugt werden, die eine zu geringe
@*o
i l
i .20 , ,96
@"O
Abb.2. Verbindungs- Abb.3. Subgraph
bewertung fiir Netz- G7y. fiir Netzwerk
werk aus Abb. 1 aus Abb. 1
Gesamtzuverlzissigkeit 18411 aufweisen. Wird wiihrend des Suchprozesses ein sol-
ches Individuum erstellt, so wird dieses wd,hrend der Bewertung der Fitness mit
Hilfe der cuRE Reparaturheuristik in eine r,alide (giiltige) Losung iiberfiihrt.
4 Experimentelle Ergebnisse
4.1 Probleminstanzen
Die Leistungsfiihigkeit des im vorherigen Abschnitts vorgestellten genetische Al-
gorithmus soll an Hand von drei unterschiedlichen Testproblemen aus der Lite-
ratur untersucht werden:
Testproblem JanS - 5 Knoten Das einfachste hier untersuchte Netzwerk aus
[3] besitzt 5 Knoten. Die optimalen Ldsungen fiir fi6 : {0,g5; 0,9; 0,g312b; 0,g5;0,99; 0,995; 0,999) sind aus [3] bekannt. Als ,,proof of concept'; soll mit diesem
Problem die Frihigkeit von cuR-E zum Finden optimaler Losungen untersucht
werden.
Testproblem Detterl0 - l-o Knoten Das aus [3] entnommene Testproblembesitzt zehn Knoten, die zufdllig auf einer 100xi0b pta"tt" platziert wurden.
Fn werden optimale Lcisungen fiir Rs : 0.9b gesucht. Fiir jas problem sind
41'o+s/2 : 1,237e27 Lcisungen mciglich und eine optimale Lcisung ist nicht be-
kannt. Als Kosten fiir die beste gefundene Lcisung wird in [B] 5 gg1,42 angegeben.Testproblem Tiirkeilg - 19 Knoten Dieses problem iri aur gro3te, welches
in [3] untersucht wurde. Das Netzwerk muss mindestens eine All-Terminal Zu-
verliissigkeit -Rs von 0,99 aufweisen. Die Kosten der besten gefundenen Losung
werden in [6] mit 1755474 angegeben.
4.2 Experimentierumgebung
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wird im GA als ein Vektor
ganzer zahlen der Ltinge lKl x lK - tll2 kodiert. Hierbei gibt jede Zahl des
vektors an, welche option t*(eu) mit 0 < k 1 k*o, fiir die jeweilige Kante
€ij verwendet wird. Eine Null gibt an, dass keine verbindung zwischen Knoten
i' und j existiert. Abb. 4 zeigt die Kodierung des Netzwerks aus Abbildung 1.
Nicht vorhandene verbindungen sind gestrichelt dargestellt. Alle Experimente
wurden mit einer Populationsgrl&e M : 200 durchgeftihrt. Die Initialisierung
der Netzwerke fiir die erste Generation erfolgt zufallsbasiert. Das Initialisie-
rungsverfahren erstellt lrrrit 40% Wahrscheinlichkeit eine Verbindung zwischen
Kmten (vorqnach):
( r,2),( 1,3 ),( r,4),(2,3),(2,4),(3,4))
\ \ \ \  t t\ \  \  \  |  |\ \  \  \  t  I
K o d i e r u n g : ( 1 1 0 0 3 2 )
Abb.4. Kodierung des Netzwerks aus Abb. 1 als
Genom
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zwei Knoten. Wurde eine Verbindung erstellt, wird gleichverteilt eine der zur
Verfiigung stehenden Optionen fiir die ZuverlSssigkeit der Kante gewiihlt.
Geniigt ein durch das Initialisierungsverfahren erstelltes Netzwerk nicht den
Zuverliissigkeitsanforderungen, so wird dieses mittels CUR^E repariert. Der GA
arbeitet mit Uniform-Crossover, einem FlipMutator und einer Mutationswahr-
scheinlichkeit 0,01. Ein GA-Lauf wird nach maximal 1000 Generationen oder
wenn in den letzten 20 Generationen keine bessere Losung gefunden wurde
abgebrochen. Die Bewertung der All-Terminal Zuverliissigkeit erfolgt fiir die
Probleme Jan5 und Deeterl0 mit Hilfe des exakten verfahrens aus [101. Fiir
das Problem Ttirkeilg ist dieses Verfahren auf Grund der Netzwerkgrofien nicht
mehr einsetzbar. Stattdessen wird hier eine einfache Monte-Carlo Simulation
genutzt. Fiir jedes Problem wurden jeweils zehn voneinander unabhiingige
GA-Liiufe durchgefiihrt. Fiir den Vergleich der mit CUR^E gewonnenen Ergeb-
nisse mit bisherigen Ansiitzen wurde der in [3] vorgestellte Strafterm-Ansatz
implementiert.
4.3 Auswertung
Tabelle 1 fasst die Ergebnisse fiir das Problem Jan5 fiir unterschiedliche .R6
zusammen. Die Tabelle vergleicht die Reparaturheuristik CURE mit dem Straf-
wertansatz von [3] beziiglich den durchschnittlichen Kosten der jeweils gefunde-
nen besten Losung (min. Kosten), der Wahrscheinlichkeit P"r"", dass die optima-
le Lcisung gefunden wird, und der durchschnittlichen Anzahl (A nvat; der hierfiir
notwendigen Bewertungen von L<isungen. Fiir Ro : 0,85 und fto : 0,90 wird in
allen zehn Liiufen die optimale Lcisung bereits bei der Initialisierung der ersten
Population gefunden. Dariiber hinaus findet mit Ausnahme von -R6 : 0,995 der
GA die optimale Lcisung in mindestens drei von zehn Liiufen. Fiir ,Ra : 0,995
wird in allen zehn Liiufen lediglich eine suboptimale Losung mit den minimalen
Kosten 4 382 gefunden. Ein Vergleich der notwendigen Fitnessbewertungen zwi-
schen CUR"E und dem Strafwertansatz aus [3] zeigt, dass ein GA mit CURE deut-
lich weniger Fitnessbewertungen bei gleicher L<isungsqualitiit bencitigt. Dies ist
besonders positiv hervorzuheben, da die Bewertung von Lrisungen (Berechnung
von l?a1; sowie Ermittlung der Kosten) fiir gro3ere Netzwerke sehr rechenauf-
wendig ist und im Vergleich dazu der Aufwand fiir CUR"E vernachldssigt werden
kann. Zusammenfassend liisst sich fiir das einfache Problem Jan5 feststellen, dass
ein GA mit der Reparaturheuristik CUR"E in der Lage ist, optimale bzw. nahe-
zu optimale Lcisungen zu finden. Tabelle 2 vergleicht die Leistungsfiihigkeit des
GAs ftir die Probleme Deeterl0 und Tiirkeilg. Es sind der Mittelwert der Kosten
(O Kosten) der besten gefundenen Lrisungen iiber alle 10 Liiufe, die Kosten des
besten gefundenen Netzwerks (min. Kosten), die durchschnittliche Anzahl der
pro Lauf durchgefiihrten Fitnessbewertungen (O Eval.) und die durchschnittlich
benotige Laufzeit (t"onu) jeweils fiir CURE und dem Strafwertansatz aus [3] an-
gegeben. Als beste Ldsung wurde unter Verwendung von CURE fiir das Problem
DeeterLO ein Netzwerk mit den Kosten von 4 385,99 gefunden. Die mittleren mi-
nimalen Kosten gemittelt iiber alle 10 Liiufe betragen 4439,40. Beide Ergebnisse
liegen deutlich unter den mit Hilfe eines Strafterms erzielten Ldsungen.
Dirk Reichelt und Flanz Rothlauf








In den Abbildungen 5(a) und 5(b) werden fiir die Probleme Deeterl0 und riir-
kei19 die durchschnittlichen Kosten der jeweils gefundenen besten Losung iiber
die Anzahl der Generationen des GA dargestellt. Die Kurven beschreiben somit,
wie sich die Qualit?it der besten gefundenen Lcisungen wdhrend der GA-Leiufe
veriindert. Die Ergebnisse zeigen, dass durch den Einsatz von CUR^E deutlich
bessere Startldsungen ermittelt werden konnen und auch im weiteren Verlauf
der optimierung die Kosten der besten gefundenen Netzwerke beim Einsatz
von CURE stets kleiner sind als beim Einsatz von Straftermen. Eine Analyse
des Fitnessverlaufs zeigt, dass ein GA bei der verwendung von cuRE deut-
lich schneller konvergiert und somit zum Finden besserer Lcisungen weniger Fit-
nessbewertungen als der straftermbasierte Ansatz bendtigt. Es ist festzuhalten,
dass der Strafterm-GA zwar teilweise weniger Bewertungen benritigt und stets
eine kiirzere Laufzeit hat, die Qualitiit der gefundenen Ldsungen jedoch deutlich
schlechter ist. Analysiert man die in Tabelle 2 fiir das Problem priisentierten
Ergebnisse, so erfolgt durch den cuRE-GA eine deutliche verbesserung der bis-
her gefundenen besten Lcisungen. Im vergleich zu [6], wo die Kosten des besten
gefundenen Netzwerkes ftir das Problem Tiirkeilg mit l7b5474 angegeben wur-
de, konnte durch den Einsatz von CURE eine Netzwerkstruktur mit Kosten 1
577 755 ermittelt werden (eine verringerung der Kosten um mehr als 10% bei
gleichem -R6). Gegeniiber der besten in [3] verciffentlichten Lcisung (z 694 208)




len Losung von 5881
auf 4386 bei gleichem
fto verringert werden
(eine Verbesserung
von ca' 25%)' Da das Tabelle 2. Vergleich der Ergebnisse ftir Testprobiem De-hier betrachtete Pla- eter1O und Tiiriei 19
nungsproblem keinen
Echtzeitanforderungen unterliegt, ist der zusdtzliche Aufwand, der durch den
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Abb. 5. Kosten C(N) der besten gefundenen Ldsungen in Abhiingigkeit von der Anzahl
der Generationen des eingesetzten GAs. Ein GA findet bei der verwendung von CURE
deutlich bessere Ldsungen als beim Einsatz des Stra^fkostenansatzes.
5 Zusammenfassung
Dieser Beitrag beschiiftigt sich mit der Planung von Netzwerkstrukturen unter
Kosten- und Zuverld,ssigkeitsaspekten. Hierbei werden zum Ermitteln von ko-
stenoptimalen Netzwerkstrukturen, welche eine vorgegebene minimale Gesamt-
zuverliissigkeit .Rs aufweisen, heuristische Optimierungsverfahren eingesetzt. Im
Gegensatz zu bisherigen Forschungsarbeiten, bei welchen Netzwerke, welche die
geforderte Zuverldssigkeit .Rs nicht erfiillen, durch die Einftihrung von Strafter-
men schlechter bewertet werden, wird im vorliegenden Beitrag eine Reparatur-
heuristik CURE entwickelt und eingesetzt. CUR"E bestimmt mit Hilfe der mini-
malen Schnitte fiir ein Netzwerk die ftir eine Reparatur relevanten Kanten und
liefert eine Netzwerkstruktur, welche die vorgegebene Zuverld,ssigkeitsrestriktion
erfiillt. Die Reparaturheuristik CURE wurde in einem genetischen Algorithmus
implementiert und deren Leistungsfiihigkeit im Rahmen einer experimentellen
Studie mit dem bisher iiblichen Straftermansatz verglichen.
Die Leistungsfiihigkeit von CUR"E wurde fiir drei Probleminstanzen aus der
Literatur mit unterschiedlicher Komplexitrit getestet. Die Ergebnisse zeigen, dass
cuR^E mit geringem Aufwand durchweg bessere Lcisungen findet als der bisherige
Straftermansatz. Bei den zwei praktisch relevanten Problemstellungen konnten
durch den Einsatz von cuRE Netzwerkstrukturen gefunden werden, welche um
bis zu 25To geringere Kosten bei gleicher Gesamtzuverkissigkeit aufweisen.
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