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Abstract
The mass of the top quark is measured in a data set corresponding to 4.6 fb−1 of proton–proton
collisions with centre-of-mass energy √s = 7 TeV collected by the ATLAS detector at the LHC. Events
consistent with hadronic decays of top–antitop quark pairs with at least six jets in the final state are
selected. The substantial background from multijet production is modelled with data-driven methods
that utilise the number of identified b-quark jets and the transverse momentum of the sixth leading
jet, which have minimal correlation. The top-quark mass is obtained from template fits to the ratio of
three-jet to dijet mass. The three-jet mass is calculated from the three jets produced in a top-quark
decay. Using these three jets the dijet mass is obtained from the two jets produced in the W boson
decay. The top-quark mass obtained from this fit is thus less sensitive to the uncertainty in the energy
measurement of the jets. A binned likelihood fit yields a top-quark mass of mt = 175.1 ± 1.4 (stat.) ±
1.2 (syst.) GeV.
c© 2015 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
Eur. Phys. J. C manuscript No.
(will be inserted by the editor)
Measurement of the top-quark mass in the fully hadronic
decay channel from ATLAS data at
√
s = 7 TeV
The ATLAS Collaboration
Received: date / Accepted: date
Abstract The mass of the top quark is measured in a
data set corresponding to 4.6 fb−1 of proton–proton col-
lisions with centre-of-mass energy
√
s = 7 TeV collected
by the ATLAS detector at the LHC. Events consistent
with hadronic decays of top–antitop quark pairs with
at least six jets in the final state are selected. The sub-
stantial background from multijet production is mod-
elled with data-driven methods that utilise the number
of identified b-quark jets and the transverse momentum
of the sixth leading jet, which have minimal correlation.
The top-quark mass is obtained from template fits to
the ratio of three-jet to dijet mass. The three-jet mass is
calculated from the three jets produced in a top-quark
decay. Using these three jets the dijet mass is obtained
from the two jets produced in the W boson decay. The
top-quark mass obtained from this fit is thus less sen-
sitive to the uncertainty in the energy measurement of
the jets. A binned likelihood fit yields a top-quark mass
of
mt = 175.1± 1.4 (stat.)± 1.2 (syst.) GeV.
Keywords ATLAS · LHC · proton proton collisions ·
top quark · top-quark mass · fully hadronic
1 Introduction
The top quark is the heaviest known fundamental par-
ticle and is unique in many respects. In the Standard
Model, its large mass derives from a Yukawa coupling to
the Higgs boson [1,2] close to unity. Thus it plays a crit-
ical role in the quantum corrections to the electroweak
Higgs potential and possible vacuum instability at high
energies (see Ref. [3] for a review). Because of its large
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mass, the top quark has a lifetime shorter than the typ-
ical time scale of hadronisation of coloured quarks to
hadrons. Hence, the properties of the top quark can be
investigated unaffected from non-perturbative effects
occuring in hadronic bound states. However, the hadro-
nisation of the quarks and gluons constituting the jets
from the decay products of the top quark introduces
an unavoidable sensitivity of the measured top-quark
mass on non-perturbative effects. The top-quark mass
mt, is also an essential parameter in high-precision fits
to electroweak observables [4].
The top-quark mass can be determined from decay
channels involving hadronic and leptonic decays of the
intermediate W boson. For the recent world-average
top-quark mass value [5], the highest precision [6–15]
comes from measurements using the lepton plus jets fi-
nal state in the decay of top–antitop pairs (tt¯). This
channel has a substantial branching fraction and allows
a relatively unambiguous assignment of jets to partons
from the tt¯ decay. Such events are selected using the
lepton and neutrino from the decay of a W boson from
one member of the top–antitop pair.
Events in which the top–antitop quark pair decays
into a fully hadronic final state constitute both the
largest branching fraction and a complementary final
state for the determination of the top-quark mass. The
fully hadronic decay mode has been used in Refs. [10,11]
to measure the top-quark mass from tt¯ pairs. This de-
cay mode is used in this analysis to measure the top-
quark mass from tt¯ pairs produced in proton–proton
collisions provided by the LHC, and observed by the
ATLAS detector. The major background to this final
state, with orders of magnitude larger cross section, is
multijet production from proton–proton collisions other
than tt¯ pairs. Particular experimental attention is re-
quired to precisely estimate and control this large back-
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ground. This analysis employs a data-driven method to
form a multijet background prediction. Selected data
events are divided into several disjoint regions using
two uncorrelated observables, such that tt¯ events accu-
mulate only in one of these regions. The background
is derived from the other regions, determining both the
shape and normalisation of the background distribution
in the signal region.
As the top-quark mass is calculated from the mea-
sured energy and momentum of reconstructed jets, an
accurate understanding of energy and momentum mea-
surements is essential. The dependence of the measured
top-quark mass on the jet energy measurement uncer-
tainty is reduced by exploiting the fact that two of the
three jets originate from the W boson produced in the
top-quark decay and that the W -boson mass is known
very precisely. The analysis presented in this paper uses
the observable R3/2 = mjjj/mjj to achieve a cancella-
tion of systematic effects common to the masses of the
reconstructed top quark (mjjj) and associated W bo-
son (mjj).
2 The ATLAS detector
The ATLAS detector [16] at the LHC covers nearly the
entire solid angle around the collision point. The inner
detector (ID), which is located closest to the interaction
point, provides charged-particle tracking in the range of
|η| < 2.5 where η is the pseudorapidity.1 The ID com-
prises a high-granularity silicon pixel detector, a silicon
microstrip tracker and a transition radiation tracker,
and is surrounded by a thin superconducting solenoid
providing a magnetic field of 2 T. The electromag-
netic and hadronic calorimeters are located outside the
solenoid and cover the pseudorapidity range |η| < 4.9.
Within the region |η| < 3.2, electromagnetic calorime-
try is provided by barrel and endcap lead/liquid-argon
(LAr) sampling calorimeters. Hadronic energy measure-
ments are provided by a steel/scintillator tile calorime-
ter in the central region and copper/LAr calorimeters in
the endcaps. The forward regions are instrumented with
copper/LAr and tungsten/LAr calorimeters, optimised
for electromagnetic and hadronic energy measurements,
respectively. The calorimeter system is surrounded by
a muon spectrometer, comprising separate trigger and
1 ATLAS uses a right-handed coordinate system with its
origin at the nominal interaction point (IP) in the centre of
the detector and the z-axis along the beam pipe. The x-axis
points from the IP to the centre of the LHC ring, and the
y axis points upward. Cylindrical coordinates (r, φ) are used
in the transverse plane, φ being the azimuthal angle around
the beam pipe. The pseudorapidity is defined in terms of the
polar angle θ as η = − ln tan(θ/2). The transverse momentum
pT lies in the x–y plane.
high-precision tracking chambers. They measure the de-
flection of muons in a magnetic field with a field integral
up to 8 Tm, generated by one barrel and two endcap
superconducting air-core toroids.
A three-level trigger system is used. The first-level
trigger is implemented in hardware and uses a subset
of detector information to reduce the event rate to a
design value of at most 75 kHz. This is followed by two
software-based trigger levels, which together reduce the
event rate to a few hundred Hz.
The energy scale and resolution of the electromag-
netic and hadronic calorimeter systems [17] as well as
the performance of the tracking detector for tagging
jets from bottom quarks through the displaced decay
vertices of b-flavoured hadrons [18–20] are of major im-
portance for the precision of this measurement. Jet en-
ergies measured by the electromagnetic and hadronic
calorimeters are adjusted using correction factors, ob-
tained from an in situ calibration [17], which depend on
pseudorapidity (η) and transverse momentum (pT).
3 Data, simulation, event selection and
reconstruction
3.1 Data and simulation
This measurement uses data recorded by the ATLAS
detector during 2011 from 7 TeV proton–proton col-
lisions corresponding to an integrated luminosity of
4.6 fb−1 [21]. Events were generated using Monte Carlo
(MC) programs in order to investigate systematic un-
certainties, to correct for systematic effects, and to gen-
erate template distributions used for fitting the top-
quark mass. A fast simulation of the ATLAS detector
response, which is based on full simulation of the track-
ing detectors and on parameterisations for the electro-
magnetic and hadronic calorimeter showers [22], was
applied to the generated events. For systematic stud-
ies a smaller sample of events was processed by a full
Geant4 [23] simulation of the ATLAS detector [24].
The agreement between parameterised and full simu-
lation was verified in detail, as described in Ref. [22].
The remaining differences are small and accounted for
by a systematic uncertainty. All simulated events were
subject to the same selection criteria and reconstructed
using the same algorithms applied to data. To generate
tt¯ events, the MC program Powheg-box [25, 26] was
employed, which incorporates a theoretical calculation
in next-to-leading-order (NLO) accuracy in the strong
coupling αS , with NLO parton distribution functions
(PDFs) CT10 [27]. The generated partons are showered
and hadronised by Pythia [28]. Adjustable parameters
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• Jet-based trigger
• ≥ 6 jets with pT > 30 GeV and |η| < 2.5
• ≥ 5 jets with pT > 55 GeV and |η| < 2.5
• ∆R > 0.6 between pairs of jets with pT > 30 GeV
• Jet vertex fraction JVF> 0.75
• Reject events w. isolated electrons with ET > 25 GeV
• Reject events w. isolated muons with pT > 20 GeV
• Exactly 2 b-tagged jets among the four leading jets
• Missing transverse momentum significance
EmissT [GeV]/
√
HT[GeV] < 3
• Centrality C > 0.6
Table 1 Summary of event selection requirements for signal
events.
of Pythia are fixed to the values obtained in the Pe-
rugia 2011C (P2011C) tune [29]. Signal events were
generated assuming seven different top-quark mass val-
ues from 165.0 to 180.0 GeV in steps of 2.5 GeV, with
the largest sample at 172.5 GeV. In addition to the hard
collisions leading to the tt¯ signal, soft scattering pro-
cesses between the remnants of the protons can take
place. Such processes underlying the signal events are
also modelled by Pythia using the tuned parameters
from Perugia 2011C. Multiple soft proton–proton col-
lisions can take place between different protons in the
same bunch crossing (in-time pile-up) or arise from col-
lisions in preceding or subsequent bunch crossings (out-
of-time pile-up) due to the time sensitivity of the detec-
tor being longer than the time between bunch crossings.
Such multiple inelastic interactions were also generated
by Pythia, and are reweighted in the simulation to
match the distribution of the number of interactions
per bunch crossing measured in the data. This number
of interactions ranges from 3 to 17, with an average of
8.7.
For studies of systematic uncertainties an addi-
tional, large sample of signal events was generated at
172.5 GeV, using Powheg-box and Pythia with the
Perugia 2012 tune.
3.2 Event selection
A jet-based trigger is used in which the jets are re-
constructed in the online trigger system [30]. This jet
reconstruction executes the anti-kt jet algorithm [31]
with a radius parameter of 0.4 using clusters of en-
ergy deposition in adjacent calorimeter cells (topologi-
cal clusters) [32,33]. At least five jets with a nominal pT
threshold of 30 GeV are required to trigger and record
an event.
Events are selected according to the requirements
listed in Table 1 and detailed in the following. Only
events with a well-reconstructed primary vertex formed
by at least five tracks with pT > 400 MeV per track are
considered for the analysis, where the primary vertex
is the reconstructed vertex with the highest summed
p2T of associated tracks. Similar to the online trigger
system, jets are reconstructed offline by the anti-kt jet
algorithm with a radius parameter of 0.4 using topolog-
ical clusters. The jet energies are calibrated following
Refs. [34–36]. For the parameterised simulation a dedi-
cated jet energy calibration is used which is obtained in
the same manner as for the full simulation. To ensure
that events selected by the trigger are on the plateau of
the efficiency curve, only events which have at least five
jets, each with pT > 55 GeV, and ∆R > 0.6 2 between
every pair of jets with pT > 30 GeV are considered. The
measured trigger efficiency of 90% agrees with the ex-
pectation from simulation to within 5%. This remaining
difference is considered as a source of systematic uncer-
tainty in Sect. 6.
A signal event is required to have at least six jets.
Only jets in the central part of the calorimeter (|η| <
2.5) and with pT > 30 GeV are considered for the tt¯
mass analysis, but for the background determination
the sixth leading jet has a looser requirement of pT >
25 GeV. For a jet to be considered, at least 75% of its
summed track pT must be due to tracks coming from
the primary vertex (jet vertex fraction JVF> 0.75).
Jets in an event are rejected if an identified electron is
closer than ∆R = 0.2.
Events with identified isolated electrons with ET >
25 GeV or muons with pT > 20 GeV are rejected. De-
tails of the lepton identification are given in Refs. [37,
38]. Events are kept for further analysis when at most
two of the four leading transverse momentum jets are
identified as b-tagged jets by a neural network trained
on decay vertex properties. The neural network pro-
vides an identification efficiency of 70% for jets from
b-quarks, a rejection factor of about 130 for jets aris-
ing from light partons, and a factor of about 5 for jets
arising from c-quarks [39]. In the signal region, exactly
two of the four leading transverse momentum jets are
required to be b-tagged by the neural network. Events
with mismeasured jet energies or with potential lep-
tonic decays that include neutrinos are removed by
requiring a missing transverse momentum significance
EmissT [GeV]/
√
HT[GeV] of less than 3. Here HT is the
scalar sum of the transverse momenta of all selected jets
in the event. The EmissT is obtained as in Ref. [15] as the
magnitude of the negative vectorial sum of calorime-
ter energy deposits projected onto the transverse plane,
plus the transverse momenta of identified muons mea-
sured by the tracking detector and muon spectrometer.
2 Distances between particles or jets are measured using
∆R =
√
(∆φ)2 + (∆η)2 where∆φ and ∆η are the differences
in φ and η between the two objects.
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Fig. 1 Comparison of the distribution of the unnormalised
logarithmic likelihood for the reconstruction of fully hadronic
tt¯ events in the data with expectations for a top-quark mass
value of 172.5 GeV. The graph in the lower inset shows the
ratio of data to the sum of tt¯ MC signal and the modelled
multijet background (see Sect. 4). The error bars indicate the
statistical uncertainty of the data. The shaded bands show
the statistical and systematic (see Sect. 6) uncertainty on the
expected signal and background distributions.
Measured energy deposits in the calorimeters are cor-
rected according to the identified object (high-pT jet,
photon, electron, muon); otherwise energy deposits are
calibrated with the local hadronic calibration scheme
detailed in Ref. [40]. The contribution from multijet
background events is reduced by using the centrality C
of the signal events, which is different from the value in
multijet events due to the large top-quark mass. Events
are required to have C > 0.6, with
C =
∑jets
j ET,j√(∑jets
j pj
)2 , (1)
where ET,j is the scalar transverse energy and pj =
(Ej ,pj) the four-momentum of the jth selected jet, and
the sum is over all selected jets.
3.3 Reconstruction
In each selected event, a fully hadronic tt¯ final state
is reconstructed using the six or more jets. In order to
achieve this, the jets in data are assigned to the decay
partons expected from the decay of the top quark and
the related intermediate W boson, assuming a leading-
order decay. Exploiting the knowledge of the precisely
known mass of theW boson and the Breit–Wigner line-
shapes of the top quark and the W boson decay, a
kinematic fit [41] based on a likelihood function sim-
ilar to the one described in Ref. [15] assists in estab-
lishing the assignment of reconstructed jets to partons.
The fit is performed maximising the logarithmic likeli-
hood, defined as the product of Breit-Wigner distribu-
tions for the two top-quark and W boson masses, and
MC derived transfer functions for each of the six jets.
The Breit–Wigner lineshape functions use the world-
average values of the W boson mass (80.4 GeV) and
decay width (2.1 GeV) from Ref. [42]. The masses of
the top quark and antiquark are assumed to be equal
for the Breit–Wigner lineshape and free to float in the
fit. The top decay width is kept fixed at 1.3 GeV, corre-
sponding to a top-quark mass of 172.5 GeV. The ener-
gies of the partons are transferred to the measured jet
energies by transfer functions derived from simulation
and parameterised by superpositions of two Gaussian
functions. It is required, furthermore, that the fit as-
signs the b and b quarks from the tt¯ decay to any two of
the four leading jets. Maximising the logarithmic like-
lihood establishes the best assignment of reconstructed
jets to partons from the tt¯ decay. Figure 1 shows the
distribution of the unnormalised logarithmic likelihood
value obtained per event and compared with the Monte
Carlo prediction of the tt¯ signal added to the modelled
multijet background (see Sect. 4). The prediction is in
good agreement with the shape of the distribution. Re-
quiring the logarithmic likelihood value to be greater
than −45 removes events which yield a low probabil-
ity under a tt¯ decay hypothesis. The cut rejects about
47% of the multijet background events, while 79% of
the fully hadronically decaying tt¯ events pass the cut.
After applying the above selection requirements and
performing the tt¯ reconstruction 15 551 events remain
in the signal region for the measurement of the top-
quark mass (see Table 2). The expected fraction of tt¯
events in this region without any restriction on R3/2
is about 17%, corresponding to a selection efficiency of
≈ 0.5%.
4 Modelling of multijet background
The multijet background contribution is large and can-
not be removed completely from any distribution used
to measure the top-quark mass in the fully hadronic
final state. Currently only leading-order theory calcu-
lations for final states with up to six parton are avail-
able in MC generator programs. Therefore, the multijet
background is determined from the data.
For this approach, selected events are divided into
six regions (A–F ) by using two observables with min-
Measurement of the top-quark mass in the fully hadronic decay channel at
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p6th jetT ≤ 30 GeV p6th jetT > 30 GeV
Data
events
NobsR
Signal MC
events N sigR
Data
events
NobsR
Signal MC
events N sigR
b-tagged jets R
eg
io
n
R
signal fraction R
eg
io
n
R
signal fraction
0 A 93, 732 306 ± 4 B 286, 416 2607 ± 11
0.33 ± 0.01% 0.91 ± 0.01%
1 C 23, 536 678 ± 5 D 77, 301 5117 ± 14
2.88 ± 0.04% 6.62 ± 0.04%
2 E 4, 532 399 ± 5 F 15, 551 2582 ± 13
8.80 ± 0.29% 16.60 ± 0.27%
Table 2 Event yields for the six regions, defined by the number of b-tagged jets and the transverse momentum of the sixth
leading jet p6th jetT , are listed for data and tt¯ simulation assumingmt = 172.5 GeV with statistical uncertainty. The tt¯ fractions
are derived from the observed numbers of events and their statistical uncertainties.
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Fig. 2 Distributions of (left) dijet mass mjj , (middle) three-jet mass mjjj , and (right) ratio of three-jet mass to dijet mass
R3/2, measured in data and compared to expectations after applying all analysis event selection criteria (i.e. for region F ). The
shape and normalisation of the multijet background distributions (green shaded histograms) are calculated using Eq. (4). The
distributions for the tt¯ events (white histograms) are taken from the MC simulation using a top-quark mass value of 172.5 GeV.
The insets under the distributions show the ratio of data to the summed contributions of tt¯ MC signal and modelled multijet
background (see Sect. 4). The error bars represent the statistical uncertainties on the data. The shaded bands show the
statistical and systematic (see Sect. 6) uncertainty on the expected signal and background distributions.
imal correlation: the number of b-tagged jets and the
transverse momentum of the sixth leading jet, p6th jetT .
The correlation in tt¯ events is estimated in simulation
to be ρ = 0.009. The six regions, defined by three bins
of the number of b-tagged jets and two ranges in p6th jetT ,
are detailed in Table 2. Region F , which is the signal
region, i.e. two b-tagged jets with p6th jetT > 30 GeV,
contains the largest fraction of tt¯ events in addition to
multijet background events. Regions A through E are
depleted in tt¯ events, but enhanced in multijet back-
ground events. The data yields in these regions (NobsR ,
R = A, . . . , E) and the expected number of tt¯ events
from MC simulation, N sigR , using mt = 172.5 GeV are
listed in Table 2. The table also quotes the derived frac-
tion N sigR /N
obs
R of tt¯ events in the respective region.
The tt¯ event fraction in each region other than F is ac-
counted for by subtracting from data, NobsR , the number
of tt¯ events predicted by the MC simulation, N sigR , for
a top-quark mass value of 175 GeV:
NbkgR = N
obs
R −N sigR (2)
for region R = A, . . . , E. Due to the small tt¯ fractions
in region A to E, the top-quark mass value chosen
in the simulation used for this subtraction procedure
6 The ATLAS Collaboration
marginally affects the value ofmt measured in this anal-
ysis. Therefore, the value of mt closest to the measured
value (see Sect. 5) is used in the simulation for subtrac-
tion. The small dependence on the tt¯ MC simulation
introduced by this subtraction is accounted for by a
systematic uncertainty (see Sect. 6.2).
Given the tiny correlation of 0.9% predicted by MC
simulation studies for the two observables used to define
the regions, the total number of multijet background
events, NbkgF , in region F can be estimated by cross-
multiplication, for example, from the ratio of the num-
ber of events in region B to region A scaled by the num-
ber of events in region E. To obtain the distribution of
multijet background events, NbkgF (x), for any given ob-
servable x (e.g. R3/2) to the distribution in region F
either of the following formulae can be used:
NbkgF (x) = N
bkg
E ·
NbkgB (x)
NbkgA
or (3)
NbkgF (x) = N
bkg
E ·
NbkgD (x)
NbkgC
,
hence
NbkgF (x) =
NbkgE
2
·
(
NbkgB (x)
NbkgA
+
NbkgD (x)
NbkgC
)
. (4)
Here, NbkgB (x) and N
bkg
D (x) define the shape of the
distributions for an observable x, while the appropri-
ate normalisation is achieved by scaling with the total
number of events (NbkgA , N
bkg
C , N
bkg
E ) in the respective
region. Equation (4) is used to determine the multijet
background while Eqs. (3) are used to estimate the sys-
tematic uncertainties on the modelled background (see
Sect. 6.2).
Figure 2 shows the distributions of the dijet mass,
the three-jet mass, and their ratio, R3/2 = mjjj/mjj ,
after applying the event selection and jet assignments
detailed in Sect. 3. In calculating R3/2 values for an
event, mjjj of both top-quark candidates and mjj of
the related W boson candidate are considered. Su-
perimposed in Fig. 2 is the sum of the distributions
for the tt¯ events obtained from MC simulation using
mt = 172.5 GeV plus the multijet background esti-
mated using Eq. (4). The distributions of the ratios
of data to the sum of the signal MC events plus back-
ground model seen in Fig. 2 show that the data-driven
approach yields a reliable model of the multijet back-
ground.
5 Top-quark mass measurement
The top-quark mass is obtained from a binned like-
lihood fit to the R3/2 distribution shown in Fig. 2.
As noted above, two values of R3/2 are contributed
by each event, reconstructed separately from the top
and antitop-quark candidates. Because equal masses
are assumed for the Breit–Wigner lineshapes for the
top quark and antiquark in the kinematic fit for the
jet assignments, the two values are correlated at the
level of approximately 60% according to MC simula-
tion. This is corrected for in the statistical treatment
described below. Templates are created for both the
simulated top-quark contribution to the R3/2 distri-
bution and the modelled background distribution. The
top-quark contribution is parameterised by the sum of
a Gaussian function and a Landau function which ac-
count, respectively, for the correctly reconstructed top-
quark events and for the combinatorial background due
to mis-assignment of jets to partons (see Sect. 3). This
description involves six parameters.
A two-step approach is used to obtain an mt-
dependent representation of the templates. Firstly, the
R3/2 distribution from each of the seven simulation
samples of different mt is fitted separately to deter-
mine the six parameters for each template mass. This
yields a good description of the R3/2 distributions per
chosen mt (see Fig. 3). MC simulation has shown that
each of the six parameters of the Gaussian and Landau
functions depend linearly on the input top-quark mass.
Secondly, from the parameter values obtained by these
separate fits, initial values for offsets and slopes of the
linearmt dependencies are derived and then used as in-
puts to a combined, simultaneous fit to all seven R3/2
distributions. In total 12 parameters are determined by
the combined fit, which yields a χ2 per number of de-
grees of freedom (ndf) of χ2/ndf = 298/282 = 1.06.
Both the individual and the combined fit results are
shown for three of the seven mt values in Fig. 3.
The modelled multijet background, obtained using
Eq. (4), is parameterised by a Gaussian function plus
a linear function, thus involving five parameters. The
resulting fit to data is shown in Fig. 4 and yields
χ2/ndf= 40/36 = 1.08. The shape of the fitted param-
eterisation is assumed to be independent of the top-
quark mass while the normalisation is obtained from
fitting to the data distribution. Any residual depen-
dence of this parameterisation on the top-quark mass is
accounted for by a systematic uncertainty (see Sect. 6).
The R3/2 distribution is fitted for the top-quark
mass using the templates for both the top-quark sig-
nal and the modelled multijet background distribution
described above. Defining the likelihood function as a
product of Poisson probabilities
L(R3/2|mt) =
bins∏
j

λN
obs
F,j
j
NobsF,j !

 exp(−λj), (5)
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Fig. 3 Templates for the R3/2 distribution for tt¯ MC simulation using top-quark mass values of 170.0, 175.0 and 180.0 GeV,
respectively. For each top-quark mass, the R3/2 distribution is fitted by the sum (black solid) of a Gaussian (red dashed) and
Landau (blue dotted) function. Superimposed (orange cross-hatched) are the templates obtained from a combined fit of all
R3/2 distributions using a linear dependence of parameters of the Gaussian and Landau functions on the top-quark mass value.
The insets under the distributions show the difference Fit−MC between the combined fit and the simulated R3/2 histogram
normalised to the statistical uncertainty σ of the corresponding R3/2 bin.
a binned likelihood fit is applied. For the R3/2,j , i.e. the
jth bin of the R3/2 distribution, NobsF,j ≡ NobsF (R3/2,j)
and λj are the observed and expected number of events
in that bin. Here, the expected number of events in
a bin is given by the sum of tt¯ events N sigF,j(mt), as
derived from the signal templates, and multijet back-
ground events NbkgF,j ≡ NbkgF (R3/2,j),
λj = (1− fbkg)N sigF,j(mt) + fbkgNbkgF,j , (6)
where fbkg is the fraction of multijet background events,
which is determined by the fit.
Equation (5) is maximised with respect to mt and
fbkg for R3/2 values between 1.5 and 3.6, taking the
normalisation from data, yielding
mt = 175.06± 1.35 (stat.) GeV (7)
for a background fraction of fbkg = 0.72 ± 0.01 and
χ2/ndf = 48/39 = 1.23. The difference between the fit-
ted background fraction and the value quoted in Sec. 3.3
is due to the restricted R3/2 range used in the fit. The
result of this fit is shown in Fig. 5. The χ2/ndf value is
enlarged by the statistical correlation between the two
R3/2 values from each event. Its impact has been incor-
porated in the quoted statistical uncertainty3 of Eq. (7)
as follows.
The statistical uncertainty of the fit is studied by
performing pseudo-experiments, where 5000 pseudo-
datasets of R3/2 values, each statistically equivalent
to the data, are assembled from values randomly
picked from signal and background histograms4. They
are obtained from tt¯ MC simulation5 generated for
3 The uncorrected statistical uncertainty obtained from the
fit yields 1.15 GeV.
4 The signal histograms used to draw pseudodata include ≈
45000 events for the 172.5 GeV mass point sample and 4500-
6500 events for the remaining mass points. The background
histogram is derived using≈ 230000 data events in the control
regions defined in Sec. 4.
5 A single event may be used several times in different data
sets. The correlation introduced by this resampling technique
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Fig. 5 Result of the fit of Eq. (5) (solid black) to the mea-
sured R3/2 distribution. The red dotted curve shows the con-
tribution from top-quark events and corresponds to the black
curve in Fig. 3; the green dashed line is the modelled multijet
background.
mt = 175 GeV, and from the multijet background esti-
mate, detailed in Sec. 4, respectively. Pseudo-datasets
are created from two-dimensional histograms for the
full MC sample of R3/2 from the top-quark candi-
date versus R3/2 of the top-antiquark candidate in an
event, thereby accounting for the 60% correlation. Sim-
ilarly, one-dimensional histograms are used to produce
pseudo-datasets which do not include the correlations.
The top quark mass and its statistical uncertainty are
evaluated for each pseudo-dataset, using the likelihood
fit of Eq. (5)
is corrected in all distributions and results presented in this
paper as described in Ref. [43].
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Fig. 6 Expected statistical uncertainty on the top-quark
mass obtained from 5000 pseudo-experiments using tt¯ MC
simulation events assuming mt = 175 GeV and neglecting
correlations between the two R3/2 values per event.
The expected statistical uncertainty of the fit when
neglecting the correlation is shown in Fig. 6. A fit of
a Gaussian function to the output of the 5000 pseudo-
experiments yields an expected statistical uncertainty
of 1.19± 0.08 GeV, which agrees with the observed sta-
tistical uncertainty of 1.15 GeV.
The same procedure with 5000 pseudo-datasets is
applied to each of the seven top-quark mass values used
for MC simulation, considering the correlation of the
R3/2 values for the top quark and antiquark candidates
in an event. Distributions of the pull values for the 5000
pseudo-datasets are derived, where the pull is the dif-
ference between the fitted, mfitt , and input, m
inp
t , top-
quark mass values divided by the statistical uncertainty,
σfit, of the fit; pull = (mfitt −minpt )/σfit. The pull dis-
tribution for an unbiased measurement has a mean of
zero and a standard deviation of unity. For this mea-
surement no dependence of the pull mean on minpt is
observed. An average pull mean value corresponding to
mfitt − minpt = −0.23 ± 0.14 GeV and an average pull
width of 1.175 ± 0.027 are obtained. The bias in the
width of the pull is due to the statistical correlation.
To correct for this bias, the observed statistical uncer-
tainty of 1.15 GeV is scaled by 1.175 to yield the sta-
tistical uncertainty of 1.35 GeV quoted in Eq. (7). The
bias indicated by the non-zero mean value of the pull
distribution is corrected for in the above quoted result.
The uncertainty of the pull mean value is considered as
part of the systematic uncertainty related to the cali-
bration of this measurement method.
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6 Systematic uncertainties
A large number of potential sources of systematic un-
certainty were evaluated. They can be categorised as
uncertainties due to: (i) the modelling of the tt¯ events
in the MC simulation, (ii) the modelling of the multi-
jet background by the data-driven approach, (iii) the
correction and calibration of the energies of the recon-
structed jets, the jet reconstruction and the b-quark
identification efficiency. These are described in detail in
Sects. 6.1–6.3. In general, for every investigated source
of systematic uncertainty the likelihood fit of Eq. (5)
for the top-quark mass is repeated with a modified pa-
rameter. Any change of the measured top-quark mass
is assigned as the systematic uncertainty due to this
source. The total systematic uncertainty arises from
adding all individual contributions in quadrature. Ta-
ble 3 lists the individual contributions and their com-
bination. The largest systematic uncertainties are due
to the jet and b-jet energy scales and the hadronisation
modelling.
6.1 Signal modelling
All systematic uncertainties related to the modelling of
tt¯ events and the lineshape of the top-quark mass dis-
tribution are investigated using 5000 data sets, created
by the resampling technique described in Sect. 5 by
randomly selecting R3/2 values from a distribution of
tt¯ MC simulation events generated with a shifted value
for the relevant parameter as detailed below. In Table 3,
the difference between the mean values obtained with
shifted and with default parameter values, from 5000
pseudo-experiments each, is quoted for the investigated
sources of systematic uncertainty.
Method calibration: Our particular choice of signal
parameterisation functions and the adopted linear de-
pendence of the parameters of these functions on the
top-quark mass value can affect the reconstructed top-
quark mass. This uncertainty is estimated from the dif-
ferences between the fitted and the input top-quark
mass value when determining the tt¯ template for each of
the seven simulation samples separately. The average of
the absolute differences is 0.23 GeV and also accounts
for the average shift of the pull distributions.
The shapes of the templates for tt¯ and multijet
background events can be affected by statistical uncer-
tainties of either simulated events (signal templates) or
data (background templates). This is assessed by creat-
ing 1000 new sets of templates by letting the standard
templates fluctuate within their statistical uncertain-
ties. The top-quark mass values obtained with these
Signal modelling: ∆mt [GeV]
Method calibration 0.42
Trigger 0.01
Signal MC generator 0.30
Hadronisation 0.50
Fast simulation 0.24
Colour reconnection 0.22
Underlying event 0.08
ISR and FSR 0.22
Proton PDF 0.09
Pile-up 0.02
Background modelling: ∆mt [GeV]
Multijet background 0.35
Jet measurements: ∆mt [GeV]
Jet energy scale (see Table 4) 0.51
b-jet energy scale 0.62
Jet energy resolution 0.01
Jet reconstruction efficiency 0.01
b-tag efficiency and mistag rate 0.17
Soft contributions to missing energy 0.02
JVF scale factors 0.02
Total systematic uncertainty 1.22
Table 3 Compilation of investigated systematic uncertain-
ties on the determined top-quark mass reported in Sect. 5.
The three parts of the table correspond to uncertainties in
the tt¯ and multijet background modelling, and uncertainties
in the jet measurements.
new templates are found to have an RMS spread of
0.42 GeV.
The larger of 0.23 GeV and 0.42 GeV is assigned as
a systematic uncertainty for the method calibration.
Trigger: Studies of the trigger efficiency close to the
threshold region reveal a 5% difference between data
and MC simulation. The impact of this deviation is
evaluated by reweighting the efficiency for triggering
MC simulation events to match the efficiency observed
in data as a function of the transverse momentum of the
fifth leading jet. The observed change in the measured
top-quark mass is 0.01 GeV.
Signal MC generator: The impact of the choice of
Powheg-box as the signal MC generator is evaluated
by generating tt¯ events at mt = 172.5 GeV using either
Powheg-box or MC@NLO [44, 45], each with Her-
wig [46] for the modelling of the parton shower and
the hadronisation. The full difference in the top-quark
mass values of 0.30 GeV found from using Powheg or
MC@NLO to determine the signal templates is quoted
as the systematic uncertainty.
Hadronisation: Potential systematic uncertainties
due to our choice of parton shower and hadronisation
model are assessed by using Powheg tt¯ events with
parton shower and hadronisation performed by either
Pythia with the Perugia P2012 tune or by Herwig6
6 Version 6.520 of Herwig was used with default parame-
ters (expect for clpow = 1.2).
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and Jimmy with the ATLAS AUET2 tune [47]. The full
difference in the top-quark mass values of 0.50 GeV be-
tween these two samples is ascribed to the uncertainty
due to parton shower and hadronisation modelling.
Fast simulation: The tt¯ MC simulation events for all
sevenmt mass values are processed by a fast simulation
of the ATLAS detector [22,48]. For mt = 172.5 GeV an
additional tt¯MC simulation sample is created using the
full simulation of the ATLAS detector. The systematic
uncertainty of 0.24 GeV is estimated from the difference
of 0.24±0.30 (stat.) GeV between the top-quark masses
obtained by performing pseudo-experiments on either
the fast or the full MC simulation sample.
Colour reconnection: Consequences of reconnection
of colour flux lines between the partons are estimated
with Powheg-box and Pythia by comparing simu-
lated tt¯ events based on the Perugia 2012 tune includ-
ing colour reconnection (CR) and the Perugia 2012
loCR tune [29], which uses a lower colour reconnec-
tion strength than the default tune. The full difference
of 0.22 GeV in measured top-quark mass between these
two samples is attributed to the uncertainty from colour
reconnection.
Underlying event: The potential uncertainty due to
the choice of a particular model to simulate underlying
events is evaluated by considering events simulated us-
ing Powheg-box and Pythia based on the Perugia
2012 tune and comparing to events based on the Peru-
gia 2012 mpiHi tune [29], which has an increased rate
of jets from multi-parton interactions. Both tunes use
the same parameters for the modelling of colour recon-
nection and both predict similar activity in the plane
transverse to the leading charged particle. The samples
used for colour reconnection uncertainties are based on
different values for these parameters. The full difference
between the fitted mass values of 0.08 GeV is taken as
the systematic uncertainty.
Initial- and final-state QCD radiation: The im-
pact from additional jets due to initial- and final-state
QCD radiation, ISR and FSR, respectively, on the top-
quark mass measurement is analysed with dedicated
tt¯ event samples generated with the leading-order gen-
erator AcerMC [49]. Parton showering and hadroni-
sation are performed by Pythia using the Perugia
2011C tune. Tunable parameters that control the par-
ton shower strength are varied up and down in these
samples in a range for which the simulated radiation
in tt¯ events is compatible with the results found from
an investigation of additional jets in tt¯ events [50]. Half
of the full difference between the measured top-quark
masses from these two samples is taken as the system-
atic uncertainty, which is 0.22 GeV.
Proton Parton Distribution Function: The tt¯
event samples were generated using CT10 PDF. The
uncertainties in these PDFs are specified by 26 pairs of
additional PDF sets provided by the CTEQ group [51].
The effect of the PDF uncertainties on the tt¯ templates
is derived from samples generated using MC@NLO
with Herwig for hadronisation. For every additional
PDF set, the simulated events are reweighted by the
ratio of the varied PDF to the central PDF. Signal
templates are constructed for each of these 26 pairs
of sets. Using these templates, pseudo-experiments are
performed per pair of PDF sets but using the same
events for the up and down variations within every pair
to alleviate the effects of the statistical fluctuations.
Half of the sum in quadrature of the difference within
each of the 26 pairs is assigned as the systematic un-
certainty derived from the CTEQ PDF. Additionally,
the tt¯ event samples are also reweighted to the central
PDF set of either MSTW2008 [52] or NNPDF23 [53].
The final systematic uncertainty due to PDF is the sum
in quadrature of these three contributions, which yields
0.09 GeV.
Pile-up: The consequences of additional proton–
proton interactions on the top-quark mass measure-
ment are investigated by repeating the full analysis sep-
arately as a function of the number of reconstructed
collision vertices, nvtx, and as a function of the aver-
age number, 〈µ〉, of inelastic proton–proton interactions
per bunch crossing. This is in addition to the effects
already accounted for in the corresponding jet energy
scale. The data sample is split into disjoint subsam-
ples of nvtx ≤ 5, 5 < nvtx ≤ 7, and 7 < nvtx, or into
subsamples of 〈µ〉 ≤ 6, 6 < 〈µ〉 ≤ 10, and 10 < 〈µ〉.
In each of these subsamples the full analysis for the
top-quark mass measurement is repeated, giving per-
subsample variations, ∆mt. Within large statistical un-
certainties, data and MC simulation agree. The effect
of any residual differences between data and simulation
is included by scaling ∆mt with the absolute difference
between the nvtx distribution in data and simulation,
each normalised to unit integral. The scaled ∆mt ob-
tained for each of the three subsamples are summed,
yielding 0.02 GeV. The same procedure is applied to
the ∆mt from the subsamples of the 〈µ〉 distribution,
yielding 0.01 GeV. The two sums, derived from the nvtx
and for 〈µ〉 distributions, are then added in quadrature
to estimate the systematic uncertainty on the top-quark
mass measurement of 0.02 GeV.
6.2 Background modelling
Each of the prescriptions in Eq. (3) yields an inde-
pendent estimate of the multijet background to the tt¯
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events. Employing these separately distinguishes differ-
ent contributions from background processes and ac-
counts for conceivable correlations between the distri-
butionNbkgF (x) and the multiplicity of the b-tagged jets.
In particular, the regions C and D, where one jet is b-
tagged, accumulate background from single top-quark
production while suppressing contributions from W +
jets processes. The regions A and B, where no jets are
b-tagged, are essentially free from tt¯ events and, hence,
insensitive to systematic uncertainties from the sub-
traction of residual tt¯ contributions (see Eq. (2)). The
average of the absolute shifts on mt when using either
of the prescriptions in Eq. (3) separately is taken as
symmetric uncertainty on the background modelling,
which amounts to 0.35 GeV.
6.3 Jet measurement
Systematic uncertainties due to measuring jets are
listed in Table 3 and detailed in the following.
Jet energy scale: The relative jet energy scale uncer-
tainty varies between about 1% and 3% depending on
the pT and η of the jet. This was investigated in detail
in Refs. [17, 34, 35], which prescribe 21 components of
uncertainty, including a proper treatment of the cor-
relations between the individual sources. The 21 com-
ponents involve nuisance parameters from different in
situ techniques applied to evaluate residual jet energy
scale correction factors which account for differences
between data and MC simulation. They originate from
the calibration method, the calorimeter response, the
detector simulation and the specific choice of parame-
ters in the physics model employed by the MC event
generator. Further sources of uncertainty are related to
the extrapolation to the high-pT region, to the intercali-
bration of jets at large pseudorapidity with central jets
and to the pile-up. Topology-dependent uncertainties
arising from the relative numbers of jets initiated by
gluons and light quarks are included as well as uncer-
tainties on the response to jets with nearby hadronic
activity. The 21 components are considered uncorre-
lated. After repeating the top-quark mass measurement
separately for each component, the variation in the
top-quark mass value obtained from the up and down
variation of each nuisance parameter is symmetrised.
The individual symmetrised contributions are added in
quadrature to estimate the overall ∆mt due to jet en-
ergy scale uncertainty of 0.51 GeV.
Table 4 lists the individual systematic uncertainty
components related to the energy measurements of jets
combined into different categories according to the type
of source and correlations (see Ref. [34]).
∆mt [GeV]
Statistics and method 0.09
Physics modelling 0.31
Detector description 0.36
Mixed detector and modelling 0.05
Single high-pT particle 0.02
Relative non-closure in MC 0.04
Pile-up 0.03
Close-by jets 0.02
Flavour composition and response 0.10
Jet energy scale 0.51
b-jet energy scale 0.62
Table 4 Individual contributions to the systematic uncer-
tainty of the top-quark mass due to uncertainties on the jet
energy scale listed in Table 3.
Relative b-jet energy scale: The relative b-jet energy
scale accounts for the remaining differences between an
inclusive jets sample and jets originating from bottom
quarks after the global jet energy scale is determined. It
is estimated by choosing different fragmentation mod-
els. An extra uncertainty, ranging between 1.8% and
0.7%, and decreasing as jet pT increases, is assigned to
each b-jet to account for the difference between jets con-
taining b-flavoured hadrons and the inclusive jet sam-
ple. This uncertainty is derived from MC simulation
studies and validated by comparison with data (see
Ref. [36] for details). For the spectrum of jets selected in
this analysis the average uncertainty is less than 1.2%.
The systematic uncertainty on mt due to the relative
b-jet energy scale is 0.62 GeV.
Jet energy resolution: The impact of a residual dif-
ference between the jet energy resolution in data and
MC simulation is accounted for by smearing the en-
ergy of each reconstructed jet in the simulation by a
Gaussian function before applying the event selection
requirements (see Ref. [54] for details). The top-quark
mass measurement is repeated using the smeared jet
energies yielding a variation of 0.01 GeV, which is sym-
metrised and assigned as a systematic uncertainty.
Jet reconstruction efficiency: The jet reconstruc-
tion efficiency was found in Ref. [17] to differ in data
and MC simulation by no more than ±2%. This residual
difference is applied as a variation by randomly remov-
ing jets from the simulated events before applying the
event selection criteria. The variation of 0.01 GeV found
by repeating the top-quark mass measurement employ-
ing this modified MC simulation sample is taken as a
systematic uncertainty.
b-tagging efficiency and mistag rate: The efficiency
for tagging b-quark jets as well as the c-quark and light-
quark (u, d, s) jet mistag rate in simulation are cor-
rected to data by scale factors [19,39]. The uncertainty
of this correction is propagated to the measured top-
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quark mass by varying these scale factors by one stan-
dard deviation about their central values, which depend
on the pT and the η of the jet, and on the underlying
quark flavour. The variations in the top-quark mass
are added in quadrature to assess the systematic un-
certainty from this source, which yields 0.17 GeV.
Soft contribution to missing energy:Measured en-
ergy deposits in the calorimeter which are not asso-
ciated with a high-pT jet, photon, electron, or muon,
stem mostly from low-pT particles. These energy de-
posits are calibrated using the local hadronic calibra-
tion scheme [40]. An uncertainty of 0.02 GeV on the
top-quark mass due to this assumption is derived by
scaling the soft contributions within their uncertainties.
Jet vertex fraction scale factor uncertainty: The
difference in JVF between data and MC simulation is
corrected by applying scale factors. These scale factors,
varied according to their uncertainty, are applied to
MC simulation events as a function of the pT of a jet.
The resulting variation in the measured top-quark mass
amounts to 0.02 GeV.
7 Comparison with alternative analysis
The result of this measurement is compared with an in-
dependent measurement based on essentially the same
selection described in Sect. 3. For this independent mea-
surement, however, entirely different methods are cho-
sen for alleviating the effects due to uncertainties from
the jet energy measurement and for modelling the mul-
tijet background. Applying a simultaneous two-dimen-
sional fit to the W boson and top-quark masses un-
folds the dependency of the top-quark mass on a global
jet scale factor. Thus systematic uncertainties affecting
the jet scale factor are mostly removed from the uncer-
tainties in the measured top-quark mass; however, this
gives rise to increased statistical uncertainty (see also
Ref. [15]).
In the independent alternative measurement, the
multijet background is modelled using an event mix-
ing procedure. Here, events with six or more jets are
composed from events with exactly five jets, two of
which are b-tagged, merged with the sixth and subse-
quent leading jets from events of an independent inclu-
sive jet sample. Kinematic similarity of the two events
to be mixed is ensured by requiring the similarity of
the transverse momenta of both the leading jets in the
two events and also of the fifth leading jets. Evalua-
tion of the systematic uncertainties described in Sect. 6
was performed for this independent analysis. This in-
vestigation showed that the alternative analysis and
the main analysis have similar sensitivities to the top-
quark mass. The alternative analysis has yielded a top-
quark mass value and a total statistical uncertainty of
mt = 174.7 ± 1.4 (stat.+ JSF) GeV with a global jet
scale factor of JSF = 1.013±0.008 (stat.), in good agree-
ment with the results presented in Sects. 5 and 6.
8 Summary
In a data set corresponding to 4.6 fb−1 of proton–proton
collisions collected by the ATLAS experiment at the
LHC at
√
s = 7 TeV, events consistent with tt¯ pairs de-
caying into a fully hadronic final state were selected. A
kinematic likelihood fit was employed to assign recon-
structed jets to the partons expected from the leading-
order hadronic decay of the intermediate tt¯ state. To
reduce the sensitivity of the analysis to the energy scale
of jets, the ratio R3/2 of the three-jet mass to the di-
jet mass was calculated. The three-jet mass calculation
combines all jets from a top-quark decay, and the dijet
mass is computed with the two jets from the hadroni-
cally decaying W boson. The multijet background was
determined by dividing the event sample into six dis-
joint sets according to the number of b-tagged jets and
the pT of the sixth jet. The background in the region of
interest is then estimated by cross-multiplication. Fit-
ting the R3/2 distribution for the top-quark mass yields
mt = 175.1± 1.4 (stat.)± 1.2 (syst.) GeV (8)
with a measured fraction of background events fbkg =
0.72±0.01. The systematic uncertainties are dominated
by the residual uncertainties from the jet energy scale
for all jets and, specifically, for b-quark jets and by the
uncertainties from hadronisation modelling. The total
uncertainty is 1.8 GeV. This result has a precision sim-
ilar to, and within uncertainties fully agrees with, the
top-quark mass measured from the fully hadronic final
state by other experiments [10, 11] and the result mea-
sured in the lepton plus jets final state and published
previously by ATLAS [15].
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