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Northwestern University
We consider optimal control of a multi-class queue in the Halfin–
Whitt regime, and revisit the notion of asymptotic optimality and
the associated optimality gaps. The existing results in the literature
for such systems provide asymptotically optimal controls with opti-
mality gaps of o(
√
n) where n is the system size, for example, the
number of servers. We construct a sequence of asymptotically op-
timal controls where the optimality gap grows logarithmically with
the system size. Our analysis relies on a sequence of Brownian con-
trol problems, whose refined structure helps us achieve the improved
optimality gaps.
1. Introduction. Queueing models with many-servers are prevalent in
modeling call centers and other large-scale service systems. They are used
for optimizing staffing and making dynamic control decisions. The complex-
ity of the underlying queueing model renders such optimization problems
intractable for exact analysis, and one needs to resort to approximations.
A prominent mode of approximate analysis is to study such systems in the
so-called Halfin–Whitt (HW) heavy-traffic regime; cf. [8]. Roughly speaking,
the analysis of a queueing system in the HW regime proceeds by scaling up
the number of servers and the arrival rate of customers in such a way that
the system load approaches one asymptotically. To be more specific, instead
of considering a single system, one considers a sequence of (closely related)
queueing systems indexed by a parameter n along which the arrival rates
and the number of servers scale up so that the system traffic intensity ρn
satisfies
√
n(1− ρn)→ β as n→∞.(1)
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In the context of dynamic control, passing to a formal limit of the (prop-
erly scaled) system dynamics equations as n→∞ gives rise to a limit dif-
fusion control problem, which is often more tractable than the original dy-
namic control problem it approximates. The approximating diffusion control
problem typically provides useful structural insights and guides the design
of good policies for the original system. Once a candidate policy is pro-
posed for the original problem of interest, its asymptotic performance can
be studied in the HW regime. The ultimate goal is to establish that the
proposed policy performs well. To this end, a useful criterion is the notion
of asymptotic optimality, which provides assurance that the optimality gap
associated with the proposed policy vanishes asymptotically under diffusion
scaling as n→∞. Hence, asymptotic optimality in this context is equivalent
to showing that the optimality gap is o(
√
n).
A central reference for our purposes is the recent paper by Atar, Man-
delbaum and Reiman [2], where the authors apply all steps of the above
scheme to the important class of problems of dynamically scheduling a mul-
ticlass queue with many identical servers in the HW regime. Specifically, [2]
considers a sequence of systems indexed by the number of servers n, where
the number of servers and the arrival rates of the various customer classes
increase with n such that the heavy-traffic condition holds; cf. equation (1).
Following the scheme described above, the authors derive an approximate
diffusion control problem through a formal limiting argument. They then
show that the diffusion control problem admits an optimal Markov pol-
icy, and that the corresponding HJB equation (a semilinear elliptic PDE)
has a unique classical solution. Using the Markov control policy and the
HJB equation, the authors propose scheduling control policies for the origi-
nal (sequence of) queueing systems of interest. Finally, they prove that the
proposed sequence of policies is asymptotically optimal under diffusion scal-
ing. Namely, the optimality gap of the proposed policy for the nth system
is o(
√
n). A similar approach is applied to more general networks in [1]. In
this paper, we study a similar queueing system (see Section 2). Our goal,
however, is to provide an improved optimality gap which, in turn, requires
a substantially different scheme than the one alluded to above.
Approximations in the HW regime for performance analysis have been
used extensively for the study of fixed policies. Given a particular policy, it
may often be difficult to calculate various performance measures in the orig-
inal queueing system. Fortunately, the corresponding approximations in the
HW regime are often more tractable. The machinery of strong approxima-
tions (cf. Cso¨rgo and Horva´th [4]) often plays a central role in such analysis.
In the context of many-server heavy-traffic analysis, with strong approxima-
tions, the arrival and service processes (under suitable assumptions on the
inter-arrival and service times) can be approximated by a diffusion process
so that the approximation error on finite intervals is O(logn) (where n is
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the number of servers as before). Therefore, it is natural to expect that,
under a given policy, the error in the diffusion approximations of the various
performance metrics is O(logn), which is indeed verified for various settings
in the literature (see, e.g., [11]).
A natural question is then whether one can go beyond the analysis of fixed
policies and achieve an optimality gap that is logarithmic in n also under
dynamic control, improving upon the usual optimality gap of o(
√
n). More
specifically, can one propose a sequence of policies (one for each system in the
sequence) where the optimality gap for the policy (associated with the nth
system) is logarithmic in n? While one hopes to get logarithmic optimality
gaps as suggested by strong approximations, it is not a priori clear if this can
be achieved under dynamic control. The purpose of this paper is to provide
a resolution to this question. Namely, we study whether one can establish
such a strong notion of asymptotic optimality and if so, then how should
one go about constructing policies which are asymptotically optimal in this
stronger sense.
Our results show that such strengthened bounds on optimality gaps can
be attained. Specifically, we construct a sequence of asymptotically optimal
policies, where the optimality gap is logarithmic in n. Our analysis reveals
that identifying (a sequence of) candidate policies requires a new approach.
To be specific, we advance a sequence of diffusion control problems (as op-
posed to just one) where the diffusion coefficient in each system depends
on the state and the control. This is contrary to the existing work on the
asymptotic analysis of queueing systems in the HW regime. In that stream
of literature, the diffusion coefficient is typically a (deterministic) constant.
Indeed, Borkar [3] views the constant diffusion coefficient as a characterizing
feature of the problems stemming from the heavy-traffic approximations in
the HW regime. Interestingly, it is essential in our work to have the diffusion
coefficient depend on the state and the control for achieving the logarithmic
optimality gap. In essence, incorporating the impact of control on the diffu-
sion coefficient allows us to track the policy performance in a more refined
manner.
While the novelty of having the diffusion coefficient depend on the control
facilitates better system performance, it also leads to a more complex dif-
fusion control problem. In particular, the associated HJB equation is fully
nonlinear; it is also nonsmooth under a linear holding cost structure. In
what follows, we show that each of the HJB equations in the sequence has
a unique smooth solution on bounded domains and that each of the diffu-
sion control problems (when considered up to a stopping time) admits an
optimal Markov control policy. Interpreting this solution appropriately in
the context of the original problem gives rise to a policy under which the
optimality gap is logarithmic in n. As in the performance analysis of fixed
policies, strong approximations will be used in the last step, where we pro-
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pose a sequence of controls for the original queueing systems, and show that
we achieve the desired performance. However, it is important to note that
strong approximation results alone are not sufficient for our results. Rather,
for the improved optimality gaps we need the refined properties of the solu-
tions to the HJB equations. Specifically, gradient estimates for the sequence
of solutions to the HJB equations (cf. Theorem 4.1) play a central role in
our proofs.
Our analysis restricts attention to a linear holding cost structure. How-
ever, we expect the analysis to go through for some other cost structures
including convex holding costs. Indeed, the analysis of the convex holding
cost case will probably be simpler as one tends to get “interior” solutions in
that case as opposed to the corner solutions in the linear cost case, which
causes nonsmoothness. One could also enrich the model by allowing aban-
donment. We expect the analysis to go through with no major changes in
these cases as well; see the discussion of possible extensions in Section 7.
For purposes of clarity, however, we chose not to incorporate these addi-
tional/alternative features because we feel that the current set-up enables
us to focus on and clearly communicate the main idea: the use of a novel
Brownian model with state/control dependent diffusion coefficient to obtain
improved optimality gaps.
Organization of the paper. Section 2 formulates the model and states the
main result. Section 3 introduces a (sequence of) Brownian control prob-
lem(s), which are then analyzed in Section 4. A performance analysis of our
proposed policy appears in Section 5. The major building blocks of the proof
are combined to establish the main result in Section 6 and some concluding
remarks appear in Section 7.
2. Problem formulation. We consider a queueing system with a single
server-pool consisting of n identical servers (indexed from 1 to n) and a set
I = {1, . . . , I} of job classes as depicted in Figure 1. Jobs of class-i arrive
according to a Poisson process with rate λi and wait in their designated
queue until their service begins. Once admitted to service, the service time
of a class-i job is distributed as an exponential random variable with rate
µi > 0. All service and interarrival times are mutually independent.
Heavy-traffic scaling. We consider a sequence of systems indexed by the
number of servers n. The superscript n will be attached to various processes
and parameters to make the dependence on n explicit. (It will be omitted
from parameters and other quantities that do not change with n.) We assume
that λni = aiλ
n for all n, where λn is the total arrival rate and ai > 0 for
i ∈ I with∑i ai = 1. This assumption is made for simplicity of notation and
presentation. Nothing changes in our results if one assumes, instead, that
λni /n→ λi and
√
n(λni /n− λi)→ λˆi as n→∞ where λi/
∑
k∈I λk = ai > 0.
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Fig. 1. A multiclass queue with many servers.
The nominal load in the nth system is then given by
Rn =
∑
i
λni
µi
= λn
∑
i
ai
µi
,
so that defining µ¯ = [
∑
i ai/µi]
−1 we have that Rn = λn/µ¯, which corre-
sponds to the nominal number of servers required to handle all the incoming
jobs. The heavy-traffic regime is then imposed by requiring that the number
of servers deviates from the nominal load by a term that is a square root
of the nominal load. Formally, we impose this by assuming that λn is such
that
n=Rn + β
√
Rn(2)
for some β ∈ (−∞,∞) that does not scale with n. Also, we define the relative
load imposed on the system by class-i jobs, denoted by νi, as follows:
νi =
ai/µi∑
k∈I ak/µk
.(3)
Note that
∑
i∈I νi = 1, and νin can be interpreted as a first-order (fluid)
estimate for the number of servers busy serving class-i customers.
2.1. System dynamics. Let Qni (t) andX
n
i (t) denote the number of class-i
jobs in the queue and in the system, respectively, at time t in the nth system.
Similarly, let Zni (t) denote the number of servers working on class-i jobs at
time t. Clearly, for all i, n, t, the following holds:
Xni (t) = Z
n
i (t) +Q
n
i (t).
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In our setting, a control corresponds to determining how many of the
class-i jobs currently in the system are placed in queue and in service for
i ∈ I . We take the process Zn as our control in the nth system. Note that
one can equivalently take the queue length process Qn as the control. (The
knowledge of either process is sufficient to pin down the evolution of the sys-
tem given the arrival, service processes and the initial conditions.) Clearly,
the control process must satisfy certain requirements for admissibility, in-
cluding the usual nonanticipativity requirement. We defer a precise mathe-
matical definition of admissible controls for now (see Definition 2.2). How-
ever, it should be clear that, given the process Zn, one can construct the
other processes of interest.
To be specific, consider a complete probability space (Ω,F ,P) and 2I
mutually independent unit-rate Poisson processes (N ai (·),N di (·), i ∈ I) on
that space. Given the primitives (N di (·),N ai (·),Xni (0),Zni (0); i ∈ I) and the
control process Zn, we construct the processes Xn,Qn as follows: for t≥ 0
and i ∈ I
Xni (t) =X
n
i (0) +N ai (λni t)−N di
(
µi
∫ t
0
Zni (s)ds
)
,(4)
Qni (t) =X
n
i (t)−Zni (t).(5)
The processes Zn,Qn,Xn must jointly satisfy the constraints
(Qn(t),Xn(t),Zn(t)) ∈ Z3I+ , e ·Zn(t)≤ n,(6)
where e is the I-dimensional vector of ones.
Controls can be preemptive or nonpreemptive. Under a nonpreemptive
control, a job that is assigned to a server keeps the server busy until its
service is completed. In particular, given a nonpreemptive control Zn, the
process Zni can decrease only through service completions of class-i jobs. In
contrast, the class of preemptive controls is broader. While it includes non-
preemptive policies, it also includes controls that (occasionally) may pre-
empt a job’s service. The preempted job is put back in the queue and its
service is resumed at a later time (possibly by a different server). Hence,
the class of preemptive controls subsumes the class of nonpreemptive ones
(which is also immediate from Definition 1 in [2]) and the cost of an opti-
mal policy among preemptive ones gives a lower bound for that among the
nonpreemptive ones.
In what follows, we will largely focus on preemptive controls, which are
easier to work with, and derive a specific policy which is near optimal in
that class. The specific policy we derive is, however, nonpreemptive, and
therefore, is near optimal among the nonpreemptive policies as well. More
specifically, the policy we propose belongs to a class which we refer to as
tracking policies.
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To facilitate the definition of tracking policies, define U ⊂RI+ as
U =
{
u ∈RI+ :
∑
i
ui = 1
}
.(7)
Also, for all i and t≥ 0, let
Xˇni (t) =X
n
i (t)− νin.(8)
Hence, the process Xˇni captures the oscillations of the process X
n
i around
its “fluid” approximation νin. Throughout our analysis, for x ∈ R we let
(x)+ =max{0, x} and (x)− =max{0,−x}.
Definition 2.1. Given a function h :RI →U , an h-tracking policy makes
resource allocation decisions in the nth system as follows:
(i) It is nonpreemptive. That is, once a server starts working on a job,
it continues without interruption until that job’s service is completed.
(ii) It is work conserving. That is, the number of busy servers satisfies
e ·Zn(t) = (e ·Xn(t))∧n for all t > 0. In particular, no server is idle as long
as there are n or more jobs in the system.
(iii) When a class-i job arrives to the system it joins the queue of class i
if all servers are busy processing other jobs. Otherwise, the lowest-indexed
idle server starts working on that job.
(iv) A server that finishes processing a job at a time t, idles if all queues
are empty. Otherwise, she starts working on a job of class i ∈ K(t−) with
probability λni /
∑
k∈K(t−) λ
n
k , where, for t > 0, the set K(t−) is defined by
K(t−) = {k ∈ I :Qk(t)− hk(Xˇn(t−))(e · Xˇn(t−))+ > 0}.(9)
Finally, if (e · Xˇn(t−))+ > 0 and K(t−) =∅, she picks for service a customer
from the lowest index nonempty queue.
Remark 2.1. For our optimality-gap bounds and, in particular, for the
proof of Theorem 5.1 it is important that the policy be such that each of the
job classes in the set K(t) gets a sufficient share of the capacity. This prevents
excessive oscillation of the queues that may compromise the optimality gaps.
Such oscillations could arise if, for example, the policy chooses for service
a job of class
i=minargmax
k∈I
{Qk(t−)− hk(Xˇn(t−))(e · Xˇn(t−))+ :Qnk(t−)> 0}.
Randomization is just one way to overcome such oscillations and, as the
proofs (specifically that of Theorem 5.1) reveal, any choice rule that guar-
antees a sufficient share of the capacity to a class in K(t−) will suffice.
Our main result shows that a (nonpreemptive) tracking policy can achieve
a near optimal performance among preemptive policies. Note that in our set-
ting under preemption, one can restrict attention to work-conserving poli-
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cies, that is, policies under which the servers never idle as long as there are
jobs to work on.1 More precisely, a control is work conserving if the following
holds for all t > 0:
e ·Qn(t) = (e · Xˇn(t))+.(10)
Hereafter, we focus on work-conserving controls. Each such control can
be mapped into a ratio control, which specifies what fraction of the total
number of jobs in queue belongs to each class. To that end, let
Uni (t) =
Qni (t)
(e ·Qn(t)) ∨ 1 .(11)
Note that the original control Zn can be recovered from the ratio control Un
as follows:
Zni (t) =X
n
i (t)−Uni (t)(e · Xˇn(t))+.
Equations (4)–(6) can then be replaced by
Xni (t) =X
n
i (0) +N ai (λni t)
(12)
−N di
(
µi
∫ t
0
(Xni (s)−Uni (s)(e · Xˇn(t))+)ds
)
,
Qni (t) = U
n
i (t)(e · Xˇn(t))+,(13)
Zni (t) =X
n
i (t)−Qni (t),(14)
Xˇni (t) =X
n
i (t)− νin,(15)
Un(t) ∈ U , Qn(t) ∈ ZI+, Xn(t) ∈ ZI+.(16)
Define the filtration
F¯t = σ{N ai (s),N di (s); i ∈ I, s≤ t}
and the σ-field
F¯∞ =
∨
t≥0
F¯t.(17)
Informally, F¯∞ contains the information about the entire evolution of the
processes (N ai ,N di , i ∈ I). A natural notion of admissibility requires that
the control is nonanticipative so that it only uses historical information
about the process Xn and about the arrivals and service completions up to
the decision epoch. To accommodate randomized policies (as the h-tracking
policy) we allow the control to use other information too as long as this
information is independent of F¯∞.
1By a coupling argument, this can be shown to hold with general queueing costs pro-
vided that there are no abandonments and that the service times are exponential; see, for
example, the coupling argument on page 1126 of [2].
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Definition 2.2. A process U = (Ui(t), t≥ 0, i ∈ I) is a ratio control for
the nth system if there exists a process Xn = (Xn,Qn,Zn, Xˇn) such that,
together with the primitives, (Xn,U) satisfies (12)–(16). The process U is an
admissible ratio control if, in addition, it is adapted to the filtration G ∨Fnt
where
Fnt = σ
{
N ai (λni s),Xni (s), µi
∫ s
0
Zni (u)du,
N di
(
µi
∫ s
0
Zni (u)du
)
; i ∈ I,0≤ s≤ t
}
,
and G is a σ-field that is independent of F¯∞. The process Xn is then said
to be the queueing process associated with the ratio control U . We let Πn
be the set of admissible ratio controls for the nth system.
Ratio controls are work conserving by definition, but they need not be
nonpreemptive in general. However, note that given a function h :RI →U ,
the (nonpreemptive) h-tracking policy corresponds to a ratio control Uh,
which is nonpreemptive. To be specific, given the primitives and the h-
tracking policy, one can construct the corresponding queueing process Xn =
(Xn,Qn,Zn, Xˇn) (see the construction after Lemma A.1). Then the ratio
control Uh is constructed using the relation (11) so that X
n and Uh jointly
satisfy (12)–(16). Hence, one can speak of the ratio control and the queueing
process associated with an h-tracking policy. Note that since the tracking
policy makes resource allocation decisions using only information on the
state of the system at the decision epoch (together with a randomization
that is independent of the history), the resulting ratio control is admissible
in the sense of Definition 2.2. The terms ratio control and h-tracking policy
appear in several places in the paper. It will be clear from the context
whether we refer to an arbitrary ratio control or to one associated with an
h-tracking policy.
We close this section by stating the main result of the paper. To that end,
let
X n = {(x, q) ∈ Z2I+ : q = u(e · x− n)+ for some u ∈ U}.(18)
That is, X n is the set on which (Xn,Qn) can obtain values under work
conservation. In this set e ·q = (e ·x−n)+ so that positive queue and idleness
do not co-exist. We let EUx,q[·] denote the expectation with respect to the
initial condition (Xn(0),Qn(0)) = (x, q) and an admissible ratio control U .
Given a ratio control U and initial conditions (x, q), the expected infinite
horizon discounted cost in the nth system is given by
Cn(x, q,U) = EUx,q
[∫ ∞
0
e−γsc ·Qn(s)ds
]
,(19)
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where c= (c1, . . . , cI)
′ is the strictly positive vector of holding cost rates and
γ > 0 is the discount rate. For (x, q) ∈X n, the value function is given by
V n(x, q) = inf
U∈Πn
E
U
x,q
[∫ ∞
0
e−γsc ·Qn(s)ds
]
.
We next state our main result.
Theorem 2.1. Fix a sequence {(xn, qn), n ∈ Z+} such that (xn, qn) ∈X n
and |xn − νn| ≤M√n for all n and some M > 0. Then, there exists a se-
quence of tracking functions {hn, n ∈ Z+} together with constants C,k > 0
(that do not depend on n) such that
Cn(xn, qn,Unh )≤ V n(xn, qn) +C logk n for all n,
where Unh is the ratio control associated with the h
n-tracking policy.
The constant k in our bound may depend on all system and cost param-
eters but not on n. In particular, it may depend on (µi, ci, ai; i ∈ I) and β.
Its value is explicitly defined after the statement of Theorem 4.1.
Theorem 2.1 implies, in particular, that the optimal performance for non-
preemptive policies is close to that among the larger family of preemptive
policies. Indeed, we identify a nonpreemptive policy (a tracking policy) in
the queueing model whose cost performance is close to the optimal value of
the preemptive control problem.
The rest of the paper is devoted to the proof of Theorem 2.1, which
proceeds by studying a sequence of auxiliary Brownian control problems.
The next subsection offers a heuristic derivation and a justification for the
relevance of the sequence of Brownian control problems to be considered in
later sections.
2.2. Toward a Brownian control problem. We proceed by deriving a se-
quence of approximating Brownian control problems heuristically, which will
be instrumental in deriving a near-optimal policy for our original control
problem. It is important to note that we derive an approximating Brownian
control problem for each n as opposed to deriving a single approximating
problem (for the entire sequence of problems). This distinction is crucial for
achieving an improved optimality gap for n large because it allows us to
tailor the approximation to each element of the sequence of systems.
To this end, let
lni = λ
n
i − µiνin for i ∈ I.
Fixing an admissible control Un for the nth system [and centering as in (8)],
we can then write (12) as
Xˇni (t) = Xˇ
n
i (0) + l
n
i t− µi
∫ t
0
(Xˇni (s)−Uni (s)(e · Xˇn(s))+)ds+ Wˇ ni (t),(20)
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where
Wˇ ni (t) =N ai (λni t)− λni t+ µi
∫ t
0
(Xˇni (s)−Uni (s)(e · Xˇn(s))+)ds
(21)
−N di
(
µi
∫ t
0
(Xˇni (s) + νin−Uni (s)(e · Xˇn(s))+)ds
)
.
In words, Wˇ ni (t) captures the deviations of the Poisson processes from their
means. It is natural to expect that an approximation result of the following
form will hold: (Xˇni , Wˇ
n
i ; i ∈ I) can be approximated by (Xˆni , Wˆ ni ; i ∈ I)
where
Xˆni (t) = Xˆ
n
i (0) + l
n
i t− µi
∫ t
0
(Xˆni (s)−Uni (s)(e · Xˆn(s))+)ds+ Wˆ ni (t),
Wˆi(t) = B˜
a
i (λ
n
i t) + B˜
S
i
(
µi
∫ t
0
(Xˆni (s) + νin−Uni (s)(e · Xˆn(s))+)ds
)
and B˜a, B˜s are I-dimensional independent standard Brownian motions. More-
over, by a time-change argument we can write (see, e.g., Theorem 4.6 in [9])
Xˆni (t) = Xˆ
n
i (0) + l
n
i t− µi
∫ t
0
Xˆni (s)−Uni (s)(e · Xˆn(s))+ ds
(22)
+
∫ t
0
√
λni + µi(Xˆ
n
i (s) + νin−Uni (s)(e · Xˆn(s))+)dBi(s),
where B is an I-dimensional standard Brownian motion constructed by set-
ting
Bi(t) =
∫ t
0
dB˜Si (µi
∫ s
0 (Xˆ
n
i (u) + νin−Uni (u)(e · Xˆn(u))+)du)√
µi(Xˆ
n
i (s) + νin−Uni (s)(e · Xˆn(s))+)
+
B˜ai (λ
n
i t)
λni t
.
Taking a leap of faith and arguing heuristically, we next consider a Brow-
nian control problem with the system dynamics
Xˆn(t) = x+
∫ t
0
bn(Xˆn(s), Uˆn(s))ds+
∫ t
0
σn(Xˆn(s), Uˆn(s))dB(t),(23)
where Uˆn will be an admissible control for the Brownian system and
bni (x,u) = l
n
i − µi(xi − ui(e · x)+)(24)
and
σni (x,u) =
√
λni + µiνin+ µi(xi− ui(e · x)+).(25)
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Note that the Brownian control problem will only be used to propose a can-
didate policy, whose near optimality will be verified from first principles
without relying on the heuristic derivations of this section.
To repeat, the preceding definition is purely formal and provided only
as a means of motivating our approach. In what follows, we will directly
state and analyze an auxiliary Brownian control problem motivated by the
above heuristic derivation. The analysis of the auxiliary Brownian control
problem lends itself to constructing near optimal policies for our original
control problem. To be more specific, the system dynamics equation (23),
and in particular, the fact that its variance is state and control dependent,
is crucial to our results. Indeed, it is this feature of the auxiliary Brownian
control problems that yields an improved optimality gap.
Needless to say, one needs to take care in interpreting (23)–(25), which
are meaningful only up to a suitably defined hitting time. In particular, to
have σn well defined, we restrict attention to the process while it is within
some bounded domain. Actually, it suffices for our purposes to fix κ > 0 and
m ≥ 3 and consider the Brownian control problem only up to the hitting
time of a ball of the form
Bnκ = {x ∈RI : |x|<κ
√
n logm n},(26)
where | · | denotes the Euclidian norm. We will fix the constantm throughout
and suppress the dependence on m from the notation. Setting
n(κ) = inf{n ∈ Z+ :σn(x,u)≥ 1 for all x ∈ Bnκ , u ∈ U},(27)
the diffusion coefficient is strictly positive for all n≥ n(κ) and x ∈ Bnκ . Note
that, for all i ∈ I , x ∈ Bnκ and u ∈ U ,
(σni (x,u))
2 ≥ λni + µiνin− 2µiκ
√
n logm n,
so that (σni (x,u))
2 ≥ µiνin/2 ≥ 1 for all sufficiently large n and, conse-
quently, n(κ)<∞.
Remark 2.2. In what follows, and, in particular, through the proof of
Theorem 2.1, the reader should note that while choosing the size of the ball
to be ǫn (with ǫ small enough) would suffice for the nondegeneracy of the
diffusion coefficient, that choice would be too large for our optimality gap
proofs.
3. An approximating diffusion control problem (ADCP). Motivated by
the discussion in the preceding section, we define admissible systems as
follows.
Definition 3.1 (Admissible systems). Fix κ > 0, n ∈ Z+ and x ∈ RI .
We refer to θ = (Ω,F , (Ft),P, Uˆ,B) as an admissible (κ,n)-system if:
(a) (Ω,F , (Ft),P) is a complete filtered probability space.
OPTIMALITY GAPS IN THE HALFIN–WHITT REGIME 13
(b) B(·) is an I-dimensional standard Brownian motion adapted to (Ft).
(c) Uˆ is U -valued, F -measurable and (Ft) progressively measurable.
The process Uˆ is said to be the control associated with θ. We also say
that Xˆ is a controlled process associated with the initial data x and an
admissible system θ if Xˆ is a continuous (Ft)-adapted process on (Ω,F ,P)
such that, almost surely, for t≤ τˆnκ ,
Xˆ(t) = x+
∫ t
0
bn(Xˆ(s), Uˆ(s))ds+
∫ t
0
σn(Xˆ(s), Uˆ(s))dB˜(t),
where bn(·, ·) and σn(·, ·) are as defined in (24) and (25), respectively, and
τˆnκ = inf{t≥ 0 : Xˆ(t) /∈ Bnκ}. Given κ > 0 and n ∈ Z+, we let Θ(κ,n) be the
set of admissible (κ,n)-systems.
The Brownian control problem then corresponds to optimally choosing an
admissible (κ,n)-system with associated control (Uˆ(t), t≥ 0) that achieves
the minimal cost in the optimization problem
Vˆ n(x,κ) = inf
θ∈Θ(κ,n)
E
θ
x
[∫ τˆnκ
0
e−γs
∑
i∈I
ciUˆi(s)(e · Xˆ(s))+ ds
]
,(28)
where Eθx[·] is the expectation operator when the initial state is x ∈RI and
the admissible system θ. Hereafter, we refer to (28) as the ADCP on Bnκ .
The following lemma shows that the Definition 3.1 is not vacuous. The proof
appears in the Appendix.
Lemma 3.1. Fix the initial state x ∈ RI , κ > 0, n ≥ n(κ) and an ad-
missible (κ,n)-system θ. Then, there exists a unique controlled process Xˆ
associated with x and θ.
To facilitate future analysis, note from the definition of τˆnk and (28) that
Vˆ n(x,κ)≤ 1
γ
(e · c)κ√n logm n.(29)
Definition 3.2 (Markov controls). We say that an admissible (κ,n)-
system θ = (Ω,F , (Ft),P, Uˆ,B) with the associated controlled process Xˆn
induces a Markov control if there exists a function gn(·) :Bnκ →U such that
Uˆ(t) = gn(Xˆn(t)) for t≤ τˆnκ . We extend the function gn to RI as follows:
hn(x) =
{
gn(x), x ∈ Bnκ ,
e1, otherwise,
(30)
where e1 is the I-dimensional vector whose first component is 1 while the
others are 0. We refer to hn(·) as the tracking function associated with the
admissible system θ.
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In what follows, a policy Uˆ will be called optimal for the approximating
diffusion control problem (ADCP) on Bnκ if there exists an admissible (κ,n)-
system θ = (Ω,F , (Ft),P, Uˆ,B) such that
Vˆ n(x,κ) = Eθx
[∫ τˆnκ
0
e−γs
∑
i∈I
ciUˆi(s)(e · Xˆ(s))+ ds
]
.
Recall that X and U are used to denote performance relevant stochastic
processes in both the Brownian model and the original queueing model, and
that we add a hat, that is, we use Xˆ and Uˆ in the context of the Brownian
model. To avoid confusion, the reader should keep in mind that hat-processes
correspond to the ADCP while the ones with no hats correspond to the
original queueing model.
Roadmap for the remainder of the paper. The main result in Theorem 2.1
builds on the following steps:
1. In Section 4 we show that for each n, the HJB equation associated with
the ADCP has a unique and sufficiently smooth solution. Using that so-
lution we advance an optimal Markov control for the ADCP together
with the corresponding tracking function. We also identify useful gradi-
ent bounds on the solutions to the sequence of HJB equations; cf. Theo-
rem 4.1.
2. In Section 5 we conduct a performance analysis of h-tracking policies in
the queueing system; cf. Theorem 5.1.
3. The result of Theorem 5.1 together with the gradient estimates in Theo-
rem 4.1 are combined in a Taylor expansion-type argument in Section 6
to complete the proof of Theorem 2.1.
As a convention, throughout the paper we use the capital letter C to
denote a constant that does not depend on n. The value of C may change
from line to line within the proofs but it will be clear from the context.
4. Solution to the ADCP. This section provides a solution for the ADCP
on Bnκ for each n ∈ Z and κ > 0. The HJB equation is a fully nonlinear and
nonsmooth PDE. As such, it requires extra care when compared with the
usual semilinear PDEs that arise in the analysis of asymptotically optimal
controls in the Halfin–Whitt regime. We will build on existing results in
the theory of PDEs and proceed through the following steps: (a) establish
the existence and uniqueness of classical solutions; (b) relate this unique
solution to the value function of the ADCP and (c) establish useful gradient
estimates on the solution for the HJB equation. The last step is not necessary
for existence and uniqueness but is important for the analysis of optimality
gaps.
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In what follows, we fix κ > 0 and n≥ n(κ) and suppress the dependence
of the solution to the HJB equation on n and κ. The following notation is
needed to introduce the HJB equation. Given a twice continuously differen-
tiable function φ, define
φi =
∂φ
∂xi
and φii =
∂2φ
∂x2i
.
Also, define the operator Anu for u ∈ U as follows:
Anuφ=
∑
i∈I
bni (·, u)φi +
1
2
∑
i∈I
(σni (·, u))2φii.(31)
Defining
L(x,u) =
∑
i∈I
ciui(e · x)+
for x ∈RI+ and u ∈ U , the HJB equation is given by
0 = inf
u∈U
{L(x,u) +Anuφ(x)− γφ(x)}.(32)
Substituting bn(·, ·) and σn(·, ·) into (32) gives
0 =−γφ(x) + (e · x)+ ·min
i∈I
{
ci + µiφi(x)− 1
2
µiφii(x)
}
(33)
+
∑
i∈I
(lni − µixi)φi(x) +
1
2
∑
i∈I
(λni + µi(νin+ xi))φii(x).
Our analysis of the HJB equation (33) draws on existing results on fully
nonlinear PDEs, and, in particular, the results on Bellman–Pucci type equa-
tions; cf. Chapter 17 of [6].
In what follows, fixing a set B ⊆ RI+, C2(B) denotes the space of twice
continuously differentiable functions from B to R. For u ∈ C2(B), we let Du
and D2u denote the gradient and the Hessian of u, respectively. The space
C2,α(B) is then the subspace of C2(B) members of which also have second
derivatives that are Ho¨lder continuous of order α. That is, a twice continu-
ously differentiable function u :RI →R is in C2,α(B) if
sup
x,y∈B,x 6=y
|D2u(x)−D2u(y)|
|x− y|α <∞,
where | · | denotes the Euclidian norm.We define dx= dist(x,∂B)= inf{|x− y|,
y∈∂B} where ∂B stands for the boundary of B and we let dx,z= min{dx, dz}.
Also, we define
|u|∗2,α,B =
2∑
j=0
[u]∗j,B + sup
x,y∈B,x 6=y
d2+αx,y
|D2u(x)−D2u(y)|
|x− y|α ,(34)
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where [u]∗j,B = supx∈B d
j
x|Dju(x)| for j = 0,1,2. Note that djx denote the jth
power of dx and, similarly, d
2+α
x,y is the (2 + α)th power of dx,y. Finally, we
let |u|∗0,B = [u]∗0,B = supx∈B |u(x)|.
In the statement of the following theorem, ej is the I-dimensional vector
with 1 in the jth place and zeros elsewhere. Also, Bnκ , m and n(κ) are as
defined in (26) and (27), respectively.
Theorem 4.1. Fix κ > 0 and n ≥ n(κ). Then, there exists 0 < α ≤ 1
(that does not depend on n) and a unique classical solution φnκ ∈ C0,1(B¯nκ)∩
C2,α(Bnκ) to the HJB equation (33) on Bnκ with the boundary condition φnκ = 0
on ∂Bnκ . Furthermore, there exists a constant C > 0 (that does not depend
on n) such that
|φnκ|∗2,α,Bnκ ≤C
√
n logk0 n,(35)
where k0 = 4m(1 + 1/α). In turn, for any ϑ < 1,
sup
x∈Bn
ϑκ
|Dφnκ(x)| ≤
C
1− ϑ log
k1 n and sup
x∈Bn
ϑκ
|D2φnκ(x)| ≤
C
1− ϑ
logk2 n√
n
(36)
with k1 = k0 −m and k2 = k0 − 2m. Also,
sup
u∈U
∣∣∣∣∑
i∈I
((φnκ)ii(y)− (φnκ)ii(x))(σni (x,u))2
∣∣∣∣
(37)
≤ C
1− ϑ log
k1 n
for all x, y ∈ Bnϑκ with |x− y| ≤ 1.
Note that (36) follows immediately from (35) through the definition of the
operation | · |∗2,α,Bnκ in (34). Henceforth, we will use ki, i= 0,1,2 for the values
given in the statement of Theorem 4.1. Moreover, the constant k appearing
in the statement of Theorem 2.1 is equal to k0 +3.
Theorem 4.1 facilitates a verification result, which we state next followed
by the proof of Theorem 4.1. Below, Vˆ n(x,κ) is the value function of the
ADCP; cf. equation (28).
Theorem 4.2. Fix κ > 0 and n≥ n(κ). Let φnκ be the unique solution to
the HJB equation (33) on Bnκ with the boundary condition φnκ = 0 on ∂Bnκ .
Then, φnκ(x) = Vˆ
n(x,κ) for all x ∈ Bnκ . Moreover, there exists a Markov
control which is optimal for the ADCP on Bnκ . The tracking function h∗,nκ
associated with this optimal Markov control is defined by h∗,nκ (x) = ein(x),
where
in(x) = minargmin
i∈I
{(
ci + µi(φ
n
κ)i(x)−
1
2
µi(φ
n
κ)ii(x)
)
(e · x)+
}
.(38)
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The HJB equation (33) has two sources of nondifferentiability. The first
source is the minimum operation and the second is the nondifferentiability
of the term (e ·x)+. The first source of nondifferentiability is covered almost
entirely by the results in [6]. To deal with the nondifferentiability of the
function (e · x)+, we use a construction by approximations. The proof of
existence and uniqueness in Theorem 4.1 follows an approximation scheme
where one replaces the nonsmooth function (e · x)+ by a smooth (param-
eterized by a) function fa(e · x). We show that the resulting “perturbed”
PDE has a unique classical solution and that as a→∞ the corresponding
sequence of solutions converges, in an appropriate sense, to a solution to (33)
which will be shown to be unique. Note that this argument is repeated for
each fixed n and κ.
To that end, given a > 0, define
fa(y) =


y, y ≥ 1
4a
,
ay2 +
1
2
y +
1
16a
, − 1
4a
≤ y ≤ 1
4a
,
0, otherwise.
(39)
Replacing (e · x)+ with fa(e · x) in (33) gives the following equation:
0 =−γφ(x) + fa(e · x) ·min
i∈I
{
ci + µiφi(x)− 1
2
µiφii(x)
}
(40)
+
∑
i∈I
(lni − µixi)φi(x) +
1
2
∑
i∈I
(λni + µi(νin+ xi))φii(x).
To simplify this further, let Γ = Bnκ ×R+ ×RI ×RI×I and for all y ∈ Γ,
define the function
F ka [y] = min{F 1a [y], . . . , F Ia [y]},(41)
where for k ∈ I and y = (x, z, p, r) ∈ Γ,
F ka [y] = fa(e · x)
[
ck + µkpk − 1
2
µkrkk
]
+
∑
i∈I
(lni − µixi)pi
(42)
+
1
2
∑
i∈I
(λni + µi(νin+ xi))rii − γz.
Then, (40) can be rewritten as
Fa[x,u(x),Du(x),D
2u(x)] = 0.(43)
In the following statement we use the gradient notation introduced at the
beginning of this section.
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Proposition 4.1. Fix κ > 0, n ≥ n(κ) and a > 0. A unique classical
solution φnκ,a ∈ C0,1(B¯nκ) ∩ C2,α(Bnκ) exists for the PDE (40) on Bnκ with the
boundary condition φnκ,a = 0 on ∂Bnκ . Moreover,
|φnκ,a|∗2,α,Bnκ ≤C|φnκ,a|∗0,Bnκ logk0 n≤ C˜(44)
for k0 = 4m(1 + 1/α) where 0 < α ≤ 1 and C > 0 do not depend on a and
n and C˜ does not depend on a. Also, φnκ,a is Lipschitz continuous on the
closure B¯nκ with a Lipschitz constant that does not depend on a (but can
depend on κ and n).
We postpone the proof of Proposition 4.1 to the Appendix and use it to
complete the proof of Theorem 4.1, followed by the proof of Theorem 4.2.
Proof of Theorem 4.1. Since we fix n and κ, they will be suppressed
below. We proceed to show the existence by an approximation argument.
To that end, fix a sequence {ak;k ∈ Z} with ak →∞ as k→∞ and let φak
be the unique solution to (40) as given by Proposition 4.1. The next step is
to show that φak has a subsequence that converges in an appropriate sense
to a function φ, which is, in fact, a solution to the HJB equation (33). To
that end, let
C2,α∗ (B) = {u ∈ C2,α(B) : |u|∗2,α,B <∞}.(45)
Then, C2,α∗ (B) is a Banach space (see, e.g., Exercise 5.2 in [6]). Since the
bound in (44) is independent of a, we have that {φak} is a bounded sequence
in C2,α∗ (B) and hence, contains a convergent subsequence. Let u be a limit
point of the sequence {φak}. Since the gradient estimates in Proposition 4.1
are independent of a, they hold also for the limit function u, that is,
|u|∗2,α,B ≤C|u|∗0,B logk0 n≤ C˜(46)
for constants α and C that are independent of n. Proposition 4.1 also guar-
antees that the global Lipschitz constant is independent of a so that we may
conclude that u ∈ C0,1(B¯) and that u= 0 on ∂B.
We will now show that u solves (33) uniquely. To show that u solves (33),
we need to show that F [u] = 0 (where F [·] is defined similar to Fa[·] with
(e ·x)+ replacing fa(e ·x)). To that end, let {ak, k ∈ Z} be the corresponding
convergent subsequence [i.e., such that φak → u in C2,α∗ (B)]. Henceforth, to
simplify notation, we write
Fakl [φakl (x)] = Fakl [x,φakl (x),Dφakl (x),D
2φakl (x)]
(and similarly for F [·]). Fix δ>0 and let B(δ)={x∈RI : |x|<κ√n logm n−δ}.
Note that since φakl → u in C2,α∗ (B) we have, in particular, the conver-
gence of (φakl (x),Dφakl (x),D
2φakl (x))→ (u(x),Du(x),D2u(x)) uniformly
in x ∈ B(δ). The equicontinuity of the function F a[·] on Γ guarantees then
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that
|Fakl [φakl (x)]−Fakl [u(x)]| ≤ ǫ(47)
for all l large enough and x ∈ B(δ). Note that supx∈RI |fa(e ·x)− (e ·x)+| ≤ ǫ
for all a large enough so that,
sup
x∈B
|Fakl [u(x)]−F [u(x)]| ≤ ǫ(48)
for all l large enough. Combining (47) and (48), we then have
sup
x∈B
|Fakl [φakl (x)]− F [u(x)]| ≤ 2ǫ
for all l large enough and x ∈ B(δ). By definition F ak [φakl (x)] = 0 for all
x ∈ B and since ǫ was arbitrary we have that F [u(x)] = 0 for all x ∈ B(δ).
Finally, since δ was arbitrary we have that F [u(x)] = 0 for all x ∈ B. We
already argued that u = 0 on ∂B, so that u solves (33) on B with u = 0
on ∂B. This concludes the proof of existence of a solution to (33) that
satisfies the gradient estimates (35).
Finally, the uniqueness of the solution to (33) follows from Corollary 17.2
in [6] noting that the function F [x, z, p, r] is indeed continuously differen-
tiable in the (z, p, r) arguments and it is decreasing in z for all (x, p, r).
Using Theorem 4.2 [which only uses the existence and uniqueness of the
solution φnκ(x) that we already established] together with (29) we have that
|φnκ|0,Bnκ = sup
x∈Bnκ
Vˆ n(x,κ)≤ 1
γ
κ
√
n logm n.
The bounds (35) and (36) now follow from (46) and we turn to prove (37).
To that end, since φnκ solves (33), fixing x, y ∈ Bnκ we have∣∣∣∣12
∑
i∈I
(λni + µi(νin+ xi))(φ
n
κ)ii(x)−
1
2
∑
i∈I
(λni + µi(νin+ yi))(φ
n
κ)ii(y)
∣∣∣∣
≤ γ|φnκ(x)− φnκ(y)|
(49)
+
∣∣∣∣(e · x)+ ·mini∈I
{
ci + µi(φ
n
κ)i(x)−
1
2
µi(φ
n
κ)ii(x)
}
− (e · y)+ ·min
i∈I
{
ci + µi(φ
n
κ)i(y)−
1
2
µi(φ
n
κ)ii(y)
}∣∣∣∣.
We will now bound each of the elements on the right-hand side. To that end,
let i(x) be as defined in (38) and for each x, z ∈ Bnϑκ define
Mni(x)(z) = ci(x) + µi(x)(φ
n
κ)i(x)(z)− 12µi(x)(φnκ)i(x)i(x)(z).
Using (36), we have by the mean value theorem that
|φnκ(x)− φnκ(y)| ≤ |x− y|max
i∈I
sup
z∈Bn
ϑκ
|(φnκ)i(z)| ≤C logk1 n(50)
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for all x, y ∈ Bnϑκ with |x− y| ≤ 1, and we turn to bound the second element
on the right-hand side of (49). Here, there are two cases to consider. Suppose
first that i(x) = i(y) = i. Then, using (36) and the mean value theorem we
have
|(φnκ)i(x)− (φnκ)i(y)| ≤ |x− y|max
i∈I
sup
z∈Bn
ϑκ
|(φnκ)ii(z)| ≤C
logk2 n√
n
and, in turn, that
|Mni (x)−Mni (y)| ≤C
logk2 n√
n
(51)
for all x, y ∈ Bnϑκ with |x−y| ≤ 1. Now, |x|∨|y| ≤ κ
√
n logm n for all x, y ∈ Bnϑκ
and, by (36), supz∈Bn
ϑκ
|(φnκ)ii(z)| ∨ |(φnκ)i(z)| ≤C logk1 n so that
|(e · x)+Mni (x)− (e · y)+Mni (y)|
≤ κ√n logm n|Mni (x)−Mni (y)|+ sup
z∈Bn
ϑκ
|Mni (z)|(52)
≤C logk1 n.
If, on the other hand, i(x) 6= i(y) then by the definition of i(·),
ci(x) + µi(x)(φ
n
κ)i(x)(x)− 12µi(x)(φnκ)i(x)i(x)(x)
≤ ci(y) + µi(y)(φnκ)i(y)(x)− 12µi(y)(φnκ)i(y)i(y)(x)
and
ci(y) + µi(y)(φ
n
κ)i(y)(y)− 12µi(y)(φnκ)i(y)i(y)(y)
≤ ci(x) + µi(x)(φnκ)i(x)(y)− 12µi(x)(φnκ)i(x)i(x)(y).
That is,
Mni(x)(x)≤Mni(y)(x) and Mni(y)(y)≤Mni(x)(y).(53)
Using (36) as before we have for x, y ∈ Bnϑκ with |x− y| ≤ 1 and i(x) 6= i(y)
that
|Mni(x)(x)−Mni(x)(y)|+ |Mni(y)(x)−Mni(y)(y)| ≤C
logk2 n√
n
.
By (53) we then have that
|Mni(x)(x)−Mni(y)(y)| ≤ |Mni(x)(x)−Mni(x)(y)|
+ |Mni(y)(x)−Mni(y)(y)|
≤C log
k2 n√
n
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for all such x and y. In turn, since |x| ∨ |y| ≤ κ√n logm n,
|(e · x)+Mni(x)(x)− (e · y)+Mni(y)(y)| ≤C logk1 n(54)
for x, y ∈ Bnϑκ with |x− y| ≤ 1 and i(x) 6= i(y). Plugging (50), (52) and (54)
into the right-hand side of (49) we get∣∣∣∣12
∑
i∈I
(λni + µi(νin+ xi))(φ
n
κ)ii(x)−
1
2
∑
i∈I
(λni + µi(νin+ yi))(φ
n
κ)ii(y)
∣∣∣∣
(55)
≤C logk1 n
for all x, y ∈ Bnϑκ with |x− y| ≤ 1. Finally, recall that
σni (x,u) =
√
λni + µiνin+ µi(xi − ui(e · x)+)
so that for all u ∈ U ,∣∣∣∣∑
i∈I
((φnκ)ii(y)− (φnκ)ii(x))(σni (x,u))2
∣∣∣∣
=
∣∣∣∣∑
i∈I
(φnκ)ii(y)(λ
n
i + µiνin+ µi(xi − ui(e · x)+))
− (φnκ)ii(x)(λni + µiνin+ µi(xi − ui(e · x)+))
∣∣∣∣
≤
∣∣∣∣12
∑
i∈I
(λni + µi(νin+ xi))(φ
n
κ)ii(x)
− 1
2
∑
i∈I
(λni + µi(νin+ yi))(φ
n
κ)ii(y)
∣∣∣∣
+
∣∣∣∣12
∑
i∈I
(φnκ)ii(x)µiui(e · x)+ − (φnκ)ii(y)µiui(e · y)+
∣∣∣∣
+
∣∣∣∣12
∑
i∈I
(φnκ)ii(y)µi(xi − yi)
∣∣∣∣.
The last two terms above are bounded by C logk1 n by (36) and using |x| ∨
|y| ≤ κ√n logm n. Together with (55) this establishes (37) and concludes the
proof of the theorem.
Proof of Theorem 4.2. Fix an initial condition x ∈ Bnκ and an admissible
(κ,n)-system θ = (Ω,F , (Ft),P, Uˆ,B) and let Xˆn be the associated controlled
process. Using Itoˆ’s lemma for the function ϕ(t, x) = e−γtφnκ(x) in conjunc-
22 B. ATA AND I. GURVICH
tion with the inequality
L(x,u) +Auφ
n
κ(x)− γφnκ(x)≥ 0 for all x ∈ Bnκ , u ∈ U
[recall that φnκ solves (33)] we have that
φnκ(x)≤ Eθx
∫ t∧τˆnκ
0
e−γsL(Xˆn(s), Uˆ(s))ds+ Eθxe
−γ(t∧τˆnκ )φnκ(Xˆ
n(t ∧ τˆnκ ))
(56)
−Eθx
∑
i∈I
∫ t∧τˆnκ
0
e−γs(φnκ)i(Xˆ
n(s))σni (Xˆ
n(s), Uˆ(s))dB(s).
Here, τˆnκ is as defined in Definition 3.1 and it is a stopping time with respect
to (Ft) because of the continuity of Xˆn. We now claim that
E
θ
x[e
−γt∧τˆnκ φnκ(Xˆ
n(t ∧ τˆnκ ))]→ 0 as t→∞.
Indeed, as φnκ is bounded on Bnκ , on the event {τˆnκ =∞} we have that
e−γ(t∧τˆ
n
κ )φnκ(X(t ∧ τˆnκ ))→ 0 as t→∞.
On the event {τˆnκ <∞} we have Xˆn(τˆnκ ) ∈ ∂B and, by the definition of τˆnκ ,
that φnκ(Xˆ
n(τˆnκ )) = 0. The convergence in expectation then follows from the
bounded convergence theorem (using again the boundedness of φnκ on Bnκ).
The last term in (56) equals zero by the optional stopping theorem.
Letting t→∞ in (56) and applying the monotone convergence theorem,
we then have
φnκ(x)≤ Eθx
[∫ τˆnκ
0
e−γsL(Xˆn(s), Uˆ(s))ds
]
.
Since the admissible system θ was arbitrary, we have that φnκ(x)≤ Vˆ n(x,κ).
To show that this inequality is actually an equality, let
hnκ(x) = ein(x),(57)
where ein(x) is as defined in the statement of the theorem.
The continuity of φnκ guarantees that the function i
n(x) is Lebesgue mea-
surable, and so is, in turn, hnκ(·). Consider now the autonomous SDE:
Xˆn(t) = x+
∫ t
0
bˆn(Xˆn(s))ds+
∫ t
0
σˆn(Xˆn(s))dB(s),(58)
where bˆn(y) = bn(y,hnκ(y)) and σˆ
n(y) = σn(y,hnκ(y)) on Bnκ . Then, bˆn and σˆn
are bounded and measurable on the bounded domain Bnκ . Also, as the ma-
trix σˆn is diagonal and the elements on the diagonal are strictly positive
on Bnκ , it is positive definite there. Hence, a weak solution exists for the
autonomous SDE (see, e.g., Theorem 6.1 of [10]). In particular, there exists
a probability space (Ω˜,G, P˜), a filtration (Gt) that satisfies the usual condi-
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tions, a Brownian motion B(t) and a continuous process Xˆn—both adapted
to (Gt), so that Xˆn satisfies the autonomous SDE (58). Finally, since Xˆn
has continuous sample paths and it is adapted, it is also progressively mea-
surable (see, e.g., Proposition 1.13 in [9]) and, by measurability of hnκ(·), so
is the process Uˆ(t) = hnκ(Xˆ
n(t)). Consequently, θ = (Ω˜,G,Gt, P˜, Uˆ,B) is an
admissible system in the sense of Definition 3.1 and Xˆn is the corresponding
controlled process.
To see that θ is optimal for the ADCP on Bnκ , note that for s < τˆnκ , we
have by the HJB equation (32) that
L(Xˆn(s), Uˆ(s)) +AUˆ(s)φ
n
κ(Xˆ
n(s))− γφnκ(Xˆn(s)) = 0.
Applying Itoˆ’s rule as before, together with the bounded and dominated
convergence theorems, we then have that
φnκ(x) = E
θ
x
[∫ τˆnκ
0
e−γsL(Xˆn(s), Uˆ(s))ds
]
and the proof is complete.
5. The performance analysis of tracking policies. This section shows
that given an optimal Markov control policy for the ADCP together with
its associated tracking function h∗,nκ , the nonpreemptive tracking policy im-
itates, in a particular sense, the performance of the Brownian system.
Theorem 5.1. Fix κ and κ′ < κ as well as a sequence {(xn, qn), n ∈ Z+}
such that (xn, qn) ∈ X n, and |xn − νn| ≤M√n for all n and some M > 0.
Let φnκ and h
∗,n
κ be as in Theorem 4.2 and define
ψn(x,u) = L(x,u) +Anuφ
n
κ(x)− γφnκ(x) for x∈ Bnκ , u ∈ U .
Let Unh be the ratio control associated with the h
∗,n
κ -tracking policy and let
X
n = (Xn,Qn,Zn, Xˇn) be the associated queueing process with the initial
conditions Qn(0) = qn and Xˇn(0) = xn − νn and define
τnκ′,T = inf{t≥ 0 : Xˇn(t) /∈ Bnκ′} ∧ T logn.
Then,
E
[∫ τn
κ′,T
0
e−γs|ψn(Xˇn(s),Unh (s))−ψn(Xˇn(s), h∗,nκ (Xˇn(s)))|ds
]
≤C logk0+3 n
for a constant C that does not depend on n.
Theorem 5.1 is proved in the Appendix. The proof builds on the gradient
estimates in Theorem 4.1 and on a state-space collapse-type result for certain
sub-intervals of [0, τnκ′,T ].
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Remark 5.1. Typically one establishes a stronger state-space collapse
result showing that the actual queue and the desired queue values are close in
supremum norm. The difficulty with the former approach is that the tracking
functions here are nonsmooth. While it is plausible that one can smooth
these functions appropriately (as is done, e.g., in [2]), such smoothing might
compromise the optimality gap. Fortunately, the weaker integral criterion
implied by Theorem 5.1 suffices for our purposes.
6. Proof of the main result. Fix κ > 0 and let φnκ be the solution to (33)
on Bnκ (see Theorem 4.1). We start with the following lemma where bni (·, ·)
and σni (·, ·) are as in (24) and (25), respectively.
Lemma 6.1. Let Un be an admissible ratio control and let Xn = (Xn,Qn,
Zn, Xˇn) be the queueing process associated with Un. Fix κ′ < κ and T > 0
and let
τnκ′,T = inf{t≥ 0 : Xˇn(t) /∈ Bnκ′} ∧ T logn.
Then, there exists a constant C that does not depend on n (but may depend
on T , κ and κ′) such that
E[e
−γτn
κ′,T φnκ(Xˇ
n(τnκ′,T ))]≤ φnκ(Xˇn(0)) +E
[∫ τn
κ′,T
0
e−γsAnUn(s)φ
n
κ(Xˇ
n(s))ds
]
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
+C logk1+1 n
≤ E[e−γτnκ′,T φnκ(Xˇn(τnκ′,T ))] + 2C logk1+1 n.
We will also use the following lemma where c = (c1, . . . , cI) are the cost
coefficients (see Section 2).
Lemma 6.2. Let (xn, qn) be as in the conditions of Theorem 2.1. Then,
there exists a constant C that does not depend on n such that
E
U
xn,qn
[∫ ∞
τn
κ′,T
e−γs(e · c)(e · Xˇn(s))+ ds
]
≤C log2 n(59)
and
E
U
xn,qn [e
−γτn
κ′ ,T φnκ(Xˇ
n(τnκ′,T ))]≤C log2 n(60)
for all n and any admissible ratio control U .
We postpone the proof of Lemma 6.1 to the end of the section and that
of Lemma 6.2 to the Appendix and proceed now to prove the main result of
the paper.
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Proof of Theorem 2.1. Let h∗,nκ be the ratio function associated with the
optimal Markov control for the ADCP (as in Theorem 4.1). Since κ is fixed
we omit the subscript κ and use hn = h∗,nκ . Let Unh be the ratio associated
with the hn-tracking policy.
The proof will proceed in three main steps. First, building on Theorem 5.1
we will show that
E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s),Unh (s))ds
]
≤ φnκ(Xˇn(0)) +C logk0+3 n.(61)
Using Lemma 6.2, this implies
Cn(xn, qn,Unh ) = E
[∫ ∞
0
e−γsL(Xˇn(s),Unh (s))ds
]
(62)
≤ φnκ(Xˇn(0)) +C logk0+3 n.
Finally, we will show that for any ratio control Un,
φnκ(Xˇ
n(0))≤ E
[∫ ∞
0
e−γsL(Xˇn(s),Un(s))ds
]
+C logk1+1 n,(63)
where we recall that k1 = k0 −m. In turn,
V n(xn, qn)≥ φnκ(xn − νn)−C logk1+1 n≥Cn(xn, qn,Unh )− 2C logk1+1 n,
which establishes the statement of the theorem.
We now turn to prove each of (61) and (63).
Proof of (61). To simplify notation we fix κ > 0 throughout and let
hn(·) = h∗,nκ . Using Lemma 6.1 we have
E[e
−γτn
κ′,T φnκ(Xˇ
n(τnκ′,T ))]
≤ φnκ(Xˇn(0)) +E
[∫ τn
κ′,T
0
e−γsAnUn
h
(s)φ
n
κ(Xˇ
n(s))ds
]
(64)
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
+C logk1+1 n.
From the definition of hn as a minimizer in the HJB equation we have that
0 = E
[∫ τn
κ′,T
0
e−γsAn
hn(Xˇn(s))
φnκ(Xˇ
n(s))ds
]
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
+E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s), hn(Xˇn(s)))ds
]
.
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By Theorem 5.1 we then have that
C logk0+3 n≥ E
[∫ τn
κ′,T
0
e−γsAnUn
h
(s)φ
n
κ(Xˇ
n(s))ds
]
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
(65)
+E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s),Unh (s))ds
]
≥ 0.
Since φnκ is nonnegative, combining (64) and (65) we have that
E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s),Unh (s))ds
]
≤ φnκ(Xˇn(0)) +C logk0+3 n,
which concludes the proof of (61).
Proof of (63). We now show that V n(x, q) ≥ φnκ(Xˇn(0)) − C logk1+1n.
To that end, fix an arbitrary ratio control Un and recall that by the HJB
equation,
Anuφ
n
κ(x)− γφnκ(x) +L(x,u)≥ 0
for all u ∈ U and x ∈ Bnκ . In turn, using the second inequality in Lemma 6.1
we have that
E[e
−γτn
κ′,T φnκ(Xˇ
n(τnκ′,T ))]
≥ φnκ(Xˇn(0))−E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s),Un(s))ds
]
− 2C logk1+1 n.
Using Lemma 6.2, we have, however, that
E[e
−γτn
κ′,Tφnκ(Xˇ
n(τnκ′,T ))]≤C log2 n
for a redefined constant C so that
C log2 n≥ φnκ(Xˇn(0))− E
[∫ τn
κ′,T
0
e−γsL(Xˇn(s),Un(s))ds
]
− 2C logk1+1 n
≥ φnκ(Xˇn(0))− E
[∫ ∞
0
e−γsL(Xˇn(s),Un(s))ds
]
− 2C logk1+1 n
and, finally,
φnκ(Xˇ
n(0))≤ E
[∫ ∞
0
e−γsL(Xˇn(s),Un(s))ds
]
+C logk1+1 n
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for a redefined constant C > 0. This concludes the proof of (63) and of the
theorem.
We end this section with the proof of Lemma 6.1 in which the following
auxiliary lemma will be of use.
Lemma 6.3. Fix κ > 0 and an admissible ratio control Un and let Xn =
(Xn,Qn,Zn, Xˇn) be the corresponding queueing process. Let
τnκ,T = inf{t≥ 0 : Xˇn(t) /∈ Bnκ} ∧ T logn,
and (Wˇ ni , i ∈ I) be as defined in (21). Then, for each i ∈ I , the process
Wˇ ni (·∧ τnκ,n) is a square integrable martingale w.r.t to the filtration (Fnt∧τn
κ,T
)
as are the processes
Mni (·) = (Wˇ ni (· ∧ τnκ,T ))2 −
∫ ·∧τn
κ,T
0
(σni (Xˇ
n(s),Un(s)))2 ds
and
Vni (·) = (Wˇ ni (· ∧ τnκ,T ))2 −
∑
s≤·∧τn
κ,T
(∆Wˇ ni (s))
2.
Lemma 6.3 follows from basic results on martingales associated with time-
changes of Poisson processes. The detailed proof appears in the Appendix.
Proof of Lemma 6.1. Note that, as in (20), Xˇn satisfies
Xˇni (t) = Xˇ
n
i (0) +
∫ t
0
bni (Xˇ
n(s),Un(s))ds+ Wˇ ni (t),
and is a semi martingale. Applying Itoˆ’s formula for semimartingales (see,
e.g., Theorem 5.92 in [14]) we have for all t≤ τnκ′,T , that
e−γtφnκ(Xˇ
n(t)) = φnκ(Xˇ
n(0))
+
∑
s≤t : |∆Xˇn(s)|>0
e−γs[φnκ(Xˇ
n(s))− φnκ(Xˇn(s−))]
−
∑
i∈I
∑
s≤t : |∆Xˇn(s)|>0
e−γs(φκ)
n
i (Xˇ
n(s))∆Xˇni (s)
+
∑
i∈I
∫ t
0
e−γs(φnκ)i(Xˇ
n(s−))bni (Xˇn(s),Un(s))ds
− γ
∫ t
0
e−γsφnκ(Xˇ
n(s))ds
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and, after rearranging terms, that
e−γtφnκ(Xˇ
n(t))
= φnκ(Xˇ
n(0)) +
1
2
∑
i∈I
∑
s≤t : |∆Xˇn(s)|>0
e−γs(φnκ)ii(Xˇ
n(s−))(∆Xˇni (s))2
+
∑
i∈I
∫ t
0
e−γs(φnκ)i(Xˇ
n(s−))bi(Xˇn(s),Un(s))ds
+Cn(t)− γ
∫ t
0
e−γsφnκ(Xˇ
n(s))ds,
where
Cn(t) =
∑
s≤t : |∆Xˇn(s)|>0
e−γs
[
φnκ(Xˇ
n(s))− φnκ(Xˇn(s−))
−
∑
i∈I
(φnκ)i(Xˇ
n(s−))∆Xˇni (s)
− 1
2
∑
i∈I
(φnκ)ii(Xˇ
n(s−))(∆Xˇni (s))2
]
.
Setting t= τnκ′,T as defined in the statement of the lemma and taking expec-
tations on both sides we have
E[e
−γτn
κ′,T φnκ(Xˇ
n(t))]
= φnκ(Xˇ
n(0)) +
∑
i∈I
E
[∫ τn
κ′,T
0
e−γs(φnκ)i(Xˇ
n(s−))bni (Xˇn(s),Un(s))ds
]
(66)
+
1
2
∑
i∈I
E
[ ∑
s≤t : |∆Xˇn(s)|>0
e−γs(φnκ)ii(Xˇ
n(s−))(∆Xˇni (s))2
]
+ E[Cn(τnκ′,T )]− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
.
We will now examine each of the elements on the right-hand side of (66).
First, note that ∆Xˇni (s) =∆Wˇ
n
i (s) and, in particular,
E
[ ∑
s≤τn
κ′,T
: |∆Xˇn(s)|>0
e−γs(φnκ)ii(Xˇ
n(s−))(∆Xˇni (s))2
]
= E
[ ∑
s≤τn
κ′,T
: |∆Xˇn(s)|>0
e−γs(φnκ)ii(Xˇ
n(s−))(∆Wˇ ni (s))2
]
.
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Using the fact that Vni , as defined in Lemma 6.3, is a martingale as well as
the fact that φnκ(Xˇ
n(s)) and its derivative processes are bounded up to τnκ′ ,
we have that the processes
V¯ni (·) :=
∫ ·∧τn
κ′,T
0
e−γs(φnκ)ii(Xˇ
n(s−))dVni (s)(67)
and
M¯ni (·) :=
∫ ·∧τn
κ′,T
0
e−γs(φnκ)ii(Xˇ
n(s−))dMni (s)(68)
are themselves martingales with V¯ni (0) = M¯ni (0) = 0 and in turn, by optional
stopping, that E[V¯ni (τnκ′,T )] = E[M¯ni (τnκ′,T )] (see, e.g., Lemma 5.45 in [14]).
In turn, by the definition of Mni (·) and Vni (·) we have
E
[ ∑
s≤τn
κ′,T
: |∆Xˇn(s)|>0
e−γs(φnκ)ii(Xˇ
n(s−))(∆Wˇ ni (s))2
]
= E
[∫ t
0
(φnκ)ii(Xˇ
n(s−))d(Wˇ ni (s))2
]
= E
[∫ τn
κ′,T
0
e−γs(φnκ)ii(Xˇ
n(s−))(σni (Xˇn(s),Un(s)))2 ds
]
.
Plugging this back into (66) we have that
E[e
−γτn
κ′,T φnκ(Xˇ
n(t))]
= φnκ(Xˇ
n(0)) +
∑
i∈I
E
[∫ τn
κ′,T
0
e−γs(φnκ)i(Xˇ
n(s−))bni (Xˇn(s),Un(s))ds
]
+
1
2
∑
i∈I
E
[∫ τn
κ′,T
0
e−γs(φnκ)ii(Xˇ
n(s−))(σni (Xˇn(s),Un(s)))2 ds
]
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
+E[Cn(τnκ′,T )],
which, using the definition of Anu in (31), yields
E[e
−γτn
κ′,T φnκ(Xˇ
n(t))]
= φnκ(Xˇ
n(0)) +E
[∫ τn
κ′,T
0
e−γsAnUn(s)φ
n
κ(Xˇ
n(s))ds
]
− γE
[∫ τn
κ′,T
0
e−γsφnκ(Xˇ
n(s))ds
]
+ E[Cn(τnκ′,T )].
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To complete the proof it then remains only to show that there exists a con-
stant C such that
|E[Cn(τnκ′,T )]| ≤C logk1+1 n.
To that end, note that by Taylor’s expansion,
φnκ(Xˇ
n(s)) = φnκ(Xˇ
n(s−)) +
∑
i∈I
(φnκ)i(Xˇ
n(s−))∆Xˇni (s)
+
1
2
∑
i∈I
(φnκ)ii(Xˇ
n(s−) + ηXˇn(s−))∆Xˇni (s),
where ηXˇn(s−) is such that Xˇ
n(s−)+ηXˇn(s−) is between Xˇn(s−) and Xˇn(s−)+
∆Xˇn(s). In turn, adding and subtracting a term, we have that
φnκ(Xˇ
n(s))− φnκ(Xˇn(s−))−
∑
i∈I
(φnκ)i(Xˇ
n(s−))∆Xˇni (s)
− 1
2
∑
i∈I
(φnκ)ii(Xˇ
n(s−))(∆Xˇni (s))2(69)
=
∑
i∈I
1
2
((φnκ)ii(Xˇ
n(s−) + ηXˇn(s−))− (φnκ)ii(Xˇn(s−)))(∆Xˇni (s))2.
Since the jumps are of size 1 and, with probability 1, there are no simulta-
neous jumps, we have that |ηXˇn(s−)| ≤ 1. Adding the discounting, summing
and taking expectations we have
E[Cn(t)]
≤ E
[ ∑
s≤t : |∆Xˇn(s)|>0
e−γs
∑
i∈I
1
2
max
y : |y|≤1
((φnκ)ii(Xˇ
n(s−) + y)(70)
− (φnκ)ii(Xˇn(s−)))(∆Xˇni (s))2
]
,
and a lower bound can be created by minimizing over y instead of maximiz-
ing. Using again the fact that ∆Xˇni (t) = ∆Wˇ
n
i (t) and that M¯ni and V¯ni as
defined in (68) and (67) are martingales, we have that
E[Cn(t)]≤ E
[∫ t
0
∑
i∈I
1
2
max
y : |y|≤1
((φnκ)ii(Xˇ
n(s−) + y)
− (φnκ)ii(Xˇn(s−)))(71)
× (σni (Xˇn(s),Un(s)))2 ds
]
.
OPTIMALITY GAPS IN THE HALFIN–WHITT REGIME 31
From (37) we have that
1
2
∣∣∣∣∑
i∈I
((φnκ)ii(y)− (φnκ)ii(x))(σni (x,u))2
∣∣∣∣≤C logk1 n(72)
for all u ∈ U and x, y ∈ Bnκ′ with |x− y| ≤ 1. The proof is then concluded by
plugging (72) into (71), setting t = τnκ′,T and recalling that we can repeat
all the above steps to obtain a lower bound in (71) by replacing maxy : |y|≤1
with miny : |y|≤1 in (70).
7. Concluding remarks. This paper proposes a novel approach for solv-
ing problems of dynamic control of queueing systems in the Halfin–Whitt
many-server heavy-traffic regime. Its main contribution is the use of Brow-
nian approximations to construct controls that achieve optimality gaps that
are logarithmic in the system size. This should be contrasted with the opti-
mality gaps of size o(
√
n) that are common in the literature on asymptotic
optimality. A distinguishing feature of our approach is the use of a sequence
of Brownian control problems rather than a single (limit) problem. Having
an entire sequence of approximating problems allows us to perform a more
refined analysis, resulting in the improved optimality gap.
In further contrast with the earlier literature, in each of these Brownian
problems the diffusion coefficient depends on both the system state and the
control. Incorporating the impact of control on diffusion coefficients allows
us to track the performance of the policy better but, at the same time, it
leads to a more complex diffusion control problem in which the associated
HJB equation is fully nonlinear and nonsmooth. For each Brownian prob-
lem, we show that the HJB equation has a sufficiently smooth solution that
coincides with the value function and that admits an optimal Markov pol-
icy. Most importantly, we derive useful gradient estimates that apply to the
whole sequence and bound the growth rate of the gradients with the system
size. These bounds are crucial for controlling the approximation errors when
analyzing the original queueing system under the proposed tracking control.
The motivating intuition behind our approximation scheme is that the
value functions of each queueing system and its corresponding Brownian
control problem ought to be close. In particular, the optimal control for the
Brownian problem should perform well for the queueing system. Moreover,
the optimal Markov control of the Brownian problem can be approximated
by a ratio (or tracking) control for the queueing system. While these ob-
servations are “correct” at a high level, they need to be qualified further.
Our analysis underscores two sources of approximation errors that need to
be addressed in order to obtain the refined optimality gaps. First, the value
function of the Brownian control problem may be substantially different
than that of the (preemptive) optimal control problem for the queueing sys-
tem. This difference must be quantified relative to the system size, which
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we do indirectly through the gradient estimates for the value function of the
Brownian control problem; this is manifested, for example, in the proof of
Lemma 6.1.
The second source of error is in trying to imitate the optimal ratio control
of the approximating Brownian control by a tracking control in the corre-
sponding queueing system. The error arises because we insist on having
a nonpreemptive control for the queueing system. Whereas under a preemp-
tive control, one may be able to rearrange the queues instantaneously to
match the tracking function of the Brownian system, this is not possible
with nonpreemptive controls. Instead, we carefully construct and analyze
the performance of the proposed nonpreemptive tracking policy. In doing
so, we prove that the tracking control imitates closely the Brownian system
with respect to a specific integrated functional of the queueing dynamics
(see Theorem 5.1 and Remark 5.1). Here too, the gradient estimates for the
value function of the Brownian system play a key role.
While the focus of this paper has been a relatively simple model to il-
lustrate the key ideas behind our approach and the important steps in the
analysis, we expect that similar results can be established in the cases of
impatient customers, more general cost structures as well as more general
network structures.
As suggested by the preceding analysis, the viability of these extensions
and others will depend on whether it is possible to (a) solve the sequence of
Brownian control problems and establish the necessary gradient estimates
and (b) establish the corresponding approximation result for the nonpre-
emptive tracking control.
While we expect that the results of [6] on fully nonlinear elliptic PDEs
can be invoked for the more general settings, extending our analysis which
builds on those results may not be always straightforward. In particular, it
is not immediately obvious how to generalize the proof of the tracking result
in Theorem 5.1 to more general settings.
Nevertheless, we can make some observations about the extensions men-
tioned above:
• General convex costs. As discussed in the Introduction, the analysis of
the convex holding cost case will probably be simpler as one tends to
get “interior” solutions in that case as opposed to the corner solutions
in the linear cost case, which causes nonsmoothness. We expect that the
enhanced smoothness (relative to the linear holding cost case) will sim-
plify the analysis of the HJB equations as well as that of the tracking
performance.
• Abandonment. Our starting point in the analysis is that, among preemp-
tive policies, work conserving policies are optimal. This is not, in general,
true when customers are impatient and may abandon while waiting (see
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the discussion in Section 5.1 of [2]). As is the case in [2], our analysis
will go through also for the case of impatient customers provided that the
cost structure is such that work conservation is optimal among preemptive
policies.
• General networks. Inspired by the generalization of [2], by Atar [1], to
tree-like networks, we expect, for example, that such a generalization is
viable in our setting as well. Indeed, we expect that the analysis of the
(sequence of) HJB equations and the sequence of ADCPs be fairly similar
for the tree-like network setting. We expect that, in that more general
setting, it would be more complicated to bound the performance of the
tracking policies as in Theorem 5.1.
APPENDIX
Proof of Lemma 3.1. Up to τnκ , both functions b
n(·, u) and σn(·, u) are
bounded and Lipschitz continuous (uniformly in u). With these conditions
satisfied, strong existence and uniqueness follow as in Appendix D of [5].
Specifically, strong existence follows by successive approximations as in the
proof of Theorem 2.9 of [9] and uniqueness follows as in Theorem 2.5 there.
Proof of Proposition 4.1. Fix κ > 0, n ∈ Z+ and a > 0. Recall that (40)
corresponds to finding φnκ,a ∈ C2(B) such that
0 = Fa[x,φ
n
κ,a(x),Dφ
n
κ,a(x),D
2φnκ,a(x)], x ∈ B,(73)
and so that φnκ,a = 0 on ∂B where Fa[·] is as defined in (41). Then, Propo-
sition 4.1 will follow from Theorem 17.18 in [6] upon verifying certain con-
ditions. The gradient estimates will also follow from [6] by carefully tracing
some constants to identify their dependence on κ,n and a.
To that end, note that the function F ia(x, z, p, r) [as defined in (42)] is
linear in the (z, p, r) arguments for all k ∈ I and x ∈ B. In turn, this func-
tion is concave in these arguments. Hence, to apply Theorem 17.18 of [6]
it remains to establish that condition (17.53) of [6] is satisfied for each of
these functions. In the following we suppress the constant a > 0 from the
notation. It suffices to show that there exist constants
¯
Λ ≤ Λ¯ and η such
that uniformly in k ∈ I , y = (x, z, p, r) ∈ Γ, and ξ ∈RI
0<
¯
Λ|ξ2| ≤
∑
i,j
F ki,j [y]ξiξj ≤ Λ¯|ξ|2,(74)
max{|F kp [y]|, |F kz [y]|, |F krx[y]|, |F kpx[y]|, |F kzx[y]|} ≤ η¯Λ,(75)
max{|F kx [y]|, |F kxx[y]|} ≤ η¯Λ(1 + |p|+ |r|),(76)
where
F ki,j(x, z, p, r) =
∂
∂rij
F k(x, z, p, r), F kxl(x, z, p, r) =
∂
∂xl
F k(x, z, p, r)
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and
(F krx(x, z, p, r))ilj =
∂2
∂ril ∂xj
F k(x, z, p, r).
The other cross-derivatives are defined similarly. We will show that we can
choose
¯
Λ = ε0n, Λ¯ = ε1n, η = ε2 for constants ε0, ε1 and ε2 that do not de-
pend on n and a—this will be important in establishing the aforementioned
gradient estimates. To establish (74) note that, given ξ ∈RI ,
F kijξiξj =


1
2(λ
n
i + µi(νin+ xi))ξ
2
i , for i= j, i 6= k,
1
2(λ
n
i + µi(νin+ xi))ξ
2
i − 12f(e · x), for i= j = k,
0, otherwise.
(77)
Hence, ∑
i,j
F kijξiξj =
1
2
∑
i∈I
(λni + µi(νin+ xi))ξ
2
i −
1
2
f(e · x)ξ2k.
Consequently, for (x, z, r, p) ∈ Γ we have that∑
i,j
F kijξiξj ≤ I(λ+ µmaxn+ µmaxκ
√
n logm n)
∑
i∈I
ξ2i +
1
2
κ
√
n logm nξ2k,
where µmax = maxk µk. In particular, we can choose ε1 > 0 so that for all
n ∈ Z, ∑
i,j
F kijξiξj ≤ ε1n.
To obtain the lower bound note that, for y ∈ Γ,∑
i,j
F kijξiξj ≥
1
2
(
min
i∈I
λni +min
i∈I
µiκ
√
n logm n
)∑
i∈I
ξ2i −
1
2
ξ2kκ
√
n logm n.
Hence, we can find ε0 > 0 such that for all n,∑
i,j
F kijξiξj ≥ ε0n.
Note that above ε0 and ε1 can depend on κ but they do not depend on n
and a. Hence, we have established (74) and we turn to (75). To that end,
note that
F kpk(x, z, p, r) = f(e · x) + lnk − µkxk and
(78)
F kpi(x, z, p, r) = l
n
i − µixi for i 6= k.
Therefore,
|F kp | ≤ (e · x)+ + 1+
∑
i
|lni + µixi|
≤ Iκ√n logm n+ 1+ Imax
i
(|lni |+ µiκ
√
n logm n),
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where we used the simple observation that f(e · x) ≤ (e · x)+ + 1. Clearly,
we can choose ε2 so that |F kp | ≤ ε2ε0
√
n logm n. Also F kz = −γ and Fzx = 0
so that by re-choosing ε2 large enough we have max{|F kz [y]|, |F kzx[y]|} ≤
ε2ε0
√
n logn. Finally, by (77) we have that
F krijxl = 0 for i 6= j,
F kriixj = 0 for i 6= k, i 6= j,
F kriixi =
1
2
µi for i 6= k,
F kriixi =
1
2
µi for i 6= k,
F krkkxk =
1
2
µk − 1
2
∂
∂xk
f(e · x),
F krkkxj =
1
2
∂
∂xk
f(e · x) for j 6= k.
Thus,
|F krx|2 ≤
∑
l∈I
1
2
∣∣∣∣ ∂∂xl f(e · x)
∣∣∣∣
2
+
1
2
µmax ≤ 1
2
(1 + µmax),
where we used the fact that f(·) is continuously differentiable with Lipschitz
constant 1 (independently of a). Finally,
F kxi =
∂
∂xi
f(e · x)
(
ck + µkpk − 1
2
µkrkk
)
− µipi+ 1
2
µirii,
so that
|F kxi | ≤ |ck|+ µk|p|+ 12µk|r|+ µi|p|+ 12µi|r|.(79)
Also, note that
F kxixj =
∂
∂xi ∂xj
f(e · x)
(
ck + pk − 1
2
rkk
)
,
so that
F kxixj =
{
2[ck + µkpk − 12µkrkk], if |e · x| ≤ 14 ,
0, otherwise.
Combining the above gives
|F kxx| ≤ ε2ε0(1 + |p|+ |r|)
for suitably redefined ε2 which concludes the proof that the conditions (74)–
(76) hold with Λ¯ = ε1n,
¯
Λ = ε0n and η = ε2. Having verified these conditions,
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the existence and uniqueness of the solution φnκ,a to (40) now follows from
Theorem 17.18 in [6].
To obtain the gradient estimates in (44) we first outline how the solu-
tion φnk,a is obtained in [6] as a limit of solutions to smoothed equations (we
refer the reader to [6], page 466, for the more elaborate description). To that
end, let F ia be as defined in (42) and for y ∈ Γ define
F h[y] =Gh(F
1
a [y], . . . , F
I
a [y]),(80)
where
Gh(y) = h
−I
∫
y¯∈RI
ρ
(
y− y¯
h
)
G0(y¯)dy¯
and G0(x) = mini∈I xi and ρ(·) is a mollifier on RI (see [6], page 466). F h
satisfies all the bounds in (74)–(76) uniformly in h; cf. [6], page 466. Then,
there exists a unique solution uh for the equations
F h[uh] = 0(81)
on Bnκ with uh = 0 on ∂Bnκ .
The solution φnκ,a is now obtained as a limit of {uh} in the space C2,α∗ (B)
as defined in (45). Moreover, since the gradient bounds are shown in [6] to
be independent of h, it suffices for our purposes to fix h and focus on the
construction of the gradient bounds.
Our starting point is the bound at the bottom of page 461 of [6] by which
|uh|∗2,α,Bnκ ≤ Cˇ(a,n)(1 + |uh|∗2,Bnκ ),(82)
where |uh|∗2,Bnκ =
∑2
j=0[u
h]∗j,B and [·]∗j,B, j = 0,1,2, are as defined in Section 4.
The constant α(a,n) depends only on the number of classes I and on Λ¯/
¯
Λ
(see [6], top of page 461) and this fraction equals, in our context, to ε1/ε0
and is thus constant and independent of n and a.
We will address the constant Cˇ(a,n) shortly. We first argue how one
proceeds from (82). Fix 0 < δ < 1, let ǫ= δ/Cˇ(a,n) and C(ǫ) = 2/(ǫ/8)1/α
(see [6], top of page 132). Then, applying an interpolation inequality (see [6],
bottom of page 461 and Lemma 6.32 on page 130), it is obtained that
|uh|∗2,0,Bnκ ≤C(ǫ)|uh|∗0,Ω + ǫ|uh|∗2,α,Bnκ .
Plugging this back into (82) one then has
|uh|∗2,α,Bnκ ≤ Cˇ(a,n)
(
1 + C¯Cˇ(a,n)1/α|uh|∗0,Bnκ +
δ
Cˇ(a,n)
|uh|∗2,α,Bnκ
)
for a constant C¯ that depends only on δ and α. In turn,
|uh|∗2,α,Bnκ ≤ C¯(Cˇ(a,n))1+1/α|uh|∗0,Bnκ
for a constant C¯ that does not depend on a or n.
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Hence, to obtain the required bound in (44) it remains only to
bound Cˇ(a,n). Following [6], building on equation (17.51) of [6], Cˇ(a,n)
is the (minimal) constant that satisfies
C(1 +M2)(1 + µ˜R0 + µ¯R
2
0)≤ Cˇ(a,n)(1 + |uh|∗2,B),(83)
where (as stated in [6], bottom of page 460) the (redefined) constant C
depends only on the number of class I and on Λ¯/
¯
Λ = ε1/ε0. The constants µ˜
and µ¯ are defined in [6] and we will explicitly define them shortly. Here one
should not confuse µ¯ with the average service rate in our system. In what
follows µ¯ will only be used as the constant in [6]. We now bound constants µ˜
and µ¯. These are defined by
µ˜=
D0
¯
Λ(1 +M2)
, µ¯=
C(I)
¯
Λ
(
A20
¯
Λǫ
+
B0
1 +M2
)
,
D0 = sup
x,y∈B
{|F hx (y,uh(y),Duh(y),D2uh(x))|
+ |F hz (y,uh(y),Duh(y),D2uh(x))||Duh(y)|
+ |F hp (y,uh(y),Duh(y),D2uh(x))||D2uh(y)|},
A0 = sup
B
{|F hrx|+ |F hp |},
B0 = sup
B
{|Fpx||D2uh|+ |Fz||D2uh|+ |Fzx||Duh|+ |Fxx|},
where C(I) is a constant that depends only on the number of classes I , ǫ ∈
(0,1) is arbitrary and fixed (independent of n and a) and M2 = supB |D2uh|.
The constants µ¯, µ˜ andM2 are defined in [6], pages 456–460, and A0 and B0
are as on page 461 there.
We note that F hz is a constant, F
h
p is bounded by C¯
√
n logm n for some
constant C¯ [see (44)] that depends only on κ and, by (79), |F hx | ≤ ε2ε0(1 +
|p|+ |r|). In turn, D0 ≤ 4ε2ε0
√
n logm n supB(1 + |Duh|+ |D2uh|). Arguing
similarly for A0 and B0 we find that there exists a constant C¯ (that does
not depend on n and a) such that
A0 ≤ C¯
√
n logm n and B0 ≤ C¯ sup
B
(1 + |Duh|+ |D2uh|),
which in turn implies the existence of a redefined constant C¯ such that
µ˜≤ C¯ log
m n√
n(1 +M2)
sup
B
(1 + |Duh|+ |D2uh|)
and
µ¯≤ C¯ log
2m n
n
+
C¯
n(1 +M2)
sup
B
(1 + |Duh|+ |D2uh|).
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The proof of the bound is concluded by plugging these back into (83) and
setting R0 = κ
√
n logm n there to get that
Cˇ(a,n)≤C log4m(1+1/α) n
for some C that does not depend on a and n.
The constant C˜ on the right-hand side of (44) (which can depend on n
but does not depend on a) is argued as in the proof of Theorem 17.17 in [6]
and we conclude the proof by noting that the global Lipschitz constant (that
we allow to depend on n) follows from Theorem 7.2 in [13].
We next turn to proof of Theorem 5.1. First, we will explicitly construct
the queueing process under the h-tracking policy and state a lemma that will
be of use in the proof of the theorem. Define Ani (t) =N ai (λni t) so that Ani
is the arrival process of class-i customers. Given a ratio control Un and
the associated queueing process Xn = (Xn,Qn,Zn, Xˇn), Wˇ n is as defined
in (21). Also, we define
Dn(t) =
∑
i∈I
N di
(
µi
∫ t
0
Zni (s)ds
)
.
That is, Dn(t) is the total number of service completions by time t in the
nth system.
For the construction of the queueing process under the tracking policy
we define a family of processes {Ani,H, i ∈ I,H⊂ I} as follows: let {ξlK; l ∈
Z+,K⊂ I} be a family of i.i.d uniform [0,1] random variables independent
of F¯∞ as defined in (17). For each K⊂ I , define the processes (Ani,H, i ∈ I)
by
Ani,H(t) =
Dn(t)∑
l=1
1
{∑
k<i,k∈Hλk
1∨∑k∈H λk < ξlK ≤
∑
k≤i,k∈Hλk
1∨∑k∈H λk
}
.(84)
We note that for any strict subset H ⊂ I and i ∈ K, the probability
that a jump of Dn(t) results in a jump of Ani,H is equal to λni /
∑
k∈H λ
n
k =
ai/
∑
k∈H ak and is strictly greater than λ
n
i /
∑
k∈I λ
n
k = ai. We define
ǫi = min
H⊂I
ai − ai∑
k∈H ak
,(85)
and note that ǫi > 0 by our assumption that ai > 0 for all i ∈ I (see Sec-
tion 2). Let ǫ¯=mini ǫi/4.
Note that at time intervals in which i ∈ K(·) = H (see Definition 2.1)
for some ∅ 6=H⊂ I , the process Ani,H jumps with probability λni /
∑
k∈H λk
whenever a server becomes available (i.e., upon a jump of Dn). In turn, we
will use the processes {Ani,H, i ∈ I,H⊂ I} to generate (randomized) admis-
sions to service of class-i customers under the h-tracking policy.
More specifically, under the h-tracking policy (see Definition 2.1) a cus-
tomer from the class-i queue enters service in the following events:
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(i) A class-i customer that arrives at time t enters service immediately
if there are idle servers, that is, if (e · Xˇn(t−))− > 0.
(ii) If a server becomes available at time t (corresponding to a jump
of Dn) and t is such that i ∈ K(t−) = H ⊂ I , then a customer from the
class-i queue is admitted to service at time t with probability λni /
∑
k∈H λk.
This admission to service corresponds to a jump of the process Ani,H as
defined in (84).
(iii) If a server becomes available at time t (corresponding to a jump
of Dn) and t is such that K(t−) = ∅ and i =min{k ∈ I :Qni (t) > 0}, then
a class-i customer is admitted to service.
Formally, the queueing process Xn = (Xn,Qn,Zn, Xˇn) satisfies
Zni (t) = Z
n
i (0) +
∫ t
0
1{(e · Xˇn(s))− > 0}dAni (s)
+
∑
H⊂I
∫ t
0
1{i ∈K(s−),K(s−) =H}dAni,H(s)
+
∫ t
0
1{K(s−) =∅, i=min{k ∈ I :Qnk(s−)> 0}}dDn(s)
−N di
(
µi
∫ t
0
Zni (s)ds
)
, i ∈ I,
Xni (t) =X
n
i (0) +A
n
i (t)−N di
(
µi
∫ t
0
Zni (s)ds
)
, i ∈ I,
Qni (t) =X
n
i (t)−Zni (t), i ∈ I.
The second, third and fourth terms on the right-hand side of the equation
for Zni correspond, respectively, to the events described by items (i)–(iii)
above. Finally, Xˇn is defined from Xn as in (8). The fact that the above
system of equations has a unique solution is proved by induction on arrival
and service completions times (see, e.g., the proof of Theorem 9.2 of [11]).
Clearly, Xn satisfies (12)–(16) with Uni there constructed from Q
n using (11).
We note that, with this construction, the tracking policy is admissible
in the sense of Definition 2.2. Also, it will be useful for the proof of Theo-
rem 5.1 to note that with this construction, if [s, t] is an interval such that
i ∈K(u)⊂ I for all u ∈ [s, t] then
Qni (t)−Qni (s) =Ani (t)−Ani (s)−
∑
H⊂I
∫ t
s
1{K(u−) =H}dAni,H(u).(86)
Before proceeding to the proof of Theorem 5.1 the following lemma pro-
vides preliminary bounds for arbitrary ratio controls.
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Lemma A.1. Fix κ,T > 0 and a ratio control Un, let Xn = (Xn,Qn,
Zn, Xˇn) be the associated queueing process and define
τnκ,T = inf{t≥ 0 : Xˇn(t) /∈ Bnκ} ∧ T logn.
Then, there exist constants C1,C2,K0 > 0 (that depend on T and κ but that
do not depend on n or on the ratio control Un) such that for all K >K0
and all n large enough,
P
{
sup
0≤t≤2T logn
|Wˇ n(t)|>K√n logn
}
(87)
≤C1e−C2K logn,
P{|Xˇn(t)− Xˇn(s)|> ((t− s) + (t− s)2)K√n logn+K logn,
for some s < t≤ 2T logn}(88)
≤C1e−C2K logn,
P{|Ani (t)−Ani (s)− λni (t− s)|> ǫ¯n(t− s) +K logn
for some s < t≤ τnκ,T}(89)
≤C1e−C2K logn, i ∈ I,
P
{∣∣∣∣Dn(t)−Dn(s)−∑
i
µiνin(t− s)
∣∣∣∣> ǫ¯n(t− s) +K logn
for some s < t≤ τnκ,T
}
(90)
≤C1e−C2K logn,
P
{
Ani,H(t)−Ani,H(s)− λni (t− s)≤
ǫi
2
n(t− s)−K logn
for some s < t≤ τnκ,T
}
(91)
≤C1e−C2K logn, i ∈ I,K⊂ I.
Proof. Equation (87) follows from strong approximations (see, e.g.,
Lemma 2.2. in [4]) and known bounds on the supremum of Brownian mo-
tion (see, e.g., equation 2.1.53 in [4]). Equation (88) then follows using this
bound together with (52) in [2] but with Xn(t) −Xn(s) instead of Xn(t)
(in the notation of [2] Wˇ n is Wˆ n). Equations (89)–(91) follow by carefully
constructing and bounding the increments. We outline the proof of (89) and
the others follow similarly. To that end, note that given K and for all n
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large enough
{|Ani (t)−Ani (s)− λni (t− s)| ≤ ǫ¯n(t− s) +K logn,
for all 0≤ s≤ t≤ 2T logn}
⊇
{
max
l≤Nni
max
j≥0 : j logl n≤3T logn
|Aj,l,ni − λni / logl n|√
λni / log
l n
≤K
√
logn
}
,
where Aj,l,ni = A
n
i ((j + 1)/ log
l n) − Ani (j/ logl n) and N = max{l : logl n ≤
λni / logn}. Indeed, given an interval [s, t) we can construct it from smaller
intervals. Starting with l= 0, we fit as many intervals of size 1 into [s, t), we
then continue to fit as many intervals of size 1/ logn to the uncovered part of
the interval and continue sequentially in l. We omit the simple and detailed
construction. Note that with such construction, given an interval [s, t), its
covering uses at most logn intervals of size logl n for each l ≥ 0. Also, note
that Nni ≤ C logn for all n and some constant C. From here, using strong
approximations (or bounds for Poisson random variables as in [7]) we have,
for each j and l, that
P
{ |Aj,l,ni − λni / logl n|√
λni / log
l n
>K
√
logn
}
≤C1e−C2K logn.
Since the number of intervals considered is of the order of n logn, the bound
follows with redefined constants C1 and C2. 
Proof of Theorem 5.1. Since κ is fixed throughout we use hn(·) = h∗,nκ (·).
As in the statement of the theorem, let
ψn(x,u) = L(x,u) +Anuφ
n
κ(x)− γφnκ(x) for x ∈ Bnκ , u ∈ U ,
so that by the definition of Anu(x) we have
ψn(x,u) =−γφnκ(x)
+ (e · x)+ ·
∑
i∈I
ui
{
ci + µi(φ
n
κ)i(x)− µi
1
2
(φnκ)ii(x)
}
(92)
+
∑
i∈I
(lni − µixi)(φnκ)i(x) +
1
2
∑
i∈I
(λni + µi(νin+ xi))(φ
n
κ)ii(x).
Defining, as before,
Mni (z) = ci + µi(φ
n
κ)i(z)− 12µi(φnκ)ii(z),
we have that
ψn(x,u)−ψn(x, v) = (e · x)+
(∑
i∈I
viM
n
i (x)−
∑
i∈I
uiM
n
i (x)
)
.
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Let Un be the ratio control associated with the hn-tracking policy, let Xn =
(Xn,Qn,Zn, Xˇn) be the associated queueing process and define
ψˇn(s) = ψn(Xˇn(s),Un(s))−ψn(Xˇn(s), hn(Xˇn(s)))
= (e · Xˇn(s))+
∑
i∈I
hni (Xˇ
n(s))Mni (Xˇ
n(s))(93)
− (e · Xˇn(s))+
∑
i∈I
Uni (s)M
n
i (Xˇ
n(s)).
Recall that, by construction, Qni (s) = (e · Xˇn(s))+Uni (s) so that (93) can be
re-written as
ψˇn(s) = ψn(Xˇn(s),Un(s))−ψn(Xˇn(s), hn(Xˇn(s)))
= (e · Xˇn(s))+
∑
i∈I
hni (Xˇ
n(s))Mni (Xˇ
n(s))
−
∑
i∈I
Qni (s)M
n
i (Xˇ
n(s)).
The theorem will be proved if we show that
E
[∫ τn
κ′,T
0
e−γs|ψˇn(s)|ds
]
≤C logk0+3 n.(94)
To that end, define a sequence of times {τnl } as follows:
τnl+1 = inf{t > τnl :hn(Xˇn(t)) 6= hn(Xˇn(τnl ))} ∧ τnκ′,T for l≥ 0,
where τn0 = η
n ∧ τnκ′,T and
ηn = t0
logm n√
n
(95)
for t0 = 4κ/ǫi with ǫi =minH⊂I ai − ai∑
k∈H ak
as in (85). Finally, we define
rn = sup{l ∈ Z+ : τnl ≤ τnκ′,T} and set τnrn+1 = τnκ′,T . We then have∫ τn
κ′,T
0
e−γs|ψˇn(s)|ds
=
rn+1∑
l=1
∫ τn
l
τn
l−1
e−γs|ψˇn(s)|ds
=
rn+1∑
l=1
(∫ (τn
l−1+η
n)∧τn
l
τn
l−1
e−γs|ψˇn(s)|ds+
∫ τn
l
∨(τn
l−1+η
n)
τn
l−1+η
n
e−γs|ψˇn(s)|ds
)
.
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The proof is now divided into three parts. We will show that, under the
conditions of the theorem,
E
[
sup
1≤l≤rn+1
sup
τn
l−1≤s<(τ
n
l−1+η
n)∧τn
l
|ψˇn(s)|
]
≤C logk0+2 n,(96)
E
[
sup
1≤l≤rn+1
sup
(τn
l−1+η
n)≤s<τl∨(τ
n
l−1+η
n)
|ψˇn(s)|
]
≤C logk0+2 n,(97)
where we define sup(τn
l−1+η
n)≤s<τn
l
∨(τn
l−1+η
n) |ψˇn(s)|= 0 if τnl ≤ τnl−1+ ηn. Fi-
nally, we will show that
E
[∫ ηn∧τn
κ′,T
0
|ψˇn(s)ds|
]
≤C logk0 n.(98)
The proof of (96) hinges on the fact that, sufficiently close to a change
point τnl , all the customer classes, i, for which h
n
i (Xˇ
n(s)) = 1 for some s
in a neighborhood of τnl , will have similar values of M
n
i (Xˇ
n(s)). This will
follow from our gradient estimates for φnκ. The proof of (97) hinges on the
fact that, ηn time units after a change point τnl the queues of all the classes
for which hn(Xˇn(τnl )) = 0 are small because, under the tracking policy, these
classes receive a significant share of the capacity.
Toward formalizing this intuition, define the following event on the un-
derlying probability space:
Ω˜(K) = {|Xˇn(t)− Xˇn(s)| ≤K√n log2 n(t− s) +K logn,
for all s < t≤ τnκ,T}
∩H⊂I
{
Ani,H(t)−Ani,H(s)− λni (t− s)≥
ǫi
2
n(t− s)−K logn
for all s < t≤ τnκ,T
}
∩i∈I {|Ani (t)−Ani (s)− λni (t− s)| ≤ ǫ¯n(t− s) +K logn
for all s < t≤ τnκ,T}.
For each 0≤ t≤ τnκ′,T and i ∈ I let
ςˇni (t) = sup{s≤ t :hni (Xˇn(s)) = 1},(99)
ς˜ni (t) = inf{s≥ t :hni (Xˇn(s)) = 1} ∧ τnκ′,T(100)
and
ςˆni (t) =
{
ςˇni (t) + η
n, if Qni (t)> 4K logn,
t, otherwise.
(101)
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Then, we claim that on Ω˜(K) and for all t with ς˜ni (t)> ςˆ
n
i (t),
sup
ςˆni (t)≤s<ς˜
n
i (t)
|(e · Xˇn(s))+Uni (s)− (e · Xˇn(s))+hni (Xˇn(s))|
(102)
≤ 12K logn.
Note that since hni (·) ∈ {0,1}, the above is equivalently written as
sup
ςˆni (t)≤s<ς˜
n
i (t)
Qni (s)≤ 12K logn.(103)
In words, when the process Xˇn(t) enters a region in which hni (Xˇ
n(·)) = 0
the queue of class i will be drained up to 12K logn within at most ηn time
units and it will remain there up to ς˜ni (t). We postpone the proof of (102)
and use it in proceeding with the proof of the theorem.
To that end, fix l≥ 0 and let
j∗l =minargmin
i∈I
Mni (Xˇ
n(τnl )).
Then, by the definition of the function hn in (38) we have that hnj∗
l
(Xˇn(τnl )) =
1 and hi(Xˇ
n(τnl )) = 0 for all i 6= j∗l . In particular,
ψˇn(s) = (e · Xˇn(s))+hnj∗
l
(Xˇn(s))Mnj∗
l
(Xˇn(s))
−
∑
i∈I
Qni (s)M
n
i (Xˇ
n(s))
for all s ∈ [τnl , (τnl + ηn)∧ τnl+1). Let
J (τnl ) = {i ∈ I :Qni (τnl −)> 4K logn}.
Then, simple manipulations yield
|ψˇn(s)| ≤
∑
i/∈J (τn
l
)∪{j∗
l
}
Qni (s)|Mni (Xˇn(s))|
+ |Mnj∗
l
(Xˇn(s)|
∣∣∣∣(e · Xˇn(s))+− ∑
i∈J (τn
l
)∪{j∗
l
}
Qni (s)
∣∣∣∣(104)
+
∑
i∈J (τn
l
)
Qni (s)|Mni (Xˇn(s))−Mnj∗
l
(Xˇn(s))|.
We turn to bound each of the elements on the right-hand side of (104). First,
note that for all i /∈ J (τnl )∪ {j∗l } it follows from (103) that
sup
τn
l
≤s<(τn
l
+ηn)∧τn
l+1
Qni (s)≤ 12K logn.
Also, by (36) we have for all i ∈ I that
sup
0≤s≤τn
κ′,T
|Mni (Xˇn(s))| ≤C logk1 n,(105)
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so that ∑
i/∈J (τn
l
)∪{j∗
l
}
Qni (s)|Mni (Xˇn(s))| ≤ 12IKC logk1+1n(106)
for all s ∈ [τnl , (τnl +ηn)∧ τnl+1) and a constant C that does not depend on n.
From (103) and from the fact that
∑
i∈IQ
n
i (s) = (e · Xˇn(s))+ we similarly
have that
|Mnj∗
l
(Xˇn(s)|
∣∣∣∣(e · Xˇn(s))+ − ∑
i∈J (τn
l
)∪{j∗
l
}
Qni (s)
∣∣∣∣≤ 12ICK logk1+1 n.(107)
To bound the last element on the right-hand side of (104) note that for
each i ∈ J (τnl ) there exists τnl − ηn ≤ t≤ τnl such that hnj (Xˇn(t)) = 1. Oth-
erwise, we would have a contradiction to (102). We now claim that for each
i ∈ J (τnl ),
|Mni (Xˇn(s))−Mnj∗
l
(Xˇn(s))| ≤ C log
k1+2 n√
n
(108)
for all s in [τnl − ηn, τnl + ηn]. Indeed, by the definition of Ω˜(K), we have
that |Xˇn(t)− Xˇn(s)| ≤C logm+2 n for all s, t in [τnl − ηn, τnl + ηn]. As in the
proof of (37) [see, e.g., (51)] we have that
|Mni (x)−Mni (y)| ≤
C logk2+m+2 n√
n
, i ∈ I,(109)
for x, y ∈ Bnκ′ with |x− y| ≤C logm+2 n. In turn,
|Mni (Xˇn(t))−Mni (Xˇn(s))| ≤
C logk2+m+2 n√
n
=
C logk1+2 n√
n
(110)
for all i ∈ I and all s, t ∈ [τnl − ηn, τnl + ηn] where we used the fact that
k1 = k2 +m. Since, for each j ∈ J (τnl ), there exists τnl −ηn ≤ t≤ τl such that
hnj (Xˇ
n(t)) = 1 we have, by the definition of hn that j ∈ argmini∈IMni (Xˇn(t))
for such t so that (108) now follows from (110). Finally, recall that∑
i∈I Q
n
i (t) = (e ·Xˇn(s))+ ≤ κ
√
n logm n for all s≤ τnκ′,T and that k0 = k1+m
so that by (108)∑
i∈J (τn
l
)
Qni (s)|Mni (Xˇn(s))−Mnj∗
l
(Xˇn(s))| ≤C logk0+2 n.
Plugging this into (104) together with (106) and (107) we then have that,
on Ω˜(K),
sup
τn
l−1≤s<(τ
n
l−1+η
n)∧τn
l
|ψˇn(s)| ≤C logk1+m+2 n=CK logk0+2 n.
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This argument is repeated for each l. To complete the proof of (96) note that,
using (105) together with sup0≤s≤τn
κ′,T
|e · Xˇn(s)| ≤ κ√n logm n, we have that
sup0≤s≤τn
κ′,T
|ψˇn(s)| ≤C√n logk1+m n. Applying Ho¨lder’s inequality we have
that
E
[
sup
1≤l≤rn+1
sup
τn
l−1≤s<(τ
n
l−1+η
n)
|ψˇn(s)|
]
≤ E
[
sup
1≤l≤rn+1
sup
τn
l−1≤s<(τ
n
l−1+η
n)
|ψˇn(s)|1{Ω˜(K)}
]
+E
[
max
1≤l≤rn+1
sup
τn
l−1≤s<(τ
n
l−1+η
n)
|ψˇn(s)|1{Ω˜(K)c}
]
≤C logk0+2 n+C√n logk1+m nC1e−(C2K/2) logn
for redefined constants C1,C2 and (96) now follows by choosing K large
enough.
We turn to prove (97). Rearranging terms in (93) we write
ψˇn(s) =
∑
i∈I
Mni (Xˇ
n(s))((e · Xˇn(s))+hni (Xˇn(s))− (e · Xˇn(s))+Uni (s)),
so that equation (97) now follows directly from (102) and (105) through an
application of Ho¨lder’s inequality.
Finally, to establish (98), note that from the definition of τnκ′,T ,
sup
0≤t≤ηn∧τn
κ′,T
|ψˇn(s)| ≤ I sup
0≤t≤ηn∧τn
κ′,T
|Xˇn(t)|
∑
i∈I
Mni (Xˇ
n(t))
≤ I sup
0≤t≤ηn∧τn
κ′,T
C logk1 n|Xˇn(t)| ≤Cκ√n logk1+m n.
In turn,
E
[∫ τn0
0
e−γt|ψˇn(t)|dt
]
≤C logk1+m n=C logk0 n.(111)
We have thus proved (96)–(98) and to conclude the proof of the theorem it
remains only to establish (102). To that end, let ςˇni (t), ς˜
n
i (t) and ςˆ
n
i (t) be as
in (99)–(101). Fix an interval [l, s) ∈ (ςˆni (t), ς˜ni (t)) such that Qni (u)> 2K logn
for all u ∈ [l, s). By the definition of the tracking policy, (86) holds on this
interval so that, on ω ∈ Ω˜(K),
Qni (l)−Qni (s)≤ ǫ¯n(t− s)n−
ǫi
2
n(t− s) + 2K logn
(112)
≤−ǫi
4
n(t− s) + 2K logn.
OPTIMALITY GAPS IN THE HALFIN–WHITT REGIME 47
Equation (102) now follows directly from (112). Indeed, note for all t≤ τκ′,T ,
Qni (t)≤ (e ·Xˇn(t))+ ≤ |Xˇn(t)| ≤ κ
√
n logm n. Hence, Qni (ςˇi(t))≤ κ
√
n logm n.
In turn, using (112) and assuming that ς˜ni (t) ≥ ςˇni (t) + ηn we have that
Qni (ς
n
0,i(t)) ≤ 4K logn for some time ςn0,i(t) ≤ ςˇni (t) + ηn with ηn as defined
in (95). Also, let
ςn2,i(t) = inf{t≥ ςn0,i(t) :Qni (t)≥ 12K logn}
and
ςn1,i(t) = sup{t≤ ςn2,i(t) :Qni (t)≤ 8K logn}.
Note that (112) applies to any subinterval [l, s) of [ςn1,i(t), ς
n
2,i(t)). In turn,
ςn2,i(t) ≤ ς˜ni (t) would constitute a contradiction to (112) so that we must
have that Qni (s)≤ 12K logn for all s ∈ [ςn0,i(t), ς˜n(t)) with ςn0,i(t)≤ ς˜n(t)+ηn.
Finally, note that ςn0,i(t) can be taken to be t if Q
n
i (t)≤ 4K logn.
This concludes the proof of (102) and, in turn, the proof of the theorem.
Proof of Lemma 6.2. Let T , τnκ′,T and (x
n, qn) be as in the statement of
the lemma. We first prove (59). To that end, we claim that, for all T large
enough,
Exn,qn
[∫ ∞
T logn
e−γs(e · c)(e · Xˇn(s))+ ds
]
≤C log2 n(113)
for some C > 0 and all n ∈ Z. This is a direct consequence of Lemma 3 in [2]
that, in our notation, guarantees that
Exn,qn [|Xˇn(t)|]≤C(1 + |xn|+
√
n(t+ t2))
for all t≥ 0 and some constant C > 0. We use (113) to prove Lemma 6.2.
The assertion of the lemma will be established by showing that
Exn,qn
[∫ 2T logn
τn
κ′,T
e−γs(e · c)(e · Xˇn(s))+ ds
]
≤C log2 n.
To that end, applying Ho¨lder’s inequality, we have
Exn,qn
[∫ 2T logn
τn
κ′,T
e−γs(e · c)(e · Xˇn(s))+ ds
]
≤ Exn,qn
[
(2T logn− τnκ′,T )+ sup
0≤t≤2T logn
(e · c)(e · Xˇn(t))+ ds
]
(114)
≤
√
Exn,qn [((2T logn− τnκ′,T )+)2]
×
√
Exn,qn
[(
sup
0≤t≤2T logn
(e · c)(e · Xˇn(t))+ ds
)2]
.
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Using Lemma A.1 we have that
Exn,qn
[(
sup
0≤t≤2T logn
(e · c)(e · Xˇn(t))+ ds
)2]≤Cn log6 n(115)
for some C > 0 (that can depend on T ). Also, since m≥ 3,
P{τnκ′,T < 2T logn} ≤ P
{
sup
0≤t≤2T logn
|Xˇn(t)|> κ′√n log3 n−M√n
}
.
Choosing κ′ (and in turn κ large enough) we then have, using Lemma A.1,
that
P{τnκ′,T < 2T logn} ≤
C
n2
(116)
and hence, that
Exn,qn [((2T logn− τnκ′,T )+)2]≤C.(117)
Plugging (115) and (117) into (114) we then have that
Exn,qn
[∫ 2T logn
τn
κ′,T
e−γs(e · c)(e · Xˇn(s))+ ds
]
≤C log2 n.(118)
To conclude the proof we will show that (60) follows from our analysis
thus far. Indeed,
E[e
−γτn
κ′ ,Tφnκ(Xˇ
n(τnκ′,T ))]
≤ EUxn,qn
[∫ 2T logn
τn
κ′,T
e−γs sup
0≤s≤2T logn
(e · c)(e · Xˇn(s))+ ds
]
.
The right-hand side here is bounded by C log2 n by the same argument that
leads to (118).
Proof of Lemma 6.3. Recall that Wˇ n is defined by Wˇ ni (t) =M
n
i,1(t) −
Mni,2(t), where
Mni,1(t) =N ai (λni t)− λni t,
Mni,2(t) =N di
(
µi
∫ t
0
(Xˇni (s) + νin−Uni (s)(e · Xˇn(s))+)ds
)
− µi
∫ t
0
(Xˇni (s)−Uni (s)(e · Xˇn(s))+)ds.
The fact that each of the processes Mni,1(t) and M
n
i,2(t) are square integrable
martingales with respect to the filtration (Fnt ) follows as in Section 3 of [12]
and specifically as in Lemma 3.2 there.
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Since, with probability 1, there are no simultaneous jumps of N ai and N di ,
the quadratic variation process satisfies
[Wˇ ni ]t = [M
n
i,1]t + [M
n
i,2]t
=
∑
s≤t
(∆Mni,1(s))
2 +
∑
s≤t
(∆Mni,2(s))
2,
where the last equality follows again from Lemma 3.1 in [12] (see also Exam-
ple 5.65 in [14]). Finally, the predictable quadratic variation process satisfies
〈Wˇ ni 〉t = 〈Mni,1〉t + 〈Mni,2〉t
= λni t+ µi
∫ t
0
(Xˇni (s) + νin−Uni (s)(e · Xˇn(s))+)ds
=
∫ t
0
(σni (Xˇ
n(s),Un(s)))2 ds,
where the second equality follow again follows from Lemma 3.1 in [12] and
the last equality from the definition of σni (·, ·) [see (25)]. By Theorem 3.2
in [12] ((Wˇ ni (t))
2− [Wˇ ni ]t, t≥ 0]) and ((Wˇ ni (t))2− [Wˇ ni ]t, t≥ 0) are both mar-
tingales with respect to (Fnt ). In turn, by the optional stopping theorem so
are the processesMni (·) and Vni (·) as defined in the statement of the lemma.
Finally, it is easy to verify that these are square integrable martingales using
the fact the time changes are bounded for all finite t.
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