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Abstract
We introduce a notion of monotonicity of dimensions of measures. We show that the upper and lower
quantization dimensions are not monotone. We give sufficient conditions in terms of so-called vanishing
rates such that ν  μ implies Dr(ν)Dr(μ). As an application, we determine the quantization dimension
of a class of measures which are absolutely continuous w.r.t. some self-similar measure, with the corre-
sponding Radon–Nikodym derivative bounded or unbounded. We study the set of quantization dimensions
of measures which are absolutely continuous w.r.t. a given probability measure μ. We prove that the in-
fimum on this set coincides with the lower packing dimension of μ. Furthermore, this infimum can be
attained provided that the upper and lower packing dimensions of μ are equal.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The quantization problem originated in the information theory and some engineering tech-
nology such as image compression and signal processing (cf. [9,17]). Graf and Luschgy studied
this theory systematically and gave a general mathematical treatment of it (cf. [4–7]). For related
results, see [10,12–15]. In this paper, we study the relationship between the quantization dimen-
sions of two measures, one of which is absolutely continuous w.r.t. the other. In the following,
we recall some definitions. For more details, see [5].
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1466 S. Zhu / J. Math. Anal. Appl. 330 (2007) 1465–1477Let μ be a Borel probability measure on Rd and let 0 < r < ∞. The nth quantization error of
μ of order r is defined by
Vn,r (μ) = inf
{∫
min
a∈α ‖x − a‖
r dμ(x): α ⊂Rd, card(α) n
}
. (1)
If
∫ ‖x‖r dμ(x) < ∞, we have limn→∞ Vn,r (μ) = 0 (cf. [5, Lemma 6.1]).
If the infimum in (1) is attained at some α ⊂ Rd with card(α)  n, we call α an n-optimal
set of μ of order r . The collection of all the n-optimal sets of order r is denoted by Cn,r (μ). If∫ ‖x‖r dμ(x) < ∞, then Cn,r (μ) is non-empty.
For 0 < r < ∞, the upper and lower quantization dimensions of μ of order r are respectively
defined by
Dr(μ) := lim sup
n→∞
logn
− log en,r (μ) ; Dr(μ) := lim infn→∞
logn
− log en,r (μ) ,
where en,r (μ) = Vn,r (μ)1/r . If Dr(μ),Dr(μ) coincide, we call the common value the quan-
tization dimension of μ of order r and denote it by Dr(μ). We define the upper and lower
quantization coefficients of μ of order r by
Qsr(μ) := lim sup
n→∞
nr/sVn,r (μ), Q
s
r(μ) := lim infn→∞ n
r/sVn,r (μ).
Two main goals of the quantization theory are: (1) seek, for each n, the n-optimal sets;
(2) study the asymptotic property of the nth quantization error as n tends to infinity, the upper
and lower quantization dimensions and the upper and lower quantization coefficients.
Pötzelberger has studied in [14] the quantization for measures which are absolutely continuous
w.r.t. self-similar measures under the strong separation condition. In this paper, we study the
relationship between the quantization and absolute continuity in a general setting. We introduce
the notions of monotonicity for dimensions of measures and the upper and lower vanishing rates.
We prove that the upper and lower quantization dimensions are not monotone. We then give
sufficient conditions in terms of the upper vanishing rates such that ν  μ implies Dr(ν) 
Dr(μ). An example is given to show that the above conditions can be applied to determine
the quantization dimensions of a class of measures which are absolutely continuous w.r.t. some
self-similar measure, with the Radon–Nikodym derivative bounded or unbounded. After that we
consider the infimum on the set of the upper quantization dimensions of measures ν which are
absolutely continuous w.r.t. a given probability measure μ. We prove that this infimum coincides
with the lower packing dimension of μ and can be attained if dimp μ = dim∗p μ.
Finally, in the last section, we consider a special class of self-similar measures μs . Under the
strong separation condition and a non-arithmetic condition, Pötzelberger (cf. [14]) has proved
that the quantization coefficient of a general self-similar measure exists. In there, he established
a relationship between the quantization coefficient of a general self-similar measure μ and that
of measures ν  μ. Without the non-arithmetic condition, the quantization coefficient of a self-
similar measure does not necessarily exist (cf. [8, Remark 4.2]). We will prove that for the special
self-similar measures μs and measures ν  μs , we have nice inequalities between the upper and
lower quantization coefficients of μs and that of ν in terms of the corresponding Radon–Nikodym
derivative. Since in the arithmetic case the quantization coefficient of μs does not necessarily
exist, our conclusion here generalizes a part of [14, Theorem 3].
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Let B denote the Borel σ -algebra on Rd and letM denote the set of all probability measures
on (Rd ,B). Let dim :M→ R be a function onM. We say that dim is increasing (respectively
decreasing) if ν,μ ∈M and ν  μ implies dimν  dimμ (respectively dimν  dimμ). In both
cases, we say that dim is monotone.
Let dim be the Hausdorff, packing, the upper box dimension, or the lower box dimension.
Recall that the corresponding upper dimension dim∗ and lower dimension dim of measures μ
are defined by (cf. [3])
dim∗(μ) := inf{dim(E): E ∈ B, μ(E) = 1}, (2)
dim(μ) := inf{dim(E): E ∈ B, μ(E) > 0}. (3)
Clearly, the upper dimensions dim∗H , dim∗P , dim∗B , dim∗B are all increasing while the lower
ones dimH , dimp , dimB , dimB are all decreasing. To study the monotonicity of the upper and
lower quantization dimensions, we need the following simple lemma.
Lemma 1. Let A be a bounded subset of Rd with dimBA = s, dimBA = s. Then for any  > 0
we have:
(i) for large n, there exist a finite subset γ and a constant C1 > 0 such that
card(γ ) n, min
c∈γ ‖x − c‖ C1n
− 1
s+ , for all x ∈ A.
(ii) there exist a constant C2 > 0, a sequence {nk} and a sequence of subsets {γk} of Rd such
that
card(γk) nk, min
c∈γ ‖x − c‖ C2n
− 1
s+
k , for all x ∈ A.
Proof. Let Nt(A) denote the smallest number of balls of radii t which cover A. By the defi-
nition of the upper box dimension, for  > 0, there exists 0 < t1 < 1 such that t  t1 implies
Nt(A) t−(s+). For n t−(s+)1 , we may choose 0 < t  t1 such that
t−(s+)  n < 2t−(s+).
Denote by γ the set of the centers of Nt(A) balls which cover A. Then
Nt(A) n, min
c∈γ ‖x − c‖ 2
1
s n
−1
s+ , x ∈ A.
By taking C1 := 2 1s , (i) follows. One can show (ii) analogously. 
In the following lemma we construct a probability measure with compact support. We will
calculate the exact value of the quantization dimension by applying Lemma 1. Some ideas in [5,
Example 6.4] will be used.
Lemma 2. Let λ > 1, β > 1. Define c = (∑∞k=1 k−λ)−1 and
xk = 1
(
k−β + (k + 1)−β), μ({xk})= cλ , k  1.2 k
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Dr(μ) = Dr(μ) = 1
β + 1 + (λ − 1)/r .
Proof. For any α ⊂ R with card(α) = n we write
Λ := {k  1: α ∩ [(k + 1)−β, k−β]= ∅}.
Then for any k ∈ Λ, we have
min
a∈α |xk − a|
r 
(
k−β − (k + 1)−β
2
)r
= ((k + 1)
β − kβ)r
2rkβr (k + 1)βr
 k
(β−1)r
2rkβr (k + 1)βr =
1
2rkr (k + 1)βr ,
where we used the fact that (k + 1)β − kβ  kβ−1 for β > 1. It follows that∫
min
a∈α |xk − a|
r dμ(x)
∑
k∈Λ
min
a∈α |xk − a|
r c
kλ

∑
k∈Λ
1
2rkr (k + 1)βr
c
kλ
 c
2r
∞∑
k=n+1
1
(k + 1)βr+r+λ
 c
2r
∞∫
n+1
1
x(β+1)r+λ
dx.
Since α is arbitrary, we know that
en,r (μ)
1
2
c1/r
1
(β + 1)r + λ − 1 (n + 1)
−(β+1)+(1−λ)/r .
It follows by definition that
Dr(μ)
1
β + 1 + (λ − 1)/r . (4)
On the other hand, by [3, Proposition 3.6], we have
dimB{xk: k  1} = 1
β + 1 .
Thus for any s > 1/(β + 1), by Lemma 1, we may choose a set γ of n points such that
mina∈γ ‖xk − a‖C1n−1/s for all k  1. Taking δ := γ ∪ {xk: 1 k  n}, we have
V2n,r (μ)
∫
min
b∈δ ‖x − b‖
r dμ(x) =
∞∑
k=1
min
b∈δ ‖xk − b‖
r c
kλ
=
∞∑
k=n+1
min
b∈δ ‖xk − b‖
r c
kλ
 C1cn−r/s
∞∫
n
x−λ dx
= Cn−r/s−λ+1,
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e2n,r (μ) C1/rn−1/s−(λ−1)/r . (5)
By (5) and the arbitrariness of s we have
Dr(μ)
1
β + 1 + (λ − 1)/r . (6)
The lemma follows from (4) and (6). 
By the above lemma, we conveniently get the following proposition.
Proposition 3. Dr(·) and Dr(·) are not monotone.
Proof. Suppose that Dr(·) is monotone. Then for any two probability measures ν,μ with ν  μ
and μ  ν, we would have Dr(μ) = Dr(ν). However, we may define two measures μ1,μ2
according to Lemma 2 by taking λ1 > λ2 and β1 = β2 = β . Then it is easy to see that ν  μ and
μ  ν, but by Lemma 2, we have Dr(μ1) < Dr(μ2). This is a contradiction. The same argument
shows that the lower quantization dimension is not monotone. 
We say that a dimension of measures satisfies a variational law w.r.t. the corresponding di-
mension of sets if (2) or (3) holds. We have
Corollary 4. There does not exist a set function satisfying the variational law w.r.t. the upper
quantization dimension.
Proof. Suppose D˜r is a set function satisfying a variational law w.r.t. the upper quantization
dimension Dr . Then Dr is monotone. This contradicts Proposition 3. 
3. The vanishing rates and quantization dimension
For k ∈N and a Borel measurable function h, we define
E(h, k) := {x: h(x) > k}.
By the finite stability of the upper quantization dimension (cf. [11, Theorem 1.4]), if
limk→∞ dimB E(dν/dμ, k)Dr(μ) then Dr(ν)Dr(μ) (cf. [18]).
Let h be a Borel measurable function on Rd , we define the upper and lower vanishing rates
of h w.r.t. μ respectively by
R(h,μ) := lim sup
k→∞
−1
k
log
∫
E(h,k)
h(x) dμ(x),
R(h,μ) := lim inf
k→∞ −
1
k
log
∫
E(h,k)
h(x) dμ(x).
The following theorem shows that the upper vanishing rate is connected with the lower quan-
tization dimension while the lower vanishing rate is connected with the upper quantization
dimension.
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dν/dμ. Then
(a) if R(h,μ) r/Dr(μ), then Dr(ν)Dr(μ);
(b) if R(h,μ) r/Dr(μ), then Dr(ν)Dr(μ);
(c) if Dr(μ) exists and R(h,μ) r/Dr(μ), then Dr(ν)Dr(μ).
Proof. (a) By the hypothesis, for  > 0 there exists k0  1 such that k  k0 implies∫
E(h,k)
h(x) dμ(x) e−
kr
Dr (μ)(1+) . (7)
By the definition of the upper quantization dimension, for the above  > 0, there exists N  1
such that nN implies that
Vn,r (μ) n
− r
Dr (μ)(1+) . (8)
For each nmax{ek0,N}, there is some k  k0 such that ek  n < ek+1. Let α ∈ Cn,r (μ). Since
μ has compact support, by [5, p. 138], there exists M > 0 such that
min
a∈α ‖x − a‖M, for all x ∈ K. (9)
Combining (7)–(9) we have
Vn,r (ν)
∫
{hk}
min
a∈α ‖x − a‖
rh(x) dμ(x) +
∫
E(h,k)
min
a∈α ‖x − a‖
rh(x) dμ(x)
 kVn,r (μ) + CMrn−
r
Dr (μ)(1+)

(
logn + CMr)n− rDr (μ)(1+) ,
where C = er/Dr (μ). It follows that
Dr(ν)Dr(μ)(1 + ).
By the arbitrariness of , we have Dr(ν)Dr(μ).
(b) It suffices to replace (n) in the proof of (a) with some subsequence (ni) and then choose ki
such that eki  ni < eki+1.
(c) One need only to replace (k) in (7) with some subsequence (ki) of (k) and consider a
subsequence (ni) := ([eki ] + 1) of (n). 
As an application of Theorem 5, we give the following example. Recall that under the open
set condition (cf. Section 5), the quantization dimension of a self-similar measure exists (cf. [6]).
Example 6. Let E be the Cantor set on [0,1] determined by {f1, f2}, where f1, f2 are defined
by
f1(x) = 1x, f2(x) = 1x + 2 .2 3 3
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Set
c := 2
3
(
1 +
∞∑
k=1
3−(k−1) logk
)
.
For σ ∈ ⋃n1∏ni=1{0,1}, let |σ | denote its length, i.e., the number of its components. For
σ = (σ (1), σ (2), . . . , σ (k)), we denote by [σ(1), σ (2), . . . , σ (k)] the cylinder set fσ(1) ◦ · · · ◦
fσ(k)([0,1]). Define
h(x) =
{1, x ∈ [1],
1
c
log k, x ∈ [0, . . . ,0,1] and |(0, . . . ,0,1)| = k.
Define a Borel probability measure ν by
ν(A) :=
∫
A
h(x)dμ(x), A ∈ B.
For large enough k, we have∫
E(h,k)
h(x) dμ(x)
∞∑
j=[ekc]
log j
c
2
3
· 3−j  2
3
∞∑
j=[ekc]
2−j =: C2−ekc .
It follows that R(h) = ∞ > r/Dr(μ). By Theorem 5, we have Dr(ν)  Dr(μ). On the other
hand, since h is bounded away from zero, we have Dr(ν)  Dr(μ). This implies that Dr(ν)
exists and equals Dr(μ).
4. Infimum of sets of quantization dimensions
Let μ be a Borel probability measure on Rd . In this section, we study the infimum of the set
of quantization dimensions of measures ν  μ. We prove that this infimum coincides with the
lower packing dimension dimp μ of μ. Graf and Luschgy introduced in [7] the following two
quantities for the quantization dimension of order 0:
D∗(μ) := sup{D0(μ(·|E)): E ∈ B, μ(E) > 0},
D∗(μ) := sup{D0(μ(·|E)): E ∈ B, μ(E) > 0}.
If we replace the upper (respectively lower) quantization dimension of order 0 with that of order
r > 0, then we trivially get
D∗r (μ) = Dr(μ), D∗r (μ) = Dr(μ).
Analogously, we define
Dr∗(μ) := inf
{
Dr
(
μ(·|E)): E ∈ B, μ(E) > 0},
Dr∗(μ) := inf
{
Dr
(
μ(·|E)): E ∈ B, μ(E) > 0}.
Moreover, we define
Dr(μ) := inf
{
Dr(ν): ν ∈M, ν  μ
}
,
Dr(μ) := inf
{
Dr(ν): ν ∈M, ν  μ
}
.
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In [13, Theorem 1], Pötzelberger proved that dim∗P μD2(μ) for probability measures μ with
compact support. In fact, this inequality holds for all probability measures and for all r ∈ (0,∞).
That is,
Lemma 7. For r ∈ (0,∞) and μ ∈M, we have Dr(μ) dim∗p μ.
Proof. Let {Ei : i ∈ Λ0} be a countable partition of Rd such that all Ei , i ∈ Λ0, are bounded
Borel sets. Set
Λ := {i ∈ Λ0: μ(Ei) > 0}; si := μ(Ei), μi := μ(·|Ei), i ∈ Λ.
Then we have μ =∑i∈Λ siμi . Using the definition of the upper quantization dimension and the
countable stability of the packing dimension, we have
Dr(μ) sup
i∈Λ
Dr(μi) sup
i∈Λ
dim∗p μi = dim∗p μ,
where the second inequality follows from [13, Theorem 1(2)]. 
Corollary 8. For μ ∈M, we have
Dr∗(μ)Dr(μ) dimp μ, Dr∗(μ)Dr(μ) dimH μ. (10)
Proof. Let ν ∈M satisfy ν  μ. Then
dimp ν  dimp μ, dimH ν  dimH μ. (11)
By Lemma 7 and [5, Corollary 12.16], we have
Dr(ν) dim∗p ν  dimp ν, Dr(ν) dim∗H ν  dimH ν.
This, together with (11), completes the proof of the corollary. 
Proposition 9. For μ ∈M, we have Dr∗(μ) = Dr(μ),Dr∗(μ) = Dr(μ).
Proof. It suffices to show that
Dr∗(μ)Dr(μ), Dr∗(μ)Dr(μ).
For any  > 0, let ν  μ satisfy
Dr(ν)Dr(μ) + . (12)
By [1, Theorem 27.4], there exists a constant c > 0 and a Borel set A with
μ(A) > 0, ν(B) cμ(B), for all A ⊃ B ∈ B.
In particular, ν(A) > 0. We consider the conditional measures μ(·|A) and ν(·|A). For F ∈ B we
have
μ(F |A) = μ(F ∩ A)
μ(A)
 c
−1ν(F ∩ A)
μ(A)
= c−1 ν(A)
μ(A)
ν(F |A).
It follows that
Dr
(
μ(·|A))Dr(ν(·|A))Dr(ν).
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Dr∗(μ)Dr(μ). The same argument shows that Dr∗(μ)Dr(μ). 
By the definition, we know that if Dr∗(μ) = Dr(μ), then for any Borel set E ⊂ Rd with
μ(E) > 0, we have Dr(μ(·|E)) = Dr(μ). This implies that in this case μ has some kind of
regularity. In order to further study the implication of this regularity, we need the following
lemma.
Lemma 10. Let μ ∈M. Then for any s > dimp μ, there exists a measure ν ∈M with ν  μ
such that Dr(ν) s.
Proof. Let s > dimp μ. By [3, (10.9)], there exists a Borel set F with μ(F) > 0 such that
dimlocμ(x) < s for all x ∈ F . Hence for each x ∈ F there exists tx > 0 such that t < tx implies
μ(B(x, t)) > ts . Define
Fm := {x ∈ F : tx  1/m}. (13)
Then Fm increases to F . We may choose m large enough such that μ(Fm) > 0. For all x ∈ Fm,
t < 1/m implies μ(B(x, t)) > ts . Let Nt(Fm) denote the largest number of mutually disjoint
balls centered in Fm and of radii t . We have Nt(Fm)ts  1. This implies Nt(Fm) t−s . Hence
dimB(Fm) s. The lemma follows by taking A := Fm ∩ supp(μ) and ν := μ(·|A). 
Remark 11. (R1) Using a similar argument, one can show that for s > dim∗p μ, for any  > 0,
we can choose the sets F and A such that μ(F) = 1 and μ(A) > 1 − ; (R2) the method in (13)
has been used by several authors, see, e.g., [2].
Theorem 12. For μ ∈M, we have Dr(μ) = dimp μ. Furthermore, if dimp μ = dim∗p μ, then
there exists ν ∈M such that ν  μ and Dr(ν) = dimp μ.
Proof. Let s > dimp μ. By Lemma 10, there exists a measure ν ∈M with ν  μ such that
Dr(ν)  s. This implies Dr(μ)  s. By the arbitrariness of s, we have Dr(μ)  dimp μ. The
reverse inequality is given by (10). Now suppose dimp μ = dim∗p μ. For each n, by Remark 11,
we may choose a Borel subset An of supp(μ) such that
μ(An) 1 − 3−n, dimB An  dim∗p μ + 1/n.
Set G :=⋂n1 An. Then μ(G) 1/3 and dimB G dim∗p μ. Define ν := μ(·|G). Then ν  μ.
Hence dimp ν  dimp μ = dim∗p μ. It follows that
dim∗p μ = dimp μ dimp ν Dr(ν) dimB G dim∗p μ.
This implies Dr(ν) = dimp μ. 
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Let X be a non-empty compact set on Rd and let fi : 1  i  N be contracting similarity
maps on Rd with contraction ratios 0 < ci < 1. Let E denote the corresponding self-similar set,
i.e., the unique non-empty compact set satisfying E =⋃Ni=1 fi(E). We set
Ωn :=
n∏
i=1
{1,2, . . . ,N}.
For σ = (σ (1), . . . , σ (n)) ∈ Ωn, we set
fσ := fσ(1) ◦ · · · ◦ fσ(n), Eσ := fσ (E), cσ := cσ(1) · · · cσ(n).
We call Eσ a cylinder set of order n. We say that {fi : 1 i N} satisfies the strong separation
condition if fi(E), 1 i N , are mutually disjoint. We say that it satisfies the open set condition
if there exists a non-empty open set U such that
N⋃
i=1
fi(U) ⊂ U, fi(U) ∩ fj (U) = ∅, i = j.
Throughout this section, we assume that {fi : 1 i N} satisfies the strong separation condi-
tion and μs denotes the self-similar measure associated with the probability vector (cs1, . . . , c
s
N ),
where s = dimH E.
Lemma 13. Let Eσi ,1  i  Nk , be the cylinder sets of order k and let ν ∈M with ν  μs .
Define νk :=∑Nki=1 ν(Eσi )μs ◦ f−1σi . Then νk  μs and
lim
k→∞
dνk
dμs
= dν
dμs
, μs-a.e.
Proof. For x ∈ E, we denote by Cl(x) the cylinder set of order l containing x. Define
δ(ν,μs, x) := lim sup
l→∞
ν(Cl(x))
μs(Cl(x))
; δ(ν,μs, x) := lim inf
l→∞
ν(Cl(x))
μs(Cl(x))
.
Analogous to the proof of [16, Theorem 2.12], it is not difficult to show that for μs -a.e. x ∈ E,
the limit liml→∞ ν(Cl(x))μs(Cl(x)) exists and
dν
dμs
= lim
l→∞
ν(Cl(x))
μs(Cl(x))
= lim
k→∞
dνk
dμs
. 
Lemma 14. For  > 0, let n2 = [[(n)1/s]s]. Then there exists a constant C > 0 such that for
large n we may choose a set ζ ⊂Rd such that
card(ζ ) n2, min
a∈ζ ‖x − a‖Cn
−1/s
2 , x ∈ E. (14)
Proof. Let Nt(E) denote the largest number of mutually disjoint balls centered in E and of
radii t . By the s-regularity of μs , there exists c1 > 0 such that Nt(E)c1t s  1. This implies
Nt(E) c−11 t−s . For  > 0 and large n, we choose t ∈ (0,1) such that
c−1t−s  n2  2c−1t−s .1 1
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for all x ∈ E,
min
a∈ζ ‖x − a‖ 2t  2
1+1/sc−1/s1 n
−1/s
2 , x ∈ E.
Since Nt(E) c−11 t−s  n2, the proof is complete. 
The following theorem extends part of Pötzelberger’s result by replacing equalities in terms
of the quantization coefficient with inequalities in terms of the upper and lower quantization
coefficient. Since the non-arithmetic case is completely settled (cf. [14, Theorem 3]), this gener-
alization is restricted to the arithmetic case.
Theorem 15. Let ν ∈M with ν  μs and let h := dν/dμs . Then we have
‖h‖ s
s+r ,μsQ
s
r(μs)Qsr(ν)Qsr(ν) ‖h‖ ss+r ,μsQsr(μs), (15)
where
‖h‖ s
s+r ,μs =
(∫
h
s
s+r (x) dμs(x)
) s+r
s
.
Proof. First we consider a special case where the Radon–Nikodym derivative is piecewise
constant. Let k  1 and σi ∈ Ωk,1  i  m  Nk , and ν =∑mi=1 siμs ◦ f−1σi , where si > 0,∑m
i=1 si = 1. Let h := dν/dμs . It is easy to see that μs(·|Eσi ) = μs ◦ f−1σi and
h =
m∑
i=1
si
(
μs(Eσi )
)−11Eσi = m∑
i=1
sic
−s
σi
1Eσi .
We set, for each 1 i m,
ti = s
s
s+r
i c
rs
s+r
σi∑m
i=1 s
s
s+r
i c
rs
s+r
σi
, ni = [nti].
By [5, Lemmas 4.14, 3.2], we have
Qsr(ν) lim sup
n→∞
nr/s
m∑
i=1
siVni ,r
(
μs ◦ f−1σi
)

m∑
i=1
si lim sup
n→∞
nr/sVni ,r
(
μs ◦ f−1σi
)

m∑
i=1
si t
−r/s
i c
r
σi
lim sup
n→∞
(ni + 1)r/sVni ,r (μs)
 ‖h‖ s
s+r ,μsQ
s
r (μs). (16)
Next we show the remaining inequalities. By the strong separation condition, there exists a con-
stant δ > 0, such that for 1 i, j m we have
dist(Eσi ,Eσj ) δ, i = j.
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disjoint balls of radii δ/8. Let γi denote the set of centers of largest number of such balls and let
γ :=⋃mi=1 γi . Thus for all 1 i m, we have
min
c∈γ ‖x − c‖ = minc∈γi ‖x − c‖
δ
4
, for all x ∈ Eσi .
Let Aδ denote the δ-neighborhood of a set A. For β ∈ Cn,r (ν) we set
βi := β ∩ (Eσi )δ/4, ni := card(βi).
Then we have
Vn,r (ν) =
m∑
i=1
sic
−s
σi
∫
Eσi
min
b∈β ‖x − b‖
r dμs(x)

m∑
i=1
sic
−s
σi
∫
Eσi
min
b∈β∪γ ‖x − b‖
r dμs(x)
=
m∑
i=1
sic
−s
σi
∫
Eσi
min
b∈βi∪γi
‖x − b‖r dμs(x)

m∑
i=1
sic
r
σi
Vni+l,r (μs). (17)
Take a subsequence (nk) of (n), which we will still denote by (n) such that
lim
n→∞n
r/sVn,r (ν) = Qsr(ν).
We take a further subsequence (nkj ) of (nk), still denoted by (n), such that
lim
n→∞
ni
n
=: vi exists, 1 i m.
Since
∑m
i=1 ni  n, we have
∑m
i=1 vi  1. Moreover, we have vi > 0 for all 1  i m. Other-
wise, using (17) and the fact Qsr(μs) > 0 (cf. [5, Theorem 14.14]), we have
lim sup
n→∞
nr/sVn,r (ν) sicrσi v
−r/s
i Q
s
r (μs) = ∞.
This contradicts (16) since Qsr(μs) < ∞. By (17) and [5, Lemma 6.8], we have
Qsr(ν) = limn→∞n
r/sVn,r (ν)
 lim sup
n→∞
nr/s
m∑
i=1
sic
r
σi
Vni+l,r (μs)

m∑
i=1
sic
r
σi
lim inf
n→∞ n
r/sVni+l,r (μs)

m∑
i=1
sic
r
σi
v
−r/s
i lim infn→∞ n
r/s
i Vni ,r (μs)
 ‖h‖ s ,μ Qsr(μs).s+r s
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measures defined by
νk :=
∑
σ∈Λk
ν(Eσ )μs ◦ f−1σ , k  1,
where Λk is the set of the words σ in Ωk with ν(Eσ ) > 0. By Lemma 13, gk := dνk/dμs
converges to g := dν/dμs . By Scheffé’s lemma we have
lim
k→∞‖gk − g‖1,μs = 0. (18)
By Lemma 14, for  > 0, we may choose a subset ζ of Rd consisting of n2 := [[(n)1/s]s] points
such that (14) holds. Using (18) and (14), one can easily show (15) by following the proof of the
classical theorem (cf. [5, p. 89]). 
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