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Abstract
We study discrete time linear constrained switching systems with additive disturbances, in which the switching may be on the system
matrices, the disturbance sets, the state constraint sets or a combination of the above. In our general setting, a switching sequence is
admissible if it is accepted by an automaton. For this family of systems, stability does not necessarily imply the existence of an invariant
set. Nevertheless, it does imply the existence of an invariant multi-set, which is a relaxation of invariance and the object of our work. First,
we establish basic results concerning the characterization, approximation and computation of the minimal and the maximal admissible
invariant multi-set. Second, by exploiting the topological properties of the directed graph which defines the switching constraints, we
propose invariant multi-set constructions with several benefits. We illustrate our results in benchmark problems in control.
1 Introduction
Switching systems are studied extensively in the con-
text of stability analysis and control, see e.g. the surveys
Lin and Antsaklis (2009), Shorten et al. (2007) and the
monographs Liberzon (2003), Jungers (2009). They pro-
vide a general and accurate modelling framework for many
relevant real-world systems and processes, e.g., viral mu-
tations Hernandez-Vargas et al. (2011), congestion control
Shorten et al. (2006), power electronics Mariethoz et al.
(2010), networked control systems Donkers et al. (2011)
and others. In addition, the study of complex systems, either
hybrid or non-linear, often boils down to analyzing switch-
ing systems Girard and Pappas (2011). In many practical
cases, the switching signal is not arbitrary. For example, in
control applications it is often possible to choose between
a set of controllers that achieve different objectives, result-
ing in a minimum dwell time regime (Dehghan and Ong
(2012b)). Similarly, we have constrained switching when
a fault occurs in a control loop which is not recovered in-
stantaneously, suggesting a maximum dwell time regime
(Jungers and Heemels (2015)). In constrained switching,
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the admissible switching sequences are defined in a labelled,
strongly connected directed graph, see e.g., Weiss and Alur
(2007), Dai (2012), Athanasopoulos and Lazar (2014),
Philippe et al. (2015), Wang et al. (2016), Cicone et al.
(2016). A switching sequence is admissible if it can be
realized by the labels of the edges appearing in a walk
of the graph. Although the stability and stabilizability
analysis problems are being addressed in the literature
Weiss and Alur (2007), Dai (2012), Philippe et al. (2015),
Wang et al. (2016), there is little work available dealing
systematically with the safety analysis (Blanchini (1999),
Blanchini and Miani (2008), Aubin et al. (2011)). Excep-
tions concern the cases dealing with Markov Jump Lin-
ear Systems (Hernandez-Mejias et al. (2015)) or systems
under dwell-time specifications (Blanchini et al. (2010),
Dehghan and Ong (2012b), Dehghan and Ong (2013),
Zhang et al. (2016), Ong et al. (2016)). In this article, we
work with a relaxation of invariant 1 sets, namely, the invari-
ant multi-sets. As multi-set we refer to a collection of sets
in one-to-one correspondence with the nodes of the graph
that defines the admissible switching sequences. Roughly,
a multi-set is invariant when the trajectory of the system
visits at each time instant a, possibly different, set which is
dictated by a discrete variable. This variable keeps track of
the switching signal sequence and represents a node on the
switching constraints graph. We use forward and backward
reachability multi-set sequences to properly characterize
1 Throughout the paper by stability we mean asymptotic stability
and by invariance we mean robust positive invariance Blanchini
(1999), Rakovic et al. (2005a), also referred to as forward in-
variance Aubin et al. (2011), Goebel et al. (2012) or d-invariance
Kolmanovsky and Gilbert (1998).
System Type Minimal Maximal
Time-invariant dynamics
Bertsekas (1972), Kolmanovsky and Gilbert (1998),
Rakovic et al. (2005a), Ong and Gilbert (2006)
Difference Inclusions
Rakovic et al. (2005b),
Kouramas et al. (2005)
Gutman and Cwikel (1987),
Kolmanovsky and Gilbert (1998),
Blanchini (1994),
(Blanchini and Miani, 2008, Section 5.4)
Arbitrary Switching (Rakovic et al., 2005b, Section 4.3)
Constrained Switching Theorems 1, 2, Propositions 3, 4 Theorem 3
Table 1
Basic theoretical results on the maximal and minimal invariant multi-sets in comparison to the existing results for various types of
autonomous linear dynamics. For a detailed exposition we refer to Blanchini and Miani (2008).
Graph transformations Maximal Minimal Applications
Reduced Graph (Lothaire (2002)) Propositions 7, 8, 9 Theorem 4
Propositions 5, 6
Minimum dwell time
Maximum dwell time
T-product Lift (Philippe et al. (2015)) Theorem 5(ii) Theorem 5(i) Maximal invariant set
for linear systems
P-Path-Dependent Lift (Lee and Dullerud (2006)) Theorem 6(ii) Theorem 6(i) Non-convex approximations
of the minimal invariant set
Table 2
Description of our new algorithms for classical applications. The left column refers to the graph-theoretical construction that we use.
and compute invariant multi-sets. Our contributions are
threefold and concern the basic results on invariance for
constrained switching systems, extensions and alternative
computations of the invariant multi-sets, and applications
in well studied problems in control. In specific,
•Analogously to the seminal works in Table 1, we character-
ize the minimal and the maximal invariant multi-set. More-
over, we provide maximal invariant multi-set constructions
and inner and outer approximations of the minimal invari-
ant multi-set. In all cases, we provide upper bounds on the
number of iterations required for convergence to the desired
invariant multi-sets.
• We leverage combinatorial graph transformations from
the recent literature (Lothaire (2002), Philippe et al. (2015),
Bliman and Ferrari-Trecate (2003), Lee and Dullerud
(2006)) and propose alternative invariant multi-set con-
structions that are either simpler or provide better approxi-
mations. We explicitly associate the minimal and maximal
invariant multi-sets of the transformed systems to the cor-
responding ones of the original system.
• As illustrated in Table 2, we apply our framework to
three well-studied benchmark problems in control. In de-
tail, (i) we compute efficiently the maximal and minimal
invariant multi-sets for systems under dwell-time specifica-
tions (Dehghan and Ong (2012b), Girard et al. (2010)), (ii)
we provide new non-convex approximations of the mini-
mal invariant set for switching systems (iii) we establish a
method for computing the maximal admissible invariant set
for linear systems in a number of iterations proportional to
the square root of the number of iterations needed by the
classical approach Blanchini and Miani (2008).
Outline: In Section 2 the setting is presented, together with
the definitions of invariant multi-sets and the utilized reach-
ability mappings. In Section 3 we characterize and compute
the minimal invariant multi-set and its inner and outer ǫ-
approximations, both convex and non-convex. In Section 4
an equivalent procedure for computing the maximal invari-
ant multi-set is established. The concepts of the Reduced
graph and the Reduced system are exploited in Section 5 and
the correspondence of their invariance properties with the
system under study is established. In Section 6, the Lifted
graph and the Lifted system are presented. Applications are
in Section 7, while the conclusions are drawn in Section 8.
For ease of exposition, we have moved the proofs to the
Appendix. Some preliminary results in Sections 3 and 4 are
presented in Athanasopoulos et al. (2016).
Remark 1 The implementation of the algorithmic proce-
dures proposed in the paper is in MATLAB, in an up-to-date
desktop computer.The visualizations of the sets are done us-
ing the MPT3 Toolbox Herceg et al. (2013). All polytopic
operations in the numerical examples require either the ver-
tex or the half-space description of a polytope. The re-
moval of redundant vertices/hyperplanes in the description
of the polytopes is performed using the Quick Hull algorithm
Barber et al. (1996).
2
2 Preliminaries
We write vectors x, y with small letters and sets S,X ,V with
capital letters in italics. The ball of radius α of an arbitrary
norm inRn is denoted byB(α). The norm of a vectorx ∈ Rn
is ‖x‖. The distance between a vector x ∈ Rn and a compact
set S ⊂ Rn is d(x,S) = miny∈S ‖x−y‖ and the Hausdorff
distance between two compact sets S1 ⊂ Rn, S2 ⊂ Rn
is haus(S1,S2) = min{max
x1∈S1
d(x1,S2), max
x2∈S2
d(x2,S1)}.
The Minkowski sum between two sets S1 and S2 is denoted
by S1⊕S2, their set difference is S1\S2, the interior of a set
S is denoted by intS and its convex hull is conv(S). A C-set
S ⊂ Rn is a convex compact set which contains the origin
in its interior Blanchini (1999). The cardinality of a set V
is denoted by |V|. Let G(V , E),or G, be a labeled directed
graph with a set V of nodes and a set E of edges. A walk is
a sequence v0e1v1 · · · vk of vertices and edges of the graph
such that for all i ∈ {1, ..., k} the edge ei has the source
node vi−1 and the destination node vi. Given a walk from a
node s ∈ V to a node d ∈ V , we denote the sequence of the
appearing labels by σ(s, d) and the walk length by |σ(s, d)|.
We denote the sequence of the nodes in the walk by m(s, d).
The distance gd(i, j) between two nodes i ∈ V , j ∈ V is
the length of a shortest path connecting i to j.
2.1 System and Assumptions
We wish to study invariance and safety for systems whose
switching sequences are constrained by a set of rules. These
rules are induced by a connected labelled directed graph. We
consider a set of matrices A := {A1, ..., AN} ⊂ Rn×n and
a set of disturbance sets W = {W1, ...,WN}, Wi ⊂ Rn.
We consider a set of nodes V := {1, 2, ...,M} and a set
of edges E = {(s, d, σ) : s ∈ V , d ∈ V , σ ∈ {1, ..., N}},
where s is the source node, d is the destination node and
σ the label of the edge. The set of outgoing edges of a
node s ∈ V is Og(s,G) := {d ∈ V : (∃σ ∈ {1, ..., N} :
(s, d, σ) ∈ E)}. Finally, we consider a set of constraint sets
X = {X1, ...,XM}, where Xi ⊂ Rn, i ∈ {1, ...,M}. The
System is
x(t+ 1) = Aσ(t)x(t) + w(t), (1)
z(t+ 1) ∈ Og(z(t),G), (2)
(x(0), z(0)) ∈ Rn × V , (3)
with w(t) ∈ Wσ(t), t ≥ 0, subject to the constraints
σ(t) ∈ {σ : (z(t), z(t+ 1), σ) ∈ E}, ∀t ≥ 0, (4)
x(t) ∈ Xz(t), ∀t ≥ 0. (5)
We call nominal the disturbance-free system, i.e., the system
described by the difference equation x(t + 1) = Aσ(t)x(t)
and (2), (3), subject to the constraints (4)–(5). The stability
of the nominal system has been characterized by the intro-
duction of the constrained joint spectral radius ρˇ(A,G) Dai
(2012), a generalization of the joint spectral radius (JSR)
Jungers (2009) of a matrix set A ⊂ Rn×n, which is in turn a
generalization of the spectral radius of a matrix A ∈ Rn×n.
Definition 1 (CJSR Dai (2012)) The constrained joint
spectral radius (CJSR) of the nominal System is ρˇ(A,G) :=
lim
k→∞
ρˇk(A,G), where ρˇk(A,G) := max{‖
k∏
j=1
Aij‖1/k :
{ij}j∈[1,l] is an admissible switching sequence} is the
maximum growth rate up to time k.
It is shown (Dai, 2012, Corollary 2.8) that the nominal sys-
tem is asymptotically stable if and only if ρˇ(A,G) < 1 and
asymptotic stability is equivalent to exponential stability.
Assumption 1 (State constraints) The constraint sets
Xi ⊂ Rn, i = 1, ...,M , are C-sets.
Assumption 2 (Disturbances) The disturbance sets Wi,
i = 1, ..., N , are C-sets.
Assumption 3 (Stability) ρˇ(A,G) < 1.
Assumption 4 (Connectedness) G(V , E) is strongly con-
nected.
Assumptions 1 and 2 are followed by the plurality of
works in the literature, see e.g., Blanchini and Miani
(2008) and they are respected by most of the real world
systems. The assumption on convexity can be replaced
in some cases to semi-algebraicity, for more details, see
Athanasopoulos and Jungers (2016a), Athanasopoulos and Jungers
(2016b). The restriction that the constraint and disturbance
sets contain the origin in their interior will be required for
some of the theoretical derivations. Its alleviation is an ac-
tive research topic, see e.g., Roszak and Broucke (2006),
Bitsoris et al. (2014) for linear/arbitrary switching systems.
Assumption 3 is necessary 2 since ρˇ(A,G) > 1 excludes
the existence of non-trivial invariant multi-sets or safe sets.
The study of the limiting case ρˇ(A,G) = 1, although inter-
esting 3 , is outside the scope of this study. Assumption 4
concerns the structure of the constraints in the switching
signal and holds in many interesting cases.
2.2 Invariant multi-sets
We first recall the notion of an invariant set, and then gen-
eralize it to multi-sets.
Definition 2 (Invariance, Blanchini (1999)) A set S ⊂
Rn is called invariant with respect to the System (1)-(3)
if x(0) ∈ S implies x(t) ∈ S, for any initial condition
2 See in Appendix B ways to verify it.
3 Existence of invariant sets even for the case of arbitrary switch-
ing systems is undecidable (Blondel and Tsitsiklis. J. (2000)) in
this case.
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z(0) ∈ V and any switching signal σ(t), t ≥ 0, satisfying
(4). If additionally there is a constraint set X ⊂ Rn and
S ⊆ X , the set S is called admissible invariant with respect
to the System (1)-(2) and the constraint set.
Definition 3 (Multi-set invariance) The collection {Si}i∈V
is called an invariant multi-set with respect to the System
(1)-(3) if x(0) ∈ Sz(0) implies x(t) ∈ Sz(t), for all t ≥ 0,
for any initial condition z(0) ∈ V and for any switching
signal σ(t), t ≥ 0, satisfying (4). If additionally Si ⊆ Xi,
for all i ∈ V , the multi-set {Si}i∈V is called an admissible
invariant multi-set with respect to the System (1)-(3) and
the constraints (4), (5). The admissible invariant multi-set
{SiM}i∈V is the maximal admissible invariant multi-set if
for any admissible invariant multi-set {Si}i∈V it holds that
Si ⊆ SiM , for all i ∈ V . The invariant multi-set {Sim}i∈V is
the minimal invariant multi-set if for any invariant multi-set
{Si}i∈V it holds that Sim ⊆ Si, for all i ∈ V .
Definition 4 (Safety) A set SY ⊂ Rn is called safe with
respect to the System (1)-(3), the constraints (4), (5) and with
respect to a set of nodes Y ⊆ V if (x(0), z(0)) ∈ SY × Y ,
implies x(t) ∈ Xz(t), for any switching signal σ(t), t ≥ 0,
satisfying (4). The safe set S⋆Y is called the maximal safe set
if for any other safe set SY ⊆ X it holds that SY ⊆ S⋆Y .
Assumptions 1-4 are not sufficient for the System (1)-(3)
subject to the constraints (4), (5) to possess a non-trivial
invariant set, as shown in the following example.
Example 1 We consider the disturbance-free scalar sys-
tem x(t + 1) = aσ(t)x(t), with a1 = −2, a2 = 0.25
and constraint graph G(V , E) with V = {1, 2}, E =
{(1, 1, 2), (1, 2, 1), (2, 1, 2)}. The system does not admit an
invariant set. Nevertheless, it admits an invariant multi-set,
e.g., {S1,S2} = {[−0.5, 0.5], [−1, 1]}.
Example 2 We consider a System (1)–(3), subject to state
constraints x(t) ∈ X . The switching signal may take two
values σ(·) : N → {1, 2}. The switching constraints graph
G(V , E) is in Figure 1. For z(0) = a and any x(0) ∈ R2 the
switching sequence {σ(0), ..., σ(6)} = {2, 2, 1, 1, 2, 1, 1}
is admissible since it can be realized by the walk
(a, 2, a, 2, a, 1, b, 1, c, 2, b, 1, c, 1, a), whereas the switching
sequence {σ(0), σ(1), σ(2)} = {2, 1, 2} is not admissible.
An admissible invariant multi-set {Sa,Sb,Sc} for the sys-
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Fig. 1. Example 1, the switching constraints graph G(V, E).
tem is depicted in Figure 2. An illustration of a trajectory
x(0), ..., x(6) is also depicted for the initial conditions
z(0) = a, x(0) ∈ Sa, corresponding to the switching
sequence{σ(0), ..., σ(5)} = {2, 2, 1, 1, 2, 1, 1}.
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Fig. 2. Example 1, the invariant multi-set {Sa,Sb,S3} (blue), the
state constraints X (yellow) and a trajectory for initial conditions
x(0) ∈ Sa, z(0) = a.
A natural connection of multi-set invariance to standard in-
variance can be made considering the unconstrained switch-
ing system, which is associated to the original system via
the so-called Ω-lift and the Kronecker lift (Kozyakin (2014),
Wang et al. (2016)). Although one may be tempted to work
in the lifted space and apply well-established set-theoretic
methods to perform the safety analysis, the respective con-
structions are computationally prohibitive and they do not
take into account the structure of the switching constraints
realized by the directed graph that defines them. Addition-
ally, by maintaining the information of the switching con-
straints graph we may retrieve more refined notions re-
lated to safety, e.g., returnability (Gilber and Kolmanovsky
(2002)) and recurrence (Teel et al. (2014)). Another inter-
pretation of the multi-set invariance can be made in the
framework of hybrid systems (Goebel et al., 2012, Chapters
2.4, 6, 8), Goebel et al. (2008). Also, the existence of in-
variant multi-sets can be associated to the multi-norms used
in Philippe et al. (2015). It is worth noting that although the
sublevel sets of multi-norm Lyapunov functions constitute
an invariant multi-set, approximation and exact computation
of minimal/maximal/safe invariant multi-sets was not sought
there.
2.3 Reachability mappings
We describe the standard mappings Blanchini and Miani
(2008), Aubin et al. (2011) used in the paper. Consider a
set of matrices A ⊂ Rn×n, the set of disturbance sets W
and a switching sequence {σi}i∈{1,...,p}, σi ∈ {1, ..., N},
where p ≥ 1. The p-step forward reachability map-
ping is R({σi}i∈{1,...,p},S) = (
∏p
i=1 Aσp+1−iS) ⊕
(
p⊕
j=1
p−j∏
i=1
Aσp+1−jWσj ). In the absence of an additive term,
i.e., when W := {0}, we write RN
({σi}i∈[p],S) :={∏p
i=1 Aσp+1−ix : x ∈ S
}
. Moreover, we define the
‘convexified’ versions of the forward mappings, i.e.,
RC({σi}i∈{1,...,p},S) := conv(R({σi}i∈{1,...,p},S)),
RCN({σi}i∈{1,...,p},S) := conv(RN({σi}i∈{1,...,p},S)).
Similarly, we define the p-step backward reachability map-
ping as C({σi}i∈{1...,p},S) := {x :
(∏p
i=1 Aσp+1−i{x}
)⊕
4
(
p⊕
j=1
p−j∏
i=1
Aσp+1−jWσj ) ∈ S}.
Example 3 We illustrate how the reachability mappings are
applied along a switching sequence in a graph. By con-
sidering the sequence {σ1, σ2}, we have R({σ1, σ2},S) =
Aσ2Aσ1S ⊕ Aσ2Wσ1 ⊕ Wσ2 and C({σ1, σ2},S) = {x :
Aσ2Aσ1{x} ⊕Aσ2Wσ1 ⊕Wσ2 ∈ S}.
S R({σ1, σ2},S)
σ1 σ2
C({σ1, σ2},S) S
σ1 σ2
Fig. 3. Example 3, illustration of a 2-step forward (left) and back-
ward (right) reachability map.
Using the forward and backward reachability mappings, we
can verify invariance of a multi-set in a straightforward man-
ner. Proposition 1 follows directly from the Defininition 3.
Proposition 1 Consider a collection {Si}i∈V of sets and the
System (1)–(3) subject to the constraint (4). The following
statements are equivalent.
1. The multi-set {Si}i∈V is invariant with respect to the
System.
2. For any edge (i, j, σ) ∈ E , it holds that R(σ,Si) ⊆ Sj .
3. For any edge (i, j, σ) ∈ E , it holds that C(σ,Sj) ⊇ Si.
2.4 Stability metrics for the nominal system
Assumption 3 implies exponential stability of the nominal
system, namely the existence of two scalars Γ ≥ 1 and
ρ ∈ (0, 1) such that
‖x(t)‖ ≤ Γρt‖x(0)‖, ∀(x(0), z(0)) ∈ Rn × V , ∀t ≥ 0, (6)
x(·) being any solution of the nominal system. Throughout,
we utilize these stability metrics to bound the number of
iterations required to compute invariant multi-sets. We con-
sider the sequence {N jl }j∈V , l ≥ 0, generated by
N j0 :=
⋃
(s,j,σ)∈E
Wσ, j ∈ V , (7)
N jl+1 :=
⋃
(s,j,σ)∈E
RN(σ,N sl ), j ∈ V . (8)
Equivalently to the exponential decrease of the vector norm
(6), we can formulate the exponential contraction of the
elements of the multi-set sequence (7), (8) in the set inclusion
N jt ⊆ ΓρtN j0 , ∀j ∈ V , ∀t ≥ 0. (9)
Several methods exist for computing the scalars Γ ≥ 1, ρ ∈
(0, 1) in (9), see, e.g., Athanasopoulos and Lazar (2014),
Philippe et al. (2015), Cambier et al. (2015).
3 The minimal invariant multi-set
In this section we characterize the minimal invariant multi-
set for linear constrained switching systems. In specific,
we provide multi-set sequences for inner and outer ǫ-
approximations of the minimal invariant multi-set.
3.1 Inner ǫ-approximations
We consider the sequence of multi-sets {F jl }j∈V , l ≥ 0,
with
F j0 := {0}, j ∈ V , (10)
F jl+1 :=
⋃
(s,j,σ)∈E
R(σ,Fsl ), j ∈ V . (11)
We show that this multi-set sequence converges, not nec-
essarily in finite time 4 , to the minimal invariant multi-set.
Some technical observations are required first.
Fact 1 Consider the multi-set sequence (10), (11). Under
Assumption 2, for all l ≥ 0 it holds
F jl =
⋃
i∈{0,...,l}
F ji , ∀j ∈ V . (12)
Proposition 2 Consider the multi-set sequence (10), (11).
Under Assumptions 2 and 3, there exist scalars ρ ∈ (0, 1),
Γ ≥ 1 such that for any l ≥ 0, it holds
F jl ⊆ F jl+1 ⊆ F jl ⊕
(
ΓρlW⋆) , (13)
where W⋆ := ∪i∈{1,...,N}Wi.
Theorem 1 Consider the multi-set sequence (10), (11). Un-
der Assumptions 1-4, the following hold.
(i) The sequence is convergent, i.e., there are setsF j∞, j ∈ V ,
such that lim
l→∞
F jl = F j∞.
(ii) Let α := min{α : ∪i∈{1,...,N}Wi ⊆ αB(1)} and a pair
(Γ, ρ) satisfying (9). For any ǫ > 0, l ≥
⌈
logρ
(
ǫ(1−ρ)
αΓ
)⌉
,
it holds that
F jl ⊆ F j∞ ⊆ F jl ⊕ B(ǫ), ∀j ∈ V . (14)
(iii) The sequence converges to the minimal compact invariant
multi-set with respect to the System (1)-(3) and constraint
(4), i.e., Sjm = F j∞, for all j ∈ V .
4 To see this, take for example x(t+1) = ax(t)+w(t), w(t) ∈
[−1, 1], for some a ∈ (0, 1). We have Fl =
l−1⊕
i=0
(aFi⊕ [−1, 1]) =
[− 1−a
l
1−a
, 1−a
l
1−a
]. Clearly, Sm = lim
l→∞
Fl = [−
1
1−a
, 1
1−a
], however,
there is no integer k⋆ ≥ 0 such that Fk⋆+1 = Fk⋆ .
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From Theorem 1 and Proposition 2, we observe that if
F j
k
= F j
k+1
, for all j ∈ V and an integer k, then Sjm = F jk ,
j ∈ {1, ...,M}. However, since only asymptotic conver-
gence of the multi-set sequence is guaranteed, we can uti-
lize Theorem 1(ii) to compute ǫ-inner approximations of the
minimal invariant multi-set. Theorem 1(ii) also provides an
upper bound on the number of iterations required for any
given desired accuracy ǫ. The upper bound depends on the
stability metrics of the System and the shapes of the distur-
bance sets. Thus, it gives a new insight to the correspond-
ing results from the literature that concern the case of ar-
bitrary switching, e.g., (Blanchini and Miani, 2008, Propo-
sition 6.9), (Ong and Gilbert, 2006, Section 2), where such
bounds were not made explicit.
It is difficult to compute the elements of the multi-set se-
quence (10), (11) as each member is a radially convex set.
To alleviate this computational burden and in the same spirit
as, e.g., Rakovic et al. (2005a), Rakovic et al. (2005b), we
turn our attention to the minimal convex invariant multi-set.
To this purpose, we consider the multi-set sequence
F j0 := {0}, j ∈ V (15)
F jl+1 :=
⋃
(s,j,σ)∈E
RC(σ,Fsl ), j ∈ V . (16)
Proposition 3 Consider the multi-set sequences (15),
(16). Under Assumptions 1-4, the following hold: (i)
conv(F jl ) = conv(F
j
l ), ∀l ≥ 0, ∀j ∈ V , (ii) The
multi-set sequence is convergent, there are sets F j∞,
j ∈ V , such that lim
l→∞
F jl = F
j
∞, (iii) The multi-set
{conv(F j∞)}j∈V is the minimal convex invariant multi-
set with respect to the System (1)-(3) and the constraint
(4), (iv) Let α := min{α : ∪i∈{1,...,N}Wi ⊆ αB(1)}
and a pair (Γ, ρ) satisfying (9). Then, for any ǫ > 0
and l ≥
⌈
logρ
(
ǫ(1−ρ)
αΓ
)⌉
the relation conv(F jl ) ⊆
conv(F j∞) ⊆ conv(F
j
l )⊕ B(ǫ), j ∈ V , holds.
3.2 Invariant, outer ǫ-approximations
In this subsection we adapt the approach in Rakovic et al.
(2005a) to the case of constrained switching systems and
provide both convex and non-convex invariant outer ǫ–
approximations of the minimal invariant multi-set. We
define the sets N j∩ :=
⋂
(i,j,σ)∈E
Wσ, j ∈ V . Under As-
sumptions 2–4, from (Athanasopoulos and Lazar, 2014,
Theorem 1), we have that for any given λ ∈ (0, 1), there
exists an integer k ≥ 1 such that
N jk ⊆ λN j∩, ∀j ∈ V , (17)
where the multi-set sequence {N jl }j∈V is generated by (7),(8). Let k ≥ 1, λ ∈ [0, 1) be such that (17) holds.
Theorem 2 Consider the System (1)–(3) subject to the con-
straints (4) and suppose that Assumptions 2–4 hold. Let
(k, λ), k ≥ 1, λ ∈ (0, 1) be such that (17) holds. Consider
the multi-set {Djk}j∈V , where
Djk :=
1
1− λF
j
k−1, j ∈ V , (18)
and {F jl }j∈V is generated by (10), (11). The following state-
ments hold.
(i) The multi-set {Djk}j∈V is invariant with respect to the
System (1)–(3) and the constraint (4).
(ii) Given a desired accuracy ǫ > 0 consider the pair (k, λ)
such that additional to (17) they satisfy λ1−λF jk−1 ⊆ B(ǫ).
Then, it holds that
Sjm ⊆ Djk ⊆ Sjm ⊕ B(ǫ), ∀j ∈ V . (19)
As in the case of inner approximations, we provide con-
vex outer ǫ-approximations of the minimal convex invari-
ant multi-set, utilizing the ‘convexified’ versions of the for-
ward reachability multi-set sequences {Fjl }j∈V (15), (16)
and {N jl }j∈V , where
N j0 =
⋃
(s,j,σ)∈E
Wσ, j ∈ V , (20)
N jl+1 =
⋃
(s,j,σ)∈E
RCN(σ,N sl ), j ∈ V . (21)
Under Assumptions 2–4, for any given λ ∈ (0, 1), there
exists an integer k ≥ 1 such that
N jk ⊆ λN j∩, ∀j ∈ V . (22)
Let k ≥ 1, λ ∈ [0, 1) such that (22) holds. The proof of
Proposition 4 is omitted since it is similar to the one of
Theorem 2.
Proposition 4 Consider the System (1)–(3) subject to the
constraints (4) and suppose that Assumptions 2-4 hold. Con-
sider the multi-setDjk := 11−λ conv(F
j
k−1), j ∈ V , where
{Fjl }j∈V , l ≥ 0 is generated by (15), (16) and k ≥ 1,
λ ∈ (0, 1) satisfy (22). Given any scalar ǫ > 0, the relation
conv(Sjm) ⊆ D
j
k ⊆ conv(S
j
m)⊕ B(ǫ), ∀j ∈ V (23)
holds, for any pair (k, λ), k ≥ 1, λ ∈ (0, 1) which satisfy
(i) the relation (22), (ii) λ1−λF
j
k−1 ⊆ B(ǫ).
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Remark 2 It is worth comparing the results in Theo-
rems 1(ii) and Theorem 2. On the one hand, the inner
approximations of the minimal invariant multi-set of The-
orem 1 are not invariant (unless equal to the minimal
invariant multi-set). whereas the outer approximations of
Theorem 2 always are. On the other hand, for any num-
ber l of iterations of the multi-set sequence (10), (11),
from Theorem 1 we always obtain an ǫ(l)–approximation,
which might be convenient when limited computations are
allowed, whereas in Theorem 2 the number of required iter-
ations of the multi-set sequence (10), (11) has to be larger
than a threshold, implied by (17) and Theorem 2(ii).
4 The maximal invariant multi-set
First, we show that all trajectories of the System (1)-(3) sub-
ject to (4) converge exponentially to the minimal invariant
multi-set {Sjm}j∈V .
Lemma 1 Let (x(·), z(·)) be any solution of the System (1)-
(3) subject to the constraints (4) and for initial conditions
z(0) ∈ V , x(0) ∈ Rn, ‖x‖ = c > 0. Under Assumptions 2,
3, for any initial condition (x(0), z(0)) and any given ǫ > 0,
there exists an integer l⋆ such that d(x(t),Sz(t)m ) ≤ ǫ for any
t ≥ l⋆, where {Sjm}j∈V is the minimal invariant multi-set.
Given the constraint sets Xj ⊂ Rn, j ∈ V we define the
multi-set sequence {Bjl }j∈V , l ≥ 0, where
Bj0 = Xj , j ∈ V , (24)
Bjl+1 = (
⋂
(j,d,σ)∈E
C(σ,Bdl ))
⋂
Bj0, j ∈ V . (25)
The l-th term of the multi-set sequence (24), (25) contains
the initial conditions (x(0), z(0)) ∈ X × V which satisfy
the state constraints for at least l time instants.
Theorem 3 Consider the System (1)-(3) subject to the con-
straints (4), (5). Suppose that Assumptions 1-4 hold and let
the pair (Γ, ρ) satisfy (6). Moreover, assume Sjm ⊆ intXj ,
j ∈ V , where {Sjm}j∈V is the minimal invariant multi-set.
Let Rj = max{R : B(R) ⊆ Xj}, j ∈ V , rj = min{r :
B(r) ⊇ Sjm}, j ∈ V , c = min{c : B(c) ⊇ Xj , j ∈ V}.
Consider the sequence of multi-sets (24), (25). The follow-
ing statements hold.
(i) There exists an integer k ≥ 1 such that relations Bj
k+1
=
Bj
k
hold, j ∈ V , with
k ≤ logρ
(
minj∈V(Rj − rj)
Γc
)
. (26)
(ii) The multi-set {Bj
k
}j∈V is the maximal admissible invari-
ant multi-set with respect to the System (1)-(3) and the
constraints (4), (5).
Remark 3 We underline that the upper bound (26) on the
number of iterations required to converge to the maximal
invariant multi-set in Theorem 3 can be computed a priori:
The pair (Γ, ρ) can be recovered by applying the methods
implemented in Cambier et al. (2015), the scalars Rj , c de-
pend on the problem data and can be easily computed when
the constraint sets and the disturbance sets are polyhedral
or ellipsoidal sets. Last, the scalars rj , j ∈ {1, ...,M} can
be computed by applying the results of Section 3.
The relation between the maximal invariant multi-set and the
maximal safe set is stated formally in the following corollary
of Theorem 3. Its proof is omitted as it is straightforward.
Corollary 1 Consider the System (1)–(3) subject to the con-
straints (4), (5). Let {SM}j∈V be the maximal invariant
multi-set and let Y ⊆ V a set of nodes in G(V , E). Then,
the maximal safe sets SY with respect to the System (1)–
(3), the constraints (4), (5) and with respect to Y ⊆ V is
SY = ∩j∈VSjM .
Example 4 We consider the example in (Philippe et al.,
2015, Section 4), generated from modeling possible fail-
ures of a closed-loop linear system. In Philippe et al.
(2015), it is shown that the system is asymptotically sta-
ble, while in Legat et al. (2016) is was confirmed that the
CJSR is precisely ρˇ(A,G) = 0.9748... < 1. Additional
1
2
3 44
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1
2
1
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1
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Fig. 4. The switching constraints graph G(V, E), Example 4.
to the data provided in Philippe et al. (2015), we con-
sider state constraint sets Xi = {x ∈ R2 : ‖x‖∞ ≤ 1},
i = 1, ..., 4 and disturbance sets Wi = 0.01Xi, i = 1, ..., 4.
We have V = {1, ..., 4}. First, we compute a convex,
inner ǫ–approximation {Sjinn}j∈V of the minimal con-
vex invariant multi-set with ǫ = 10−2 using the pair
(Γ, ρ) = (12.6023, 0.9804) which satisfies 9. In Appendix B
we illustrate two ways to compute such a pair. From Propo-
sition 3, we calculate l = 328, thus, Sjinn = F
j
328, j ∈ V ,
where the multi-set {F jl }j∈V , l ≥ 0 is generated by the
multi-set sequence (15), (16). The inner 10−2-aproximation
{Sjinn}j∈[4] is shown in Figure 5 with yellow color. Second,
we compute an invariant, convex outer 10−2-approximation
{Sjout}j∈V of the minimal convex invariant multi-set. By
utilizing the multi-set sequences (20), (21) and (15), (16),
we obtain the pair (k, λ) with k = 191, λ = 0.0138 which
satisfies conditions (i) and (ii) of Proposition 4. The convex
outer 10−2-approximation is {Sjout}j∈V with Sjout = D
j
191,
7
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
PSfrag replacements
x1
x1
x1
x1
x
2
x
2
x
2
x
2 S1inn S2inn
S3inn S4inn
X1 X2
X3 X4
S1M S2M
S3M S4M
Fig. 5. Example 4, the convex inner 10−2–approximation
{Sjinn}j∈V (yellow) of the minimal convex invariant multi-set, the
maximal invariant multi-set {SjM}j∈V (light blue) and the con-
straint multi-set {Xi}i∈V (grey). The outer 10−2–approximation
{Sjout}j∈V is not shown clearly since its members almost coin-
cide the ones of the inner one. In the upper left part, a zoomed
portion of the inner and outer (dark blue) approximation is shown.
where Djk is defined in Proposition 4. The members of
the invariant outer approximation are not clearly visible
in Figure 5 since they almost coincide 5 with the respec-
tive members of the inner convex approximation. In the
upper left part of Figure 5, a zoomed portion of the im-
age is shown and a portion of the set S1out is shown in
dark blue color. Last, we compute the maximal invariant
multi-set {SjM}j∈V . By utilizing Theorem 3, we compute
an upper bound k on the number of iterations needed from
relation (26). To this purpose, we compute Rj = c = 1,
j ∈ [4], r1 = r3 = r4 = 0.6671, r2 = 0.6076 and we have
logρ(
minj∈V (Rj−rj)
Γc ) = 203. It is worth noting that the
maximal invariant multi-set is actually obtained in k = 8
iterations. The members of the maximal invariant multi-set
are shown in Figure 5 in light blue color.
5 The Reduced Graph and the Reduced System
In this section, we show that invariant multi-sets, either max-
imal, minimal or their approximations, can be constructed
by reachability sequences of multi-sets of graphs having a
smaller number of nodes and possibly a smaller number of
edges. Some of the benefits are in the safety analysis prob-
lems for systems under dwell time specifications in Sec-
tion 7. In specific, we exploit the concept of the set Y of
nodes of a graph G(V , E) that are necessarily visited in any
5 Indeed, an a posteriori analysis of these two approximations
shows that they are also ǫ2–approximations with ǫ2 = 2 · 10−3.
In specific, we identify that Sjinn ⊆ S
j
out ⊆ S
j
inn ⊕ B(ǫ2). Con-
sequently, we have that Sjinn ⊆ S
j
m ⊆ S
j
out ⊆ S
j
inn ⊕ B(ǫ2) ⊆
Sjm ⊕ B(ε2).
walk of lengthm, for some integerm ≥ 1. We note that such
sets always exist with the trivial case being Y = V , m = 1.
Definition 5 ( Lothaire (2002), Proposition 1.6.7,
Philippe et al. (2017), Definition 4) Given a graph G(V , E)
and an integer m ≥ 1, a set of nodes Y ⊆ V is called m-
unavoidable if any walk of length m passes through a node
v ∈ Y at least once. A set of nodes Y ⊆ V is called a min-
imal m-unavoidable set of nodes if for any m-unavoidable
set Z ⊂ Rn, it holds that |Z| ≥ |Y|.
There needs not be a unique set of m-unavoidable nodes, as
shown in the following example.
Example 5 The graph in Figure 1 has two minimal 2-
unavoidable sets of nodes, namely {a, b} and {a, c}. The
corresponding reduced graphs are shown in Figure 4.
a b
1
2 {1, 2}
{1, 1}
a c
{1, 1}
2 {2, 1}
1
Fig. 6. Example 5, the Reduced Graphs of Figure 1 whith
Y = {a, b} (left) and Y = {a, c} (right).
Let Y ⊆ V be a set of m-unavoidable nodes of G(V , E). We
define the graph G(Y, EY), where
EY := {(s, d, σ(s, d)) : (s, d) ∈ Y × Y} (27)
and σ(s, d) is a path in G(V , E). The edges of G(Y, EY) have
as labels the sequences of labels appearing in the path in
G(V , E) from a node s ∈ Y to a node d ∈ Y . Consider the
graph G(V , E), the set of matrices A, the set of disturbance
sets W, m ∈ {1, ..., |V|} and a set of m-unavoidable nodes
Y ⊆ V . We consider the set of matrices A˜ ⊂ Rn×n, where
A˜ := {
p∏
i=0
Aσp−i : (s, d, {σi}i∈{0,...,p}) ∈ EY}. Let us de-
note each member of A˜ by A˜i, i ∈ {1, ..., N˜}, for some
N˜ ≥ 1. We also consider the corresponding set of distur-
bance sets W˜ := {⊕p−1j=0 (∏p−1−ji=0 Aσp−1−i(t)Wj) ⊕Wp :
(s, d, {σi}i∈{0,...,p}) ∈ EY} and use the notation W˜i for
each member of W˜. We define the Reduced Graph G(Y, E˜),
where Y is the set of unavoidable nodes and E˜ contains
the same edges as EY , with a new label i ∈ [N˜ ] for each
edge corresponding to an edge (s, d, {σi}i∈{0,...,p}) in EY
for which the sequence {σi}i∈{0,...,p} has length more than
one. We emphasize the fact that that by introducing addi-
tional modes in G(Y, E˜), we have as label in each edge an
integer instead of a sequence. This representation is in equiv-
alence to the graph G(Y, EY ), in which the same number of
modes as in G(V , E) is kept.
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Definition 6 (Reduced System) Consider the System (1)–
(3) subject to the constraints (4)–(5). The System
x(t+ 1) = A˜σ(t)x(t) + w˜(t), (28)
z(t+ 1) ∈ Og(z(t),G(Y, E˜)), (29)
(x(0), z(0)) ∈ Rn × Y, (30)
with w(t) ∈ W˜σ(t), subject to the constraints
σ(t) ∈ {σ : (z(t), z(t+ 1), σ) ∈ E˜}, (31)
x(t) ∈ Xz(t), ∀t ≥ 0, (32)
is called the Reduced System, related to the System (1)–(3)
and the constraints (4), (5) via the set of nodes Y ⊆ V .
The stability properties of the nominal parts of the System
(1)-(3) and of the Reduced System (28)–(30) coincide.
Fact 2 Consider the System (1)-(3) and the Reduced Sys-
tem (28)–(30), associated to the System via the unavoidable
nodes Y ⊆ V and suppose that Assumption 3 holds. Then,
ρˇ(A˜,G(Y, E˜)) ≤ ρˇ(A,G(V , E)).
We explore the invariance relationships between the System
(1)–(3) and the Reduced System (28)–(30). Given the graph
G(V , E) and the related Reduced Graph G(Y, E˜), we define
the mapping f(·) from a multi-set {Mj}j∈Y , Mj ⊂ Rn to
a multi-set {Kj}j∈V , Kj ⊂ Rn to be
f
({Mj}j∈Y) = {Kj}j∈V , (33)
where
Kj :=


Mj, j ∈ Y,⋃
{s∈Y:m(s,j)∩Y={s}}
R(σ(s, j),Ms), j ∈ V \ Y,
The set union in (33) is over all forward reachability sets
that start from a node s ∈ Y which is connected by a path
in G(V , E) to the node j ∈ V \Y and does not pass through
any other unavoidable node in Y . We write the minimal and
maximal invariant multi-set of the System and the Reduced
System by {Sjm}j∈V , {SjM}j∈V and {S˜jm}j∈Y , {S˜jM}j∈Y
respectively. Given a graph G(V , E) and a set Y ⊆ V , we
denote by θm and θM the smallest and largest number of
edges in a path connecting two nodes i ∈ Y , i.e.,
θm := min
(i,j)∈Y×Y
{gd(i, j)}, (34)
θM := max
(i,j)∈Y×Y
{gd(i, j)}. (35)
The following Lemma states that the l-step forward reach-
ability multi-set of the Reduced System is bounded from
above and below from by the l · θM -step and l · θm-step
forward reachability multi-sets of the original System.
Lemma 2 Let {F jl }j∈V , {F˜ jl }l∈Y be the forward reacha-
bility multi-set sequences (10), (11) of the System (1)–(3)
and the Reduced System (28)–(30) associated to the System
via the set of nodes Y respectively. Then,
F jlθm ⊆ F˜
j
l ⊆ F jlθM , ∀j ∈ Y, ∀l ≥ 0, (36)
where θm, θM are given in (34) and (35) respectively.
Theorem 4 Consider the System (1)–(3) subject to the con-
straints (4)–(5), a set of unavoidable nodes Y ⊆ V , the Re-
duced System (28)–(30) subject to the constraints (31), (32)
related to the System via the set of nodes Y , with the mini-
mal invariant multi-set {S˜jm}j∈Y . Under Assumptions 1–4,
the minimal invariant multi-set {Sjm}j∈V with respect to the
System (1)–(3) and the constraints (4)–(5) is
{Sjm}j∈V = f
(
{S˜jm}j∈Y
)
. (37)
Theorem 4 reveals the relationship between the minimal in-
variant multi-sets of the Reduced System and the original
System. In what follows, we show that the relation extends
also to their ǫ–approximations, which is especially appeal-
ing in formulating efficient algorithmic procedures for their
computation.
Fact 3 Consider a system of the form (1)–(3) subject to
the constraints (4), (5) the sequence {σi}i∈{1,...,l}, σi ∈
{1, ..., N} and two sets S1,S2 ⊂ Rn. Then, for all l ≥ 1 it
holds that
R({σi}i∈[l],S1⊕S2) = R({σi}i∈[l],S1)⊕RN({σi}i∈[l],S2).
(38)
The sets S1, S2 in (38) of Fact 3 commute. Similarly to
the multi-set {N jl }j∈V generated by (7), (8), we define
the sequence {N˜ jl }j∈Y , l ≥ 0, with N˜0
j
=
⋃
(i,j,σ)∈E˜
W˜i,
N˜ jl+1 =
⋃
(i,j,σ)∈E˜
RN(σ, N˜ il ). Moreover, we define
α˜ = min{α : ∪σ∈{1,...,N˜}W˜σ ⊆ B(α)}. (39)
By Assumption 3, there exist scalars Γ˜ ≥ 1, ρ˜ < 1 such that
N˜ jt ⊆ Γ˜ρ˜tN˜0. (40)
Additionally, since the nominal part of the System (1)–(3)
is exponentially stable, there exist scalars Γ ≥ 1, ρ ∈ (0, 1)
such that (6) holds. Expressing (6) using the forward reach-
ability multi-sets of the nominal system, for any admissible
switching sequence σ(i, j), (i, j) ∈ V × V we write
RN(σ(i, j),B(1)) ⊆ Γρ|σ(i,j)|B(1). (41)
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Proposition 5 Consider the System (1)–(3) subject to the
constraints (4),(5), a set of unavoidable nodes Y ⊆ V , the
associated Reduced System (28)–(30) subject to the con-
straints (31), (32) and the multi-set sequence {F˜ jl }j∈V ,
l ≥ θM , with {F˜ jl }j∈V = f({F˜ jl }j∈Y), where f(·) is given
by (33) and {F˜ jl }j∈Y is generated by the multi-set sequence
F˜ j0 = {0}, F˜ jl+1 =
⋃
(i,j,σ)∈E˜
R(σ, F˜ il ), for all l ≥ 0, for all
j ∈ Y . Then, for any ǫ > 0 and
l ≥ max
{
θM ,
⌈
logρ˜
(
ǫ(1− ρ˜)
α˜Γ˜max{1,Γρ}
)⌉}
, (42)
where α˜, Γ˜, ρ˜,Γ, ρ are defined by (39)–(41), it holds that
F˜ jl ⊆ Sjm ⊆ F˜ jl ⊕ B(ǫ), ∀j ∈ V . (43)
Proposition 6 Consider the System (1)–(3) subject to the
constraints (4), (5), a set of unavoidable nodes Y ⊆ V , the
associated Reduced System (28)–(30) subject to the con-
straints (31), (32), the multi-set sequence F˜ j0 = {0}, F˜ jl+1 =⋃
(i,j,σ)∈E˜
R(σ, F˜ il ), for all l ≥ 0, for all j ∈ Y , and a
positive scalar ǫ > 0. Consider the multi-set {D˜jk}j∈V =
f( 11−λ{F˜ jk−1}j∈Y), where f(·) is defined in (33) and the
pair k ≥ 1, λ ∈ (0, 1) satisfies
N˜ jk ⊆ λN˜ j∩, ∀j ∈ Y, (44)
λmax{Γρ, 1}
1− λ F˜
j
k−1 ⊆ B(ǫ), ∀j ∈ Y, (45)
k ≥ θM , (46)
where Γ, ρ satisfy (41) and N˜ j∩ = ∪(i,j,σ∈Y)W˜σ , j ∈ Y .
Then, the multi-set {D˜jk}j∈V is an invariant, outer ǫ-
approximation of the minimal invariant multi-set, i.e.,
Sjm ⊆ D˜jk ⊆ Sjm ⊕ B(ǫ), ∀j ∈ V . (47)
Propositions 5 and 6 enable us to compute the minimal in-
variant multi-set and its ǫ–approximations by performing
the computations in the Reduced System and the Reduced
Graph. This is not in general the case when computing the
maximal admissible invariant multi-set. More precisely, the
requirement that state constraints need to be satisfied at the
non-unavoidable nodes does not allow the forward propaga-
tion of the elements of the multi-set from the unavoidable
nodes, as it is the case in Theorem 4. However, an explicit
relation between the maximal admissible multi-sets of the
Reduced System and the System does exist for some inter-
esting cases, as it is shown in Section 7. Generally, the Re-
duced System offers an outer approximation of the maximal
invariant multi-set of the System. This is stated formally be-
low, without proof.
Proposition 7 Consider the System (1)–(3) subject to the
constraints (4)–(5), a set of unavoidable nodes Y ⊆ V , the
Reduced System (28)–(30) subject to the constraints (31),
(32). Let {S˜jM}j∈Y and {SjM}j∈V denote the maximal ad-
missible invariant multi-set of the System and the Reduced
System respectively. Then, under Assumptions 1–4, the fol-
lowing hold: (i) SjM ⊆ S˜jM , for all j ∈ Y . (ii) Consider
the sets Bj0 = S˜jM , j ∈ Y , Bj0 = Xj and j ∈ V \ Y . Then
the multi-set sequence generated by (24), (25) converges in
finite time to the maximal invariant multi-set of the System.
6 The Lifted Graph and the Lifted System
In this section, we apply two types of lifting procedures
on the graph G(V , E) that defines the switching constraints
on the System (1)–(3). More specifically, we expose the
relation between the minimal and maximal invariant multi-
sets between the System and the Lifted System, which can
be exploited in several different ways.
6.1 The T-product Lift
We consider the T-iterated dynamics of the System. This
relaxation has been introduced before for assessing stability,
e.g., in Aeyels and Peuteman (1998) for continuous-time
systems, in Lazar et al. (2013) for homogeneous discrete-
time systems and Geiselhart et al. (2014) for non-linear
difference equations. In the context of linear constrained
switching systems, the T-product Lift has been introduced
in Philippe et al. (2015) where it was shown it provides
asymptotically tight approximations of the CJSR.
Definition 7 (T-Lift Philippe et al. (2015)) Consider the
System (1)–(3) subject to the constraints (4)–(5) and the
related switching constraints graph G(V , E). Given an inte-
ger T ≥ 1, the T-product lifted graph GT (V , ET ) is a graph
having the same nodes with G(V , E) and the set of edges
ET := {(i, j, σ(i, j)) : (i, j) ∈ V × V , |σ(i, j)| = T }.
The T-lifted graph GT (V , ET ) has the same number of
nodes with G(V , E). Moreover, there is an edge between a
node i ∈ V and j ∈ V whenever there is a walk between
i and j in G(V , E) of length T . Let AT := {
T∏
i=1
AσT−i :
(∃σi ∈ {1, ..., N}, i ∈ {1, ..., T } : (i, j, σ(i, j)) ∈ ET and
{σi}i∈{1,...,T} = σ(i, j)
)} be the set of matrices formed
by the products corresponding to labels appearing in
a walk of length T in the graph (G,V) and WT :=
{⊕Ti=1(∏T−ij=1 AσT−jWi) : (∃σl ∈ {1, ..., N}, l ∈
{1, ..., T } : (s, d, σ(s, d)) ∈ ET , and {σl}l∈{1,...,T} =
σ(s, d))} be the corresponding set of disturbance sets of
the iterated dynamics.
Example 6 The 2-product Lifted Graph of the Graph of
Example 2 is shown in Figure 7. The new labels σˇ1, ..., σˇ4
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correspond to the switching sequences {1, 1}, {1, 2}, {2, 1}
and {2, 2} respectively.
a b cσˇ4 σˇ2 σˇ3σˇ3
σˇ1
σˇ1
σˇ2
Fig. 7. Example 6, the 2-product Lifted Graph of the graph of
Figure 1.
Definition 8 (T-product Lifted System) Consider the Sys-
tem (1)–(3) subject to the constraints (4)–(5) and an integer
T ≥ 1. The System
x(t+ 1) = AT,σ(t)x(t) + wT (t) (48)
z(t+ 1) ∈ Og(z(t),GT ), (49)
(x(0), z(0)) ∈ Rn × V , (50)
with w(t) ∈ WTσ(t) ∈ WT , AT,σ(t) ∈ AT , subject to the
constraints
σ(t) ∈ {σ : (z(t), z(t+ 1), σ) ∈ ET }, (51)
x(t) ∈ Xz(t), ∀t ≥ 0, (52)
is called the T-product Lifted System, related to the System
(1)–(3) and the constraints (4)–(5).
It has been shown that the asymptotic stability properties of
the System (1)–(3) and the Lifted System (48)–(50) coincide
(Philippe et al., 2015, Theorem 3.2). and that the CJSR of
the T-product Lifted System is equal to the T-th power of
the CJSR of the System. Here, we reveal the relationship
between the minimal and maximal invariant multi-sets of the
System and the Lifted System and we use the latter fact to
propose alternative algorithmic procedures to compute them.
Theorem 5 Consider the System (1)–(3) subject to the con-
straints (4)–(5), an integer T ≥ 0 and the T -product Lifted
System (48)–(50) subject to the constraints (51), (52). Let
{Sˇjm}j∈V , {SˇjM}j∈V be the minimal and the maximal in-
variant multi-set with respect to the T-product Lifted System.
The following statements hold: (i) The multi-set
Sj = Sˇjm
⋃
{s∈V:|σ(s,j)|≤T−1}
R(σ(s, j), Sˇsm), j ∈ V , (53)
is the minimal invariant multi-set with respect to the System,
i.e., Sj = Sjm, for all j ∈ V . (ii) The multi-set
Sj = SˇjM
⋂
{d∈V:|σ(s,j)|≤T−1}
C(σ(j, d), SˇdM ), j ∈ V , (54)
is the maximal invariant multi-set with respect to the System,
i.e., Sj = SjM , for all j ∈ V .
6.2 The P-Path-Dependent Lift
We explore the potential benefits of computing in-
variant multi-sets for another type of lifting. In spe-
cific, we study the Path-Dependent lifting, introduced in
Bliman and Ferrari-Trecate (2003) and Lee and Dullerud
(2006). Relevant to the setting studied here, the lifting has
been used for the stability analysis of constrained switching
systems in Philippe et al. (2015) where it was shown to pro-
vide asymptotically tight approximations to the constrained
joint spectral radius.
Definition 9 (P-Lift Lee and Dullerud (2006)) Consider
an integer P ≥ 1 and a graph G(V , E), that corresponds to
a System (1)–(3) subject to the constraints (4)–(5). The Path
dependent lifted graph GP (VP , EP ) is a graph with the set of
nodes VP , VP := {vi1σi1vi2 · · · viP+1 : (vij , vij+1 , σij ) ∈E , j ∈ {1, ..., P}}, and the set of edges EP := {(va, vb, σ) :
(∃vij ∈ V , j ∈ {1, ..., P + 2} : va = vi1σi1 · · · viP+1 , vb =
vi2σi2 · · · viP+2 , σ = σiP+1 , σij ∈ {1, ..., N})}.
Moreover, for each node va = vi1σi1 · · · viP+1 ∈ EP
we assign the constraint set Xa = XiP+1 . Roughly,
the P-Path-Dependent Lifted graph GP (VP , EP ) has
as many nodes as different walks of length P − 1 in
the graph G(V , E). Moreover, there is an edge from
node s = vi1σi1 · · · viP+1 ∈ VP and to a node d =
vl1σl1 · · · vlP+1 ∈ VP if vi2σi2 · · · viP+1 = vl1σl1 · · · vlP .
Example 7 The 1-Path-Dependent Lifted Graph of the
Graph in Example 2 is shown in Figure 8.
a2a a1b b1c c2b c1a2
1 1
2
1
1
2
Fig. 8. Example 7, the 2-product Lifted Graph of the graph of
Figure 1.
Definition 10 (P-Path-Dependent Lifted System) Consider
the System (1)–(3) subject to the constraints (4), (5) and an
integer P ≥ 1. The System
x(t+ 1) = Aσ(t)x(t) + w(t) (55)
z(t+ 1) ∈ Og(z(t),GP ), (56)
(x(0), z(0)) ∈ Rn × VP , (57)
with w(t) ∈ Wσ(t), Aσ(t) ∈ A, subject to the constraints
σ(t) ∈ {σ : (z(t), z(t+ 1), σ) ∈ EP }, (58)
x(t) ∈ Xz(t), ∀t ≥ 0, (59)
is called the P-Path-Dependent Lifted System, related to the
System (1)–(3) and the constraints (4)–(5).
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For any j ∈ V , we define the sets of nodes I(j) ⊆ VP ,
j ∈ |V|, where I(j) := {i ∈ VP : i = vi1σi1 · · · j :
(vij , vij+1 , σij ) ∈ E , j ∈ {1, ..., P − 1}, (viP , j, σiP ) ∈ E}.
Theorem 6 Consider the System (1)–(3) subject to the
constraints (4)–(5), an integer P ≥ 0 and the P -Path-
Dependent Lifted System (55)–(57) subject to the con-
straints (58), (59). Let {Sˇjm}j∈VP and {SˇjM}j∈VP be the
minimal and maximal invariant multi-set with respect to the
P-Path-Dependent Lifted System respectively. The following
statements hold. (i) The multi-set
Sj =
⋃
i∈I(j)
Sˇim, j ∈ V , (60)
where I(j) is defined in (6.2), is the minimal invariant multi-
set with respect to the System, i.e., Sj = Sjm, for all j ∈ V .
(ii) The multi-set
Sj = SˇiM , i ∈ I(j), (61)
where I(j) is defined in (6.2), is the maximal invariant multi-
set with respect to the System, i.e., Sj = SjM , for all j ∈ V .
Remark 4 Building on the proof of Theorem 6(i), we can
show that the relation (60) can be extended to analogous
statements concerning the minimal convex invariant multi-
set and the ǫ–approximations of the minimal invariant multi-
set.
7 Applications
7.1 Switching under dwell time restrictions
We apply the results of Section 5 to two interesting con-
trol applications that concern dwell time specifications. In
specific, we compute ǫ-approximations of the minimal in-
variant multi-set via the Reduced Graph and we further re-
fine Proposition 7 to compute exactly the maximal invariant
multi-set from the Reduced system, for the special cases of
minimum/maximum dwell time specifications.
7.1.1 Minimum dwell time
We consider switching constraints which impose a restric-
tion on how fast switching from one mode to another is pos-
sible. In specific, given a set of N modes, N > 1, and a
dwell time τ > 1, the dynamics of the system may switch
from a mode i ∈ {1, ..., N} to another mode j ∈ {1, ..., N}
only if the system has followed the dynamics of the mode i
for at least τ consecutive time instants. This type of switch-
ing constraints can be described by a graph G(V , E) with
|V| = N(N−1)(τ−1)+N nodes and |E| = N(N−1)τ+N
edges. For example, when N = 2, a graph G(V , E) that cap-
tures the minimum dwell-time constraints is shown in Fig-
ure 9. Thus, expressing the switching system as a System
(1)–(3) subject to constraints (4), (5) is possible.
Remark 5 To deal with the dwell-time constraints at t = 0,
one can either pose the additional constraint that z(0) is in
the set of the unavoidable nodes of the graph G(V , E).
1
2 τ
τ + 1
τ + 22τ
1 1
22
21
1 τ + 1
{1...1}
{2...2}
21
Fig. 9. A minimum dwell-time constraints graph G(V, E) (above),
for a system consisting of two nodes, with a dwell-time τ > 1
and the Reduced Graph taking Y = {1, τ + 1} (below).
The smallest set of unavoidable nodes is unique and consists
of N nodes (e.g., in Figure 9 we have Y = {1, τ + 1}).
Proposition 8 Consider a system with N modes, subject to
minimum dwell-time constraints with τ ≥ 1, expressed in
the form of the System (1)–(5) and with a common state
constraint set Xj = X ⊂ Rn, j ∈ V . Moreover, consider
the set of unavoidable nodes Y ⊆ V , the Reduced System
(28)–(30) subject to the constraints (31), (32). Let {S˜jM}j∈Y
be the maximal invariant multi-set with respect to the Re-
duced System. Under Assumptions 1–3, the maximal invari-
ant multi-set {SjM}j∈V with respect to the System (1)–(3)
and the constraints (4)–(5) is given by (62).
For the studied case, the reduced graph G(Y, Eˆ) is a fully
connected graph consisting ofN nodes andN2 edges, which
are significantly less than the N(N − 1)(τ − 1) +N nodes
and N(N − 1)τ +N edges of the original graph G(V , E).
Example 8 We consider the two-dimensional systems con-
sidered in (Dehghan and Ong, 2012a, Section 6, Systems
Ia, Ib). Therein, the concepts of the minimal and maximal
Disturbance Dwell-Time (DDT) invariant sets were intro-
duced for systems under minimum dwell time restrictions.
The main idea was to transform the constrained switching
system in an arbitrary switching consisting of N · τ modes,
where τ is the minimum dwell time and N the number of
the initial modes. In our setting, the maximal DDT set is
equal to the maximal safe set with respect to the unavoid-
able set of nodes, as defined in Corollary 1. Utilizing the
Reduced System via Propositions 5 and 6, we compute the
ǫ–inner and ǫ–outer approximations of the convex minimal
invariant multi-set, for ǫ = 10−2. Consequently, we can
compute the ǫ–approximations of the minimal DDT set 6 in
Dehghan and Ong (2012a), which was not possible before.
6 It coincides with the intersection of the members of the minimal
invariant multi-set which correspond to the unavoidable nodes.
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SjM :=


S˜jM , j ∈ Y,⋂
{d∈Y:m(j,d)∩Y={d}}
(( ⋂
{i∈m(j,d)\{j,d}}
C(σ(j, i),X )
)
∩ C(σ(j, d), S˜dM )
)
∩ X , j ∈ V \ Y. (62)
τ tinn(s) #inn lin tout(s) #out lout tmax(s) #max k
6 7.17 42 246 1.92 42 147 0.07 14 8
10 6.56 56 119 1.26 56 60 0.07 14 7
Table 3
Example 8. The integer τ is the minimum dwell time, t is the time required for the computations in seconds, l is the upper bound on the
iterations required for reaching the desired accuracy and # stands for the maximum number of vertices that a member of the respective
multi-set has. The subscripts inn, out and max stand for the inner approximation of the convex minimal invariant multi-set, the outer
approximation of the convex minimal invariant multi-set and the maximal invariant multi-set. The integer k is the number of iterations
required to reach the maximal invariant multi-set.
Moreover, it is worth observing that the computational times
are much shorter compared to Dehghan and Ong (2012a).
The maximal invariant multi-set can also be computed uti-
lizing the Reduced System via Proposition 8. In Table 3, all
the respective computation times, the number of iterations
and the complexity of the representation of the multi-sets are
shown.
7.1.2 Maximum dwell time
In the setting of maximum dwell-time specifications, the
system is allowed to switch between a set of different, pos-
sibly unstable, N modes. However, to remain in a set of
modes is allowed only for a limited period, namely for τ ≥ 1
time instants at most. We may express such constraints in
a switching constraints graph G(V , E) consisting of a ba-
sic, unavoidable node and additional nodes which realize
the constraints. An example of such a system consisting of
two modes is in Figure 10. In Proposition 9, we show that
1
2 3 4
τ + 1
1
1
2
2
2
2
2
2
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{1, 2}
{1, 2, ..., 2}
Fig. 10. Left, a maximum dwell-time constraints graph G(V, E)
for a system consisting of two modes, τ > 1. Right, the Reduced
graph taking Y := {1}.
Proposition 7 can be further refined in this case. Since in
the studied setting there is only one unavoidable node, we
assign to it the number 1 without any loss of generality.
Proposition 9 Consider a system with N modes, subject to
maximum dwell-time constraints, τ ≥ 1, expressed in the
form of the System (1)–(5), and with Xj = X ⊂ Rn, for
all j ∈ V . Consider the unavoidable set of nodes Y = {1}
and the Reduced System (28)–(30) subject to the constraints
(31), (32). Let S˜1M be the maximal invariant set with respect
to the Reduced System. Then, the maximal invariant multi-
set {SiM}i∈V with respect to the System (1)–(3) and the
constraints (4), (5) is
SjM :=


S˜1M , j = 1,( ⋂
{i∈m(j,1)\{j,1}}
C(σ(j, i), S˜1M )
)
∩ X , j ∈ V \ {1}.
(63)
Example 9 We consider a system under maximum dwell
time constraints with τ = 2, consisting of two modes. In spe-
cific, we consider A1 = A2 = A ∈ R2×2 and two different
disturbance sets Wi, i = 1, 2, where A =
[
0.7747 1.2483
−0.4 0.6
]
,
W1 = B∞(10−4), W2 = 250W1. Such systems where the
-1 -0.5 0 0.5 1
- 
0
0.5
PSfrag replacements
x1
x
2 SV
Xi
Fig. 11. Example 9, the constraint set Xi (gray), the maximal
invariant multi-set {SiM}i∈[3] (dark blue) and the maximal safe set
with respect to all nodes of the graph SV (light blue). A zoomed
portion of the figure is in lower left.
switching is in the disturbance sets may appear in practical
situations, e.g., in networked control systems where chan-
nels with different signal to noise ratios are available for
communication. We calculate the maximal invariant multi-
set {SiM}i∈V , where the maximum dwell-time constraints
graph consists of three nodes, i.e., V = {1, 2, 3}. The sys-
tem is subject to state constraints Xi = B∞(1), i ∈ V .
First, we compute the maximal invariant set S˜1M for the Re-
duced System, which is reached in 20 iterations. It is worth
noting that by utilizing directly Theorem 3 we compute the
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maximal invariant multi-set in 58 > 20 iterations. Next,
utilizing Proposition 9, we compute the maximal invariant
multi-set {SiM}i∈V for the original system. In Figure 11,
the constraint set Xi is shown in grey and the elements of
the multi-set {SiM}i∈V are shown in dark blue. Following
Corollary 1, the maximal safe set with respect to all nodes
is SV = S1M ∩S2M ∩S3M and is shown in Figure 11 in light
blue color.
7.2 Non-convex approximations of the minimal invariant
set for arbitrary switching systems
We revisit the problem of computing the minimal invariant
set for arbitrary switching systems. By a modification of
the results in (Rakovic et al., 2005b, Section 4.3), we may
compute invariant ǫ–approximations of either the minimal
invariant set or the minimal convex invariant set. In this
subsection, we compute non-convex approximations of the
minimal invariant set of a controlled complexity by utilizing
Theorem 6(i). In detail, by applying the P -Path-Dependent
Lift, we may approximate the minimal invariant set as the
union of a finite number of convex sets. For example, for the
case of N = 2 modes, the 1-Path-Dependent Lifted graph
consists of two nodes, as shown in the center of Figure 12.
The 2-Path-Dependent Lifted graph is shown in the right
part of Figure 12.
a
1
2
a1a a2a1
2
1
2
a1a1a a1a2a a2a1a a2a2a1 2
1
2
2
1
2
1
Fig. 12. Upper left, a graph representing an arbitrary switching
system consisting of two modes. Upper right, its 1-Path-Dependent
Lifted Graph. Lower part, its 2-Path-Dependent Lifted Graph.
Example 10 We consider the numerical example in
(Rakovic et al., 2005b, Example 1) that concerned a two–
dimensional linear difference inclusion, consisting of two
extreme subsystems. In the context of our study, we con-
sider the system as a linear switching systems that switches
arbitrarily between these two modes. We illustrate that
the 1-Path-Dependent Lift allows the exact approximation
of the minimal invariant set using convex operations. To
this purpose, by considering the 1-Path-Dependent Lift, we
obtain the Lifted Graph, as shown in the center of Fig-
ure 12. First, we use Theorem 1(ii) and compute an inner
ǫ–approximation of the minimal convex invariant multi-set
of the Lifted System for ǫ = 10−3. To this purpose, we
calculate the pair (Γ, ρ) = (4.0716, 0.7368) in (9), and
α = 10 in the statement of Theorem 1(i). In this case, the
number of iterations required for the 10−3–approximation
is upper bounded by l=40. The algorithmic implementa-
tion in MATLAB converged in 20 < 40 iterations, when
it reached the machine precision. The multi-set sequence
{Sa1ai ,Sa2ai }i∈{1,...,20} is shown in Figure 13, where the
sets {Sa1ai }i∈{1,...,20} and {Sa2ai }i∈{1,...,20} are depicted in
orange and blue color respectively. Next, by utilizing Theo-
rem 6(i) and by taking into account Remark 4, a non-convex,
ǫ–approximation of the minimal invariant set of the original
system is Sˇ = Sa1a20 ∪ Sa2a20 . It is worth noting that the set
Sˇ coincides with the true, non-convex, inner approximation
of the minimal invariant set for this particular case.
-15 0 15
-30
0
30
PSfrag replacements
x1
x
2
{Sa1ai }i∈[20]
{Sa2ai }i∈[20]
Fig. 13. Example 9, the sets {Sa1ai }i∈[20] and {Sa2ai }i∈[20]
are depicted in orange and blue color respectively. The minimal
invariant set for the system is Sˇ = Sa1a20 ∪ Sa2a20 .
7.3 Efficient computation of the maximal invariant set for
linear systems
From Theorem 5(ii) we can provide an alternative of com-
puting the maximal invariant multi-set of the system (1)–
(3) subject to (4), (5) in two steps. More specifically, one
can compute first the maximal invariant multi-set for the T-
product Lifted System (48)–(50) subject to (51), (52) and
consequently utilize (54) of Theorem 5. Let us consider the
linear system
x(t+ 1) = Ax(t) (64)
where A ∈ Rn×n, subject to the constraints x(t) ∈
X , ∀t ≥ 0, X ⊂ Rn.
Definition 11 Given a set S ⊂ Rn and a matrix A ∈ Rn,
we define as a basic iteration the set mapping f−(S) := {x :
Ax ∈ S}.
The basic iteration of Definition 11 corresponds to the
one-step backward reachability map of the linear System
(64). The following Proposition suggests that we can uti-
lize the T -product Lifted System for linear systems and
compute the maximal invariant set in a number of basic
iterations proportional to the square root of the number
of iterations required using the classical approach, e.g.,
Blanchini and Miani (2008), which is a special case of The-
orem 3 for the limiting case of a constraint graph G(V , E)
with V = {1}, N = 1, E = {(1, 1, 1)}.
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Proposition 10 Under Assumptions 1, 3, consider the Sys-
tem (64) and a pair (Γ, ρ), Γ ≥ 1, ρ ∈ (0, 1) satisfying (6).
Let R := max{R : B(R) ⊆ X}, c := min{c : B(c) ⊇ X}.
Let k =
⌈
logρ
(
R
Γc
)⌉
. Then, the maximal invariant set can
be computed after k⋆ basic iterations, where
k⋆ =
⌈
2
√
k − 1
⌉
. (65)
Remark 6 The result (65) follows by finding the optimal
lift T ≥ 1 which minimizes the total number of iterations
required to compute the maximal invariant set of the lifted
system and to transform to the maximal invariant set for the
original system. Since we are dealing with linear systems,
the scalar ρ corresponds to the spectral radius of the matrix
A, which may be retrieved exactly by an eigenvalue analysis
or by solving the related Lyapunov inequality.
Remark 7 The same reasoning may carry on after choosing
specific families of constraint sets e.g., polyhedral or semi-
algebraic sets, or by considering the more general case of
constrained switching systems. In detail, as in the setting of
(Bemporad et al., 2011, Section V, Lemma 4), we can obtain
an explicit bound on the number of linear inequalities in
case the constraint set X is a polyhedral set.
Example 11 We study the triple integrator x˙(t) = Ax(t)+
Bu(t), A =
[
0 1 0
0 0 1
0 0 0
]
, B =
[
0
0
1
]
. In specific, we consider its
discretized version with τ = 0.3, i.e., x(k+1) = Adx(k)+
Bdu(k), with Ad = I+τA, Bd = τB. We consider a linear
state feedback controller which is the solution of the LQR
problem setting Q = 1, R = 107, i.e., u(k) = −Kx(k) =
− [ 3·10−4 9.2·10−3 0.1363 ]x(k). Moreover, we consider the
constraint set X = {x ∈ R3 : |x| ≤ w}, with w = [ 4 3 1 ]⊤.
We compute the maximal admissible invariant set for the
closed-loop system. By utilizing Theorem 3 we compute the
theoretical upper bound in the number of iterations in the
backward reachability algorithm 7 to be k = 689. The max-
imal admissible invariant set SM is computed in MATLAB in
164 < 684 iterations. Following Proposition 10, we compute
the maximal admissible invariant set SM in two steps. We
first compute the T-lifted System which will minimize the re-
quired number of basic iterations, i.e., we set T = √k = 27.
The number of iterations for computing the maximal admis-
sible invariant set SˇM for the lifted system is upper bounded
by k⋆ = 27 steps while it is computed in MATLAB in 7
iterations. Following Theorem 5, the transformation to the
maximal admissible invariant set of the original system re-
quires T − 1 = 26 additional basic iterations. Concluding,
by applying Proposition 10 the maximal invariant set is re-
trieved in overall 7 + 26 = 33 iterations, while the theoret-
ical upper bound is 52 basic iterations. In Figures 14 and
7 We compute a quadratic Lyapunov function that corresponds
to the contractive set with contraction factor equal to the spectral
radius of the closed-loop system ρ(Ad + BdK) = 0.9898. We
also compute Γ = 286, R = 1, c = 4.
15 the maximal admissible invariant sets SM and SˇM for
the system and the lifted system are shown respectively.
Fig. 14. Example 11, the set SM .
Fig. 15. Example 11, the set SˇM for the T-lifted system, T = 27.
8 Conclusions
The iterative computation of invariant sets has attracted a
lot of attention in recent years. This is partly due to many
situations in modern engineering, where safety-critical,
ressource-aware, embedded, or Cyber-Physical constraints
can be tackled by such concepts. A particular effort has
been devoted to switching systems, because of their im-
portant modelling power. The question at the basis of this
paper was: how do existing techniques generalize when the
system is not switching arbitrarily, but has its switching
signal constrained by an automaton? We have shown that
invariant sets need to be generalized in this new setting,
and we have exploited the concept of multi-set to this
purpose. With this tool in hand, we have developed general-
izations of the algorithms previously existing for arbitrarily
switching systems. We have addressed their computational
complexity, and reduced it by exploiting combinatorial con-
structions from the automata theory. As a proof-of-concept,
we addressed several practical applications in control and
showed that significant ameliorations are possible, either in
terms of improving computational efficiency or by further
refining the notions of invariance.
A Proofs
A.1 Proof of Fact 1.
When l = 0, the relation (12) holds trivially. We
assume that (12) holds for l = k. Then, F jk+1 =
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⋃
(s,j,σ)∈E
R(σ,Fsk) =
⋃
(s,j,σ)∈E
R
(
σ,
⋃
i∈{0,...,k}
Fsi
)
=
⋃
(s,j,σ)∈E
⋃
i∈{0,...,k}
R (σ,Fsi ) =
⋃
i∈{0,...,k}
F ji+1 =
⋃
i∈{0,...,k}
F ji+1 ∪{0} =
⋃
i∈{0,...,k+1}
F ji , thus, (12) holds for
all l ≥ 0. 
A.2 Proof of Proposition 2.
The left inclusion holds from Fact 1. To prove the right
inclusion, from Assumption 3 there exist scalars Γ, ρ ∈
(0, 1) such that (9) holds. Setting Zl := ρlΓW⋆ we have
the relations in the top of page 17, where in (A.1) and (A.2)
we use the relations (7) and (9) correspondingly. Thus, the
right inclusion in (13) holds. 
A.3 Proof of Theorem 1
(i) From Proposition 2, the set sequence {F ji }i≥0, for each
j ∈ V , is monotonically non-decreasing and is a Cauchy se-
quence. Thus, the set sequence is convergent in the space
of compact sets having as metric the Hausdorff distance
and a limit F j∞ exists, for all j ∈ V . (ii) The left inclu-
sion holds from Fact 1. From Proposition 2, it holds that
haus(F jl ,F jl+1) ≤ Γαρl, for any l ≥ 0, j ∈ V . Conse-
quently, for any j ∈ V , m ≥ 1, l ≥ 0 we have F jl+m ⊆
Γαρl 1−ρ
m
1−ρ B(1)⊕F jl . Taking the limit asm→∞, it follows
that F j∞ ⊆ Γαρ
l
1−ρ B(1) ⊕ Fl. Thus, relation (14) is satisfied
for any l ≥ ⌈logρ( ǫ(1−ρ)αΓ )⌉. (iii) Invariance of the multi-set
{F j∞}j∈V follows directly from Fact 1. To show minimal-
ity, we use a similar reasoning as in (Blanchini et al., 1997,
Lemma 3.1): Let us assume there exists a compact invariant
multi-set {Sj}j∈V and an index j⋆ ∈ {1, ...,M} such that
F j⋆∞ * Sj
⋆
. Then, for any x(0) ∈ Rn, for any z(0) ∈ V and
under Assumptions 2, 4, we pick w(t) = 0, for all t ≥ 0. We
choose a solution (x(t), z(t)), t ≥ 0, for which there exists
a time sequence {ti}i≥0 such that z(ti) = j⋆, i ≥ 0. From
Assumption 1, x(t) → 0 as t → ∞. Since Sj⋆ is compact,
x(ti) ∈ Sj⋆ and {x(ti)}i≥0 converges to 0, it necessarily
holds that 0 ∈ Sj⋆ . However, since Sj⋆ is a member of
the invariant multi-set {Sj}j∈V , we have from Fact 1 that
F j∞ ⊆ Sj for all j ∈ V , which is a contradiction. Thus,
F j⋆∞ ⊆ Sj
⋆
and {F j∞}j∈V is the minimal invariant multi-
set. 
A.4 Proof of Proposition 3
(i) For l = 0 the relation holds. Similarly to (Rakovic et al.,
2005b, Section 3), (Athanasopoulos and Lazar, 2014,
Proposition 1), we assume that it holds for l = k. For l = k+
1 it follows that conv(F jl+1) = conv(
⋃
(s,j,σ)∈E
R(σ,Fsl )) =
conv(
⋃
(s,j,σ)∈E
conv(R(σ, conv(Fsl )))) =
= conv(
⋃
(s,j,σ)∈E
RC(σ,Fsl )) = conv(F
j
l+1). Statements
(ii)–(iv) can be proved using the same arguments as in The-
orem 1, by reproducing the results in Fact 1, Proposition 2
for the multi-set sequence (15), (16). In the right inclusion of
(iv), we use the fact that the convex hull and the Minkowski
sum operators commute. 
A.5 Proof of Theorem 2
(i) For an arbitrary edge (i, j, σ) ∈ E we haveAσDik⊕Wσ =
1
1−λAσ[
⋃
(sk−1,i,σk−1)∈E
Aσk−1Fsk−1k−2 ⊕Wσk−1 ]⊕Wσ = · · ·
= 11−λAσ(
⋃
{s:|σ(s,i)|=k−1,
m(s,i)={σk−1,...,σ1}}
k−1⊕
q=1
k−q∏
r=1
Aσk−rWσq ) ⊕ Wσ.
For any switching sequence m(s, j) = {σ, σk−1, ..., σ2, σ1}
of length k, i.e., |m(s, j)| = k, by hypothesis we have
AσAσk−1 ....Aσ2Wσ1 ⊆ λN j∩, and since N j∩ ⊆ Wσ , it
follows that AσAσk−1 ...Aσ2Wσ1 ⊆ λWσ . Thus, AσDjk ⊕
Wσ ⊆ 11−λ (
⋃
{s:|σ(s,i)|=k−1,
m(s,i)={σk−1,...,σ2}}
k−1⊕
q=2
∏k−q
r=1 Aσk−rWσq )
⊕
(
λ
1−λ + 1
)
Wσ ⊆ 11−λF jk−1 = Djk, and by Proposition 1
the multi-set {Djk}j∈V is invariant with respect to the Sys-
tem. (ii) The left inclusion holds by definition since from
(i) the multi-set {Djk}j∈V is invariant. Given ǫ > 0, we pick
k ≥ 1, λ ∈ (0, 1) such that (17) holds and λ1−λF jk−1 ⊆ B(ǫ),
for all j ∈ V . There always exists such a pair (k, λ) since
λ can be made arbitrarily small and by Fact 1 and Theo-
rem 1 the set F jk−1 ⊆ F j∞ = Sjm is bounded. Consequently,
we have that Djk =
(
1 + λ1−λ
)
F jk−1 ⊆ F jk−1 ⊕ B(ǫ) ⊆
F j∞ ⊕ B(ǫ) = Sjm ⊕ B(ǫ).
A.6 Proof of Lemma 1
For any t ≥ 0, x(0) ∈ Rn, {z(t)}t≥0 and any σ(t),
t ≥ 0, satisfying (4) we have x(t) = x1(t) + x2(t),
where x1(t) :=
∏t−1
i=0 Aσ(t−1−i)x(0) and x2(k) :=∑t−2
j=0
(∏t−2−j
i=0 Aσ(t−1−i)w(j)
)
+ w(t − 1). Under As-
sumption 2, from (6) Γ ≥ 1, ρ ∈ [0, 1) such that
x1(t) ∈ ΓρtcB(1). Moreover, by definition, x2(t) ∈ Fz(t)t ,
where {F ji }j∈V , i ≥ 0, generated by (10), (11). Thus,
x2(t) ∈ Sz(t)m , for all t ≥ 0. Consequently, x(t) ∈(
ΓcρtB(1)⊕ Sz(t)m
)
, or, d(x(t),Sz(t)m ) ≤ Γcρt. Thus,
d(x(t),Sz(t)m ) ≤ ǫ, for any t ≥ l⋆, for any l⋆ ≥
⌈
logρ
(
ǫ
cΓ
)⌉
.

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F jl+1 =
⋃
(sl,j,σl)∈E
R(σl,R(. . . (σ1,
⋃
(s1,s2,σ1)∈E
R(σ0,
⋃
(s0,s1,σ0)∈E
Fs00 )) . . .))
=
⋃
(sl,j,σl)∈E
Aσl(...(
⋃
(s1,s2,σ1)∈E
Aσ1(
⋃
(s0,s1,σ0)∈E
(Aσ0Fs00 ⊕Wσ0))⊕Wσ1 ...))⊕Wσl
=
⋃
(sl,j,σl)∈E
(...(
⋃
(s1,s2,σ1)∈E
Aσl ...Aσ1N s10 ⊕Aσl ...A2Wσ1)...)⊕AσlWσl−1 ⊕Wσl (A.1)
⊆
⋃
(sl,j,σl)∈E
(...(
⋃
(s1,s2,σ1)∈E
Zl ⊕Aσl ...A2Wσ1)...)⊕AσlWσl−1 ⊕Wσl = F jl ⊕Zl. (A.2)
A.7 Proof of Theorem 3
(i) Using the same reasoning as in the proof of Lemma 1, for
any initial condition (x(0), z(0)), x(0) ∈ Xz(0), z(0) ∈ V it
holds that ‖x(t)‖ ≤ Γρtc+rz(t), for all t ≥ 0. Consequently,
we have that ‖x(t)‖ ≤ Rz(t), or, equivalently, x(t) ∈ Xz(t),
for all t ≥ k, where k is given in (26). Let us assume that
x(0) ∈ Bz(0)
k
but x(0) /∈ Bz(0)
k+1
. Then, x(k + 1) /∈ Xz(k+1)
which is a contradiction. Thus, Bz(0)
k+1
⊇ Bz(0)
k
. Taking into
account that Bjl+1 ⊆ Bjl holds by construction for all j ∈ V ,
l ≥ 0, the result follows. (ii) We take similar steps as in the
proofs of results concerning the linear case or the case of
arbitrary switching, e.g., Kolmanovsky and Gilbert (1998):
From (i) and Proposition 1(iii), it follows that {Bj
k
}j∈V is an
admissible invariant multi-set. Suppose that there exists an
admissible invariant multi-set {Mj}j∈V and an index j⋆ for
which Mj⋆ * Bj⋆
k
. Then, for all x(0) ∈ Mj⋆ \Bj⋆
k
, z(0) =
j⋆, it follows that x(k) /∈ Xz(k) and {Mj
⋆}j∈{1,...,M} is not
admissible, which is a contradiction. Thus, Mj⋆ ⊆ Bj⋆
k
and
{Bj
k
}j∈V is the maximal admissible invariant multi-set with
respect to the System (1)-(3) and the constraints (4), (5). 
A.8 Proof of Lemma 2
We first prove the left inclusion. For l = 0, it holds F j0 =
F˜ j0 = 0. Assuming the inclusion holds for l = k ≥ 1, we
have for l = k + 1, j ∈ Y , that
F˜ jk+1 =
⋃
(i,j,σ)∈E˜
R(σ, F˜ ik) ⊇
⋃
(i,j,σ)∈E˜
R(σ,F ikθm)
=
⋃
{i∈Y:m(i,j)∩Y={i,j}}
R(σ(i, j),F ikθm). (A.3)
On the other hand, we have
F j(k+1)θm =
⋃
{i∈Y:|σ(i,j)|=θm}
∪{i∈V\Y:|σ(i,j)|=θm}
R(σ(i, j),F ikθm) = ... =
=
θM−θm⋃
p=0
⋃
{i∈Y:|σ(i,j)|=θm+p}
R(σ(i, j),F ikθm−p)
⊆
θM−θm⋃
p=0
⋃
{i∈Y:|σ(i,j)|=θm+p}
R(σ(i, j),F ikθm). (A.4)
In (A.4) we use Fact 1 and the fact that there cannot be a
walk between any two nodes in V which is longer than θM
and does not contain at least two nodes in Y . By merging
(A.3) and (A.4) it holds that F˜ jk+1 ⊇ F j(k+1)θm , for all
j ∈ Y , thus, the left inclusion in (36) holds for all j ∈ V ,
for all l ≥ 0. We use induction to prove the right inclusion
in (36) as well. To this purpose, for l = 0, it follows that
F j0 = F˜ j0 = 0. Assuming it holds for l = k ≥ 1, we have
F j(k+1)θM =
⋃
{i∈V:|σ(i,j)|=θM}
R(σ(i, j),F ikθM ) =
=
θM−θm⋃
p=0
⋃
{i∈Y:|σ(i,j)|=θM−p}
R(σ(i, j),F ikθM+p)
⊇
θM−θm⋃
p=0
⋃
{i∈Y:|σ(i,j)|=θM−p}
R(σ(i, j),F ikθM )
=
⋃
{i∈Y:m(i,j)∩Y={i,j}}
R(σ(i, j),F ikθM ) = F˜ jk+1,
thus, F˜ jk+1 ⊆ F j(k+1)θM for all j ∈ Y , thus, the right inclu-
sion in (36) holds for all j ∈ Y , for all l ≥ 0. 
A.9 Proof of Theorem 4
Taking the limit in (36) as l → ∞, we have from Theo-
rem 1(iii) that Sjm ⊆ S˜jm ⊆ Sjm, thus, Sjm = S˜jm, for all j ∈Y . Using a similar reasoning as in Lemma 2, for all v ∈ V\Y
we have for any l ≥ θM Fvl =
⋃
(i,v,σ)∈E R(σ,F il−1) =
θM⋃
p=1
⋃
{i∈Y:|σ(i,v)|=p}
R(σ(i, v),F il−p), and taking the limit as
l→∞ the result follows. 
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A.10 Proof of Fact 3
For l = 1 it holds thatR(σ,S1⊕S2) = Aσ(S1⊕S2)⊕Wσ =
(AσS1 ⊕Wσ) ⊕ AσS2 = R(σ,S1) ⊕RN(σ,S2). Suppose
that (38) holds for l. Then, R({σi}i∈[l+1],S1 ⊕ S2) =
R(σl+1,R({σi}i∈[l],S1⊕S2)) = R(σl+1,R({σi}i∈[l],S1)⊕
RN({σi}i∈[l],S2)) = R({σi}i∈[l+1],S1)⊕RN({σi}i∈[l+1],S2).
Thus, (38) holds for all l ≥ 1. 
A.11 Proof of Proposition 5
From Theorem 4 and Theorem 1(ii), it follows that
F˜ jl ⊆ S˜jm = Sjm ⊆ F˜ jl ⊕ B(ǫ), ∀j ∈ Y, for any
l ≥
⌈
logρ˜
(
ǫ(1−ρ˜)
α˜Γ˜
)⌉
. Moreover, for any j ∈ V \
Y , and for any integer m ≥ 0, l ≥ θM we have
F˜ jl+m+1 =
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), F˜ il+m) ⊆
θM⋃
p=1⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), F˜ il+m−1 ⊕ Γ˜ρ˜l+m−1α˜B(1)) ⊆
θM⋃
i=1
⋃
{i∈Y:|σ(i,j)|=p}
R
(
σ(i, j), F˜ il ⊕
(
Γ˜ρ˜lα˜(1−ρ˜m)
1−ρ˜
)
B(1)
)
.
Setting δ =
(
Γ˜ρ˜lα˜
1−ρ˜
)
, taking the limit as m → ∞ and
by using Fact 3, we have for all j ∈ V \ Y F˜ j∞ =
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
[R(σ(i, j), F˜ il ) ⊕ RN(σ(i, j),B(δ))]
⊆
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
[R(σ(i, j), F˜ il ) ⊕ Γρ|σ(i,j)|B(δ)]
⊆ (
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), F˜ il )) ⊕ ΓρB(δ) =
F˜ jl ⊕ ΓρB(δ), which in turn implies relation (43) for any
l ≥ θM satisfying l ≥
⌈
logρ˜
(
ǫ(1−ρ˜)
α˜Γ˜Γρ
)⌉
. Combining the
two inequalities on l the result follows. 
A.12 Proof of Proposition 6
Invariance of {D˜jk}j∈V follows directly by the definition of
the mapping f(·) (33) and by applying Theorem 2 to the
Reduced System (28)–(30). For any j ∈ Y , under hypotheses
and from Theorem 2 and Proposition 4 we have that Sjm =
S˜jm ⊆ D˜jk ⊆ S˜jm ⊕ B(ǫ) = Sjm ⊕ B(ǫ). For j ∈ V \ Y and
by utilizing Fact 3 and Theorem 1 we have
D˜jk =
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), D˜jk)
=
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), (1 + λ
1− λ )F˜
j
k−1)
⊆
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
[R(σ(i, j), F˜ jk−1)
⊕RN(σ(i, j),B( ǫ
max{Γρ, 1}))]
⊆
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
[R(σ(i, j), F˜ jk−1)
⊕ Γρ|σ(i,j)|B( ǫ
max{Γρ, 1})]
⊆ (
θM⋃
p=1
⋃
{i∈Y:|σ(i,j)|=p}
R(σ(i, j), F˜ jk−1))
⊕ ΓρB( ǫ
max{Γρ, 1}) ⊆ F˜
j
k ⊕ B(ǫ) ⊆ Sjm ⊕ B(ǫ).
Taking into account that by invariance of {D˜jk}j∈V it holds
that Sjm ⊆ D˜jk for all j ∈ V , the result follows. 
A.13 Proof of Theorem 5
(i) For any edge (i, j, σ) ∈ E , we have AσSi ⊕ Wσ =
Aσ(Sˇim
⋃
{s∈V:|σ(s,i)|≤T−1}
R(σ(s, i), Sˇsm))⊕Wσ ⊆ (AσSˇim⊕
Wσ)
⋃
{s∈V:|σ(s,i)|≤T−2}
(AσR(σ(s, i), Sˇsm) ⊕Wσ) ∪ Sˇjm ⊆
Sˇjm
⋃
{s∈V:|σ(s,j)|≤T−1}
R(σ(s, j), Sˇsm) = Sj .Thus, {Sj}j∈V
is invariant with respect to the System. Consequently,
Sj ⊇ Sjm, for all j ∈ V . On the other hand, by construction
of the T -product Lifted System we have Sjm ⊇ Sˇjm, for all
j ∈ V . Taking into account that for any sequence σ(i, j),
(i, j) ∈ V × V it holds R(σ(i, j),Sim) ⊆ Sjm we have
that Sj ⊆ Sjm
⋃
{s∈V:|σ(i,j)|≤T−1}
R(σ(i, j),Ssm) ⊆ Sjm, for
all j ∈ V . Thus, it holds necessarily that Sj = Sjm, for
all j ∈ V . (ii) By construction, x(0) ∈ Sz(0)M ⊆ Xz(0)
implies x(T ) ∈ Sz(T )M for any switching sequence
σ(z(0), z(T )), (x(·), z(·)) being trajectories of the Sys-
tem (1)–(3) subject to the constraints (4), (5). Conse-
quently, SˇjM ⊇ SjM , for all j ∈ V . In addition, for any
j ∈ V , SjM ⊆ SjM
⋂
{d∈V:|σ(j,d)|≤T−1}
C(σ(j, d),SdM ) ⊆
SˇjM
⋂
{d∈V:|σ(j,d)|≤T−1}
C(σ(j, d), SˇdM ) = Sj . Moreover, for
any edge (i, j, σ) ∈ E , we have C(σ,Sj)
= C(σ, SˇMj )
⋂
{s∈V:|σ(j,d)|≤T−1}
C({σ, σ(j, d)}, SˇdM ) ⊆
C(σ, SˇMj )
⋂
{s∈V:|σ(i,d)|≤T−1}
C(σ(j, d), SˇdM ) ∩ SˇiM = Si,
thus, {Sj}j∈V is invariant and necessarily, Sj ⊆ SjM ,
j ∈ V . Thus, Sj = SjM , for all j ∈ V . 
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A.14 Proof of Theorem 6
(i) Let {F jl }j∈V and {Fˇ jl }j∈VP denote the members of the
multi-set sequences of the System and the P -path-dependent
lifted system generated by (10), (11). We show that
F jl = ∪i∈I(j)Fˇ il , j ∈ V . (A.5)
For l = 0 we have F j0 = ∪i∈I(j)Fˇ i0 = {0}. Assuming
(A.5) holds for l = k, we have for l = k + 1 F jk+1 =⋃
(sj ,j,σ)∈E
R(σ,Fsjk ) =
⋃
(sj ,j,σ)∈E
R(σ, ⋃
i∈I(sj)
Fˇ ik) =⋃
(sj ,j,σ)∈E
⋃
i∈I(sj)
R (σ, Fˇ ik) = ⋃
i∈I(sj)
⋃
(sj ,j,σ)∈E
R (σ, Fˇ ik) =⋃
i∈I(j)
Fˇ ik+1, thus, (A.5) holds for all l ≥ 0. Taking the limit
as l → ∞, the result follows. (ii) It is straightforward to
show that the members of the multi-set sequences {Bjl }j∈V
and {Bˇjl }j∈VP , generated by (24), (25) for the System and
the P -Path-Dependent Lifted System satisfy Bjl = Bˇil , for
all j ∈ V , for all i ∈ I(j), thus, the relation (61) follows
by taking the limit as l →∞. 
A.15 Proof of Proposition 8
We first show the multi-set sequence (62) is a fixed point
of an appropriately initialized backward reachability multi-
set sequence (25). Consider {Sj0}j∈V , with Sj0 = S˜jM , j ∈
Y and Sj0 = X , j ∈ V \ Y . For each unavoidable node
i ∈ Y we have Si1 = S˜iM ∩ (
⋂
(i,d,σi)∈E
C(σi,Sd0 )) = S˜iM ∩
C(σi, S˜iM )∩C(σi,X ) = S˜iM , since Sd0 = X and C(σi,X ) ⊇
C(σi, S˜iM ) ⊇ S˜iM . Moreover, for each node j ∈ V \ Y in
the path m(i, d), (i, d) ∈ Y × Y , for which |σ(j, d)| = 1, it
holds that Sj1 = X ∩ C(σi, S˜dM ). For any j ∈ m(i, d) \ {i},
|σ(j, d)| > 1, it holds that Sj1 = X ∩C(σi,X ). Next, for any
i ∈ Y we have Si2 = S˜iM ∩ (
⋂
(i,d,σj)∈E
C(σi,Sd1 )) = S˜iM ∩
C(σi,X ∩ C(σi,X )) = S˜iM ∩ C(σi,X )∩ C({σi, σi},X )) =
S˜iM , since C({σi, ..., σi},X ) ⊇ C({σi, ..., σi}, S˜iM ) = S˜iM .
Moreover, for any j ∈ m(i, d), (i, d) ∈ Y × Y , for which
|σ(j, d)| = 1, it holds that Si2 = Si1, while for all j ∈
m(i, d), (i, d) ∈ Y × Y , for which 2 ≤ |σ(j, d)| ≤ τ − 1
it holds that Sj2 = X ∩ C(σi,X ) ∩ C({σi, σi}, S˜dM ). By
iterating τ − 1 times, the multi-set sequence {Sjτ−1}j∈V
is equal to (62). Additionally, we can verify that for each
node j ∈ V , Sjτ = Sj0
⋂
(j,d,σ)∈E
C(σ,Sdτ−1) = Sjτ−1, thus, by
Theorem 3, the multi-set {Sjτ}j∈V is an admissible invariant
multi-set with respect to the System (1)-(3) with constraints
Xj = S˜jM , j ∈ Y , Xj = X , j ∈ V \ Y . By invariance of
the multi-set {Sjτ}j∈V it holds that Sjτ ⊆ SjM , j ∈ Y and
by taking into account that by construction Sjτ = S˜jM ⊇
SjM , j ∈ Y , it follows that S˜jM = SjM , for all j ∈ Y . To
show that Sjτ = SjM , for all j ∈ V \ Y we pick any path
m(i, d), (i, d) ∈ Y×Y and we consider the node j for which
σ(j, d) = 1. Then, SjM = X ∩C(σi,SdM ) = Sjτ . Continuing
sequentially in the same manner until the node j such that
|σ(i, j)| = 1, we have that SjM = Sjτ for all j ∈ m(i, d).
Thus, the maximal invariant multi-set with respect to the
System (1)–(3) is given by (54). 
A.16 Proof of Proposition 9
As in Proposition 8, we can show that (63) is a fixed point of
the backward reachability multi-set sequence initialized by
S10 = S˜1M , Sj0 = X , j ∈ V\{1}, which is retrieved in exactly
τ steps. Admissibility and invariance of the multi-set (63)
follow from the initial multi-set {S0}j∈V and Theorem 3
respectively. To show maximality, we observe first for the
unavoidable node that S˜1M ⊆ S1M ⊆ S˜1M . The result follows
by applying similar steps as in the last part of Theorem 8. 
A.17 Proof of Proposition 10
Given any T ≥ 1, we observe the pair (ΓT , ρT ) can be
assigned as a stability metric for the T-product Lifted Sys-
tem, with ΓT := Γ, ρT := ρT . By applying Theorem 3, we
can compute the maximal invariant set SˇM of the T-product
Lifted System in kˇ =
⌈
logρT
(
R
Γc
)⌉
=
⌈
k
T
⌉
. Taking into ac-
count from (54) that additional T − 1 basic iterations are
required for computing the maximal invariant set, the total
number of iterations for computing the maximal invariant
set in two steps is g(T ) :=
⌈
k
T + T − 1
⌉
. The optimal lift
T ⋆ that minimizes the function g(·) is T ⋆ = √k. The result
(65) is reached by computing g(T ⋆). 
B How to compute the pair (Γ, ρ) in Example 4
Under Assumption 3 and following the same reasoning as in
(Athanasopoulos and Lazar, 2014, Theorem 1), we pick 8
λ0 = 0.15 ∈ (0, 1) and compute the integer k0 = 96
such that N jk0 ⊆ λ0N
j
0, for all j ∈ V , where {N
j
l }j∈V ,
l ≥ 0, is provided by (20), (21). In this example we have
N j0 = N j0 which is a convex set. Consequently, by linearity
of the dynamics, the pair (Γ, ρ) in (9) is retrieved by setting
Γ = λ
−k0+1
k0
0 max
j∈V
min{Γ : conv( ⋃
i∈[0,k0−1]
N ji ) ⊆ ΓN j0 } =
12.6023, ρ = λ
1
k0
0 = 0.9804. Another way of computing the
pair (Γ, ρ) is by considering the Lyapunov theoretic frame-
work in Philippe et al. (2015). To this purpose, by applying a
T –product Lift, T = 4, we obtain the multi-set {Lj}j∈V that
satisfies the inclusions RN(σ(i, j),Li) ⊆ γLj , γ = 0.9104,
for all i ∈ V for which |σ(i, j)| = T , for all j ∈ V . By
computing the positive scalars α1 = 1.5882, α2 = 3.5954
8 From (Athanasopoulos and Lazar, 2014, Theorem 1), any sub-
unitary choice of λ0 is valid.
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which α1Lj ⊆ N j0 ⊆ α2Lj , for all j ∈ V , it follows that
N jtT ⊆ α2α1 γtN
j
0 , for all t ≥ 0. By choosing the integer
t⋆ = 25 we obtain the set inclusions N jk0 ⊆ λ0N j0 , j ∈ V ,
with λ0 := α2α1 γ
t⋆ = 0.2166, k0 := t
⋆T = 100. Conse-
quently, we obtain a second pair (Γ′, ρ′) that satisfies (9),
with Γ′ = 8.7666, ρ′ = 0.9848.
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