By establishing a comparison result and using the method of upper and lower solutions and the monotone iterative technique, we investigate the differential systems with coupled integral boundary value problems. Sufficient conditions are established for the existence of an extremal system of solutions of the given problem. MSC: 34B15
Introduction
We will devote the paper to considering the existence of a solution of coupled integral boundary value conditions for the second-order ordinary differential system (ODS for short) The theory of differential system with coupled boundary value conditions is an important branch of nonlinear analysis. It is worth mentioning that a differential system with coupled boundary value conditions appears often in investigations connected with mathematical physics, mathematical biology, biochemical system and so on (see [-] ). One of the basic problems considered in the theory of differential system with coupled boundary value conditions is to establish convenient conditions guaranteeing the existence of solutions of those equations. However, the theory of coupled boundary value problems for a differential system is still in the initial stages.
⎧ ⎪ ⎨ ⎪ ⎩ -x (t) = f  (t, x(t), y(t)), t ∈ (, ), -y (t) = f  (t, x(t), y(t)), t ∈ (, ), x() = y()
The monotone iterative technique combined with the method of upper and lower solutions is a powerful tool for proving the existence of solutions of differential equations/system (see [-] and the references therein), the advantage and importance of the technique needs no special emphasis [-]. The basic idea of this method is that us-©2013 Cui and Zou; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.boundaryvalueproblems.com/content/2013/1/245 ing the upper and lower solutions as an initial iteration, one can construct monotone sequences from the corresponding linear differential equations/system, and these sequences converge monotonically to the maximal and minimal solutions of the nonlinear differential equations/system. When the method is applied to a differential system with coupled boundary value conditions, it usually needs suitable differential inequalities as a comparison principle. The results in this paper are inspired by [] . Here, we establish differential inequalities as a comparison principle, i.e., Lemma .. Then, we give a different proof for the existence and uniqueness of the solutions for linear coupled boundary value conditions for a differential system, i.e., Lemma .. Finally, by use of the monotone iterative technique and the method of upper and lower solutions, we obtain the existence result of extremal solutions for (.).
Preliminary results

Let
We make assumptions involving κ  , κ  and κ as follows.
In what follows, we assume that
and define that sector
where the vectorial inequalities mean that the same inequalities hold between their corresponding components.
We present new comparison results and lemmas which are crucial for our discussion. http://www.boundaryvalueproblems.com/content/2013/1/245
Proof Suppose the contrary. By Lemma ., one easily sees that there are only three cases to consider:
and
It follows from (.) that
Hence, we have
Therefore,
The last two inequalities give
where
The proof of Lemma . is easy, so we omit it. Consider the differential system of BVPs
where g, h ∈ C[, ].
Lemma . Assume that (H  ) holds. Then (x, y) ∈ E × E is a system of solutions of BVPs (.) if and only if (x, y) ∈ C[, ] × C[, ] is a system of solutions of the integral equation
Proof First, suppose that (x, y) ∈ E × E is a system of solutions of BVPs (.). It is easy to see that (.) is equivalent to the system of integral equations 
k(t, s)h(s) ds, t ∈ [, ]. (.) Integrating (.) and (.) with respect to dB(t) and dA(t) respectively on [, ] gives
  x(t) dB(t) = x()   t dB(t) +     k(t, s)g(s) ds dB(t),   y(t) dA(t) = y()   t dA(t) +     k(t,
s)h(s) ds dA(t).
s)h(s) ds dA(t)
and so
Substituting (.) into (.) and (.), we have
which is equivalent to system (.).
Conversely, assume that (x, y) ∈ C[, ] × C[, ] is a system of solutions of an integral equation. Direct differentiation on (.) implies -x (t) = g(t), -y (t) = h(t).
Making use of the fact k(, s) = k(, s) =  for s ∈ [, ], we obtain
Simple computations yield
x(t) dB(t).
Hence, (x, y) ∈ E × E is a system of solutions of BVPs (.). http://www.boundaryvalueproblems.com/content/2013/1/245
Consider the linear differential system of BVPs
Lemma . Assume that (H  ) holds. Then there exists a unique system of solutions (x, y) to BVPs (.).
Proof It follows from Lemma . that (.) is equivalent to the operator equation
By using standard arguments, we can easily show that T : 
Main results
In this section, on the basis of Lemma . and Lemma ., using the monotone iterative technique, we shall show an existence theorem of a solution of (.). We list the following assumptions for convenience.
where Proof ∀(ξ , η) ∈ , consider (.) with
By Lemma ., (.) has a unique system of solutions (x, y) ∈ E × E. Denote an operator S : → E × E by (x, y) = S(ξ , η), and
Then the operator S has the following properties:
. By (H  ) and (H  ), we have that -p (t) ≤ -M(t)p(t), -q (t) ≤ -N(t)q(t), t ∈ (, ), (.)
