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1. Resumen
La resolución de problemas (optimización de fun­
ciones, cálculo de raíces) se ha vuelto una rama 
interesante dentro de las aplicaciones de la inteli­
gencia computacional y en particular, en el campo 
de las metaheurísticas. Tradicionalmente, los pro­
blemas matemáticos se dividieron (a grandes ras­
gos) en dos partes bien diferenciadas: lineales y no 
lineales. Para los lineales existen muchas técnicas 
capaces de resolverlos eficazmente en poco tiempo 
de cómputo (método simplex, Gauss-Jordan, entre 
los más conocidos). Pero para los no lineales la de­
pendencia del concepto de derivada es muy fuerte 
(TVewton Raphson, steepest descendent, por nombrar 
algunos). Esto hace que resolver un problema no li­
neal se torne muy complejo cuando la cantidad de 
variables crece.
La aparición de las metaheurísticas permitió re­
solver, con un grado alto de precisión, los problemas 
no lineales de una manera simple. Entre las princi­
pales metaheurísticas poblacionales se encuentran 
los algoritmos de Evolución Diferencial (ED), sien­
do uno de sus atractivos principales, además de la 
potencia de cálculo, la sencillez de implementación
[17]-
ED ha permitido resolver problemas complejos, 
incluyendo problemas altamente dimensionales, con 
restricciones y dinámicos, entre muchos otros. En 
esta comunicación, se presenta una propuesta de 
investigación para el desarrollo y aplicación de ver­
siones híbridas de ED para la resolución de pro­
blemas dinámicos con restricciones (DCOPs, siglas 
en Inglés para Dynamic Constrained Optimization 
Problems). Para la puesta a punto y evaluación de 
los algoritmos desarrollados, se considerarán bench- 
marks usados en la literatura.
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2. Contexto
La linea de investigación propuesta es parte de 
los objetivos generales del Proyecto de Investigación 
“PROICO 03-1018: Inteligencia Computacional pa­
ra Resolución de Problemas Complejos” el cual es 
financiado por la Universidad Nacional de San Luis. 
El objetivo principal linea de investigación es la con­
secución de una tesis doctoral a ser desarrollada por 
el Mg. Sebastián Hernández, quien además es in­
tegrante del proyecto de referencia. Cabe destacar 
además, que junto al Dr. Mezura Montes de la Uni­
versidad Veracruzana (México), se vienen mante­
niendo desde hace muchos años diversas colabora­
ciones tanto en trabajos de investigación, como en el 
asesoramiento conjunto de tesis de posgrado, entre 
ellas la dirección conjunta de la tesis concluida de 
Maestría del Mg. Hernández por parte del Dr. Me­
zura Montes y el Dr. Leguizamón. Entendemos en 
consecuencia, que las condiciones están dadas para 
llevar a cabo la investigación propuesta.
3. Introducción
La aplicación de ED para resolver exitosamen­
te problemas de optimización permitió que los in­
vestigadores comenzaran a ampliar los horizontes 
y por ello, trabajar con problemas de optimiza­
ción dinámica (DOPs - Dynamic Optimization Pro­
blems). Un DOP es un problema de optimización 
que posee uno o mas parámetros dependientes del 
tiempo que cambian su valor a medida que evolucio­
na, por lo tanto tiene un valor óptimo cambiante en 
el tiempo. Debido a que gran cantidad de problemas 
del mundo real presentan parámetros cambiantes 
en el tiempo, es importante contar con herramien­
tas capaces de darle solución a un DOP. En el caso 
de que se agreguen restricciones, se transforma en 
un problema restringido de optimización dinámica 
(DCOP - Dynamic Constrained Optimization Pro­
blems). Una de las expresiones matemáticas más 
comunes de un DCOP es:
mín/ (x, t),x = (xi,X2,... ,xjj) S, < Xi < U¿ 
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sujeto a:
í 9j < 0,j = 1,2,...,/
[ hj (a?, t) = 0, j = l + 1, l + 2,.. ., m
donde t es la instancia de tiempo discreto, x es el 
vector de decisión, es la i-ésima variable de de­
cisión, Li y Ui son los límites interior y superior de 
xi, respectivamente, D es el número de variables de 
decisión, S = , Ui] es el espacio de decisión
o espacio de búsqueda, / (x, i) es la función objeti­
vo, gj (x, t) es la j-ésima restricción de desigualdad, 
hj (x, t) es la j-ésima restricción de igualdad, y l y 
(m —/) son los números de restricciones de desigual­
dad e igualdad respectivamente.
El enfoque tradicional, Seguimiento Optimo con 
el Tiempo (de aquí en mas TMO por sus siglas en 
Inglés para ”Tracking Moving Optimum”), supone 
que los cambios actuales son pequeños, entonces se 
torna importante conocer lo que ha ocurrido en el 
pasado [5],[18]. De esta forma, se busca un nuevo 
óptimo global cada vez que se modifican las con­
diciones de la función objetivo y/o las restriccio­
nes. Este enfoque presenta algunos inconvenientes 
al aplicarse en problemas del mundo real que po­
seen cambios no tan pequeños como los supuestos. 
Además, si la velocidad de los cambios es rápida, es 
posible que se consigan valores óptimos atrasados 
en el tiempo.
Los problemas reales rara vez son estáticos, por 
lo que es de gran importancia poder resolver proble­
mas dinámicos con diferentes características y com­
plejidades. En tal sentido, varios autores vienen rea­
lizando propuestas para lograr aportar soluciones a 
esta problemática. A los efectos de brindar una re­
visión general de la literatura, se presenta a conti­
nuación una breve reseña de algunos trabajos del 
estado del arte relativos al campo de investigación 
del tema propuesto:
■ Cuando el dinamismo está presente, el algo­
ritmo de optimización tiene la necesidad de 
proveer mecanismos que permitan adaptarse a 
los cambios del entorno durante el proceso de 
búsqueda. Por ejemplo, la estrategia sugerida 
en [5] radica en utilizar memoria sobre la evo­
lución (información de aprendizaje). El trabajo 
propone diversos tipos de memoria para adap­
tar la búsqueda cuando se produzcan los cam­
bios.
■ La hipotésis de que los algoritmos creados para 
problemas estáticos no resuelven correctamen­
te los problemas dinámicos es verificada en [12]. 
Más aún, el dinamismo en las restricciones ge­
nera nuevos escenarios dentro del problema a 
resolver. La propuesta es un algoritmo basado 
en la reparación de GENOCOP III, para iden­
tificar áreas promisorias y además mantener la 
diversidad.
■ La detección de cambios dota a un algoritmo 
evolutivo de la capacidad de adaptarse adecua­
damente para mantener su desempeño en un 
ambiente dinámico [18]. Dos propuestas de de­
tección de cambios: 1) basada en la población 
(testeo estadístico para ver sus cambios de ca­
racterísticas) y 2) en la relación entre las de­
tecciones efectuadas y los sensores empleados 
de acuerdo a la dimensión del problema.
■ En [13] se proponen mecanismos para mane­
jar el dinamismo en optimización. El objeti­
vo es combinar las ventajas de la optimiza­
ción dinámica (inmigrante aleatorio e hiper- 
mutación) con las estrategias del manejo de res­
tricciones (método de reparación) y adaptarlos 
a los problemas dinámicos con restricciones.
■ En [14], los autores identifican las principales 
características de DCOPs del mundo real, plan­
teando la discusión de cómo estas propiedades 
difieren con respecto a DOPs (Dynamic Opti- 
mization Problems). Luego plantean la adapta­
ción de estrategias de optimización dinámica y 
manejo de restricciones para resolver DCOPs, 
analizando debilidades y fortalezas.
■ El enfoque tradicional para resolver DCOPs 
es utilizar un algoritmo y luego una técnica 
de manejo de restricciones separada del mis­
mo (reparación o funciones de penalidad). Sin 
embargo, la reparación con elitismo atenían 
contra la diversidad de la población y las fun­
ciones de penalidad no resuelven bien cuando 
hay regiones factibles disconexas. La propuesta 
presentado en [15] es un algoritmo basado en 
Búsqueda Gravitacional con una modificación 
del método de reparación, que incorpora uso de 
información y reinicio en base al conocimiento 
actual de la función.
■ Para resolver DCOPs, los autores adaptan ED 
basándose en un mecanismo para detectar cam­
bios en la función objetivo o en las restriccio­
nes, permitiendo diversidad en la población [2]. 
Esto se logra combinando dos variantes de ED 
y utilizando memoria de las mejores soluciones. 
Además, se agregan inmigrantes aleatorios a la 
población en cada ejecución, junto con un bus­
cador local basado en hill climbing.
■ En [3] se presenta un nuevo método de repa­
ración que no requiere de soluciones factibles 
como referencia, inspirado en la mutación di­
ferencial. Se utiliza en simultáneo con dos va­
riantes de ED.
■ A los efectos de mejorar la idea de rastreo en 
múltiples regiones factibles, se utilizan diversas 
subpoblaciones [6]. Se propone un conjunto de 
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estrategias de localización y seguimiento de re­
giones viables para manejar diferentes tipos de 
restricciones dinámicas.
■ En [4] se presenta un estudio empírico de la 
evolución diferencial dinámica del algoritmo 
con variantes combinadas con un método de 
reparación (DDECV + Reparación) en la so­
lución de problemas de optimización dinámi­
ca restringida. El estudio se centra en cuatro 
ítems: el rol de cada uno de sus elementos; sen­
sibilidad ante diferentes frecuencias de cambio; 
capacidad para detectar un cambio y recupe­
rarse después de él y su desempeño con dina­
mismo presente en diferentes partes del proble­
ma.
■ Cuatro de las técnicas de manejo de restriccio­
nes más populares para problemas restringidos 
(estáticos) son estudiadas en [1] con el fin de 
aplicarlos a problemas restringidos dinámicos 
(DCOPs).
■ En [16] los autores proponen un generador de 
funciones capaz de crear entornos dinámicos 
restringidos al extender el generador de funcio­
nes de referencia con picos móviles o ”Moving 
Peaks Benchmark” (MPB). Además, realizan 
un análisis de los entornos resultantes produci­
dos por el generador a través de Fitness Lands- 
cape Analysis (FLA).
■ En [19] se analiza el comportamiento de tres 
algoritmos evolutivos diseñados para resolver 
DCOPs. Uno de ellos, DyCODE, es la propues­
ta de los autores. A partir del benchmark ana­
lizado, se explicitan fortalezas y debilidades de 
todos los algoritmos analizados.
■ Con el obejtivo de emular el dinamismo exis­
tente en restricciones de problemas del mundo 
real, en [7] se utilizan cambios de tipo lineal 
en dichas restricciones. Se propone además, un 
framework capaz de crear benchmarks de en­
tornos dinámicos con cambios en la restriccio­
nes dinámicas.
4. Lineas de Investigación y 
Desarrollo
Si bien la aplicación de ED a problemas con res­
tricciones ha sido ampliamente estudiada, aun exis­
te una cantidad importante de posibles lineas de 
investigación y desarrollo cuando se considera la in­
clusión de dinamismo a nivel de función objetivo 
y/o de las restricciones. Mas aún, cuando la dimen­
sión de los problemas crece, la complejidad de las es­
trategias a investigar y desarrollar se van incremen­
tando de manera considerable. En consecuencia, se 
plantea como principales lineas de investigación el 
diseño de estrategias para manejo de restricciones 
en DCOPs, el uso de buscadores locales que pue­
dan ayudar en el proceso de exploración y además, 
diferentes operadores sensibles a los cambios que se 
puedan producir, tanto en la función objetivos, co­
mo en las restricciones de los problemas a estudiar.
5. Resultados Obtenidos y Es­
perados
La investigación propuesta, tiene como base los 
trabajos previos realizados por el Mg. Sebastián 
Hernández como parte de su tesis de Maestría y, 
tal cual se indicará en la próxima sección, se pre­
tende avanzar en la consecución de un futuro plan 
de tesis doctoral. A los fines de mostrar la expe­
riencia del Mg. Hernández y el resto de los autores, 
se indican algunos de los principales trabajos reali­
zados de manera conjunta [8] [11] [10] [9]. En función 
de la experiencia previa, se espera lograr diseñar 
algoritmos eficientes basados en ED que sean com­
petitivos con aquellos del estado del arte y además, 
lograr presentar los resultados en congresos y revis­
tas de nivel internacional.
6. Formación de RRHH
La presente investigación se centra principalmen­
te en el desarrollo de la tesis doctoral del Mg. Sebas­
tián Hernández de la Universidad de la Patagonia 
Austral, cuyo tema y plan de tesis se encuentra en 
proceso de elaboración para su posterior evaluación, 
siendo sus asesores, el Dr. Guillermo Leguizamón y 
el Dr. Efrén Mezura-Montes. Sin embargo, dada la 
amplitud del tema y diversidad de líneas de traba­
jo, existe la posibilidad de incorporar de incorporar 
becarios para realizar trabajos finales de grado y/o 
tesis de posgrado.
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