Our main motivation is to analyze and improve factorization algorithms for bivariate polynomials in C [x, y], which proceed by continuation methods.
INTRODUCTION

Factorization and topology
An important problem in Computer algebra is the factoring of approximate multivariate polynomials and the bivariate case captures its essential issues. See e.g. [3] , [15, 16] or [5] and their bibliography. The reader can also consider [18] for an history of early algorithms. [1] was the first algorithmic paper using monodromy group action as developed below. The paper [14] considers point combinations, and an exponential search. The papers [26, 27, 25] discuss another interesting algorithm based on zero-sum identities.
A squarefree bivariate polynomial equation f (x, y) = 0 defines a reduced curve X in C 2 . Then the closure of each connected component of X − Sing(X) corresponds to an algebraic curve whose equation is an irreducible factor of f ; here Sing() denotes the singular locus which consists at most in a finite number of points of X.
The condition can be analyzed further using a projection on a line. To simplify the discussion, assume that no irreducible component of X is a line, (this case can be treated separately), let d be the degree of f in y and call π the projection of X on the x-axis. Then, except for a finite number of values A, π is d to 1. More precisely, X − π −1 (A) is a d-covering of the line minus A; moreover, it is the union of s connected such coverings Xi − π −1 (A). For x0 not in A, the fiber E = π −1 (x0) consists of d distinct points, partitioned in s subsets Ei, Ei lying on Xi − π −1 (A) for 1 ≤ i ≤ s. Note that this partition of E characterizes the aimed factorization of f , as it defines it modulo (x − x0), and the factorization can be recovered via x-adic Hensel liftings.
Continuation or homotopy methods
A continuation method was proposed in [6] ; it consists essentially in following a path in X accumulating sufficiently many points on the same connected component say X1. An approximate interpolation provides a candidate factor f1 of f ; then an approximate division is performed. Other authors proceed directly to the (parallel) interpolation of all s factors, but this requires to estimate first the correct partition of a fiber E.
In the paper [30] was made the following important experimental observation (in the case of exact inputs, approxima-tions with a great precision and with a slightly different monodromy action than the one considered here) which inspired our study: the partition of the fiber E can be recovered from only a few number of permutations of E corresponding to the monodromy action of random loops. Whereas, in theory as in [1] , one needs to consider a set of representative of generators of the fundamental group which consists of a huge number of transpositions or other permutations.
As above, denote by X the curve in C 2 defined by f (x, y) = 0, by π its projection on the x-axis and choose a generic (i.e. random) fiber E = π −1 (x0) in X which has d points. To simplify the notations, we let x0 = 0. We denote by Δ ∈ C the discriminant locus of π. The action of the fundamental group π1(C − Δ) on E defines the monodromy group G, which can be explicitly calculated. When f is irreducible, the orbit of G is the whole fiber E, while when f is composite: f = f1...fs, the orbits of G provide the s-partition of E by the subsets formed by the roots of the factors fi. This is the key combinatorial information which allows to recover the factorization of f (see e.g. [8, 31, 3] ). Monodromy also plays an important role in the factorization algorithms presented in [14, 24, 30, 31, 3, 4, 19] .
A generic model
In [13] , the following sub-generic situation was considered (it is the one encountered in several application and benchmark examples): the polynomial to be factored is a product f = f1...fs such that the curves Xi = f −1 i (0) are all smooth and intersect transversally in double points (nodes). A "generic" change of coordinates, allows to suppose that f is monic in y of degree d and total degree d and that the projections of the critical points on the x-axis are all distinct. As the Xi are smooth and cut transversally, the discriminant points of f are either simple (turning points of one Xi) or double points (corresponding to projections of intersection points of two components Xi and Xj ).
Moreover as in [31] , a method presented in [13] determined the targeted partition of the fiber E by following the roots in y above a small number of (random) loops in the x-axis.
Our aim is to analyze further and improve that approach; the main task is to better investigate what happens on a single random Riemann surface. This question has its own interest and deserves to be studied for itself, it is also related to the so-called effective Abel-Jacobi problem and its applications in Physics, see e.g. [32] and [8] .
Organization
The paper is organized as follows. In section 2 the monodromy action is first presented in our particular setting; then an algorithmic approach and a Maple implementation for its computation are described. In section 3, our choices for the implementation of the continuation procedure are exposed. In section 4, we first recorded classical and recent results on the distribution of the roots of random polynomials useful for our purpose then we propose some conjectures on combinatorial aspects directly related to our problem; we also indicate the heuristical reasoning which guided their formulation. In section 5, we present a methodology and some experiments to support our conjectures and approach of the problem. In section 6 we report experiments showing the robustness of the studied strategy of factorization with respect to small perturbations of the input data. Finally we conclude discussing on potential extensions of our geometric model.
MONODROMY GROUP
In this section, we keep the previous notations and describe algorithmically our main tool, the monodromy group, its representation and its calculation. A previous implementation can be found in the package algcurves of Maple (see also [8] ), that our work aims to improve.
Our setting
The discriminant locus Δ of f is the zero-set of Resy(f, f y ), it contains simple points which are the projections of the turning points of X i.e. points with a vertical tangent and multiple points which are projections of the singularities of X i.e. the solutions of f = f y = f x = 0.
To define the monodromy, first select a base point x = a e.g. a = 0 in the complex x-plane minus the discriminant locus. Let E be the fiber of p above 0 (i.e. the d distinct y-values for which f (0, y) = 0). These y-values are now assigned an order, (y1, y2, . . . , y d ). This ordering of the d y-values labels the sheets of the covering
For each point α ∈ Δ, one chooses a path γα in the complex x-plane which starts and ends at x = 0, encircles only x = α counterclockwise and avoids all points of Δ. The dtuple (y1, y2, . . . , y d ) is then analytically continued around this path γα. When one returns to x = 0, a new d-tuple is found, which has the same entries as (y1, y2, . . . , y d ), but ordered differently: (y σα (1) , y σα (2) , . . . , y σα(d) ), where σα is a permutation acting on the set of labels {1, 2, . . . , d}. We will say that the permutation σα is attached to the path γα. Note that for different choices of γα, we obtain different permutations.
Here are some typical situations. If x = α is a turning point, then σα is a transposition. If x = α is the projection of a double point (a node), then σα is the identity. If x = α is the projection of a cusp singularity then σα is the cyclic permutation of order 3. In our simple model, we encounter only the two first cases.
Our investigation on the monodromy actions on a random Riemann surface includes Maple experimentations, observations and statistical distributions of the transpositions and permutations asociated to the d(d − 1) critical points of such a complex curve. For d = 10 that means considering 90 discriminant points and organizing 90 paths in a limited portion of the complex plane. The Maple package called algcurves[monodromy] described in [8] which is satisfactory for rather small examples is not sufficient for that task. So we had to rely on another program for our developments. Let us be more specific on the difficulties we encountred trying to use algcurves[monodromy] in our setting. In order to see how fibers are permuted, we have to follow paths homotopic to the one showed in the next figure  1 .
Unfortunately, for a large number of discriminant points, some paths automatically generated by the Maple command algcurves[monodromy], with option showpaths, are not correct. As shown for instance in figure 2 which corresponds to a random polynomial of degree 10. One can see that the paths are crossing each other, and that some paths are crossing the circles when they should not do so (see [8, section 3.5] ). We got this picture using Maple 9.5, with 10 and 20
Figure 1: Paths encircling one point of the discriminant
Digits. The same computation with 30 or 40 Digits leads to better paths (in the sense that some errors do not appear), but still false ones.
To avoid this kind of bad behaviour, we rely on algorithms described in the second author thesis [21, section 3.4.4] to compute the paths to be followed. We now briefly describe it, and also recall the main points of our monodromy computation strategy.
Description of our monodromy algorithm
This section will summarize our strategy to compute monodromy groups, it was first presented in [20] , and more details were provided in [21] .
Our method is a "compute fibers and connect" one. For each path γi we want to follow, we take successive intermediary points on the loop, compute fibers above these points, and finally connect the successive fibers one to one in order to get the permutation σi generated by the path γi on the initial fiber. Two important features of our strategy are a minimization of the total path length and an elaborated use of truncated series expansions. The main steps of our program are:
• Choice of the paths: To minimize the total path length, we first compute an Euclidean minimal spanning tree T , and then create paths γ i following this tree and homotopic to the paths γi of figure 1 in C\{α1, · · · , αn}. On first appearance, creating such paths may seem an easy task, but there are a lot of situations which are complicated, and need to be worked out to obtain a correct algorithm. For instance a claim of the second author in Proposition 3 of [20] is not fully correct: one can create counter examples. To resolve the matter, an algorithm which computes the needed paths was developped in [21, section 3.4.4]; let us briefly summarize it. According to our connection method (see below), we want to use paths in the tree γ i , i.e. paths that are constitued only of segments T and arc of circles centered on a critical point α k and linking two connected edges of the tree T (see [20, section 3.1] for more details). Thus, our aim is to know which sequence of edges of T we have to follow, and in which sense we must go around each critical point we have to circle. The approach we give in [21, section 3.4.4] is of type "divide and conquer". We will explain it with the help of figure 3 below, so the reader can easily follow the procedure. Considering the path γ l , we search a path homotopic to -So, we find the path in the tree homotopic to [ai, ai+1] by following the tree from ai to ai+1 according to the sense computed, and never crossing the tree. This requires to know at each critical point α k a permutation indicating the orientation of the edge connected to α k . This can lead to a path with more edges than τi (see figure 3 between a4 and a5 for instance). Several special cases need also to be analyzed further; by lack of space here, we do not explicit them but they are all given in [21] .
• Connection method: To connect the successive fibers of the path, we use truncated series expansions at controlled order and Puiseux expansions above critical points: the analytic continuation along one arc of circle around α k of the path is given by evaluating the truncated Puiseux expansions above α k in the two intermediary points defining the arc. Two intermediary points of a same edge are connected by using truncated Taylor series, introducing more intermediary points if needed. A good trade-off is worked out between the number of intermediary points and the truncation orders involved. As computing Puiseux expansions can be costly, we use a modular-numeric algorithm. It was first described in [20] and improved in [21] (the modular part of the algorithm is also described in [22, 23] ). All details of our monodromy algorithm can be found in [20] and [21] . Our Maple algorithm to make analytic continuation along each path γ uses the following scheme: starting from the fiber at a point x k of γ, we approximate the fiber at the next point x k+1 using the first order Taylor expansion at x k . Then, if this approximation is close enough from the fiber at x k+1 , we connect each approximation to its nearest point of the fiber. Otherwise, we use one more intermediary point between x k and x k+1 .
ANALYTIC CONTINUATIONS
Analytic Continuation Process
Passing close to a critical point
In our case, since we are studying random Riemann surfaces, the critical points we will encounter are turning points. If we consider the product of two such curves, we may also encounter intersection points. As the geometry of these two types of point are different, we made experiments to get informations on how works our analytic continuation process; pratical observations confirmed our natural intuition. The two following pictures illustrate our observations. We considered a polynomial F defined as the product of two random polynomials F1 and F2. Figure 5 represents the analytic continuation process along a path which is close to a root of Resy(F1, F 1y ), whereas figure 6 represents the same for a root of Resy(F1, F2). On these two pictures, we only represent the real parts of the complex numbers involved ; points represent the computed fibers, whereas lines indicate the interpolated curve obtained by our approximations.
These pictures illustrate that the analytic continuation need more steps when following a path who goes around a turning point than when it goes close to an intersection point.
First derivative versus second derivative
To improve the analytic continuation process, it seems better to use more than the first derivative to predict the next fiber of the path. For instance, one may precompute the second derivative and get a better approximation in order to use less intermediary points. Unfortunately, in our experiments the number of intermediary points did not decrease significantly, whereas the time spent to evaluate the second derivative is sizeable when the degree increases, as shown in the following table (the indicated times are for 3 loops for each polynomial). 
COMBINATORICS
Roots of random univariate polynomials have been studied by many authors,and important results were achieved e.g. by Kac [17] , Edelman-Kostan [10] in the real case, or by Erdos-Turan [11] in the complex case. This was generalized by Shub-Smale [29] and their coworkers, to the multivariate real case, by Zelditch-Schiffmann [28] and their coworkers, and also by Bilu [2] in the complex case. Let us also quote a recent joint work of the first author with C. d'Andrea and M. Sombra [7] which focused on effective bounds. Here are the results we will refer to in the following. 
Theorem 1 (Erdos-Turan [11]). Let P be a degree d univariate polynomial in C[x] and denote by M a measure of the size of its coefficients. When d goes to infinity, if M = o(d), then the roots of P concentrate uniformly on the unit circle of C.
Theorem 2 ([7], see also [2]). For a bivariate polynomial f (x, y), under the same kind of limited grow condition of the coefficients of f , but with a provisional technical asumption that f has integer coefficients, it also holds for the discriminant of f that its roots concentrate uniformly on the unit circle of C.
Moreover the critical points of f , with respect to the x-projection,
A challenging problem
We address an even more ambitious problem: when d goes to infinity, describe the asymptotic distribution, in the symmetric group S d , of the d(d − 1) transpositions associated to the d(d − 1) turning points of a random Riemann surface defined by such a polynomial f (x, y).
In this paper we do not aim to solve this question but to provide insights and prepare a further treatment of the subject. We will relate it to other results and auxillary constructions, explain our intuition, and develop code in order to proceed to preliminary experiments and observations, then formulate some conjectures.
Relation between critical points and transpositions
As recalled above when d goes to infinity, the critical points of f concentrate uniformly on the product of unit circles which is parameterized by two angles φ and ψ modulo 2π, the arguments of (x, y) in C 2 . We order the d(d − 1) discriminant points by their increasing arguments and join consecutive ones by as many segments of lines. We obtain a continuous real curve C homeomorphic to the unit circle and which tends to it when d goes to infinity. Let, as above, π denote the projection of the random Riemann surface X onto the x-axis (a real plane). We also order by increasing arguments the d distinct points of the fiber of π above the unique point a of C whose argument is 0, and should be near-by 1. The real curve π −1 (C) in C 2 = R 4 , can be viewed as a "branched" braid on a torus homeomorphic to S 1 × S 1 , where S 1 denotes the unit circle. Representing the two S 1 by two segments (0, 2π) with identified extremities, the figure 7 sketches a portion with 3 turning points. The branching points of that braid correspond to the critical points of f w.r.t. the x-projection. Heuristically and asymptocally, the limits of these branching points are distributed uniformly in the previous square. Of course, this claim needs to be formalized and rigourously proved. Nevertheless it indicates that asymptocally, as shown on the picture when the arguments φ k of the discriminant points of f increase, the corresponding transpositions t k are consecutive pairs i.e. of type (i, i + 1) with d + 1 = 1. Indeed the only possible exchange at a critical point is with a direct neighbour. Moreover, as the critical points are uniformly distributed in the square, the index i which is directly related to the y coordinate of these points, should also be uniformly distributed. On the basis of this heuristic argumentation, we formulate the following:
Conjecture 1. The limit distribution of the sequence of transpositions attached to the discriminant points of f (ordered by increased arguments) is that of uniformly distributed consecutive pairs
Note that this claim is asymptotic. For small and medium values of d, one can rather expect a blending of the two preceding distributions: uniform transpositions and uniform consecutive pairs. Another way for looking experimentally at this conjecture is to derive some consequences of it and try to check them on examples.
Products of transpositions
In a recent joint work with L. Miclo [12] , the first author investigated the transition to transitivity of subgroups of the symmetric group S d generated by K products of n transpositions as d tends to infinity. A cut-off phenomenom (see [9] ) was proved in the case of transpositions (i, j) where i and j are uniformly chosen among the integers [1.
. They also considered the case of uniformly distributed consecutive pairs (i, j), but were only able to prove partial results and observe simulations; nevertheless, they posed the following conjecture.
Conjecture 2. As d tends to infinity, there is a sharp transition to transitivity of the subgroups of S d generated by
Let us note that in [12] , subgroups generated by a smaller number K of products of consecutive pairs were also considered, they present a slower transition to transitivity, at time n of the order of d (1+2/K) . E.g. for d = 50, the simulations show that if K = 4, then for n > 200 one obtains a transitive subgroup with a probability almost equal to 1.
Finally, we remark that these transitions can be observable via continuation methods as indicated below and that these considerations could be useful for the aimed factorization strategy.
Subgroup attached to K large loops
Consider a large loop Γ in the x-plane starting and ending at 0 and encircling n discriminant points of f . Γ is homotopic to the concatenation of n loops γ l , each encircling a discriminant point. The n discriminant points are ordered by increasing arguments, therefore the permutation pΓ attached to Γ is the product of the n transpositions attached to the γ l . Now, we define Γ to be formed by two rays starting and ending at 0 and by a portion of circle of radius 2 encompassing an angle of 2π m . Then we can expect that Γ encircles about
The important point is that we do not need to compute explicitely those points.
Then, if the previous conjectures are correct, pΓ is the product of about
transpositions, moreover we can also assume that these transpositions are uniformly distributed (in the sense precised above).
Finally, we consider not one but K such large loops Γ k , the K attached permutations p k , and the subgroup G generated by these K permutations. We choose K and n = Example: For d = 50, ln(d) is about 4, we can choose K = 8 and n about 125, i.e. the angles of the Γ k are at least (2π)/20 hence rather small. But as we remarked above, we can also choose a smaller K, here for d = 50, we can choose K = 4 and n about 300, i.e. the angles of the Γ k should be at least (2π)/6 hence not so small but feasable.
EXPERIMENTS ON EXAMPLES
Preliminary remark
Even if our approach improves previous algorithms, our implementation in Maple 11 is still a prototype one, and needs for instance 2 hours to perform the complete monodromy computation for all the 90 loops and discriminant points of a degree 10 random polynomial f . Thus, it is not yet realistic to perform this computation for much higher degrees.
However for these degrees, the distribution announced by Erdos-Turan theorem, of the roots in a generic fiber can be far from the asymptotic uniform distribution on the unit circle. The same is also true for the distribution of discriminant points. Therefore, as we can see on figure 4 , the difference between arguments is not yet a good approximation of the Euclidean distance between these points.
Methodology
So, in order to check experimentally the validity of our first conjecture, we cannot follow precisely the procedure we described in our sketched proof, we need to adapt it. What we can do is to check a weaker claim, which seemsâȂIJ-naturalâȂİ: when passing from one discriminant point to a close one (in the sense of the Euclidean distance), only near by points (in the sense of the Euclidean distance) of the fibre are exchanged. Indeed as observed in our examples, this happens very frequently and in general the exchange does not involve the points of the fibre which were just exchanged.
We consider examples of degrees form 7 to 10 whose complex coefficients are randomly generated using the Maple command rand(-100,100)() and performed on them the complete analysis. The corresponding (rather voluminous) data are provided in our website: http://www-sop.inria.fr/members/Adrien.Poteaux/ As we cannot reproduce here voluminous data, we will only present the first coefficients of the polynomial and the first three elements in the list of the 42 corresponding discriminants points and fibers above them. 
Large loops
Here, we can take random polynomials of higher degrees since we do not perform anymore the complete analysis but only computations of few permutations, via analytic continuations along large loops.
Consider a degree 20 random polynomial, it has 380 discriminant points depicted in figure 4: they are essentially contained in an annulus around the unit circle. We also consider the 5 large loops Γ k , k = 1 · · · 5, each of them encircles an angle of Π 3 and hence contains about just less than a sixth of the 380 discriminant points i.e. about 60 = 3.d of these points. Following our conjectures we expect that the corresponding 5 permutations generate a transitive group. This is indeed the case.
Factorization
We also tested our approach on the factorization problem. We present our results by giving the sequence of Maple command line we use to get the result (the reader can find the file analyticcontinuation.mpl on the second author's webpage):
We first begin by the product of two random polynomials of degree 10:
> read "analyticcontinuation. In these three examples, we only used 3 loops, each of them making an angle of 
APPROXIMATE COEFFICIENTS
If the data is given within some approximation, our approach may still be applied to get the elements of the fiber which belongs to the same factor. This is illustrated by the following examples.
We consider several polynomials of degree 20, defined as the product of 2 to 5 random polynomials, at which we add another random polynomial representing a noise: it is the sum of 4 random monomials with small coefficients. In table 1, we indicate, for each approximate polynomial considered, the size of the coefficient of the polynomial representing Table 1 : Factoring approximate polynomials the noise, and the number (and degrees) of factors found by our algorithm.
In table 2, we consider dense noised polynomials: we perturbated each coefficient of the polynomial F As expected, our algorithm can detect perturbated factors. This good behaviour is promizing but it needs to be studied and evaluated further, depending on the perturbation. This will be the subject of a future work in continuation of [13] .
CONCLUDING REMARKS
In this paper we presented an original approach towards factorization and approximate factorization of high degree polynomials: considering the special (but not uncommon) case of a product of polynomials with random coefficients of limited size. This hypothesis simplifies the geometry: in particular, the curves corresponding to the factors are smooth. But it also implies several nice behaviours for the distribution of the discriminant and critical points of these curves. This deserves to be studied further and to be used to develop a new class of algorithms. We already developed and presented some programs to analyze the situations. Our preliminary study and results show that the subject is rich and promizing.
We formulated several conjectures and explained our intuition behind the phenomena we propose to investigate.
There are also different other directions of research. The main one is to investigate with the hypothesis of uniformity the link between exact and approximate factorization. The second one is to investigate how our approach can be continued even if the curves corresponding to the factor have higher singularities, indeed one can expect that if a random large loop in the complex plane encircles the projection of these singularities without meeting them, the combinatorial and algorithmic situation is roughly the same that the one considered here. However, the numerical phenomena of the perturbated situation are more complicated, since clusters resulting of deformations of higher order multiple points are more spread out. 
