Two methods are in common use for solving the numerical problem of a body oscillating in the presence of a free surface : (1) a multipole-expansion method and (2) an integral equation method. The latter generally breaks down at and near a set of discrete frequencies, namely, the eigenfrequencies of the complementary, hypothetical problem for the flow inside the body. Ohmatsu (1975) has shown how to avoid this difficulty by modifying the interior problem.
Introduction
In practically all of the methods in use today for predicting wave loads on ships (as well as the resulting motions), it is necessary to solve a set of boundary-value problems defined in the cross-sectional planes through the ship. In each of these planes, the fluid motion is considered to be two-dimensional (2-D), governed by the Laplace equation and satisfying a classical linearized free-surface condition. In the canonical problem, one assumes that the 2-D body oscillates either horizontally or vertically on or near the free surface, and the solution must represent outgoing waves far away. Through some version of "strip theory" or "slender-body theory," the solutions so obtained can be combined to give the hydrodynamic loads on an oscillating shiplike body, and reciprocity relationships can be used to give the loads on such a body in incident waves. These methods are of great practical importance in modern naval architecture, and similar methods are used in the design of ocean structures such as oil drilling rigs.
The first practical method for solving such problems was described by Ursell (1949a) . For a body of circular cross-section, half submerged, oscillating vertically, he obtained a solution based on a multipole expansion. Ursell (1949b) also pointed out how to extend this method to bodies of arbitrary shape, and his proposed procedure was implemented by Tasai (1959) and Porter (1960) . Frank (1967) solved the same problem by assuming that one could distribute sources in place of the body surface and then formulating and solving an integral equation for the source distribution. His method is based on well-known. methods for solving problems involving the motion of a body through an infinite fluid. However, he observed that his numerical procedure failed at certain special frequencies, and he recognized that this failure was due to a phenomenon previously pointed out by John (1950) . Perhaps as a result of this difficulty, this method has enjoyed less popularity than the multipole method in applications to naval architecture.
Nevertheless, the integral-equation method of Frank has continued to receive attention in the literature of ship hydrodynamics. Frank's numerical results were confirmed and extended by Potash (1970) and Kan (1974) . Paulling and Wood at the University of California (Berkely) suggested* that the source distribution be extended to form a "lid" on the body at the level of the undisturbed free surface, where a rigidwall boundary condition would be applied. Ohmatsu (1975) investigated this suggestion carefully and proved that it does indeed remove the difficulty. He went further : He showed that the boundary condition to be applied on the "lid" can be an arbitrary Neumann condition.
In view of all of the activity on this problem in the last decade, it is surprising to note that the problem has a very long history. While John.
(1950) was apparently the first to note its existence in the context of free-surface problems, Lamb (1932, § 290 ) discussed an exactly analogous problem in acoustics. He pointed out that the external boundary-value problem cannot be solved by the integral-equation method at those frequencies for which a hypothetical flow inside the body has certain eigensolutions.
In particular, a solution of the external problem can be expressed in terms of a distribution of sources over the body surface only if an internal fluid motion is postulated such that the value of the potential is continuous across the surface separating the internal and external regions.
If the hypothetical internal problem has an eigensolution such that the corresponding potential has the value zero on the inside of the dividing surface, the source density becomes indeterminate, and so the solution of the external problem can not be expressed in terms of a distribution of sources on the body surface. This concept implies that internal resonances may occur at certain discrete frequencies; when this happens, the method fails, even though the internal problem itself is hypothetical, without real meaning for the external physical problem.
In the acoustics problems discussed by Lamb, internal resonances can occur because of the compressibility of the fluid.
In free-surface problems, the fluid is generally treated as being incompressible, but the presence of the free surface itself allows the occurrence of internal resonances.
Thus one can imagine a kind of sloshing inside the body, although one must note that it is a peculiar kind of sloshing : The potential (and thus the pressure in the linearized theory) is constant on the bounding surface. This physical picture is the basis for Paulling and Wood's suggestion to put a "lid" on the body. Clearly there can be no sloshing modes inside the body if the body is closed and the fluid is incompressible. Ursell (1953) pointed out another way to remove the sloshing modes. He added a source at the origin, with strength and phase selected so that the energy associated with a possible sloshing mode is absorbed by the source. Thus his source is a damping device.
More recently, Ursell (1973) introduced a similar concept into the acoustics problem.
In his 1953 paper, Ursell's purpose was to derive a high-frequency asymptotic analysis for the added mass and damping coefficient for a heaving body. It had been standard practice to obtain an infinite-frequency estimate of these quantities by setting g, the gravitational accelration, equal to zero. The results thus obtained were known to be fairly accurate if the frequency were high enough. But it was not possible to obtain more than one term in the asymptotic estimate; one cannot formulate a simple sequence of approximation problems and solve them successively.
Rather, one must formulate the problem for finite frequency, obtain a solution, and estimate the result asymptotically as frequency become large.
Ursell showed that the multipole method of solution is valid at any frequency, but he pointed out that it becomes less and less convenient as frequency increases, and it cannot be used at all as the basis for asymptotic estimates at high frequencies. Therefore he turned to an integral equation method of solution. This then introduced the difficulty associated with the eigensolutions, which had already been demonstrated at that time by John. It would appear to be a formidable difficulty too, since there are infinitely many eigenfrequencies between any specified frequency and the limit of infinite frequency. Nevertheless, Ursell was able to overcome the difficulty completely by the device already mentioned. This device was powerful enough to yield an integral equation with well-defined, unique solutions as frequency varies continuously to the high-frequency limit.
The work reported in the present paper started as an attempt to use Ursell's device as the means of eliminating the irregular-frequency phenomenon from Frank's numerical procedure for application to practical problems of naval architecture.
As will be seen, this can be done easily. In fact, it is so simple computationally that anyone who has a working computer program similar to Frank's can accomplish it by the insertion of a single extra step into the program.
Furthermore, we find that Ursell's method can be generalized somewhat. In a sense, he restricted the additional source at the origin more than is This work is apparently unpublished except for descriptions of it by Paulling (1970) and in the "State-of-the-Art Report on Seakeeping" of the 16th American Towing Tank Conference (1972).
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for Time-Dependent Free-Surface Problems 43 necessary just to eliminate the occurrence of the eigensolutions when the problem is solved for finite frequencies. Whether his restriction is necessary in order to solve the problem asymptotically at high frequency remains to be shown. The physical interpretation of the generalization also remains somewhat of a question.
It is important for progress in ship hydrodynamics that these matters be studied further. So long as naval architects predict hydrodynamic loads exclusively by strip-theory methods, it does not matter, since it is then necessary to solve just the 2D Laplace equation, for which multipole methods can be used. But such methods cannot be used to solve fully three-dimensional problems, and they cannot even be used in the prediction of pressure distributions on a slender ship in oblique waves, where the 2D Laplace equation is replaced by a 2D Helmholtz equation.* For such problems, one is restricted to using integral-equation methods, and so the difficulty with eigensolutions invariably arises.
The possibility of extending Ursell's highfrequency asymptotic analysis to practical problems is very attractive.
If the solution of a practical problem at finite frequency can be reduced to the high-frequency limit problem, with subsequent corrections in accordance with the asymptotic analysis, it will be necessary to solve only a canonical problem corresponding to infinite frequency; when that problem has been solved, the same matrix inversion can then be used iteratively to find the corrections. Such a method is now under development by one of the authors.
Solution of the External Problem by a Source Distribution
For the moment, we consider the case of a body with lateral symmetry oscillating sinusoidally in a heave motion. Everything is assumed so that a velocity potential exists, satisfying the Laplace equation in two dimensions (see Figure 1 ), ( 1 ) in the fluid region.
The normal derivative of the potential is specified on the body surface, S, and, on the plane of the undisturbed free surface, the potential satisfies the usual linearized free-
where ( 3 ) and co is the radian frequency of oscillation. The potential also satisfies a radiation condition in. the sense that ( 4 ) represents outgoing waves as x---* co,
The integral-equation method of solving such problems is well-known.
In the absence of a free surface, it is given very simply by Lamb (1932) . Ohmatsu (1975) has done the same for the present problem, in which the free surface is considered.
For future reference, we briefly sketch the procedure.
Green's theorem allows us to express the potential in the fluid region as follows : ( 5 ) where G(P;Q) represents the potential* at point P= (x, y) due to a source of strength* 27r at Q, and G(P;Q) satisfies conditions identical to (1), and (2), as well as a radiation condition.
We can formulate a complementary problem for the region inside S as follows : Let K.13) be a solution of the 2D Laplace equation, (1), for P inside S, satisfying the free-surface condition (2) . From Green's theorem, we have, corresponding to (5),
The 2-D Helmholtz equation can be solved by the multipole method if the body is semicircular; this has been done by Bolton. and Ursell (1973) . For other body geometries, however, one must map the body contour onto a semicircle, but then the Helmholtz equation is lost for describing the fluid motion. In general, the powerful methods of conformal mapping are not available.
For bodies of general shape, one must use the integral-equation method. Such a method has been developed by Troesch (1976) .
More precisely, the Green function is Re (G (x, y; 6, v) exp (icot)} and the source strength is Re (2n exp (icot)). where the direction of the normal is maintained as in Figure 1 (which accounts for the difference in sign between (5) and (6) ). Equation (6) is obtained by applying Green's theorem to 473(Q) and G(P; Q) for P inside S. We can also apply Green's theorem to :kQ) and G(P; Q) (for P outside of S). In this case, both functions are harmonic inside S, and so we obtain ( 7 ) Let us now complete the statement of the interior problem by specifying that ( 8 ) for Q on S. Then we can add (5) and (7), obtaining ( 9 ) where (10) Equation (9) gives the potential of a distribution of sources of density cr (Q) on the contour S.
The usefulness of the representation(9) depends on the existence of a solutionc(P) of the interior problem such that (i) condition (8) is satisfied and (ii) agA5/anQ is uniquely defined on S. These conditions cannot always be satisfied, however. In particular, there are eigenvalues, vi, for which the interior problem has solutions satisfying a point on S.
If we can find an appropriate solution of the interior problem, satisfying (8) , and if the frequency is such that v= vi (for any i), we can always add to the solution an arbitrary multiple of the eigensolution, say A cAbi (15) , and the boundary condition (8) will still be satisfied. The eigensolution will then make a nontrivial contribution to the source density, (10), this contribution depending on the arbitrary factor A. Thus o-(Q) is not unique, at the very least.
This does not imply that the solution of the exterior problem is nonunique.
John showed that it is unique under most of the conditions of interest to naval architects.
Furthermore, we can see directly that the indeterminate source distribution adds nothing externally : Since q57:(Q)= 0 for all Q on S, we observe from (7) that (11) for all P in the lower half-space outside of S. If the left-hand side of (11) is multiplied by the arbitrary constant A, we see from (9) and (10) that we have precisely the potential in the external region corresponding to the nonunique source distribution on S. From (11), this contribution to the potential is identically zero outside of S.
The difficulty turns out to be even worse than this. When v= vi, an eigenvalue, condition (8) cannot be satisfied in general. If we solve such a problem for an arbitrary frequency, not corresponding to an eigenvalue, and then let the frequency approach an eigenfrequency, we find that the source density approaches infinity almost everywhere on S. Thus the integralequation method of solving such problems becomes unusable unless modifications are made in the method. This becomes more clear when we investigate a simple special case for which we can make exact calculations.
For reference later, we write out here the Green function in its usual form and in an alternative form : (12) where the integral is interpreted as a contour integral indented above the pole at k = v, and
The latter is derived in Appendix A. The two forms are completely equivalent ; they are analytic everywhere in y <0 except at P=Q. It may be observed that the two terms in (13) do not have this property separately, but that is of no concern here. The second form is sometimes convenient since its first term gives completely the behavior of the fluid at large distance from the source.
Explicit Solutions for a Special Geometry
We now consider the special case in which the interior region is bounded by x=a and x = a, extending to negative infinity in the y direction. See Fig. 2 . We can write out explicitly the eigensolutions of the internal region and, from them, observe in detail just how the difficulties arise when we try to solve the interior problem that is complementary to the actual exterior problem of physical concern. The latter problem is obviously not the simple heaving-body problem ;
The eigensolutions that are even with respect to y can be written down explicitly : (15) with (16) For every i we have (17) and also (18) In general, we expect no difficulty except at (or close to) v= vi.
For arbitrary v not equal to an eigenvalue, the general even solution for the interior problem can be expressed: 
These results can be substituted into (19) to give the potential. What is of more interest is ac/ax at x a, since this is equivalent to acbiam2, which leads to the critical part of the source density on the boundaries (see (10) ) :
The difficulty is now apparent:
The first term in (26) is infinite if cos va= 0 and if the integral (27) does not vanish. There is generally no reason to expect F(v) to vanish, and so the first term in (26) is indeed infinite at every eigenfrequency (see (16) ).
The double-integral term in (26) never gives any fundamental trouble, and we shall largely ignore it hereafter.
With respect to the exterior problem, we can describe the difficulty this way: If the potential for the exterior problem has a part that varies like exp (vy) on x=a, that part must be matched on the inside (to satisfy (8) ) by the first term in (19). This causes no difficulty unless the frequency is near an eigenfrequency, in which case CO3 va is very small and so A0 must be very large. The same A0 is a factor in the source density, as given in (26), and so the source density becomes infinite on the boundary (almost everywhere) at the eigenfrequencies. This unfortunate behavior fails to occur only under the special condition that F(v) vanishes at an eigenfrequency. The quantities of physical interest in the real problem are still well-defined, for example, pressure distribution, added mass and damping coefficient. But they cannot be calculated from a solution in terms of a source distribution, since the calculation involves indeterminate quantities. Numerically, we must expect this behavior at the eigenfrequencies to spread out into a band of frequencies. Kan (1974) showed this in his calculations with great accuracy.
A Remedy for the Special-Geometry Case
We can now remove the difficulty of the irregular-frequency phenomenon by modifying the solution of the interior problem. The solution given in (19) has the special property that it is analytic everywhere in the interior of S, but this is not an essential property, since we really must require only that the solution in the exterior region have physical significance. There is undoubtedly an infinite variety of modifications that will serve this purpose. We choose one : Let there be a radiating source of strength Q at the origin, and require that the corresponding potential satisfy the free-surface condition. The required potential for the source is obtained from (12) and (13) by setting g= 0 and =0 and multiplying by Q/27r. (Note that Q may be complex in general.) To this source potential we add the general analytic solution already given in (19). Thus the potential corresponding to our hypothetical interior flow is (28) The quantities A 0 and A (k) now have new values, but they can be evaluated by the same method as before. We obtain for A o:
The potential in (28) can then be expressed :
(30) the integral term in (28) being denoted by " . . . ". Now the coefficient of exp vy does not vanish at x = a if v equals an eigenvalue, and we anticipate that it will indeed be possible to satisfy (8) .
However, one more condition must be satisfied. The source density on the boundary will again 
Thus we have a condition on the source strength, Q, that must be satisfied if v= vi. This condition turns out to be a very weak one, as will be evident soon.
We must now devise a useful way of specifying Q, subject only to the condition (32). Recall that we want to solve an exterior problem with a solution of the form given in (9) . The Green function in (9) was assumed to be as expressed in (12) or (13), but this is only one possible Green function for the problem. We now define a new Green function that represents a source at the origin as well as a source at a point on S. If G(x, y ; 6, v) is given as in (13), let the new Green function be specified thus :
where C is a constant, possibly complex. When (33) is used in place of G(x, y; g, 7/) in (9), the result represents the flow in the lower half-space due to a distribution of ordinary free-surface sources over S plus a source at the origin of strength (34) Using (10) and (31) (16) , and so we see that the condition (32) is indeed satisfied. It is interesting to note that the result in (38) is independent of the constant C, which has not been specified. We would encounter difficulties only if C were chosen so that the denominator in (37) vanished, which would be an unlikely choice.
The modification of the Green function as specified in (33) corresponds to Ursell's (1953) The procedure developed in the preceding section for the special geometry considered there can be applied directly to cases of bodies of arbitrary shape. This is not entirely obvious, since the modified Green function given in (33) is not analytic with respect to g and q on the entire line 6= 0. This deficiency means that Green's theorem cannot be used in a simple way to derive (9) . However, the interpretation of the result, such as that given following (33), suggests strongly that the procedure is still valid.
A proof that the procedure is indeed valid is provided in Appendix B.
This awkwardness can be avoided by modifying (33) in a simple way. Let the new Green function be given by (39) From (13), we observe that this is equivalent to (33) if the frequency is very high, since the integral term in (13) is then very small except in a tiny neighborhood of the origin. Whether one uses (33), or (39) appears to be largely a matter of taste, since our calculations indicate that there is little difference in the amount of computational time required.
It may be noted that Ursell's (1953) choice of modified Green function (as in (33), with C= 1/2) was made for applications to very-highfrequency problems, and so the nonanalyticity of his Green function was of no concern to him.
Procedure for Asymmetric Problems
If a symmetric body moves laterally (in sway), we find that the modified procedure leads to a trivial result : The extra source at the origin has strength Q=0. Thus there is no possibility of using the foregoing procedure without modification for eliminating the difficulty with the irregular frequencies associated with sway motion.
Another modification of the Green function is possible, and it permits the solution of problems that are symmetric, antisymmetric, or without any symmetry. Let the new Green function be defined: (40) where G(x, y; 6, v) is again the usual Green function given in (12) or (13) . The factor exp [vn iv161] can be replaced by G(0, 0; 6, n), as in (39). The proof of both results is similar to what has already been presented.
Numerical Results
We have made a number of calculations based on the use of the modified Green function, in either the form given in (33) or that in (39). For practical purposes, there is no choice between the two forms; they give the same answers and they do this with equal effort and computing time.
Our numerical results are essentially the same as those that have been reported by others, and so we do not present any comprehensive numerical displays here. We do observe small differences, as shown in Fig. 3 , where some results of Ohmatsu (1975) and Kan (1974) are presented for comparison. At high frequencies, our results agree with Kan's, rather than with Ohmatsu's, although the differences are small. At lower frequencies, our results are slightly below both of the others'. Of course, we do not have the irregular behavior at the eigenfrequencies that Kan had.
The differences noted in Fig. 3 seem to be typical when various investigators compute quantities such as these. Whether it is due to differences in numerical analysis or possibly to programming errors is not known. We suspect the former. It may be noted that calculated. added masses seem to differ systematically between programs based on the multipole-expansion. method and programs based on the integralequation method; this was observed by Frank (1967) and others. The boundary-value problems are identical, and both methods are mathematically valid. But agreement is never precise. And the same is true even when different investigators use the same method. We made no special efforts to examine our numerical accuracy. Rather, our goal was to obtain a simple, mathematically justifiable method for eliminating the eigenfrequency difficulty, and we succeeded in doing that. A Alternative form of the Green function The Green function for this problem has been used in a form that is not commonly found in the literature, and so it will be derived here.The result was given in Equation (13) .
We must solve the boundary-value problem set as follows :
(Al) (E is a constant, possibly complex). The solution will be the Green function, representing a source at (0, v) of strength 27r. The general result in Equation (7) can then be obtained by replacing x with .9c-6.
For x> 0, the right-hand side of the partial differential equation vanishes, and the equation can be solved generally, for example, by separation of variables. When the free-surface condition is applied to this general solution, we have (A2) where CR and DR are constant to be found, and BR(k; n) is a function to be determined. For x<0, a general solution can again be found : The constant DR can be found by multiplying this equation by e'v and integrating over y from co to 0. The second term on the right-hand side vanishes (see (21) ), and we obtain: Using (23), we obtain :
From the radiation condition, (Al), we obtain CR:
CR=27Tie" Thus 0(x, y) has been determined for x>0. A similar procedure is followed for x< 0, and so we find finally that This is the desired result, Equation (7), if x is replaced by x-g.
The two terms in this formula are not separately solutions of the Laplace equation anywhere on x=0, but the sum of the two terms certainly is such a solution.
The equivalence of this form of the Green function with the more usual forms, such as Equation (6), is not obvious on inspection. However, one can be derived from the other through a series of transformations, contour deformations etc. Dr. Nabil Daoud has provided me with an explicit demonstration of this for the present case. Similar derivations can be found in Wehausen and Laitone (1960).
Appendix B Use of the nonanalytic Green function
The Green function given in (33) is nonanalytic with respect to g and everywhere on the line 6=0.
As pointed out in connection with (39), this means that the derivation of (9) can not be carried out in the usual way.
In this appendix, we show that (9) is nevertheless correct if the frequency is not an eigenfrequency. We show this in a way that is motivated by the physical interpretation of the result. Then we sketch a proof that remains valid even at eigenfrequencies.
The latter proof is rather tedious, which is the reason for just outlining it. Let (B1) be the solution given in (9) , where G(P; Q) is the usual Green function given in (12) and (13) . The source density must be determined from the integral equation that results from applying the body boundary condition:
where P is a point on S (approached from outside). We suppose that the right-hand side is a known even function of x. Now consider a new problem similar to the above. Let 02(P) be given just as in (B1) but with source density a2(Q), and let (B3) Then, 02 can be determined from an integral equation just like (B2). This is a well-defined problem that can be solved just as easily as the 01 problem. Its solution is analytic in the lower half-space outside of S.
The The quantity in brackets is just the modified Green function given in (33), and so (B8) is the desired result. There is no need to try to use Green's theorem with the modified Green Function. The solution in (B6) was obtained by adding to the original solution a quantity that is null outside of S but not inside.
The additional quantity is not analytic inside S, as is evident from (B4). In the analysis that follows, we shall assume explicitly that the potential inside S is singular at the origin in the manner indicated by the second term on the right-hand side of (B6).
We now turn to the second item of this appendix, namely, to show that Green's theorem can be used with the modified Green function given in (33).
In applying Green's theorem, we must make a cut along the entire vertical axis, since the Green function being used is not analytic on this line. As shown in Figure B In what follows, P is always outside of S and P is always inside. In order to prove our desired result, it will be necessary to make certain assumptions about the hypothetical internal flow. In particular, we shall assume that it can be expressed in terms of a distribution of ordinary sources over the contour S plus a single lumped source at the origin.
In other words, we assume that the potential, (P), of the hypothetical internal flow can be expressed as in (B6). Since we are trying to prove just such a result for the external flow, it may appear that there is some circularity in this reasoning. However, this is not really true. The only question arises when we arrive at the point of requiring that the potential on the inside of S be equal to the potential on the outside, and a calculation can in principle be made just like that for the special geometry already considered here. The addition of the lumped source at the origin ensures that such a step is possible.
First we apply Green's theorem to 0(Q) and G(P ; Q) in the fluid region to the right of the vertical axis, with P in the same region: 
where T is the draft of the body. Note that G(P; 0) in the last term of (B 13) is the ordinary Green function, as given in (12) . Now we follow the same procedure for the region inside the body, applying Green's theorem to cb(Q) and O(P;Q) with P still outside the body and on the right-hand side. We shall not write out the steps. The only point that causes any difficulty is that separate estimates are needed for the integrals on the small quarter-circles E+ and E_; finite contributions arise from these integrals even as their radii go to zero. Let us suppose that the potential '.(P) near the origin comprises a term (Q127r)G(x,y; 0, 0) = (Q12n)G(P; 0) and a term that is analytic in the neighborhood of the origin. In other words, there is an expression for cAb like that in (B6). We shall have to evaluate integrals such as where a/ap is equivalent to 0/anQ on E+. One can show that only the second term in the integrand yields a finite result as E+ shrinks down to the origin. Also, from (12) , one finds that as r-0 .
Thus,
A similar estimate can be made for the integral along E_, and, in fact, the result is identical to this. When Green's theorem has been used in each of the two internal regions, we set '(Q) =0(Q) for Q on S and then combine the results with (B13). We find that (B 14)
Now we apply Green's theorem in similar fashion (i) to cb(Q) and exp [vviii] in the right-hand side and left-hand exterior regions, with P in the right-hand side and (ii) to (Q) and exp [vv -ivi61] in the right-hand and left-hand interior regions, with P still in the exterior right-hand side. We combine all of the results in the same way and set 473(Q) =0(Q) for Q on S. In this way, we obtain the following: (B15) Now, (B 15) can be substituted into (B 14), with the result that (B16) This is exactly equivalent to (B6) if we identify the source density on S as follows:
It is also equivalent to (9) is we define Q as in (B7) and replace G(P; Q) by G(P; Q).
