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Abstract
This thesis is concerned with the fluid mechanics of floating and sinking. More specif-
ically, the majority of this thesis considers the role played by surface tension in allowing
dense objects to float.
We first derive the conditions under which objects can float at an interface between
two fluids. We obtain the conditions on density and size for various objects to float and
show that being ‘super-hydrophobic’ does not generally help small, dense objects to float.
Super-hydrophobicity does, however, dramatically reduce the energy required to remove
an object from the interface. We then show that two floating objects can sink if they
come into close proximity with one another. We extend this to show that a raft consisting
of many interfacial objects can become arbitrarily large without sinking, providing that
its density is below a critical value. Above this critical value, there is a threshold size at
which sinking occurs.
We then consider the surface tension dominated impact of an object onto a liquid–gas
interface. We determine a similarity solution, valid shortly after impact, for the shape
of the interface and study the asymptotic properties of the capillary waves generated by
impact. We also show how the interfacial deformation slows down the impacting body.
We use a boundary integral simulation to study the motion at later times and determine
the conditions under which the object either sinks or is trapped by the surface. We find
that for an object of a given weight there is a threshold impact speed above which it sinks.
We study the waterlogging of a floating porous body as a model for the waterlogging
of the pumice ‘rafts’ that often form on bodies of open water after a volcanic eruption.
We study the inflow of water that is driven by capillary suction and hydrostatic pressure
imbalances, and determine the time taken for this inflow to cause the object to sink.
Finally, we study the effects of a natural slope on the spreading of carbon dioxide
sequestered into aquifers. We use laboratory models and numerical techniques to study the
spreading of the resulting gravity current. Initially the current spreads axisymmetrically,
while at later times it spreads predominantly along any slope in the overlying cap rock.
We show that in industrial settings the time scale over which this asymmetry develops
is typically a few years. This effect may have important practical implications since the
current propagates faster in the asymmetric state.
Summary of Frequently Used Quantities
Variable Meaning Definition Typical Value
α time exponent 1
β complex velocity potential (4.28)
strip half-width
γ, γAB interfacial tension 0.0728 Nm
−1
δ, δ′, ǫ small quantity δ ≪ ǫ
ε numerical error
φ interfacial inclination figure 2.4
porosity 0.8
ϕ,Φ velocity potential
ψ streamfunction
angular position of contact line figure 2.4
χ indicator function on raft (3.14)
λ Lagrange multiplier (3.13)
µ dynamic viscosity 1 mPa s
ν ratio of velocity scales (6.21) 1
θ contact angle figure 2.2
slope angle figure 6.1 1◦
ρ, ρB density of lower liquid 1 g cm
−3 (water)
ρA density of upper fluid 1 mg cm
−3 (air)
ρs density of solid object 8 g cm
−3 (steel)
τ strip thickness figure 3.3 0.5 mm
ξ, η rescaled x, y co-ordinates (4.17)
∆ centre–centre separation figure 3.1
Π (Πe) (effective) strength of surface tension (5.4), (5.10)
d depth of floating body figure 5.2
g (g′) (reduced) acceleration due to gravity (6.5) 9.81 m s−2
k permeability of a porous medium 10−9 m2
ℓc capillary length (2.7) 2.7 mm
ls strip length 7 cm
m mass per unit length
n exponent in governing equation (6.24) 1 (Darcy)
3 (lubrication)
q volume flux (6.6)
t∗ time scale for asymmetric spreading (6.7)
B Bond number (2.10)
Variable Meaning Definition Typical Value
D solid to liquid density ratio (2.11), (5.8) 2.3 (pumice)
F Froude number of impact (4.10)
H(X,T ) deflection of interface
H0 (H∗) height of object centre (contact line) figure 2.4
L raft half-length (3.23)
level of floating body in liquid (5.15)
R0 radius of object R0 . 1
S arc length
Ts time to reach sinking density
V downslope current speed (6.8)
W weight per unit length (4.9)
WA work of adhesion (2.28)
We Weber number of impact (4.1) We . 1
Xn downslope nose position figure 6.1
Ymax cross-slope current extent figure 6.1
A aspect ratio
B bending stiffness of raft (3.50)
C contour
D density ratio of a thin strip (3.8)
M modified strip density (3.26)
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Chapter 1
Introduction
Nature will bear the closest inspection.
She invites us to lay our eye level with
her smallest leaf, and take an insect view
of its plain.
(Henry David Thoreau)
1.1 Motivation
In both biology and engineering, small objects are commonly trapped at the interface
between a liquid and a gas: insects walk on water, mineral ores are refined by froth
flotation, and gas bubbles are prevalent at the surface of liquids. However, these trapped
objects are rarely at rest. For example, over a period of time ranging from several seconds
to minutes, long-lived bubbles floating in a glass of a sparkling drink spontaneously move
towards one another and are pulled towards the edge of the glass (see figure 1.1).
The fluid mechanics that governs such systems is both interesting in its own right and
important in a range of applications. Take, for example, the bubble rafts used by Bragg
& Nye (1947) as a microscopic model for the atomic structure of crystals: there is an
attractive interaction between the ‘atoms’ in a bubble raft (due to the deformation of
the interface) and a short range repulsion, which arises from contact between the bubbles
themselves (Nicolson, 1949). These forces are precisely those that govern the clustering of
bubbles shown in figure 1.1. A bubble raft is little more than the surface of a sparkling
drink, albeit with a better controlled bubble size.
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Figure 1.1: The interactions between bubbles floating at the surface of a glass of cider. Bubbles
sufficiently near the wall of the glass cluster at the edge; the remainder cluster near the centre.
Image taken by James Butler.
More recently, attention has shifted to using these capillary interactions as a mechanism
to drive self-assembly (see the reviews by Whitesides & Boncheva, 2002; Whitesides &
Grzybowski, 2002, for example). The goal of this program is to be able to float a range
of carefully designed components on the surface of water and allow their mutual attrac-
tion/repulsion to spontaneously assemble a much more intricate device. To date, this
approach has been limited to exploring pattern formation in laboratory systems rather
than manufacturing industrial components. In particular, the focus has been on the spon-
taneous formation of intricate patterns using small, chemically treated plates floating at a
liquid–fluid interface. Figure 1.2 shows some examples of the patterns that can be formed
relatively simply in such systems.
These experiments on capillary-driven self-assembly have generated a great deal of in-
terest in the interactions between floating objects (see Mansfield et al., 1997; Grzybowski
et al., 2001; Vella & Mahadevan, 2005, for example). Surprisingly, a much more natu-
ral question has, for the most part, been neglected: when can small objects float in the
first place? For the purposes of self-assembly, this general question prompts several more
specific questions: What size and density of object can float at an interface? Can a hy-
drophobic object float at higher densities than a hydrophilic object? Do the interactions
between floating objects affect their ability to float?
In other applications, the presence of an object at the interface may be only temporary.
In such situations, it is important to know the time scale for which the object can be
2
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Figure 1.2: Two-dimensional structures self-assembled using the capillary interactions between
objects floating at the interface between perfluorodecalin (C10F18) and water. A: Hexagonal plates
(dark blue) have been treated so that their edges are alternately hydrophilic and hydrophobic. The
attractive interaction forces between hydrophilic edges dominate those between hydrophobic edges,
leading to the formation of an open network (see Bowden et al., 1997, for more details). B: More
intricate patterns are formed by using a mixture of (red) circular plates and (black) shamrock-
shaped plates (see Choi et al., 2000, for more details). Images taken from Whitesides & Boncheva
(2002).
expected to remain at the interface: How long do the bubbles in a bath of molten glass
persist before bursting? How quickly does a floating object become waterlogged and then
sink?
Liquid–fluid interfaces are also important in the natural world, where many species
of arthropod are able to walk on the surface of water (Bush & Hu, 2006). In nature,
however, insects are seldom content to stand still on the interface and also test its dynamic
strength by leaping around in fights for territory and mates. The resulting impacts with
the surface are qualitatively different from those studied in the literature (Birkhoff &
Zarantonello, 1957; Korobkin & Pukhnachov, 1988), which are unaffected by the surface
tension of the interface. In these biological situations, the surface tension often dominates
the inertial hydrodynamic forces generated by impact. It is therefore natural to ask when
are impacting objects trapped by the surface? How high can a water-walking insect jump
without piercing the surface?
Even insects that do not spend their entire life on the surface of water encounter its
properties at some point during their life cycle. Mosquitoes, for example, lay their eggs
at the surface of stagnant water (Christophers, 1945). When these eggs hatch, the larvae
move to living just below the surface of the water. They breath using a siphon, which
pierces the surface. In normal circumstances, their weight is supported by the surface
tension force acting on this siphon; they dangle from the surface using the siphon. However,
they often detach from the surface (Wigglesworth, 1966). The use of this siphon is therefore
3
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subject to much the same physics as the floating and sinking of other objects and poses
similar questions. This thesis is concerned with providing a framework for answering these
questions by considering a number of straightforward and physically instructive situations.
1.2 Structure of the thesis
In this thesis we study the fluid mechanics of floating and sinking for bodies at the interface
between a liquid and a lighter overlying fluid. We study a collection of problems in this
area, focusing particularly on the role of the interfacial (or surface) tension.
Chapter 2 is devoted to the conditions under which a single object can float in equilibrium
at a liquid–fluid interface. We begin by discussing the generalization of Archimedes’
principle to incorporate the vertical force from surface tension (a result due to Keller,
1998). We then calculate conditions on the density and size for which a horizontal cylinder
or a sphere will float at the interface. In particular, we quantify the extent to which small
objects may be more dense than the underlying liquid and yet remain afloat because of
the force contribution from surface tension. We also show that the surface properties
of an object, its hydrophobicity, can only influence the conditions for floating in certain
geometries. For example, a long, thin cylinder cannot support significantly larger loads
if it is made more hydrophobic. A small sphere, on the other hand, can support larger
loads if it is very hydrophobic. We also discuss the possible implications of this result for
water-walking arthropods.
In Chapter 3 we extend our work on the flotation of a single object to consider the
conditions for multiple objects to float at an interface. We show that the interaction
between several floating bodies can jeopardize their ability to float: two small, dense
objects may float when well separated but then sink as their separation is decreased. We
then generalize the problem of two floating bodies by considering a continuum ‘raft’ of
infinitely many touching strips and consider the conditions on the size and density of
the raft for which floating is possible. Counter-intuitively, we show that, provided the raft
density is below a threshold value, it may grow arbitrarily large without sinking. However,
for raft densities above this threshold value, there is a critical size above which the raft
cannot float and hence sinks.
Having explored floating in equilibrium in Chapters 2 and 3, the remainder of the thesis
is concerned with the dynamics of sinking. In Chapter 4 we consider surface tension
dominated impact. We study the model problem of a line mass impacting a liquid surface.
For early times, the interfacial deformations caused by impact are described by a similarity
solution allowing us to calculate the leading order slowing of the line mass. Using a
4
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boundary integral simulation, we are able to follow the motion at later times until either
the line mass sinks or it is trapped by the surface. We also quantify how the impact speed
of a line mass can cause it to sink. We find that, for a given impact speed, there is a
critical weight above which the mass sinks into the bulk fluid. Below this critical weight
the mass is captured by the interface and floats.
In Chapter 5 we consider a much slower manifestation of sinking: the waterlogging of
porous floating objects. This work is motivated by the observation that pumice fragments
ejected during volcanic eruptions are frequently found floating in bodies of open water
several months after the initial eruption. The most famous example of this was the 1883
eruption of Krakatoa in which pumice fragments were washed up on East African beaches
many months later. We model the waterlogging process using the theory of flow in porous
media and determine the time taken for the object to become sufficiently waterlogged to
sink.
A very different manifestation of buoyancy and density differences is the subject of
Chapter 6. We investigate the propagation of a gravity current in a porous medium at
an inclined plane via a series of scaling analyses, numerical computations, and laboratory
experiments. Under normal circumstances, we show that the current spreads axisymmet-
rically at short times but spreads predominantly downslope at later times. We determine
the time scale over which this asymmetry develops and the relevant scalings for the ex-
tent of the current as a function of time. This asymmetry has potential implications for
industrial applications, specifically for the geological storage of carbon dioxide in aquifers.
Finally, in Chapter 7, we summarize our findings and discuss some avenues for future
research in these areas. We consider some interesting extensions to the problems discussed
in the earlier chapters and also discuss how the techniques developed to date may be of
use in related problems.
The theoretical development at the beginning of Chapter 3 relies on the concepts and
notation developed in Chapter 2. Otherwise the chapters are self-contained and include
an introduction to the relevant literature as well as a discussion putting our results into
context.
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Chapter 2
An Isolated Floating Object
[A dense Ebony chip] will float when it is coupled
to so much air as to form with that a composite
body less heavy than as much water as would fill
the space which the said occupies in the water...
(Galileo Galilei, Discourse on Floating Bodies,
1612)
Synopsis
We consider the equilibrium floating of a two-dimensional horizontal cylinder
and of a sphere at the interface between two fluids in the situation for which the
objects are primarily supported by surface tension. We derive conditions on
the density and radius of these objects for them to be able to float at the inter-
face. We find that for a given object radius there is a maximum floating density
and discuss the role played by the contact angle in determining this maximum
density. For cylinders with a small radius compared to the capillary length,
we find that the maximum floating density is independent of contact angle at
leading order in the particle radius. However, for spheres the contact angle de-
termines the maximum floating density at leading order in the particle radius.
The theoretical predictions are found to be in good quantitative agreement
with the experimental results of H.-Y. Kim and D.-G. Lee. These concepts
suggest that water-walking arthropods may have evolved ‘super-hydrophobic’
legs to enable them to lift their legs clear of the water surface, rather than to
support their weight.
6
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Figure 2.1: The large deformations produced by interfacial objects. (a) The vertical component
of surface tension is sufficient to balance the weight of objects much denser than the underlying
liquid, such as an upturned drawing pin floating on water. (b) Large interfacial deformations allow
creatures such as the water spider (Dolomedes triton) to walk on water (image courtesy of Robert
B. Suter of Vassar College).
2.1 Introduction
A common demonstration of the effects of surface tension is to float a metal drawing pin on
water (see figure 2.1a). Even though the pin’s density is much greater than that of water,
it remains afloat because the vertical force contribution from surface tension is sufficient
to balance its excess weight. This effect is exploited by water-walking arthropods, which
rely on surface tension to support their weight (Bush & Hu, 2006). These creatures can
cause very large interfacial deformations, as demonstrated by the specimen of the fishing
spider Dolomedes triton pictured in figure 2.1b. In this chapter, we study how large these
deformations can be in equilibrium by considering the question what is the maximum load
that an interface is able to support?
Although it seems natural to investigate the conditions for which small, dense objects
are able to float at a liquid-vapour interface, there has been little discussion of this problem
in the literature. Most of the work in this area has focused on very small particles for
which the weight of the particle is negligible in comparison to the surface tension force
on the particle. In these situations, the particle may detach from the interface because
of thermal fluctuations (Binks & Horozov, 2006), rather than sinking in the sense that
interests us here.
A number of authors have considered the problem of equilibrium for various floating ob-
jects when gravity is important. Rapacchietta et al. (1977) and Rapacchietta & Neumann
(1977) considered the equilibrium of a cylinder and a sphere, respectively, and observed
that as the radius of an object decreases, the maximum density it can have without sinking
increases. A similar observation was made by Hesla & Joseph (2004) for a circular disk.
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Figure 2.2: Definition of the contact angle θ, interface deformation h and fluid densities ρA and
ρB.
However, neither group explicitly calculated the maximum density that a floating object
can have over a range of radii. Only Mansfield et al. (1997) determined this condition
explicitly in their study of thin, two-dimensional strips.
In addition to the radius and density of an object, its surface properties might be
expected to influence its ability to float. For our purposes, these surface properties are
characterized by the contact angle between the solid and liquid–fluid interface (measured
in the sense defined in figure 2.2). This angle is a property of the three phases that meet
at the contact line and is denoted by θ. The influence of the contact angle on the ability of
a floating object to support a load has recently acquired particular significance after Gao
& Jiang (2004) claimed that the impressive load bearing capacity observed in the legs of
water striders (also known as pond skaters) is due to their ‘super-hydrophobicity’. Here we
present the first systematic study of this problem combining theoretical and experimental
analyses.
This chapter is organised as follows. In §2.2 we discuss the generalisation of Archimedes’
principle to incorporate the vertical force due to surface tension and reproduce a proof of
this result due to Keller (1998). We then consider the equilibrium of an infinite cylinder
floating horizontally at an interface in §2.3 and give conditions on its radius, density and
contact angle for floating in equilibrium to be possible. We consider the same problem
for a sphere in §2.4 and briefly discuss the stability of equilibrium in §2.5. In §2.6 we
calculate the energy required to lift a horizontal cylinder clear of the interface and discuss
the biological implications of our analysis before giving concluding remarks in §2.7.
A paper based on the work described in this chapter has been published in Langmuir
(Vella, Lee & Kim, 2006a). The experimental results presented in §2.3 were obtained by
Duck-Gyu Lee and Ho-Young Kim.
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2.2 The contribution of surface tension
The quotation at the beginning of this chapter clearly shows that Galileo believed that
small, dense objects could float because of the substantial volume of liquid displaced in
what we now call the menisci. This hypothesis is easily rationalized because the liquid has
no knowledge of the precise shape of the object away from the wetted surface. The liquid
must therefore supply a vertical force equal to the total weight of displaced liquid, by
the familiar Archimedes’ principle. At the same time, the notion of an interfacial tension
suggests that the vertical force supplied by the external liquid must be the result of this
tension acting around the contact line. Keller (1998) was the first to show that these two
physical pictures are, in fact, equivalent. Since our consideration of when objects can float
will rely heavily on this equivalence, we repeat the proof given by Keller in this section.
Consider an irregularly shaped object floating at an interface, as in figure 2.3. The
contact line, C, is given in terms of arc length s by x = r(s) and the normal to the liquid
interface (pointing from liquid to fluid) is n. At the contact line, the surface tension γAB
acts perpendicular to both the normal to the interface and the tangent to the contact line.
Summing the contributions of this force around the closed loop of the contact line, C, we
find that the total force on the object due to surface tension, F st, is
F st = γAB
∫
C
r˙(s)×n ds. (2.1)
Since we shall be interested primarily in the vertical component of this force, we take the
scalar product of (2.1) with the vertical unit vector, k. Now, the projection of C onto the
x− y plane (denoted by Cπ) has inward pointing normal ν and a different arc length, s′.
γAB
r˙(s)C
Figure 2.3: Schematic diagram of an irregularly shaped object floating at a liquid–fluid interface.
The notation here is that used in the proof of the generalized Archimedes’ principle. The contact
line, C, is given in terms of arc length s by x = r(s).
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Geometry then gives k × r˙ ds = ν ds′ and so we have that
k · F st = γAB
∫
Cpi
n · ν ds′. (2.2)
Denoting the projection of the wetted surface onto the x− y plane by Wπ, the divergence
theorem applied on R2 \Wπ gives
k · F st = γAB
∫
R2\Wpi
∇ · n dA. (2.3)
To progress further, we must relate γAB∇ · n, the curvature pressure due to surface ten-
sion, to the deflection of the contact line. In equilibrium, the curvature pressure is precisely
balanced by the hydrostatic pressure in the liquid. If fluids of density ρA and ρB (ρA < ρB)
meet at the interface, then the pressure just beneath the interface is (ρA − ρB)gh, where
h is the displacement of the interface from horizontal (see figure 2.2). Mathematically,
the balance between the hydrostatic and curvature pressures may be expressed by the
Laplace–Young equation (Finn, 1986)
(ρB − ρA)gh = −γAB∇ · n, (2.4)
where n is the unit vector normal to the interface. Substituting this result into (2.3), we
obtain
k · F st = −(ρB − ρA)g
∫
R2\Wpi
h dA. (2.5)
Physically, (2.5) shows that the vertical force contributed by surface tension is simply the
(modified) weight of liquid displaced in the menisci exterior to the object.
For small objects, such as the spider’s legs shown in figure 2.1b, the vertical contribution
of surface tension dominates the contribution from the more conventional Archimedean
upthrust caused by the excluded volume of the body itself. However, for large, thin objects
(such as the drawing pin of figure 2.1a) the situation is more subtle. In this case, there
is also a substantial volume of fluid displaced directly above the object itself. It is a
relatively simple matter to show that the vertical force contribution due to hydrostatic
pressure, k · F hp, is given by
k · F hp = −(ρB − ρA)g
∫
Wpi
h dA, (2.6)
which is simply the (modified) weight of water that would fill the hatched region in figure
2.4 for a circular cylinder lying horizontally at the interface. Combining this with the
physical interpretation of (2.5), we see that the total vertical force acting on an interfacial
object is indeed the modified weight of liquid that its presence at the interface displaces
10
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— just as Galileo intuited.
The generalization of Archimedes’ principle shows that the vertical surface tension force
on an object can dominate the hydrostatic pressure force when the typical scale of the
object is small compared to the length scale over which interfacial deformations decay.
Interfacial deformations are governed by the Laplace–Young equation (2.4), which has an
intrinsic length scale:
ℓc ≡ [γAB/(ρB − ρA)g]1/2. (2.7)
The length scale ℓc is known as the capillary length. For a pure air–water interface ℓc ≈
2.7 mm. On this basis we expect that dense objects may float at an interface provided
that their typical size r0 . ℓc. The remainder of this chapter is concerned with quantifying
this concept and deriving the conditions for flotation.
2.3 A horizontal cylinder
We begin our discussion of flotation by considering a cylinder of radius r0, density ρs, and
infinite length floating horizontally at the interface between two fluids of densities ρA and
ρB with ρA < ρB . The setup is shown in figure 2.4. This two-dimensional geometry makes
the analysis of floating tractable and is also relevant in situations of practical interest, such
as the experiments on water strider legs of Gao & Jiang (2004). To remain afloat, the
cylinder must satisfy a condition of vertical force balance. In particular, its weight must
be balanced by the total weight of fluid that it displaces, which depends on the interfacial
θ
ρs
g
 h
*φ
x
h0
ρ
B
ρ
A r0
γ
AB
Figure 2.4: Dimensional notation used for the problem of a single cylinder floating horizontally
at the interface between two fluids. Dimensionless variables are represented by uppercase letters in
the text.
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inclination, angular position and vertical height of the contact line, denoted by φ,ψ and
h∗, respectively. This vertical force balance may be written
π(ρs − ρA)r20g = 2γAB sinφ+ (ρB − ρA)gr20
(
−2h∗
r0
sinψ + ψ − sinψ cosψ
)
. (2.8)
In (2.8), the left hand side represents the weight (per unit length) of the cylinder reduced
by the weight of fluid A that it displaces. The right hand side of (2.8) represents the forces
that counteract the weight of the cylinder: the vertical component of surface tension, γAB ,
(first term) and the modified weight of fluid B that would fill the hatched area in figure
2.4 (second term).
To pursue a systematic study of the conditions under which a cylinder may float, (2.8)
must first be re-written in non-dimensional terms. Because we are interested in situations
where both surface tension and gravity are important, it is natural to non-dimensionalize
tensions by γAB and lengths by the capillary length, ℓc, as defined in (2.7). We shall
use uppercase letters to denote non-dimensional versions of dimensional quantities so that
R0 ≡ r0/ℓc, H∗ ≡ h∗/ℓc and so on. The force balance condition (2.8) can then be written
as
πBD = 2 sinφ− 2H∗B1/2 sinψ +B(ψ − sinψ cosψ), (2.9)
where
B ≡ (ρB − ρA)gr20/γAB = R20 (2.10)
is the Bond number of the cylinder and measures the relative importance of buoyancy to
surface tension. Also,
D ≡ (ρs − ρA)/(ρB − ρA) (2.11)
is the non-dimensional density of the cylinder measured relative to the exterior fluids.
Dividing (2.9) through by πB, we find an expression relating the density of a cylinder
to its configuration, given by the three variables ψ,H∗ and φ. This is convenient because
we are able to eliminate two of these variables, ψ and H∗ say, to give D = D(φ). From
this expression, it is then straightforward to determine the maximum possible value of D
for given B and θ simply by varying φ.
To see that D = D(φ), we note first that the circular geometry of the situation ensures
that
ψ = φ+ π − θ (2.12)
allowing us to eliminate ψ easily. To eliminate H∗, we note that in two dimensions the
Laplace–Young equation (2.4) reads
HXX(
1 +H2X
)3/2 = H. (2.13)
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D
φ
Figure 2.5: Variation of D with the interfacial inclination, φ. At some critical value of φ,
the cylinder density D is maximized; cylinders with a density larger than this must sink. Here,
B = 0.25 and θ = 2π/3.
Integrating this equation once and using the boundary condition that H(±∞) = 0, we
find that
1− 12H2 =
(
1 +H2X
)−1/2
. (2.14)
At the contact line this gives
cosφ = 1− 12H2∗ , (2.15)
which may be interpreted physically as the horizontal force balance condition at the contact
line (Mansfield et al., 1997). For our purposes (2.15) is more conveniently written
H∗ = −2 sin(φ/2), (2.16)
allowing us to eliminate H∗ from (2.9). Using (2.12) and (2.16) to eliminate ψ and H∗
respectively, we find that
D(φ) =
2
πB
sinφ− 4
πB1/2
sin φ2 sin(φ− θ) + 1π
[
φ+ π − θ − 12 sin 2(φ− θ)
]
. (2.17)
Equation (2.17) gives the dimensionless cylinder density required to produce a certain
interfacial inclination φ for given values of θ and B. As shown in figure 2.5, the function
D(φ) has a maximum value, Dmax, for some φ = φc. Furthermore, φc < π/2 so that
the interface shape h(x) is single-valued — the interface does not curve back on itself as
is observed in models for the floating of a thin disk (Hesla & Joseph, 2004). A floating
cylinder has this desirable property1 because of its circular geometry. As φ increases
1It is desirable for the maximum density to occur for some φc < pi/2 since menisci that curve back on
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Dmax
B
Figure 2.6: Dependence of Dmax on the Bond number, B = R
2
0, for cylinders with different
values of the contact angle θ. Theoretical predictions (solid lines) compare favourably with the
experimental results of D.-G. Lee and H.-Y. Kim (points). θ = 72◦: 3, θ = 93◦: △, θ = 104◦: ©,
θ = 143◦: . The dashed line shows the theoretical prediction for θ = 180◦.
towards π/2, the contact line moves along the upper surface of the cylinder increasing ψ
and |H∗| but decreasing R0 sinψ. The product H∗R0 sinψ therefore has a minimum value
at some point, and D is forced to take a maximum value before the meniscus becomes
vertical.
Instead of plotting D(φ), Rapacchietta et al. (1977) treated (2.17) as a quadratic equa-
tion for R0 = B
1/2 and determined numerically R0(φ) for given values of D and θ. They
observed that R0(φ) has a maximum and calculated this maximum for a few values of θ
and D. Given the particularly simple form of (2.17), this seems an unnecessarily compli-
cated approach. Here, we extend the work of Rapacchietta et al. (1977) by plotting the
value of Dmax as a function of B for a variety of values of θ, yielding the results shown
in figures 2.6 and 2.7. These results are compared with the experimental measurements
made by the group of H.-Y. Kim at Seoul National University in figure 2.6, and show good
agreement between theory and experiment.
The experimental and theoretical results presented in figure 2.6 show that the effect
of increasing the contact angle θ is measurable — for fixed B, increasing θ increases
the maximum load that can be supported by a floating cylinder. However, for B ≪ 1,
the numerical results presented in figure 2.7 suggest that the influence of θ is negligible,
provided that θ > π/2. This is simple to understand physically. For small Bond numbers,
themselves (φ > pi/2) have not been observed experimentally and appear to be unstable.
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Figure 2.7: Dependence of Dmax on the Bond number, B ≡ R20, for cylinders with two different
values of θ over a wide range of Bond numbers. Theoretical predictions for θ = 109◦ (blue) and
θ = 167◦ (red) compare well with the asymptotic results (2.18) for B ≪ 1 and Dmax ≈ 1 for B ≫ 1
(dashed lines).
the weight of liquid displaced in the excluded volume of the cylinder is small in comparison
to the weight of liquid displaced in the exterior menisci. The restoring force is supplied
almost exclusively by surface tension. The maximum vertical force supplied by surface
tension is obtained when the interface is vertical at the contact line. We therefore expect
that variations in the contact angle will vary the position of the contact line on the cylinder
at this maximum but not the maximum force that can be generated by surface tension (as
shown in figure 2.8), which is simply proportional to the length of the contact line (Hu,
Chan & Bush, 2003). From this physical argument, or by considering (2.9), we find the
asymptotic result that
Dmax ≈ 2/(πB), (2.18)
for B ≪ 1, which agrees well with the numerical results presented in figure 2.7.
This point is highlighted by figure 2.9, in which the maximum cylinder density is plotted
as a function of θ for fixed B = 10−3 (this value of B is typical of a water strider leg).
Figure 2.9 shows that as θ varies in the interval [π/2, π] the maximum floating density
varies by less than 5%.
Note that (2.18) is independent of θ but assumes that θ > π/2. For θ < π/2, there is
no physical solution with a vertical meniscus: this would require ψ
(
= 3π/2− θ) > π and
the two contact lines on the cylinder to merge. Instead, the maximum vertical force is
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θ ≈ π θ ≈ π/2
Figure 2.8: For small cylinders, B ≪ 1, the restoring force is provided almost exclusively by
surface tension; the maximum being attained when the meniscus is vertical at the contact line.
Therefore, the value of the contact angle θ does not significantly alter the maximum vertical force
obtainable but merely the position of the contact line on the cylinder where this maximum is at-
tained.
θ
D
m
a
x
(θ
)/
D
m
a
x
(π
)
Figure 2.9: Dependence of Dmax on the contact angle θ for B = 10
−3.
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obtained when ψ = π, so that φ = θ. This gives us the asymptotic result
Dmax ≈ 2 sin θ/(πB). (2.19)
While the simple physical picture developed above is almost intuitive, it appears to be
at odds with the conclusions of Gao & Jiang (2004). Gao & Jiang (2004) measured the
force that a single water strider leg (for which θ ≈ 167◦) can support without sinking.
They then compared this to the force that can be supported by a glass fibre of similar
dimensions (length 9 mm, radius ∼ 45 µm), which was treated to render it non-wetting
(in particular, the reported contact angle is θ = 109◦). While our analysis suggests that
these two fibres should be able to support similar loads (see figures 2.7 and 2.9), Gao &
Jiang (2004) found that the water strider leg could support a force of around 150 dynes
while the glass fibre could support only 20 dynes. They attributed this difference to the
large difference in contact angle between the two — at odds with our picture, from which
one would expect both to be able to support a load of ∼ 140 dynes. The theoretical
prediction of 140 dynes is in reasonable agreement with experiments on the water-strider
leg. It therefore seems that it is the poor supporting capability of the glass fibre that
is anomalous and needs to be understood. For a fibre of these dimensions to support as
little force as 20 dynes, the asymptotic result (2.19) suggests that it would have to have
a contact angle of around 10◦. Since untreated glass is generally highly hydrophilic, this
simple estimate suggests that the discrepancy may have been due to an imperfection in
the hydrophobic coating.
2.4 A sphere
The preceding analysis and physical argument suggest that the contact angle has only
a limited influence on the weight or density of an object that can float at an interface.
The complete picture is, however, more complicated. The importance, or otherwise, of
the contact angle in fact depends on the geometry of the floating object. In this section,
we show that even when θ > π/2, the precise value of the contact angle can be of some
consequence by considering the conditions for a sphere to float in equilibrium.
Balancing the sphere’s weight with the vertical contribution of surface tension and the
Archimedean upthrust we find that the vertical force balance condition for a sphere has
the dimensional form
4π
3 (ρs − ρA)r30g = (γ sinφ)(2πr0 sinψ) + (ρB − ρA)
[
π
3 r
3
0(2− 3 cosψ + cos3 ψ)
− πh∗(r0 sinψ)2
]
. (2.20)
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In the right hand side of (2.20), the first term is the vertical force supplied by surface
tension and the second term is the vertical force from hydrostatic pressure acting around
the wetted perimeter of the sphere. Note that the vertical contribution from surface
tension in this case depends on the length of the contact line, which is 2πr0 sinψ.
We may non-dimensionalize (2.20) as before, yielding
4
3DR
3
0 = 2R0 sinψ sinφ+R
3
0
(
−H∗
R0
sin2 ψ + 23 − cosψ + 13 cos3 ψ
)
. (2.21)
In precisely the same manner as for the horizontal cylinder considered earlier, (2.21) may
be considered as an equation for the density of the sphere, D, as a function of its position,
parametrized by H∗, φ and ψ. The quantities H∗ = H(R0 sinψ), φ and ψ are again
related via the meniscus shape at the contact line and geometry. While the geometrical
relationship ψ = φ+ π − θ still holds, there is no analogue of the horizontal force balance
condition (2.16). Instead, H∗ must be determined by solving the Laplace–Young equation
for the interface shape H(R). In the axisymmetric geometry appropriate here, this takes
the form (Finn, 1986)
H =
1
R
(
RHR
(1 +H2R)
1/2
)
R
, (2.22)
where ()R denotes differentiation with respect to R. Equation (2.22) is to be solved with
the boundary conditions
HR(R0 sinψ) = tanφ, H(∞) = 0. (2.23)
Since (2.22) does not admit a first integral in closed form, this problem was solved nu-
merically using the MATLAB routine bvp4c. The resulting value of H∗ was then used to
determine D(φ) for given values of θ and R0. As in the cylindrical case, the analogue of
D(φ) was also plotted by Rapacchietta & Neumann (1977). The behaviour of Dmax for
R0 ≪ 1 was also given, without discussion, by Scheludko et al. (1976). In figure 2.10 we
present, for the first time, a plot of Dmax over a wide range of values of R0.
For R0 ≪ 1, we again expect that the weight of the sphere will be balanced almost
exclusively by the vertical component of surface tension. However, we might reasonably
worry about whether the value of H∗ decreases sufficiently rapidly for the term involving
H∗ in (2.21) to be unimportant in this balance. These fears are alleviated by an asymptotic
result derived by Lo (1983) in the context of determining the meniscus surrounding a
vertical needle. Lo (1983) showed that for R0 ≪ 1
H∗ ≈ −R0 sinφ
(
Γem + log
R0 sinψ(1 + cosφ)
4
)
, (2.24)
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Dmax
R0
Figure 2.10: The numerically determined dependence of the maximum sphere density, Dmax, on
radius for a sphere with contact angle θ = 2π/3. The dashed line shows the asymptotic result (2.26)
for this value of θ.
where Γem = 0.5772... is the Euler-Mascheroni constant. We may thus write
D(φ) =
3
2R20
sinφ sin(θ − φ) +O(logR0), (2.25)
which has a maximum value of
Dmax ≈ 3
2R20
sin2
θ
2
(2.26)
at φ = θ/2. This result agrees well with the numerical results shown in figure 2.10
and works equally well for other values of θ. A result equivalent to (2.26) was given by
Scheludko et al. (1976), though they did not discuss their result further.
The result in (2.26) is interesting because it is the leading order behaviour of Dmax for
R0 ≪ 1 and yet contains a θ dependence — even when θ > π/2. This is in stark contrast
to what we found for infinite length cylinders in §2.3, where a dependence on θ is only
seen when θ < π/2 or in the higher order corrections when θ > π/2. Additionally, this
maximum is attained when the meniscus makes an angle φ = θ/2 with the horizontal, in
contrast to the near vertical deformation (φ = π/2) that is typical of the maximum density
cylinders. Both of these differences are consequences of the geometry in this situation:
as the position of the contact line is varied, there is a competition between maximizing
the inclination of the meniscus at the contact line (large values of φ) and maximizing the
contact line length (requiring ψ ≈ π/2, i.e. φ ≈ θ − π/2). This competition leads to the
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selection of an intermediate value of φ at which D is maximized, and so introduces some
dependence on θ. It is therefore entirely natural for the corresponding value of Dmax to
depend on θ.
Finally, we note that this sensitivity to θ can be used as an experimental method for
determining the contact angle of a material. Conventionally, such measurements are made
optically, which is not practical for small objects. Instead, Preuss & Butt (1998) measured
the force required to pull a 5 µm sphere from a surface using the tip of an atomic force
microscope (AFM). From this force they were then able to infer (correct to within 1◦) the
value of the contact angle, θ.
2.5 Stability of equilibrium
For both cylinders and spheres, typical plots of the density as a function of the position
(such as figure 2.5) show that for a given value of D < Dmax there are, in general, two
possible equilibrium configurations for a floating object. Given this scenario, we expect
that one of these equilibria will be stable and the other unstable. This has previously been
shown to be the case using calculations of the free energy of the objects (Rapacchietta
et al., 1977; Rapacchietta & Neumann, 1977). For completeness, we explain their result
in physical terms using the ideas of force balance familiar from the preceding discussions
and considering small displacements away from equilibrium based on the general form of
figure 2.5.
We consider the two cases φ < φc and φ > φc in turn, where Dmax = D(φc). In the
former case, D′(φ) > 0 so that increasing φ slightly (which corresponds to pushing the
object down into the liquid) increases the vertical force provided by the liquid, and the
object is subject to a net vertical restoring force. Similarly, decreasing φ slightly decreases
the vertical force that the liquid applies on the object and so its weight acts to return it
to the equilibrium position. It is thus clear that this equilibrium position is stable. By
repeating the above argument in the case where φ > φc, the reader will readily verify that
this equilibrium position is unstable and therefore unobservable experimentally.
2.6 Lifting a leg out of water
In §2.3 I showed that the load bearing capacity of a thin cylinder is not significantly af-
fected by the value of the contact angle, provided that θ > π/2. It is therefore somewhat
surprising that the legs of water striders are one of the most hydrophobic surfaces known,
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with a typical contact angle of θ ≈ 167◦ (Gao & Jiang, 2004). If such a high degree of
hydrophobicity does not significantly reduce the chances of a stationary insect drowning,
it is natural to ask why are their legs so hydrophobic? In this section I propose an answer
to this question by showing that the energy required to remove a floating hydrophobic
cylinder from an interface depends very sensitively on the contact angle of the cylinder:
super-hydrophobic cylinders require relatively little work to remove them from an inter-
face. This suggests that the very large contact angle of a water strider’s legs may be an
adaptation to facilitate walking and jumping on the surface of water.
2.6.1 A model calculation
We begin by again considering the cylinder pictured in figure 2.4. This time, a vertical
force, Fpull, is applied to this cylinder in such a way that the cylinder is always in equi-
librium: we imagine that the cylinder is lifted from the interface quasi-statically. For this
to be the case, Fpull must satisfy the vertical force balance condition, namely
Fpull = πBD − 2 sinφ+ 2H∗R0 sinψ −B(ψ − sinψ cosψ), (2.27)
where we retain the non-dimensional notation used in §2.3. The energy required to remove
the cylinder from the interface, or work of adhesion, WA is then given by
WA =
∫
Fpull dH0, (2.28)
where H0 denotes the height of the cylinder’s centre above the water surface. The limits
of integration here are taken to be the value of H0 for which Fpull = 0 and the value of
H0 for which ψ = 0 (where the two contact lines intersect at the base of the cylinder and
the cylinder detaches from the surface). The integral in (2.28) is more easily computed by
changing the integration variable to be the interfacial inclination, φ. Using the relations
H∗ = −2 sin(φ/2) and H0 = H∗ +R0 cosψ we have
WA =
∫ θ−π
φ∗
Fpull(φ) [R0 sin(φ− θ)− cos(φ/2)] dφ. (2.29)
Here, φ∗ is the interfacial inclination when the cylinder is freely floating, so that Fpull(φ∗) =
0. The upper limit of integration in (2.29) corresponds to the detachment of the cylinder
from the surface, which occurs when ψ = 0.
The integral in (2.29) may readily be evaluated numerically for different values of the
Bond number B, density D and contact angle θ of the cylinder. Figure 2.11 shows the
dependence of WA on θ for a cylinder with values of B and D typical of a water strider
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Figure 2.11: The work per unit length required to remove a cylinder from an interface (or work
of adhesion, WA) as a function of the contact angle of the cylinder, θ. The numerically com-
puted values (solid line) compare favourably with the leading order asymptotics for B ≪ 1 (2.30)
(dashed line). Here B = 10−3 and D = 1.1. The arrow illustrates the value of θ measured
on the legs of water striders (Gao & Jiang, 2004). Image of water strider downloaded from:
http://www-math.mit.edu/~ dhu/Striderweb/striderweb.html.
leg. This demonstrates that the work of adhesion for a super-hydrophobic cylinder is much
smaller than the work of adhesion for a cylinder with θ ≈ π/2.
For cylinders with small radius, B ≪ 1, and D = O(1) the integral in (2.29) may be
simplified considerably. To leading order in B these simplifications give
WA ≈
∫ θ−π
0
(−2 sin φ)× (− cos(φ/2)) dφ = 83
(
1− sin3 θ2
)
, (2.30)
which compares very favourably with the numerical results plotted in figure 2.11.
2.6.2 Relevance to water striders
This section began with the question why are the legs of water striders so hydrophobic?
It is therefore appropriate to consider whether the preceding model calculation helps to
answer this question. From numerical evaluation of the integral (2.29) for B = 10−3 and
D = 1.1, we find that WA(167
◦) ≤ 0.03WA(90◦). In words, every time a water strider lifts
one of its legs from the water surface, it makes an energy saving of over 97% by having
θ = 167◦ rather than θ = 90◦. It is also interesting to note that the observed contact angle
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occurs in the region where WA(θ) flattens out (see figure 2.11), so that further increases
in θ would only reduce WA slightly.
Given these observations, it seems that minimizing the energy required to remove a leg
from the water’s surface may be an evolutionary selection pressure driving water striders
to develop super-hydrophobic leg coatings. However, this is only likely to be the case if a
substantial amount of energy would be required to pull a leg with θ = 90◦ out of water.
Using a typical wetted leg length of l = 1.5 cm (Hu et al., 2003) and θ = 90◦, this energy
is wA ∼ 5 × 10−6 J. To provide some sense of proportion, wA may be compared to the
energy required for a water strider to jump. Typically, a water strider weighs 10−4 N
and can jump to a vertical height of 5 cm (Hu, 2006). It seems reasonable to take the
energy required for such a jump, wJ ∼ 5× 10−6 J, as an indication of the energy scale at
which these insects operate. Now wA ∼ wJ and the energy required to remove a leg from
the water’s surface is comparable to that expended in a jump. However, with θ = 167◦,
wA ≪ wJ and relatively little energy is expended in removing the insect’s legs from the
surface. From this simple analysis, it seems plausible that the evolutionary pressure driving
insects to develop super-hydrophobic legs is, in fact, the energy required to remove their
legs from the surface.
2.7 Discussion
In this chapter, we have quantified the conditions under which a single, isolated object may
float at an interface. For a small two-dimensional object, the maximum force contribution
that surface tension can supply is obtained when the meniscus is vertical, and so an object
may float if its weight is less than γAB times the contact line length. For axisymmetric
objects the picture is more complicated because the contact line length depends on the
position of the contact line on the object and hence on the interfacial inclination.
Much of the previous work in this area has been motivated by insects living at the
air–water interface (Hu et al., 2003; Gao & Jiang, 2004). However, these ideas may be
more generally applicable in both biology and in the various engineering settings in which
flotation finds application (Whitesides & Grzybowski, 2002). One interesting possibility
is provided by the continual sinking motion of phytoplankton — small creatures that live
beneath the surface of water. Since these marine organisms rely on photosynthesis (and
hence light) as their energy source, it seems surprising that they are usually negatively
buoyant. Vogel (2004) suggested that this negative buoyancy may be an evolutionary
adaptation designed to prevent the individual phytoplankters becoming trapped by surface
tension at the sea surface. While Vogel (2004) reports that the surface properties of these
objects are not known, we may estimate their density on the basis of their reported sinking
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speeds of ∼ 4 µms−1 and diameter of 10 µm. Assuming them to be spherical in shape,
we estimate that D . 1.07 (similar to the value reported by Peperzak et al., 2003). This
value is so close to unity that a sphere of this size and density would only be able to
avoid becoming trapped at an interface if its contact angle θ . 0.2◦. Because this is such
a small value, it seems very unlikely that the negative buoyancy of phytoplankton is an
adaptation to ensure that they do not become trapped at the water surface.
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Chapter 3
Equilibrium Conditions for Multiple
Floating Objects
As two floating planks meet and part on the sea,
O friend! so I met and then parted from thee
(William R. Alger, The Brief Chance Encounter)
Synopsis
We study the effect of interactions between objects supported at a fluid in-
terface primarily by the interfacial tension. We show that two objects that float
when well separated may sink as the separation between them is decreased.
We then examine the equilibrium of a raft of thin strips floating at an interface,
which may be thought of as the continuum limit of many touching, floating
objects. We derive a governing equation for the shape taken by these rafts
and consider the question of whether, for fixed raft density, there is a max-
imum spatial extent that a raft may have. We find that rafts of sufficiently
low density may have infinite spatial extent, but that above a critical raft den-
sity, all rafts sink if they are sufficiently large. We compare our numerical
and asymptotic results with some simple table-top experiments, and find good
quantitative agreement.
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3.1 Introduction
Although isolated objects may float at an interface because of the vertical force contri-
bution from the meniscus, floating objects do not remain isolated for long. Indeed, the
deformation of the interface that allows them to float also causes these objects to come
into contact and form clusters — an effect that has been documented extensively (see,
for example, Mansfield et al., 1997; Kralchevsky & Nagyama, 2000; Vella & Mahadevan,
2005). These “capillary flotation forces” are important in practical settings such as the
self-assembly of metallic components into macroscopic structures (Whitesides & Grzy-
bowski, 2002). In this engineering setting an object should not only float when isolated
at the interface but also after it has come into contact with other interfacial objects, and
portions of the meniscus that support it have been eliminated.
In this chapter, we show how interactions between floating objects can lead to sinking via
a series of model calculations that shed light on the physical and mathematical concepts
at work in such situations. For simplicity, the calculations presented here are purely two-
dimensional, though the same physical ideas apply to three-dimensional problems. In §3.2
and §3.3 we consider two different problems that illustrate how the interactions between
two floating objects affect their ability to float. We then consider the continuum limit of
many touching objects, together forming a flexible raft, in §3.4. We discuss how a non-zero
bending stiffness alters the shape of such a raft as well as its ability to float in §3.5 and
present some concluding remarks in §3.6.
A paper based on the work described in this chapter has been published in the Journal
of Fluid Mechanics (Vella, Metcalfe & Whittaker, 2006c). Paul Metcalfe and Robert
Whittaker were involved in discussions about this work.
3.2 Two horizontal cylinders
Perhaps the most natural way to characterize the effects of interaction is to ask how
the maximum vertical load that can be supported by two floating cylinders varies as the
distance between them is altered. In this section, we shall consider the maximum load
rather than the maximum density to highlight the effect of varying the cylinder radius as
well as the cylinder separation.
We consider two parallel cylinders of infinite length lying horizontally at the interface
between two fluids of densities ρA < ρB , as shown in figure 3.1. We assume that these
cylinders are non-wetting so that the contact angle satisfies θ > π/2. Non-dimensionalizing
lengths by ℓc and forces per unit length by γAB, we wish to determine the maximum weight
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Figure 3.1: Cross-section of two parallel, horizontal cylinders lying at an interface with a non-
dimensional centre–centre separation of 2∆. Each cylinder is subject to a non-dimensional vertical
load W per unit length.
per unit length, W , that can be supported by each of two identical cylinders with radius
R0 and centre–centre separation 2∆.
To remain afloat each individual cylinder must satisfy a condition of vertical force bal-
ance: their weight (or other load) must be balanced by the vertical contributions of surface
tension and the hydrostatic pressure acting on the wetted surface of the cylinder. We as-
sume that an external horizontal force is applied to the centre of the cylinders to maintain
their separation distance and so do not consider the balance of horizontal forces explicitly.
(By applying this force at the centre, there is then also no net torque on the cylinders.)
The force balance on each cylinder in this case is similar to the force balance on an
isolated cylinder given by (2.9) in §2.3. However, because the situation is not symmetric
about the centreline of the cylinder, we calculate the force exerted on each half of the
cylinder separately. Using the notation of figure 3.1, the vertical force balance condition
may be written W = U1 + U2, where
Ui ≡ − sin(θ + ψi)−H0R0 sinψi + 12R20(ψi + sinψi cosψi) (i = 1, 2), (3.1)
are the contributions to the vertical upthrust provided by the deformation on each half of
the cylinder separately. H0 is the height of the cylinders’ centres above the undeformed
free surface. Physically, the first term on the right hand side of (3.1) is the vertical
component of surface tension. The second and third terms quantify the vertical resultant
of hydrostatic pressure acting on the wetted perimeter of the cylinder, which is given by the
weight of water that would fill the dashed area in figure 3.1. This is just the generalization
of Archimedes’ principle discussed in §2.2. Note that the difference in the third term of
(3.1) when compared to (2.9) is a consequence of using H0(= H∗+R0 cosψ1) rather than
H∗ in the second term of (3.1).
The angles ψ1 and ψ2 are determined by the interfacial shape, which is governed by
the Laplace–Young equation (2.4). Just as for the isolated cylinder studied in §2.3, the
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geometrical condition φ = θ + ψ1 − π and the horizontal force balance condition (2.16),
allow ψ1 to be eliminated from (3.1) in favour of H0(= H∗ + R0 cosψ1) and θ. However,
(2.16) only holds when the meniscus extends to infinity — there is not an analogous result
for the meniscus confined between the two cylinders. Instead, we must use numerical
methods to determine ψ2 for different values of H0.
For the interior meniscus, I simultaneously obtained ψ2 and the meniscus shape H(X)
by using the MATLAB routine bvp4c to solve the nonlinear eigenproblem
HXX = H(1 +H
2
X)
3/2,
HX(R0 sinψ2) = tan(θ + ψ2),
H(R0 sinψ2) = H0 −R0 cosψ2,
HX(∆) = 0,
(3.2)
on [R0 sinψ2,∆], for given H0, R0 and ∆.
With the angles ψ1 and ψ2 calculated, W (H0) can be determined from (3.1), and the
maximum load that can be supported, Wmax, found numerically by varying H0. Of par-
ticular interest is the dependence of Wmax on the cylinder separation, which is shown for
several values of the Bond number, B, in figure 3.2. This plot includes the limiting case
B = 0, corresponding to the application of two line forces to the interface.
The results presented in figure 3.2 show that as the distance between the two cylinders
decreases, the maximum vertical load that can be supported by each cylinder decreases.
Physically, this result is intuitive since even though the interior meniscus is not completely
eliminated in this instance, the vertical force that this meniscus can exert on the cylinder
is diminished by the symmetry requirement HX(∆) = 0: the meniscus cannot achieve so
great a deflection at the contact line because it must be horizontal midway between the
two cylinders. In particular, for small B and ∆ the total weight that can be supported
by each cylinder is around half of that which can be supported by an isolated cylinder.
This corresponds to the simple physical picture developed in Chapter 2: for small Bond
number, the restoring force is supplied primarily by the deformation of the meniscus.
When the interior meniscus is eliminated, the contact line length per cylinder, and hence
the force that surface tension can provide, are halved. From this we expect that very dense
objects that float when isolated at an interface might sink as they approach one another.
Because floating objects move towards one another due to capillary flotation forces (see
Mansfield et al., 1997, for example), it seems likely that this effect may be ubiquitous for
dense objects floating at an interface and may also have practical implications.
For B = 0 we can compute the asymptotic form of Wmax for ∆ ≪ 1 by noting that
for small separations the interior meniscus has small gradients. The Laplace–Young equa-
tion (2.4) may then be approximated by HXX = H, which has the solution H(X) =
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Wmax
∆
Figure 3.2: Numerical results for the maximum load that can be supported by a single cylinder in
the presence of another a distance 2∆ away for several values of the Bond number, B = R20. Here
θ = 2π/3. The dashed line shows the linear approximation (3.3) for the limiting case B = 0, valid
when ∆≪ 1. Note that the cylinders touch when ∆ = B1/2: full circles in the graph indicate that
the limit ∆→ B1/2 is not singular.
H0 cosh(X −∆)/ cosh∆. Thus, the total vertical force provided by the menisci on each
line force is
W = −H0
[
tanh∆ + (1−H02/4)1/2
]
,
which is extremized when (H0
2−2)/(4−H02)1/2 = tanh∆. Choosing the real root of this
quartic corresponding to a maximum in W and making consistent use of ∆ ≪ 1, Wmax
can be expanded as a series in ∆ to obtain
Wmax = 1 +
√
2∆ +O(∆2), (3.3)
which compares favourably with the numerically computed results presented in figure 3.2.
3.3 Two touching strips
Although the scenario considered in the previous section may be relevant in practical
situations, it does not lend itself to particularly simple experimental validation. To allow
for such a comparison, we now consider the equilibrium of two infinitely long, shallow
strips of dimensional thickness τ , width 2b, and density ρs, floating with their long edges
in contact so that the interior meniscus is completely eliminated. These strips may tilt
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Figure 3.3: Cross-section of two shallow, touching strips floating at a liquid–fluid interface.
at an angle α to the horizontal, as shown schematically in figure 3.3. The touching strips
must each satisfy the vertical force balance condition to remain afloat. In dimensional
terms, this requires that
2(ρs − ρA)gτb = γ sinφ− (ρB − ρA)g2b cos α [h0 + b sinα] . (3.4)
Here we are no longer bound by a contact angle condition, but instead assume that the
meniscus is pinned to the uppermost corners of the strips. The strip’s angle of inclination
to the horizontal, α, is determined by the balance of torques. (Singh & Hesla, 2004,
show that this condition is satisfied automatically for shapes with circular cross-section
and constant contact angle.) Equating moments about the point of contact (thereby
eliminating the need to calculate the tension force that the strips exert on one another)
and balancing vertical forces, we obtain the (dimensional) torque balance condition
2(ρs − ρA)gb2τ cosα = 2γb sin(φ− α)− (ρB − ρA)g
∫ 2b
0
(h0 + s sinα)s ds. (3.5)
Upon non-dimensionalizing lengths by ℓc and letting β ≡ b/ℓc, the equilibrium conditions
(3.4) and (3.5) become
Dβ = 12 sinφ− β cosα(H0 + β sinα), (3.6)
Dβ cosα = sin(φ− α)− β(H0 + 43β sinα), (3.7)
where
D ≡ ρs − ρB
ρB − ρA
τ
ℓc
(3.8)
is the appropriate ratio of the density of the strips to the densities of the surrounding
fluids.
The approach we use to determine the maximum floating density D for a given strip
width β is similar to that used in our earlier analyses. After eliminating D between
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β
D
Figure 3.4: Numerically computed values of Dmax as the half-width of the strips, β, is varied
(solid line). Experimental results (as described in text) are shown by red × (strips that sink) and
blue© (strips that float). The vertical error bars represent an estimate for the error in the effective
value of D caused by end effects, as discussed in the text.
(3.6) and (3.7) and using the horizontal force balance condition (2.16) with the relation
H∗ = H0+2β sinα to eliminate φ, we obtain a single equation for α given particular values
of β and H0. Thus, for fixed β and a given value of H0, we may solve for α and deduce
the corresponding value of D(H0) from (3.6). By varying H0 we are then able to calculate
the maximum value of D for which equilibrium is possible. The numerical results of this
calculation are presented in figure 3.4.
Also shown in figure 3.4 are experimental results showing points in (β,D) parameter
space for which two identical strips remained afloat or sank upon touching. I performed
these experiments with strips of stainless-steel shim of length ls = 69mm and thickness 0.4
or 0.5 mm, for which ρs = 7905 kgm
−3. These were floated on aqueous solutions of 0%,
10% or 25% methanol in air (so that ρA ≪ ρB), allowing a wide range of values of β and D
to be probed. The strips were then allowed to come into contact naturally via the mutually
attractive flotation force (Mansfield et al., 1997). The data are plotted with horizontal
and vertical error bars. The former indicate the uncertainty in the measurement of the
strip widths. The latter indicate a simple estimate of the uncertainty in the additional
vertical force contribution due to the menisci at the two strip ends (since the strips are
of finite length). This contribution acts to decrease the effective density, D∗, of the strips
slightly, though it may be shown that
D∗ & D − 2ℓc
ls
, (3.9)
31
3.4 The floating of a flexible raft
where ls is the length of the strip. This estimate allows us to bound the contribution of
surface tension acting at the ends and is used to produce the vertical error bars in figure
3.4.
As can be seen in figure 3.4, the agreement between our experiments and theory is
generally very good. It seems likely that the small deviations might be caused by the
dynamic nature of the experiment — since the strips are floated near to one another and
then allowed to come into contact via the mutually attractive capillary forces, the system is
not in equilibrium and so our static calculations are only of limited validity. Furthermore,
elongated floating objects are subject to an instability by which small deviations from
parallel grow in time: as the objects approach one another they ‘zip up’ rather than
remain parallel (Vella et al., 2004b). The experiment is therefore slightly three-dimensional
in nature making accounting for such dynamic effects even more difficult.
3.4 The floating of a flexible raft
By adding additional strips to a floating pair of strips, a flexible raft is formed. An
example of such a raft is shown in figure 3.5. Given the analysis of the preceding sections
it is natural to expect that as the raft is lengthened in this manner, there will come a
point where its weight (which scales with its total length) exceeds the force that can be
supplied by surface tension (which is constant) and so the raft should sink. The situation
is complicated by the fact that the raft bows in its middle, displacing a considerable
amount of liquid in this region, as pointed out by Saif (2002). Apart from this qualitative
description, Saif (2002) did not consider this problem in detail and so we now address the
question of whether, for a raft of given weight per unit length, there is a maximum raft
length before sinking occurs.
We tackle this problem by treating the raft as a two-dimensional continuum body, shown
schematically in figure 3.6, and formulating an equation for the deformation of such a raft.
This generalizes the linear analysis of Mansfield et al. (1997), which we briefly summarize
below, and allows us to consider situations in which interfacial deformations are no longer
small, including the existence of a threshold length for sinking. For simplicity, we neglect
the intrinsic bending stiffness of the raft, although Vella et al. (2004a) have shown that
interfacial rafts have some resistance to bending. We consider the effects of non-zero
bending stiffness in §3.5.
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3.4.1 Linear theory
The problem of determining the shape of a raft of small objects floating at an interface
was considered briefly in the limit of small deformations by Mansfield et al. (1997). By
requiring that the excess hydrostatic pressure balances the weight of the raft elements,
they found that the raft shape is governed by
HXX −H = D, (3.10)
where D is as defined in (3.8). This may be solved with the boundary condition that the
raft should join smoothly onto the meniscus where they meet at X = L. The meniscus
itself satisfies the linearized version of the Laplace–Young equation (2.4), so that the
complete interfacial deformation is given by
H =

D
(
e−L coshX − 1), |X| < L
H∗ exp(L− |X|), |X| > L,
(3.11)
where
H∗ =
D
2
(
e−2L − 1) (3.12)
is the height of the contact line.
3.4.2 Nonlinear theory
When deformations are no longer assumed to be small, two approaches may be used to
determine a governing equation for the shape
[
X(S),H(S)
]
of the raft and the surrounding
meniscus as a function of arc length S. The first of these, a balance of forces argument, is
Figure 3.5: Photograph of a four-strip raft floating on water. Here the strips are made of stainless
steel shim and are around 7 cm long and 2 mm wide.
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Figure 3.6: Schematic illustration of a two-dimensional flexible raft floating at an interface.
natural but relies on our assuming that the elements of the raft are able to exert a tension
force upon one another — something that arises much more naturally from a variational
approach. Here we use the latter approach, though the balance of forces argument is given
in Appendix 3.A at the end of this chapter.
The variational principle states that raft shapes must minimize the energy of the system
over variations in H(S) and X(S), subject to the constraint that X2S+H
2
S = 1 (which fol-
lows from the definition of arc length). Introducing a Lagrange multiplier λ(S) associated
with this constraint, we find that equilibrium raft shapes extremize
E ≡
∫ ∞
−∞
{
XS(H
2/2− 1) + χDH + (1− χ) + λ(S)[(X2S +H2S)1/2 − 1]} dS, (3.13)
where D was defined in (3.8) and
χ(S) ≡

1, |S| ≤ L0, |S| > L, (3.14)
is the indicator function of the raft.
The first two terms in the integral (3.13) correspond to the gravitational energy of the
displaced fluid and the raft, the third term is the surface energy of the uncovered liquid
area, and the final term ensures that the constraint X2S + H
2
S = 1 is satisfied. Note
that a small increase in the distance between two infinitesimal raft elements such that
X2S+H
2
S > 1 increases the energy of the system so that the Lagrange multiplier λ(S) may
be interpreted physically as the tension in the raft/meniscus. That the raft can support
a tension at all may seem counterintuitive. It is a consequence of the attractive capillary
interaction that would exist between two infinitesimally separated raft elements.
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The requirement that E be stationary with respect to variations in H(S) and X(S)
yields, via the Euler–Lagrange equation, the following differential equations for X and H
HXS + χD − (λHS)S = 0, (3.15)(
1
2H
2 − 1 + λXS
)
S
= 0, (3.16)
while variations with respect to λ ensure that (X2S +H
2
S)
1/2 = 1. The differential form of
this constraint, XSXSS +HSHSS = 0, allows us to eliminate λ from (3.15) and (3.16) to
give
λS = χDHS. (3.17)
The boundary term at S = ±∞ gives λ(∞) = 1, so that we may integrate (3.17) to give
λ = 1+χD(H −H∗). Substituting this into (3.15), and using XS = cosφ and HS = sinφ,
we find that raft shapes are given by the solution of the nonlinear eigenproblem
XS = cosφ, HS = sinφ, φS =
H +D cosφ
1 +D(H −H∗) ,
X(0) = 0, φ(0) = 0, φ(L) = −2 arcsin(H∗/2), H(L) = H∗,
(3.18)
as is also found via the balance of force argument given in Appendix 3.A. This system
of equations was solved to find the raft shape and H∗ using the MATLAB routine bvp4c.
The results of this computation may be verified by calculation of the quantity
P (φ) ≡ 12H2 − 1 +
[
1 +D(H −H∗)
]
cosφ, (3.19)
which is conserved and equal to 0, as may be readily shown by considering the first integral
of (3.16).
It is important to consider how the governing equation (3.18) compares to (3.10), which is
valid in the limit of small deformations. For small deformations, we have that φS ≈ HXX .
Substituting this into (3.18) and linearizing the resultant, we recover (3.10). Mansfield
et al. (1997) derived (3.10) to determine typical raft profiles. Here, we wish to determine
whether a maximum raft length, 2Lmax, exists and if so find its value for a raft of given
density D. To investigate this, small deformation theory is inadequate since sinking is an
essentially nonlinear phenomenon.
Although the formulation in terms of arc length that we have used so far is convenient
for numerical solutions of the governing equations (3.18), the formulation of the problem
in Cartesian co-ordinates is also valuable. Substituting cosφ = (1 +H2X)
−1/2 into (3.19),
we find that
H2X =
(
1 +D(H −H∗)
1− 12H2
)2
− 1, (3.20)
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from which the symmetry of the raft about X = 0 immediately gives that
H∗ = H0 +
H20
2D =
1
2D (H0 +D)
2 − 12D, (3.21)
where H0 ≡ H(0). This in turn ensures that H∗ ≥ −D/2. The condition that H2X be
non-negative ensures that H0 ≥ −D, so that the centre of the raft may extend down only
to the level at which a raft element displaces its own weight in water; this is the neutral
buoyancy level for the raft elements.
In the spirit of our earlier calculations, we treat H0 and D as parameters giving rise to
a particular raft semi-length L(H0,D). To calculate L(H0,D), we change variable from S
to H in L =
∫ L
0 dS giving
L =
∫ H∗
H0
1 +D(H −H∗){[
1 +D(H −H∗)
]2 − [1− 12H2]2}1/2
dH. (3.22)
Letting H = H0 +H
2
0y/2D, we find that
L(H0,D) = H
2
0
2D
∫ 1
0
2 +H20 (y − 1){[
2 +H20 (y − 1)
]2 − [2− (H0 + yH20/2D)2]2}1/2
dy. (3.23)
Computation of the integral (3.23) allows us to consider the behaviour of L for a given
value of D as H0 is varied and, in particular, to determine whether a maximum value
of L exists for that value of D. We note that the integrand in (3.23) has an integrable
singularity at y = 0. This singularity may be handled in numerical computations of L by
using the asymptotic result
H ≈ H0 + D +H0
2−H20
X2, (3.24)
which is valid for X ≪ 1.
Finally, we note that the tension at the midpoint of the raft is given by 1−H20/2, so that
the raft goes into compression if H0 ≤ −
√
2. Physically this is unrealistic, corresponding
to a divergence in φS (or HX). If D <
√
2, this situation is avoided automatically since
H0 ≥ −D > −
√
2 but for D ≥ √2 we must consider this possibility. We therefore consider
the two cases D < √2 and D ≥ √2 separately.
3.4.3 The case D < √2
When D < √2, the centre of the raft may reach its neutral buoyancy depth H0 = −D
without going into compression. Numerical computation of the integral (3.23) suggests
36
3.4 The floating of a flexible raft
that rafts grow arbitrarily long as H0 ց −D (see figure 3.8). To show that this is the case,
we consider the asymptotic behaviour of the integral (3.23) in the limit ǫ ≡ D +H0 ≪ 1.
(Note that ǫ ≥ 0, since H0 ≥ −D.) We then may write, to leading order in ǫ,
L(ǫ−D,D) ≈ D
2
∫ 1
0
2 +D2(y − 1){
M2D2y2 +D4y3/2−D4y4/16 + 4DǫM2y
}1/2 dy, (3.25)
where
M≡ (1−D2/2)1/2. (3.26)
This integral can be evaluated asymptotically by splitting the range of integration into two
sub-regions [0, δ] and [δ, 1], where δ is unspecified save for the condition that ǫ ≪ δ ≪ 1
(see Hinch, 1990). This gives
L(ǫ−D,D) ≈
∫ 1
δ
1 +D2(y − 1)/2{
M2y2 +D2y3/2−D2y4/16
}1/2 dy +
∫ δ/ǫ
0
MD du{
D2u2 + 4uD
}1/2
≡ I1 + I2, (3.27)
where in I2 we have used the substitution y = ǫu. Each of these integrals can be evaluated
analytically and the results simplified using the assumption that ǫ≪ δ ≪ 1 to give
I1 = −M log δ + M log
(
8M2√
2M(7 +M2)1/2 + 4−D2
)
− 2D arctan
(
D(3M−√2(7 +M2)1/2)
3D2 +√2M(7 +M2)1/2
)
+O(δ) (3.28)
and
I2 = −M log ǫD +M log δ +O(δ). (3.29)
Adding these results, the leading order terms in δ cancel, yielding:
L = −M log
( ǫ
D
)
+ M log
(
8M2√
2M(7 +M2)1/2 + 4−D2
)
− 2D arctan
(
D(3M−√2(7 +M2)1/2)
3D2 +√2M(7 +M2)1/2
)
. (3.30)
This result is compared favourably with the numerical results in figure 3.7. In particular,
notice that L diverges logarithmically as H0 ց −D (i.e. as ǫ→ 0) so that rafts of arbitrary
length are possible. It is also interesting to note that (3.30) may be inverted to give an
37
3.4 The floating of a flexible raft
L
ǫ
Figure 3.7: Numerical results of the calculation of L as a function of ǫ ≡ H0 + D (solid line)
compared to the asymptotic result (3.30) for ǫ≪ 1 (dashed line). Here D = 1.4.
estimate of H0 = −D + ǫ for given values of D and L — a useful result when calculating
raft shapes for large L.
That a raft of sufficiently low density can grow arbitrarily large in horizontal extent
without sinking seems surprising at first. However, as new material is added to the raft,
it may be accommodated at its neutral buoyancy level without the raft going into com-
pression. Therefore, the ability of the raft to remain afloat is not jeopardized when new
material is added and these low density rafts may grow arbitrarily long without sinking.
3.4.4 The case D ≥ √2
In this case, the raft cannot reach its neutral buoyancy level without going into compres-
sion, invalidating the argument just given to explain why, with D < √2, rafts may be
arbitrarily large. We thus expect that a maximum raft length does exist, and further,
that the limiting raft has H0 = −
√
2. Numerical computation of L as a function of H0
indicates that a critical half-length Lmax does exist, but that it is not attained with ex-
actly this value of H0. Instead, there is a competition between the raft sinking deep into
the liquid (to support its weight by increased hydrostatic pressure) and having its ends a
large distance apart (i.e. lower pressure but over larger horizontal distances), and some
compromise is reached. Given the abrupt change in behaviour observed as D increases
past
√
2, we are particularly interested in the nature of this transition. My numerical
computations suggested that for η2 ≡ D − √2 ≪ 1, Lmax occurs when H0 = −
√
2 + cη2
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for some constant c. Motivated by this observation, we let H0 = −
√
2 + cη2 and find, to
leading order in η, that
L(cη2 −
√
2,
√
2 + η2) ≈
∫ 1
0
y/
√
2 + cη2{
2c(c + 1)η4y + (3c+ 2)η2y2/
√
2 + y3/2− y4/16
}1/2 dy.
(3.31)
This integral may also be evaluated by splitting the domain of integration into two regions
[0, δ′] and [δ′, 1] where η2 ≪ δ′ ≪ 1. This gives
L ≈
∫ 1
δ′
y dy{
y3 − y4/8
}1/2 + η
∫ δ′/η2
0
(c+ u/
√
2) du{
u3/2 + (3c+ 2)u2/
√
2 + 2c(c + 1)u
}1/2
≡ I1 + ηI2, (3.32)
where in I2 we have used the substitution y = η
2u. The integrals I1 and I2 can be
evaluated analytically and expanded to give their leading order dependence on δ′:
I1 = 2
√
2 arctan
(√
7
3
)
− 2δ′1/2 +O(δ′3/2), (3.33)
and
I2 =
23/4c
c+ 11/2
Π
[
1; arcsin
( δ′
δ′ +
√
2η2c
)1/2
,
c+ 2
2(c+ 1)
]
≈ 2δ
′1/2
η
+
23/4c
(c+ 1)1/2
[
K
(
c+ 2
2(c+ 1)
)
− 2(c+ 1)
c
E
(
c+ 2
2(c+ 1)
)]
, (3.34)
where
Π(n;φ, k) ≡
∫ φ
0
(1− n sin2 θ)−1(1− k2 sin2 θ)−1/2 dθ (3.35)
is the incomplete elliptic integral of the third kind and K(k) ≡ ∫ π/20 (1 − k2 sin2 φ)−1/2dφ
and E(k) ≡ ∫ π/20 (1− k2 sin2 φ)1/2dφ are the complete elliptic integrals of the first and sec-
ond kinds, respectively (see §17.2 and §17.3 of Abramowitz & Stegun, 1964, for example).
Adding these expressions, the leading order terms in δ′ cancel giving L to leading order
in η as
L = 2
√
2 arctan
(√
7
3
)
+ η
23/4c
(c+ 1)1/2
[
K
(
c+ 2
2(c+ 1)
)
− 2(c+ 1)
c
E
(
c+ 2
2(c+ 1)
)]
+O(η2).
(3.36)
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The coefficient of η in (3.36) has a maximum for fixed η at c = c∗, where c∗ satisfies
K
(
c∗ + 2
2c∗ + 2
)
= 2E
(
c∗ + 2
2c∗ + 2
)
. (3.37)
Solving this equation numerically, we find that c∗ ≈ 0.5332, and so obtain the asymptotic
expression
Lmax = 2
√
2 arctan
(√
7
3
)
− 3.1525
(
D −
√
2
)1/2
+O
(
D −
√
2
)
, (3.38)
which compares very favourably with the numerically computed values of Lmax presented
in figure 3.8b.
For the limiting case D = √2, the above analysis breaks down because then η = 0 and
we lose the freedom to vary H0. However, by letting ǫ = cη
2 (so that H0 = ǫ −
√
2) we
may write cη = c1/2ǫ1/2. Taking the limit η → 0 of (3.36) with ǫ ≪ 1 fixed (i.e. c → ∞)
we find
L(ǫ) = 2
√
2 arctan
(√
7
3
)
+ ǫ1/223/4
[
K(12 )− 2E(12 )
]
+O(ǫ). (3.39)
This has a maximum value of 2
√
2 arctan(
√
7/3) at ǫ = 0, which is the same value as that
found from (3.38) in the limit D ց √2. It is also reassuring to note that, as D ր √2
with ǫ fixed, the expression in (3.30) also gives L ≈ 2√2 arctan(√7/3).
For completeness, we consider finally the limit D ≫ 1, although this limit is unlikely to
be experimentally attainable. To leading order in D−1, the integral for L(H0,D) is given
by
L(H0,D) ≈ D−1
∫ 1
1−H2
0
/2
u
(u2 − (1−H20/2)2)1/2
du = D−1H0(1−H20/4)1/2. (3.40)
This has a maximum value of D−1 at H0 = −
√
2 so that in the limit D ≫ 1, Lmax ≈ D−1.
This is precisely as we should expect physically, because large density objects can only
float when the contribution of surface tension dominates that of the buoyancy due to
excluded volume. In particular, the maximum vertical force from surface tension (which
is 2 in non-dimensional terms) must balance the weight of the raft (which is 2LD). This
asymptotic result compares favourably with the the numerical results presented in figure
3.8a.
3.4.5 Comparison with experiment
A direct comparison between the theoretical results outlined so far and experimental
results is difficult because we have modelled the raft as a perfectly flexible continuum body
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(a)
(b)
Lmax
Lmax
(D −√2)1/2
D
Figure 3.8: (a) Numerical results from the calculation of Lmax as a function of the density ratio
D ≥ √2 (solid line), together with the large D asymptotic result Lmax ≈ 1/D (dashed line). (b)
Rescaled graph comparing the numerically computed values (points) of Lmax with the asymptotic
expansion (3.38) (solid line).
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Figure 3.9: Comparison between experimental realization of a two-dimensional raft (viewed
through the side of a transparent tank) and the theoretically predicted shape (superimposed white
line). The rafts float at an air–water interface and have various values of D and L: (a) a complete
raft with D = 1.02, L = 4.03 (b) one half of a raft with D = 1.27, L = 2.57 and (c) one half of
a raft with D = 1.27, L = 1.47. The typical width of each individual strip is 2 mm. The black
region apparently above the raft is in fact a reflection of the black base of the confining tank from
the meniscus at the edge of the tank.
of infinite extent along its axis of symmetry. Despite these limitations, the theoretical raft
shapes calculated via this model are in good agreement with simple experiments in which
I laid thin strips of stainless steel shim side-by-side at an air–water interface, as shown in
figure 3.9. This agreement is good even when the raft consists of only a small number of
strips and we might not expect the continuum approximation to be valid.
Although this agreement is encouraging, our main interest lies more in whether there is
a maximum length for such a raft to remain afloat, as predicted by the model. Practical
considerations make it difficult to produce strips of stainless-steel shim narrower than
about 2 mm in the workshop, so the comparisons we are able to draw between our model
and experiments can only be semi-quantitative. In spite of these limitations, we find that
for stainless steel strips of length 69 mm and thickness 0.5 mm the maximum raft semi-
length is 4− 6 mm for an aqueous solution of 25% methanol (so that 1.645 ≥ D ≥ 1.580)
and 6− 8 mm for 15% methanol (so that 1.494 ≥ D ≥ 1.424). These results are certainly
consistent with the corresponding theoretical results of 4.6 mm ≤ Lmax ≤ 4.8 mm and 6.5
mm ≤ Lmax ≤ 7.2 mm, respectively. Here the length was increased by floating additional
strips near the raft and allowing them to come into contact via the mutually attractive
capillary flotation forces until the raft was no longer stable and sank. With D = 1.02 and
D = 1.27, we were able to add many strips without any sign of the raft sinking, indicating
that this process might be continued indefinitely. The experimental and theoretical results
can be summarized on a regime diagram such as that shown in figure 3.10. This shows
the regions of (D, L) space for which sinking and floating occur and shows very good
agreement between experiment and theory.
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L
D
Figure 3.10: Theoretically determined regime diagram showing the regions of (D, L) space for
which floating and sinking are expected to occur. Coloured points represent experiments in which
a raft floated (blue) and sank (red).
3.5 Effects of finite bending stiffness
The analysis of the preceding section neglected any resistance to bending that the raft
may have. A thin sheet does, however, have a bending stiffness, as do rafts of densely
packed particles floating at an interface (Vella et al., 2004a). It is natural to ask how
the results of the last section carry over to this more general case. In particular, we are
interested in determining whether the inclusion of a non-zero bending stiffness alters the
conditions for a raft to float in equilibrium.
The variational approach of §3.4.2 may be extended by including a bending energy
B ∫ χκ2/2 dS in the Lagrangian (3.13), where B is the non-dimensional bending stiffness
of the raft and κ = φS = HSSXS −XSSHS is its curvature. Requiring that the energy be
minimized over variations in H and X, we find that
HXS + χD − (λHS)S + B
{
χXSSφS +
[
χXSφS
]
S
}
S
= 0, (3.41)(
1
2H
2 − 1 + λXS + B
{
χHSSφS +
[
χHSφS
]
S
})
S
= 0. (3.42)
The variation in λ again ensures that the constraint X2S+H
2
S = 1 is satisfied. Eliminating
λ from these two relations, we find that
λS = χDHS − 3BχSφ2S − 52Bχ(φ2S)S , (3.43)
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so that
λ =

C1 +DH −
5
2Bφ2S, |S| < L
C2, |S| > L.
(3.44)
The constant C2 = 1 is determined by the boundary conditions at S = ∞. Integrating
(3.43) from S = L − ǫ to S = L + ǫ and taking the limit ǫ → 0, we obtain the jump
condition [
λ
]L+
L− = 3Bφ2S(L), (3.45)
which gives C1 = 1−DH∗ − 12Bφ2S(L). We may then write
λ = 1 + χ{D(H −H∗)− 12B[5φ2S + φ2S(L)]}. (3.46)
By eliminating λS from (3.41) and (3.42), we obtain an intrinsic equation for the shape
of the raft, which reads
λφS + B(2φ3S − φSSS) = H +D cosφ. (3.47)
This is to be solved using the expression for λ given in (3.46) with the boundary conditions
X(0) = 0, φ(0) = 0, φSS(0) = 0,
H(L) = H∗, φS(L) = H∗, φ(L) = −2 arcsin(H∗/2),
(3.48)
and the geometrical conditions XS = cosφ and HS = sinφ.
Our analysis of this system of equations is limited to obtaining its numerical solution
for various values of D, B and L. However, this is enough to make some interesting
observations about the effect of bending stiffness on the shape of rafts and their ability to
float. The system of equations (3.46)–(3.48) were again solved using the MATLAB routine
bvp4c. The results of these computations were verified by calculation of the quantity
Q(φ) ≡ 12H2 − 1 + λ cosφ+ B
(
2φ2S cosφ+ φSS sinφ
)
, (3.49)
which is conserved along the raft and equal to
B {φSS(L) sinφ(L)− φ2S(L) cosφ(L)} .
(The conservation of Q follows upon integrating (3.42) once.)
From these numerical solutions we learn two interesting facts about the floating of rafts
with non-zero resistance to bending. Firstly, the existence of a non-zero bending stiffness
allows dense rafts to remain afloat past the length where a perfectly flexible raft of the
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X
H
increasing D
Figure 3.11: The effect of increasing the density on the raft shape. Here B = 1, L = 10 and rafts
are shown for D = 1, 1.2, 1.4, 1.6 and D = 1.73. Only half of the raft is shown, the full raft being
obtained by reflection in the y−axis. Note that the vertical scale has been enlarged for clarity.
same density would sink. Two of the rafts shown in figure 3.11 have D > √2 and yet float
despite being several times longer than the largest flexible raft, which has D = √2 and
Lmax ≈ 2.
Secondly, we notice that wrinkles appear in the raft when it is sufficiently dense or flex-
ible. This is very different from the wrinkling instability observed previously in particle
rafts, which is induced by the application of an external compressive force (Vella et al.,
2004a). Here the wrinkles appear spontaneously, being caused by the tangential compo-
nent of the raft’s weight acting to compress the raft: there is no need for the action of
an externally applied force. From figure 3.12 we note that there is a small ‘heel’ close
to the edge of the raft where it must join onto the external meniscus. For B ≪ 1 this
heel is confined to a small boundary layer near this edge and the remainder of the raft is
indistinguishable from the raft shape obtained with B = 0. The horizontal extent of this
boundary layer appears to scale with B (figure 3.12), as we would expect since B multiplies
the highest order derivative in (3.47).
Unfortunately, it seems that it will be very difficult to find a material both soft and
dense enough to test these observations experimentally. In terms of dimensional variables,
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XH increasing B
Figure 3.12: The effect of increasing the bending stiffness on the raft shape. Here D = 1.4,
L = 10 and rafts are shown for B = 0.01, 1 and B = 5 (solid blue lines). The raft shape in the
absence of resistance to bending (B = 0) is also shown for comparison (solid red line). Only half
of the raft is shown, the full raft being obtained by reflection in the y−axis. Note that the vertical
scale has been enlarged for clarity.
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the bending stiffness may be written
B = Eτ
3
12(1 − ν2)(ρB − ρA)gℓ4c
, (3.50)
where E is the Young’s modulus of the material, ν is its Poisson ratio and τ is its thickness.
Even for a very soft material such as rubber, E ∼ 107 Pa so that to get B = O(1) would
require the sheet to be remarkably thin, τ/ℓc ∼ 10−2. Such a thin sheet would in turn
have a very small value of D because D ∼ τ/ℓc and so would not produce large enough
deformations for wrinkling to be observed.
3.6 Discussion
In this chapter, we have quantified the conditions under which multiple objects can remain
trapped at a liquid–fluid interface, and shown that when the deformation of the meniscus
is suppressed by the presence of other objects, the supporting force that can be generated
decreases dramatically. For two small, parallel cylinders or strips, the maximum force
that can be supported close to contact is only that provided by the contribution from the
exterior meniscus, and so sufficiently dense objects sink upon contact. A two-dimensional
raft of touching, floating strips may compensate partially for this loss of meniscus by
lowering itself into the fluid. For D < √2, this is sufficient to allow rafts of arbitrary
length to remain afloat. For D ≥ √2, there is a maximum length (dependent on D) above
which equilibrium is not possible.
Although our observation that the elimination of menisci caused by interactions between
floating particles can lead to sinking is new, a movie on the website of Daniel Joseph1 ap-
pears to show just this happening in an investigation into the aggregation of two aluminium
‘bricks’. Joseph does not, however, dwell on the cause of this and notes it merely as a
curiosity.
One intriguing possibility is what role, if any, these effects may have in biological settings.
John Bush has pointed out to me that the water-walking bugs Anurida maritima often
congregate in large groups on the surface of ponds. It is not clear from the available
images of these clusters of Anurida that the interface is significantly depressed by their
presence. However, the ideas presented in this chapter may be relevant to other water-
dwelling insects. For example, certain species of mosquito lay their eggs in the form of
rafts at the surface of ponds, as shown in figure 3.13. In particular, figure 3.13b shows
1The movie in question is available for download from:
http://www.aem.umn.edu/people/faculty/joseph/particles/floating/
(accessed 2nd April, 2007)
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Figure 3.13: Views of mosquito egg rafts floating at an air–water interface. The eggs of
(a) Culex pipiens and (b) Coquillettidia xanthogaster. Typically the rafts are 6 mm long and
half as wide. Images downloaded from http://www.wuvcd.org/mosquito/eggraft.html and
http://www.arbovirus.health.nsw.gov.au, respectively.
very clearly that only the base of the individual eggs are wetted by the liquid. This is
because all but the very base of the egg is hydrophobic (Beament & Corbet, 1981) and
means that the effective density of the raft is not significantly modified by any excluded
volume of liquid. The appropriate density ratio of the egg raft is therefore
D = ρeggh
ρℓc
,
where h denotes the height of the individual eggs. Beament & Corbet (1981) found
experimentally that ρegg ≈ 1.04ρ while Christophers (1945) reports that h ≈ 0.75 mm.
These values give an estimate of D ≈ 0.3. Since D < √2, the egg raft should, according
our analysis, remain afloat independently of its size. However, it is interesting to note
that D = O(1); it seems that egg rafts may be ‘designed’ to allow large eggs whilst not
endangering their ability to float.
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Appendix 3.A Force balance argument
In this appendix, we use a balance of forces argument to derive the governing equations
for the shape of a flexible raft of objects. Allowing a tension T (S) to act throughout the
raft, the balance of forces tangential to the raft is
dT
dS
= D sinφ = DdH
dS
, (3.51)
where φ(S) is the inclination of the raft to the horizontal. Equation (3.51) may be inte-
grated using the boundary condition that T (L) = 1 (which arises from the continuity of
tension at S = L, where the raft meets the free surface), to give T = 1 + D [H(S)−H∗],
where H∗ = H(L). The force balance normal to the raft becomes
T
dφ
dS
+ P −D cosφ = 0, (3.52)
where P = −H is the hydrostatic pressure in the liquid. Combined with the expression
already derived for the tension, (3.52) gives the intrinsic equation for the raft as
dφ
dS
=
H +D cosφ
1 +D(H −H∗) . (3.53)
This is precisely the same form as was derived using a variational approach in §3.4.
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Chapter 4
Surface Tension Dominated Impact
I have a kind of alacrity in sinking.
(Falstaff, from Merry Wives of
Windsor by William Shakespeare)
Synopsis
We study the impact of a line mass onto a liquid–gas interface. At early
times we find a similarity solution for the interfacial deformation and show
how the resulting surface tension force slows the fall of the mass. We com-
pute the motion beyond early times using a boundary integral method, and
find conditions on the weight and impact speed of the mass that determine
whether it sinks or is trapped by the interface. We find that for given impact
speed there is a critical weight above which the mass sinks and investigate the
asymptotic behaviour of this critical weight in the limits of small and large
impact speeds. Below this critical weight, the mass is trapped by the interface
and subsequently floats. We also compare our theoretical results with some
simple table-top experiments. Finally, we discuss the implications of our work
for the vertical jumps of water-walking arthropods.
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4.1 Introduction
A carefully placed metal needle will float horizontally on the surface of water. However, if
it is dropped from a height, the needle will break through the surface of the water and sink
into the bulk liquid. Similarly, water-walking arthropods rely on the air–water interface
being strong enough not only to support their weight in equilibrium but also to catch them
when they land after a jump (Bush & Hu, 2006). As we have seen in earlier chapters,
small, dense objects may be able to float at a liquid–gas interface, but they can only do
so if they are placed at the interface sufficiently gently. In this chapter we quantify what
‘sufficiently gently’ means in this context and study the dynamics of sinking when the
impact is not sufficiently gentle.
The impact of an object onto a liquid surface is an old problem in fluid mechanics and
has been studied extensively (Birkhoff & Zarantonello, 1957; Korobkin & Pukhnachov,
1988). However, previous studies of impact have typically been motivated by large scale
practical (often military) applications such as the tossing of ships by rough seas (Korobkin,
1996), the landing of seaplanes (von Ka´rma´n, 1929) and the ricocheting of canon balls
onto enemy ships (Johnson, 1998). In these situations it is primarily the hydrodynamic
pressure impulse that determines the resulting dynamics; the force due to surface tension
may safely be neglected. The relative importance of these inertial hydrodynamic forces to
surface tension is characterized by the Weber number
We ≡ ρU
2r0
γ
, (4.1)
in which U is the speed of impact, r0 is the length scale of the object, ρ is the liquid
density, and γ is the interfacial tension. Even phenomena at shorter length scales, such
as the running of the basilisk lizard over water (Glasheen & MacMahon, 1996a), are
typically classed as ‘low speed’ (Glasheen & MacMahon, 1996b; Gaudet, 1998) despite
having We ≈ 103.
However, for a jumping water strider (Bush & Hu, 2006), as for a falling metal needle,
the inertia of the fluid is less important than its surface tension: We . 1. We shall
examine how surface tension slows a falling object, and begin to understand the dynamic
strength of a liquid–gas interface.
Sufficiently dense objects cannot float at the interface whatever their impact speed.
We shall also study the sinking of such objects. A simple model of sinking from rest
has recently been proposed (Vella et al., 2006b) based on the assumption that the shape
of the interface is determined by the quasi-static balance between surface tension and
hydrostatic pressure. The approach adopted here allows us to study the dynamic interfacial
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deformation caused by a sinking object and to present a much more complete picture of
the sinking process.
The plan of this chapter is as follows. In §4.2 we outline our theoretical formulation
of surface tension dominated impact. We then find a similarity solution for the interface
shape shortly after impact in §4.3. We use a boundary integral simulation to study the
motion at later times, as discussed in §4.4. The remainder of the chapter is then concerned
with the conditions under which an object is trapped at the interface or sinks. In §4.5
we determine these conditions theoretically and compare the results with some simple
experiments in §4.6. Finally, in §4.7, we consider the implications of our results for water-
walking arthropods. Earlier numerical simulations have been aimed at understanding
some aspects of their jumps (Li et al., 2005); we focus instead on the impact that occurs
when they land. In particular, we show that the jump heights observed in water-walking
arthropods are typically close to the theoretically determined maximum possible height
for which impact will not cause them to penetrate the surface.
A paper based on the work described in this chapter has been published in Physics of
Fluids (Vella & Metcalfe, 2007). Paul Metcalfe was involved in discussions about this
work and also provided some technical assistance with computations.
4.2 Theoretical formulation
We study the impact of a line of mass m per unit length with a liquid of density ρ, as
shown in figure 4.1. The displacement of the interface at time t after impact is h(x, t).
Considering a line mass rather than an object with finite radius simplifies the analysis
∇2ϕ = 0
Figure 4.1: Setup for the impact of a line of weight mg per unit length onto a liquid surface.
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in two important respects. Firstly, this situation corresponds to the limit We = 0 so
that the liquid inertia is entirely neglected: the motion of the mass is controlled by the
interfacial tension. Secondly, the contact line is fixed relative to the line mass and we may
neglect its motion. For a thin object such as a metal needle, we saw in Chapter 2 that the
details of the contact line are unimportant in determining whether the object may float
in equilibrium at an interface. It therefore seems reasonable to neglect the contact line in
this first study of surface tension dominated impact.
The motion of the line mass is determined by the vertical balance of forces. There are
two forces acting on the mass: its weight per unit length, mg, and the vertical contribution
of the surface tension of the interface, 2γ sinφ, where φ is the angle of inclination of the
interface to the horizontal at x = 0 (see figure 4.1). The resultant of these two forces gives
the vertical acceleration of the mass via Newton’s second law
m
d2h(0, t)
dt2
= −mg + 2γ sinφ, (4.2)
where h(0, t) denotes the vertical position of the mass at time t. Initially, the mass is
located at the origin, so that h(0, 0) = 0, and has an impact speed U , so that
dh
dt
(0, 0) = −U. (4.3)
The solution of (4.2) and (4.3) is complicated by the dynamic response of the liquid to
the motion of the line. This response enters (4.2) via the inclination of the interface to
the horizontal, φ. Determining the evolution of φ requires a model for the fluid motion
caused by impact.
Because the line mass does not have its own length scale, the only intrinsic length
in the problem is the capillary length ℓc ≡ (γ/ρg)1/2, which is the distance over which
equilibrium interfacial deformations decay. Similarly, for initially stationary masses the
natural velocity scale is (ℓcg)
1/2. Using these two scales, the Reynolds number appropriate
for sinking from rest is
Re ≡ ℓ
3/2
c g1/2
ν
, (4.4)
where ν is the kinematic viscosity of the liquid. For an air–water interface, Re ≈ 500
and so sinking from rest is a high Reynolds number phenomenon. The Reynolds number
associated with impact will be at least as large as this. We shall therefore model the
fluid as being inviscid and make use of the theory of inviscid flows (Milne-Thomson, 1949;
Batchelor, 1967). Since the liquid is initially stationary, the fluid motion induced by the
motion of the mass is irrotational and the fluid velocity u = ∇ϕ for some velocity potential
ϕ (distinct from the interfacial inclination φ). Assuming that the liquid is incompressible,
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we therefore have that
∇2ϕ = 0 (−∞ < x <∞, −∞ < y ≤ h(x, t)). (4.5)
The geometry is symmetric about x = 0, so we consider only x ≥ 0 henceforth. The
velocity potential ϕ is determined by the solution of Laplace’s equation (4.5) along with
the dynamic and kinematic boundary conditions on the liquid interface y = h(x, t). The
dynamic boundary condition may be written
ρ
∂ϕ
∂t
+ 12ρ|∇ϕ|2 + p+ ρgh = 0, (4.6)
where p = −γhxx(1 + h2x)−3/2 is the pressure jump across the interface due to surface
tension. The motion of the line mass causes fluid motion since the fluid at the point
[0, h(0, t)] is forced to move with the same velocity as the mass. This is a special instance
of the kinematic boundary condition
Dh
Dt
=
∂ϕ
∂y
, (4.7)
which applies along the interface y = h(x, t). Initially, the interface is flat and so h(x, 0) =
0. Far from the mass, the fluid remains quiescent and so ϕ(x, y, t) → 0 as x2 + y2 → ∞.
Similarly, h(x, t)→ 0 as x→∞. Finally, symmetry about x = 0 requires that ϕx(0, y, t) =
0.
We introduce non-dimensional variables defined by
(x˜, y˜, h˜) ≡ (x, y, h)/ℓc,
t˜ ≡ t(g/ℓc)1/2, (4.8)
ϕ˜ ≡ ϕ/(ℓ3/2c g1/2),
and shall use these variables (with tildes dropped) henceforth. In non-dimensionalizing
the system (4.2)–(4.7) in this manner, two dimensionless parameter groups appear. The
first of these is the non-dimensional weight per unit length of the line mass, measured
relative to surface tension
W ≡ mg
γ
. (4.9)
By setting htt(0, t) = 0 in (4.2) we find that the equilibrium flotation of a line mass is only
possible if W ≤ 2. The second dimensionless parameter is the Froude number of impact,
F ≡ U/(gℓc)1/2, (4.10)
which measures the impact speed relative to the typical speed of capillary–gravity waves.
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The system of equations (4.2)–(4.7) can only be solved numerically. In §4.3 we discuss
a similarity solution of this system, which is valid at early times. At later times it is
necessary to solve the full time-dependent problem numerically. A numerical scheme to
do this, based on the boundary integral method, is presented in §4.4.
4.3 Early time similarity solution
For t ≪ 1 interfacial deformations are small and the only natural length scale, ℓc, does
not enter the problem. We therefore expect that there should be an early time similarity
solution. In this section, we study this similarity solution to show how the falling mass
deforms the fluid interface and radiates capillary waves at early times. We also determine
the leading order slowing of the mass due to surface tension.
At early times, the only force acting on the line mass is its weight — the interface is
approximately horizontal and so the vertical force contribution from surface tension may
be neglected. The equation of motion (4.2) then simplifies to htt(0, t) ≈ −1, and we see
that the line mass moves ballistically. To leading order in t, we have
h(0, t) ∼ tα, (4.11)
where ∼ means ‘scales as’ and
α =

1, F 6= 02, F = 0. (4.12)
Although general values of the exponent α are of little interest here, the case α = 2/3 has
been studied extensively(Keller & Miksis, 1983; Billingham & King, 1995; Sierou & Lister,
2004). For the moment, we retain general values of α in order to facilitate comparison
with these studies.
The scaling (4.11) and a consideration of the self-consistent dominant balances for t≪ 1
lead us to introduce the scaled variables
X ≡ xt−2/3, Y ≡ yt−2/3 (4.13)
and to look for a similarity solution of the form
Φ(X,Y ) ≡ t(1−3α)/3ϕ(Xt2/3, Y t2/3, t),
H(X) ≡ t−αh(Xt2/3, t). (4.14)
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To leading order in t, the system (4.2)–(4.7) becomes the time-independent linear system
∇2Φ = 0,
ΦY (X, 0) = αH − 23XHX ,
HXX =
(
α− 13
)
Φ(X, 0) − 23XΦX(X, 0),
ΦX(0, Y ) = 0,
(4.15)
with zero boundary conditions at infinity. We note that upon setting α = 2/3, (4.15)
reduces to the linearized equations derived first by Keller & Miksis (1983) to describe the
recoil of a wedge of inviscid fluid. These equations are ubiquitous in surface tension driven
flows, and describe the self-similar evolution of many other systems such as the interaction
of a vertical plate with a moving fluid interface (Billingham & King, 1995).
Finally, the approximate equation of motion htt(0, t) ≈ −1 determines the prefactor in
the scaling (4.11) and requires
H(0) =

−F, F 6= 0−12 , F = 0. (4.16)
The system of equations (4.15) and (4.16) was solved numerically using a second-order
finite difference scheme based on a uniform spatial grid. Note that the solution for any
F 6= 0 may be obtained by rescaling the solution with F = 1 ((4.15) is a linear system and
H
X
Figure 4.2: The short time similarity solution for the interfacial profile H(X). Here, F = 1 so
that the resulting profile can be rescaled to give that for any F 6= 0.
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F enters only via the boundary condition (4.16)). Figure 4.2 shows the interfacial profile
plotted in similarity variables for the case F = 1. (The interfacial profile for the case
F = 0 is compared to the numerical solution of the time dependent problem in figure 4.5,
§4.4.)
4.3.1 Far-field behaviour
Figure 4.2 shows that impact generates capillary waves, which decay in amplitude away
from X = 0. The properties of these waves in the far field can be understood using
the WKB approximation, generalizing the analysis of Keller & Miksis (1983) for the case
α = 2/3. The WKB approximation rests on the assumption that the functions Φ and
H oscillate very rapidly compared to the large scale, L, over which they decay. We thus
introduce rescaled co-ordinates
ξ ≡ X
L
, η ≡ Y
L
, (4.17)
and pose series for Φ and H of the form
Φ = L
[
A(0)(ξ, η) + L−3A(1)(ξ, η) + . . .
]
exp
[
iL3s(ξ, η)
]
,
H =
[
B(0)(ξ) + L−3B(1)(ξ) + . . .
]
exp
[
iL3s(ξ, 0)
]
.
(4.18)
The appearance of L3 terms may be surprising, but is a natural consequence of the
dispersion relation for capillary waves, which leads to oscillations with wavenumber k ∼
X2 (Sierou & Lister, 2004). We therefore expect the phase of these oscillations to vary as
X3 and so, since the length L is arbitrary, an L3 term must appear in the exponential.
Returning to the problem at hand, we substitute the ansatz (4.18) into (4.15) to obtain,
at leading order in L
s2ξ + s
2
η = 0,
−iA(0)sη − 23 iξB(0)sξ = 0,
−23 iξA(0)sξ +B(0)s2ξ = 0.
(4.19)
The equations in (4.19) give
sξ = isη, A
(0) = −23 iξB(0), s(ξ, 0) = 427ξ3. (4.20)
At the next order in L, we find that
A(0)η sη +A
(0)
ξ sξ = 0,
αB(0) − 23ξB
(0)
ξ −A(0)η − iA(1)sη − 23 iξB(1)sξ = 0, (4.21)(
α− 13
)
A(0) − 23ξ
[
A
(0)
ξ + isξA
(1)
]− 2iB(0)ξ sξ +B(1)s2ξ − iB(0)sξξ = 0.
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|H|
X
Figure 4.3: The algebraic decay of H(X) observed in numerical solutions of (4.15) and (4.16) is
the same as that expected from (4.22). Here F = 1 (and so α = 1).
Eliminating A(1) and B(1) from (4.21) and using the results obtained at leading order in
(4.20), we find that
B(0) ∼ ξ−32 (2α+1), (4.22)
which reduces to the ξ−7/2 scaling given previously when α = 2/3 (Keller & Miksis, 1983).
The result in (4.22) predicts that the interfacial deformation decays algebraically in the
far-field like X−9/2 for the impact of a line mass and like X−15/2 for a line mass sinking
from rest. Both of these scalings are observed in numerical solutions of the system (4.15)
and (4.16). Figure 4.3 demonstrates this for the former case (α = 1).
The result that s ≈ 4ξ3/27 shows that the wavelength of oscillations in the far field
satisfies
λ ≈ 9π/(2X2), (4.23)
which is again observed in our numerical solutions, as shown in figure 4.4.
4.3.2 Modification of ballistic motion by surface tension
We now show how the interfacial deformation studied above slows the ballistic motion of
our falling mass. For t ≪ 1, the inclination of the interface to the horizontal, φ ≪ 1.
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λ
X
Figure 4.4: The numerically computed wavelength of capillary waves (×) decreases with X in
accordance with (4.23) (solid curve). Here F = 1.
Therefore
sinφ ≈ hx(0, t) ≈ tα−2/3HX(0). (4.24)
Substituting this expression into the equation of motion (4.2) and posing an expansion for
the position of the mass, h(0, t), in powers of t, we find that
h(0, t) = −Ft− 12t2 +
18
W (3α+ 1)(3α + 4)
HX(0)t
α+4/3 + h.o.t., (4.25)
for α = 1, 2. This shows that the leading order correction to the motion of the mass is
dependent on the gradient of the interface where it meets the mass, HX(0), as should be
expected.
The value of HX(0) can be determined from the numerical solution to (4.15) and (4.16)
discussed earlier. For the case F = 0, we find that HX(0) ≈ 1.09 so that
h(0, t) ≈ −12t2 +
0.28
W
t10/3. (4.26)
Recalling that when F 6= 0 the interfacial deformation is proportional to F we find
HX(0) ≈ 1.45F so that
h(0, t) ≈ −Ft− 12t2 +
0.93F
W
t7/3. (4.27)
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4.4 Late times: Boundary integral simulations
In §4.3.2 we showed how interaction with the fluid interface slows the fall of the line mass
at early times. However, to determine whether the falling mass is captured by the interface
and floats, or breaks through and sinks into the bulk fluid, we must go beyond this early
time analysis and compute the trajectory of the mass and the interfacial deformation up
to t = O(1). This requires numerical analysis, and is the subject of this section.
4.4.1 The numerical method
Our numerical method is based on a boundary integral method used to study the motion
of ships (Greenhow et al., 1982) and other nonlinear free surface flows (see Tsai & Yue,
1996, for a review). Here we give an outline of the numerical method — more details can
be found in Appendix 4.A.
We introduce a two-dimensional complex velocity potential
β(z, t) = ϕ(x, y, t) + iψ(x, y, t), (4.28)
where z = x+ iy and ψ is the streamfunction of the flow. The velocity (u, v) at any point
within the fluid is then given by (Batchelor, 1967)
u− iv = dβ
dz
. (4.29)
In particular, along the free surface the kinematic boundary condition (4.7) may be written
as
Dz
Dt
=
(
dβ
dz
)∗
, (4.30)
where a∗ denotes the complex conjugate of a. Similarly, the evolution of ϕ at points on
the interface is given by the dynamic boundary condition (4.6), which now reads
Dϕ
Dt
= 12
∣∣∣∣dβdz
∣∣∣∣
2
+
hxx
(1 + h2x)
3/2
− h. (4.31)
Initially, the interface is flat and the fluid is stationary so that h(x, 0) = ϕ(x, 0, 0) = 0. If
the complex potential β is known at an instant of time, the form of the boundary conditions
(4.30) and (4.31) allows us to time-step the value of ϕ at points on the interface and the
position of these points. The velocity potential ϕ(x, h, t) is therefore known at any later
time, providing that the complex potential, β, can be determined. We now describe how
β is calculated.
60
4.4 Late times: Boundary integral simulations
Since ϕ and ψ are harmonic, β(z) is analytic and Cauchy’s theorem requires
∫
C
β(z)
z − zk
dz = 0, (4.32)
for any point zk outside a closed contour C. If the real or imaginary parts of β are known
on enough regions of C, (4.32) may be inverted to give the behaviour of β everywhere.
Here, ϕ is known all along the interface and ψ = 0 along the vertical line x = 0 (from
symmetry about x = 0). The contour C used here therefore includes the vertical line x = 0
and the interface y = h(x, t) and is closed by impermeable boundaries far from the origin,
along which ψ = 0.
We discretize the contour C using N points (typically in our simulations N = 400). At
each of these points, either the value of ϕ is known (if the point is on the free surface) or
ψ = 0 (if the point is on an impermeable wall). The values of ψ along the surface and of ϕ
along the impermeable walls are therefore unknown, giving N unknowns in total. Cubic
splines based on arc length are used to interpolate the interface shape and the value of
the complex potential β between each point.
By taking the zk in (4.32) to be each of the points on C in turn, the integral equation
(4.32) reduces to a matrix equation for the unknown values of ϕ and ψ. This matrix
equation may be solved to give the unknown part of β at each point on C.
The position of the interfacial points and the value of ϕ at the interfacial points may be
evolved by marching (4.30) and (4.31) forward in time using a fourth-order Runge–Kutta
scheme. (The spatial derivatives in (4.30) and (4.31) are computed using cubic splines.)
This procedure is then iterated.
4.4.2 Numerical results
The boundary integral method just discussed tracks the evolution of the interface as well
as the motion of the mass. Using this method we are able to follow the motion up to
t = O(1). In particular, for a region of (F,W ) parameter space we observe that φ = π/2
at some finite time. This corresponds to the interface becoming vertical where it contacts
the line mass so that the two menisci joined to the line mass intersect and the mass sinks
into the bulk fluid. Alternatively, the velocity of the line mass is observed to change sign
so that it begins to rise under the influence of surface tension: the mass has bounced.
The conditions under which these two alternatives are realized are discussed in section
4.5. Here, we focus on quantifying some features of the motion up to this point.
At short times, the interface shape is close to that described by the similarity solution
discussed in §4.3 (see figure 4.5). Figure 4.6 shows that these capillary waves persist for
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X
H
Figure 4.5: Comparison of the interface shape obtained from boundary integral simulations
(points) with that predicted by the short time similarity solution discussed in §4.3 (curve). The
interface is pictured in similarity co-ordinates X = x/t2/3, H = h/t2 at time t = 0.0253. Here
W = 5 and F = 0.
t = O(1). The results presented in figure 4.6 also demonstrate that the numerical scheme
converges as the interfacial grid is refined.
The effect of the interfacial tension on the motion of the line mass is also of interest.
The short time similarity solution allowed us to calculate how surface tension slows the
motion of the line mass to leading order in time. When F = 0, the result in (4.26) predicts
that h(0, t) + t2/2 ∝ t10/3. Plotting h(0, t) + t2/2 (calculated from the solution to the full
time-dependent problem) as a function of t10/3 when F = 0 shows good agreement with
(4.26) for t ≪ 1 (see figure 4.7). There is a noticeable discrepancy for t ≈ 1, as is to be
expected.
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xh
Figure 4.6: Typical interfacial profile obtained from full numerical solutions of the governing
equations. The numerical results are presented for various numbers of interfacial grid points Nf :
Nf = 50 (+), Nf = 100 (×) and Nf = 150 (solid curve). Here t = 0.5, F = 0.1 and W = 1.5.
t10/3
h
(0
,t
)
+
t2
/2
Figure 4.7: The correction to the ballistic motion caused by surface tension for a mass with
W = 5 and F = 0. The results of the boundary integral method (solid curve) agree with the leading
order asymptotic prediction (4.26) for t≪ 1 (dashed line).
63
4.5 Impact induces sinking
4.5 Impact induces sinking
Common sense suggests that if we wish to float a needle on the surface of water then the
needle must be placed on the surface gently. Dropping the needle from a sufficient height
onto the liquid’s surface will cause it to sink, even if we drop it perfectly horizontally. In
this section we quantify this intuitive notion: we determine numerically the values of the
parameters F and W for which a line mass will sink or float.
The boundary integral code described earlier was run for a variety of impact speeds,
F , and line weights, W , and whether the mass sank or floated was noted. Before we
discuss the results of these simulations, we discuss the criterion for sinking. There are
two qualitatively different sinking mechanisms for a cylinder with finite radius, depending
on the surface properties (in particular, the dynamic contact angle, θc) of the cylinder.
These mechanisms are illustrated in figure 4.8. When the cylinder surface is hydrophilic
(θc < π/2) the cylinder sinks when the two contact lines merge at the top of the cylinder.
In this case, the interfacial inclination at the contact line φ = θc at the instant when
sinking occurs. When the cylinder is hydrophobic, θc > π/2, the interface self-intersects
before the contact line is able to reach the top of the cylinder, as shown in figure 4.8b.
Taking the limit of vanishing cylinder radius with θc > π/2, we expect that sinking occurs
when the interface becomes vertical at the contact line, i.e. φ = π/2. Here we shall take
this critical interfacial inclination as our criterion for sinking since it applies equally to all
dynamic contact angles θc > π/2.
Figure 4.8: The two distinct sinking mechanisms for a cylinder with finite radius: (a) for a
hydrophilic cylinder surface (θc < π/2), sinking occurs when the two contact lines meet at the top
of the cylinder. (b) For a hydrophobic cylinder surface (θc > π/2), sinking occurs when the menisci
merge above the cylinder.
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F = U/(gℓc)
1/2
W
=
m
g
/γ
Figure 4.9: Regime diagram showing the regions of (F,W ) parameter space for which a line mass
is observed to float or sink. The dashed line shows the composite expansion (4.41), which gives
Wc(F ) to within 15% for intermediate values of F .
Alternatively, the line mass may be trapped by the interface and subsequently float. In
our simulations, this occurs when ht(0, t) becomes positive without φ having first reached
π/2. This corresponds to a first ‘bounce’ of the line mass. In reality, dissipation would
ensure that a mass that bounces would subsequently float in equilibrium at the interface
though our finite computational domain and our neglect of viscosity prevent us from
investigating this further.
Figure 4.9 shows the regime diagram that emerges from our computations. We note
that for a given impact speed, F , there is a critical weight, Wc(F ), above which the
line mass sinks into the bulk fluid but below which it is trapped at the surface and
floats. Equivalently, for a given weight there is a critical impact speed above which sinking
will occur, in accordance with intuition. Of particular interest is the function Wc(F ).
We determined Wc(F ) for a range of temporal and spatial resolutions and performed a
convergence test on the results to determine the true value of Wc(F ) to within 1%. The
relative error in Wc(F ), ε, decays like N
−4
f (where Nf is the number of interfacial points),
as shown in figure 4.10. This is consistent with our use of cubic splines.
We now investigate the function Wc(F ), the boundary between floating and sinking, by
considering the asymptotic limits F ≪ 1 and F ≫ 1.
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108/N4f
ε
Figure 4.10: Relative error, ε, in the computed value of Wc(F ) at different resolutions. The
resolution is related to the number of interfacial points used, Nf = N/4. Results are shown for
F = 1 (+), F = 3.4 (×) and F = 14 (©).
4.5.1 The limit F ≪ 1
Using symmetry arguments, we can show that the Taylor series of Wc(F ) does not contain
a term proportional to F . To see this, consider a line mass with F < 0 and |F | ≪ 1, so that
the mass initially moves upwards against gravity. Because its initial speed is small, such
a mass quickly falls back to its initial height, y = 0, under the action of gravity. At this
point, its speed is close to its initial speed (viscous dissipation is neglected in our model
and little of the kinetic energy of the mass will be radiated as capillary waves in the short
time that it takes to fall back to y = 0). The mass is then moving downwards and the
interfacial disturbance caused by its short upwards motion is small. We therefore expect
that the critical weight for sinking, Wc(F ), will be approximately Wc(|F |) — the critical
weight if the mass had had the same initial speed but directed vertically downwards. The
Taylor series of Wc(F ) about F = 0 cannot, therefore, have a term proportional to F .
We can flesh out this argument by estimating the proportion of the particle’s initial
kinetic energy that is radiated to the surrounding fluid while it is rising against gravity.
The time taken for the particle to return to y = 0 is t∗ ∼ F . In this time, an area of fluid
t
2/3
∗ × t2/3∗ ∼ F 4/3 is accelerated to a speed F removing a kinetic energy ∼ F 10/3 from the
particle. The particle therefore returns to the origin with speed F∗ where:
W (F 2∗ − F 2) ∼ F 10/3, (4.33)
66
4.5 Impact induces sinking
F 2
Wc
Figure 4.11: Replotting of the boundary between floating and sinking, Wc(F ) for F ≪ 1. The
numerically determined values of Wc (points) agree well with the general form suggested in (4.36),
which arises from symmetry considerations. The solid line, Wc = 1.5213− 0.224F 2, is plotted as
a guide for the eye.
from which we find
F∗ − F ∼ 1
W
F 7/3. (4.34)
Expanding Wc(F∗) about F , we may then write
Wc(−F ) ≈ Wc(F∗) ≈Wc(F ) +W ′c(F )(F∗ − F )
≈ Wc(F ) + α0W ′c(F )F 7/3, (4.35)
for some constant α0. Posing a Taylor series for Wc(F ) we find that the term proportional
to F must indeed vanish and we may then write
Wc(F ) ≈W0 − CF 2, (4.36)
for F ≪ 1. The form of this relationship is observed in the numerically determined values
of Wc(F ) (see fig. 4.11). Furthermore, the deviation from (4.36) remains very small for
F < 0.6.
Recall that the maximum weight that can be supported in equilibrium is Wmax = 2,
which arises from setting htt(0, t) = 0 and φ = π/2 in (4.2). By comparison, the numerical
computations presented here haveW0 ≈ 1.52 < Wmax. This is because a line mass dropped
from y = 0 has a non-zero velocity when it reaches its equilibrium floating depth. The
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mass therefore overshoots its equilibrium floating depth and is more liable to sink.
4.5.2 The limit F ≫ 1
When F ≫ 1, the line mass has a large impact speed and we expect sinking to occur very
quickly, i.e. tsink ≪ 1. In this short time, the acceleration due to gravity is negligible and
(4.27) may be approximated as
h(0, t) + Ft ∼ F
W
t7/3. (4.37)
We also expect that the gradient of the interface at x = 0 will be given by the similarity
scaling
hx(0, t) ∼ h
t2/3
∼ Ft1/3. (4.38)
We expect sinking to occur when this gradient becomes O(1), so that tsink ∼ F−3. At the
critical weight, Wc(F ), the mass will be stationary when t = tsink: if it were travelling
downwards it would sink, if it were travelling upwards it would already have bounced.
Differentiating (4.37) with respect to time and setting ht(0, tsink) = 0, we find that
F ∼ F
Wc
t
4/3
sink, (4.39)
which immediately leads to
Wc ≈ DF−4, (4.40)
for some constant D. This result compares very well with the numerical results presented
in figure 4.12.
Alternatively, the scaling relationship (4.40) may be obtained by considering the conser-
vation of energy. If the line mass is to float, its initial kinetic energy must be successfully
converted into surface energy and kinetic energy of the liquid before t = tsink. (A scaling
analysis reveals that the surface energy and kinetic energy of the fluid at t = tsink are of
the same order and suggests a form of equipartition.)
4.5.3 A composite expansion
The results obtained in the asymptotic limits F ≪ 1 and F ≫ 1 can be combined to give
an approximate composite expansion that gives an indication of the behaviour of Wc(F )
for intermediate values of F . The standard additive expansion (Hinch, 1990) does not
work because the F−4 in (4.40) becomes large for F ≪ 1 and the F 2 in (4.36) dominates
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F
Wc
Figure 4.12: Replotting of the boundary between floating and sinking, Wc(F ), for F ≫ 1. The
numerically determined values of Wc (points) show the scaling predicted in (4.40).
for F ≫ 1. However, we can circumvent this problem by adding the two expressions for
1/Wc(F ). Inverting the resulting expression gives
Wc(F ) ≈W0
(
1 +
CF 2
W0
+
W0F
4
D
)−1
. (4.41)
From the limits F ≪ 1 and F ≫ 1 we estimate that W0 ≈ 1.52, C ≈ 0.224 and D ≈ 49.6.
The resulting composite expansion (4.41) is accurate to within 15% for intermediate F
and reproduces the limits F ≪ 1 and F ≫ 1 correctly. This result is plotted as the dashed
line in figure 4.9.
4.6 Experimental results
We performed a series of experiments to test the theoretical picture of a transition between
floating and sinking presented in §4.5. Short lengths (ls ≈ 75 mm) of steel piano wire were
supported horizontally a height hdrop above the interface between air and an isopropanol-
water mixture. The wire pieces were then released to determine whether they floated or
sank upon impact with the interface. The impact speeds in our experiments were much
smaller than the terminal velocity of the wire in air so that air resistance may be neglected.
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Expt. % isoropanol (vol.) r0 (mm) ρ (g cm
−3) γ (Nm−1) W R0
1 0 0.3 0.998 0.0728 0.30 0.11
2 0 0.4 0.998 0.0728 0.53 0.15
3 10 0.3 0.977 0.0449 0.49 0.14
4 0 0.45 0.998 0.0728 0.67 0.17
5 0 0.275 0.998 0.0728 0.25 0.10
6 0 0.35 0.998 0.0728 0.41 0.13
7 10 0.35 0.977 0.0449 0.66 0.16
8 6.25 0.275 0.985 0.0503 0.36 0.12
Table 4.1: Parameter values investigated in the eight sets of experiments presented here. The
non-dimensional weight per unit length, W , and the dimensionless cylinder radius, R0 ≡ r0/ℓc,
are dependent on the value of the interfacial tension γ. The dependence of γ on isopropanol
concentration is taken from the values given by Va´zquez et al. (1995).
The speed of impact is then given by U =
(
2ghdrop
)1/2
and the Froude number is
F =
(
2hdrop
ℓc
)1/2
. (4.42)
A cylinder with solid density ρs and radius r0 corresponds to a non-dimensional weight
per unit length
W =
πρsr
2
0g
γ
. (4.43)
The steel piano wire used in all our experiments had density ρs = 7850 kgm
−3. The weight
per unit length of the pieces of wire, W , was varied by conducting experiments with six
different wire diameters (in the range 0.55 − 0.9 mm) and by using three isopropanol
concentrations (0, 6.25 and 10% by volume) to vary γ. Table 4.1 shows the different
combinations of γ and r0 used in our experiments and the corresponding values of W .
The wire diameter was specified by the manufacturer (in terms of wire gauge) and verified
using Vernier callipers. The surface tension coefficient γ was taken from the literature
(Va´zquez et al., 1995). The non-dimensional radius, R0 ≡ r0/ℓc, is also tabulated to show
that in our experiments R0 ≪ 1. For each value of W , varying the drop height allowed us
to vary F and construct an experimental regime diagram for floating and sinking. This
regime diagram is shown in figure 4.13 along with the boundary between floating and
sinking, W =Wc(F ), for a line mass impacting an ideal fluid.
The experimental results plotted in figure 4.13 show that lighter objects can survive im-
pacts at higher speeds. This is in accordance with both the earlier numerical results and
intuition. We also note that the boundary between floating and sinking determined for the
case of an impacting line mass does not separate the two regions of the experimentally-
determined regime diagram particularly well. In particular, we note that the theoretically
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Sinking
Floating
Wc(F )
F
W
Figure 4.13: The experimentally determined regime diagram showing values of W and F for
which impacting objects were observed to float (blue ©) or to sink (red ×) upon impact. Here
W = πρsR
2
0/ρ and F = (2hdrop/ℓc)
1/2. The solid line shows the theoretically computed curve
W = Wc(F ), which separates floating from sinking for a line mass impacting an ideal liquid. A
typical error bar is included for illustration.
determined value of the critical weight Wc(F ) is consistently below that observed exper-
imentally. However, the general trend is qualitatively similar as is the magnitude of the
dimensionless parameters at which the transition between sinking and floating occurs.
The observed discrepancy between theory and experiment might reasonably be at-
tributed to the finite radius and length of the wire used in the experiments, both of which
were neglected in our theoretical calculations. We now consider the relative importance
of these two finite sizes.
The finite length, ls, of the wire means that there is an additional vertical surface tension
force arising from the ends, which acts to reduce the effective weight per unit length to
some W ′. The additional surface tension force is at most γ times the additional contact
line length introduced (Hu et al., 2003), which is 4r0. The effective weight per unit length
may therefore be estimated as
W ′ ≈ πρsr
2
0g − 4γr0/ls
γ
=W − 4r0
ls
. (4.44)
In all of our experiments r0/ls < 0.006 so that W −W ′ < 0.024. This is a small (< 10%)
correction for the experimental parameters investigated here and we conclude that it is
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most likely our neglect of the finite radius of the wire that dominates the discrepancy
between theory and experiment.
There are several physical mechanisms by which the finite radius of a cylinder might
cause it to float at higher impact speed than our theory predicts. Here, we limit our
discussion to two of these. Firstly, by considering a line mass we have neglected the
motion of the contact line, which will sweep around the cylinder during sinking. The
dissipation associated with this motion may well be significant and will act as an energy
sink slowing the fall of the cylinder. Secondly, our analysis holds only in the limitWe = 0.
In this limit, the force contribution from the dynamic pressure in the liquid is neglected
in comparison to the force from surface tension. In our experiments, however,
We = F 2R0, (4.45)
so that for the parameter regime investigated here 0.1 .We . 3. While the Weber num-
ber is significantly smaller than in previous impact experiments, the effects of dynamic
pressure in the liquid have not been eliminated entirely. This dynamic pressure will sup-
ply an additional vertical force that will act to further slow the fall of the cylinder. In
particular, we note that as F increases, We increases like F 2 so that the effects of the
finite cylinder radius are especially pronounced at higher impact speed. This is consistent
with the experimental results presented in figure 4.13: for F . 3 theory and experiment
are in quantitative agreement (to within the experimental error bars) but for F & 3 the
discrepancy between theory and experiment grows and cannot be explained by experimen-
tal errors. A quantitative investigation of these effects is beyond the scope of the present
work. However, we note that both contact line motion and the finite Weber number act to
slow the impact of the cylinder. They therefore explain, at least partially, the observation
that the theory presented here systematically underestimates the experimentally measured
value of Wc(F ).
4.7 Biological discussion
Several species of water-walking arthropod are observed to jump from the water’s surface
with the objective of avoiding a predator (Suter, 2003; Bush & Hu, 2006) or ascending
menisci (Bush & Hu, 2006). Clearly the height of such a jump must be chosen carefully:
large jumps may be good for avoiding predators but could potentially cause the arthropod
to break through the surface either during the driving strike or upon landing. Here we
consider briefly how the jumps of these arthropods fit into the picture we have developed
of impact-induced sinking. Where do arthropod jumps lie in the regime diagram presented
in figure 4.9?
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In nature the fastest impacts occur during the driving stroke that launches an arthropod
from the interface (Bush & Hu, 2006). Typically the speed during this stroke is around
1.3 m s−1 (Bush & Hu, 2006), which corresponds to a Froude number F ≈ 8 and Weber
number We ≈ 1 (see table 4.2 for typical values of the leg radius). Based on this Weber
number, we expect that the finite leg radius may play an important role in the dynamics of
the driving stroke. Li et al. (2005) proposed a model for this stroke in which the arthropod
is treated as a spring-loaded object at the interface. However, biologically relevant values of
the parameters used in this model are not known. These two complications mean that the
model of surface tension dominated impact developed in this paper cannot easily be applied
to the driving stroke. Instead, we consider landing for which the interface is initially
approximately flat and the arthropod’s legs are approximately horizontal. Furthermore,
the speed of impact is less than the speed during the driving stroke and the corresponding
Weber number is less than unity: the arthropod’s legs are the analogue of the idealized
line masses studied here.
From the arthropod’s weight, mg, and wetted leg perimeter, p, we may calculate an
effective value of the dimensionless weight per unit length
W = 2
mg
γp
, (4.46)
the factor of 2 coming from the fact that the total leg length is ≈ p/2. In the biological
literature the weight per unit perimeter is often referred to as the Baudoin number (Bush &
Hu, 2006); in our notation Ba ≈W/2. Note that because the legs support the arthropod’s
body weight, the value of W is substantially larger than the weight of the leg itself.
Two species for which jumping has been documented are the water strider (Gerridae)
and the fishing spider (Dolomedes triton). Typical values for the relevant physical at-
tributes of these arthropods and their jump heights are given in table 4.2 along with the
corresponding values of W , F and We.
We note that both of these arthropods are able to land safely after jumps that are slightly
higher than our theory predicts on the basis of their weight. However, the individuals that
performed these jumps did not drown. As with the experimental results presented in §4.6,
we do not expect the finite length of the arthropod’s legs to explain this discrepancy.
Instead, we believe that the finite radius of the leg, and hence the finite Weber number,
might help arthropods to remain afloat. Note from table 4.2 that the Weber number upon
landing is We ≈ 0.45 for both of the species considered here, suggesting that dynamic
pressure forces may indeed be significant.
It also seems possible that the extremely hydrophobic nature of arthropod legs will play
an important role. Recent work by Duez et al. (2007) on the impact of spheres with
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Water Strider Fishing Spider
(Hu, 2006) (Suter & Gruenwald, 2000)
Leg perimeter (cm) 2.2 16.3
Leg radius (µm) 40 75
Weight (g) 0.0045 0.233
Jump height (cm) 4 2− 2.5
F 5.4 3.8− 4.2
Wc(F ) 0.055 0.13 − 0.19
W 0.06 0.19
We 0.43 0.40 − 0.49
Table 4.2: Typical values from the literature for the jumping of two species of water-walking
arthropod.
We ≫ 1 has shown that the threshold velocity at which an impacting object entrains air
decreases substantially as the hydrophobicity of the object increases. The legs of water-
walking arthropods are typically covered in a very fine mat of hairs, which render the legs
extremely hydrophobic (Bush et al., 2007). If, as seems likely, impacts with We ≪ 1 are
also sensitive to the hydrophobicity of the impacting object, water-walking arthropods may
entrain a significant amount of air upon landing. The added buoyancy of any entrained
air, as well as the thin air layer trapped by the hairs (Bush et al., 2007), may prevent the
legs from piercing the surface after faster impacts than our theory predicts.
Despite the above caveats, it is interesting that both of these species seem to lie so
close to the boundary between floating and sinking. This suggests that it may be the
threat of sinking during a jump that limits the jump heights of water-walking arthropods.
Alternatively, one could argue that the jump height is set by the need to successfully avoid
predators. The arthropods therefore seem to have evolved to have the maximum value of
W (or minimum leg length, given their weight) for which such jumps are safe.
4.8 Conclusions
In this chapter, we have studied the impact of a two-dimensional line mass onto a liquid–
gas interface. At early times, we found a similarity solution describing the deformation
of the interface caused by impact and studied how the surface tension force arising from
this deformation slows the fall of the line mass. Using a boundary integral method, we
studied this motion at later times, up to the point at which either the line mass sinks
into the bulk liquid or the mass bounces. We have shown that for impact at a given
speed, there is a critical weight per unit length above which the line mass will sink; below
this weight, the line mass is captured by the interface and floats. We then compared the
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results of our numerical calculations with a series of simple experiments and considered how
the transition between floating and sinking may limit the height to which water-walking
arthropods may safely jump. While the application of our theory to these situations is
promising, we believe that better quantitative agreement would be obtained by accounting
for the finite radius of the impactor.
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Appendix 4.A Numerical method
This appendix describes the numerical method used to solve the system of equations (4.5)–
(4.7) along with (4.2). These equations describe the sinking of a line mass at high Reynolds
number. The results discussed in sections 4.4 and 4.5 were obtained using this numerical
method.
In the system of equations (4.5)–(4.7), the velocity potential ϕ(x, y, t) and interface
shape h(x, t) are coupled. To simplify the solution of this system we de-couple ϕ and
h by solving Laplace’s equation (4.5) for a given interface shape and then evolving the
properties of the interface using the dynamic and kinematic boundary conditions (4.6)
and (4.7). This process is illustrated schematically in figure 4.14 and is expanded upon in
the following sections.
4.A.1 Solving Laplace’s equation: The boundary integral method
The solution to Laplace’s equation was found using a boundary integral method. This
method is based on the observation that since the velocity potential ϕ and stream function
ψ satisfy the Cauchy–Riemann equations, the complex potential β = ϕ + iψ must be
analytic everywhere. For every point zk outside a closed contour C, the Cauchy Integral
Theorem immediately gives that
∫
C
β(z)
z − zk
dz = 0. (4.47)
This result is valid in the limit as the point zk tends to the contour C as long as zk remains
outside C.
ϕ(x, h(x, t), t)
Figure 4.14: Schematic diagram showing the main steps in the numerical scheme described in
this Appendix.
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(ϕ known)
(ψ = 0)
Figure 4.15: Schematic of the contour C used in the numerical results presented here. C consists
of a free surface (solid line) and impermeable walls (dashed lines).
For the problem of sinking, we take C to be the contour consisting of half of the free
surface and an impermeable wall beneath the line mass; the latter enforces symmetry about
x = 0. The contour is closed by impermeable walls, as shown in figure 4.15. Closing C in
this way imposes an artificial reflective symmetry on the system. This is done sufficiently
far from the line mass that this artificial boundary condition does not significantly affect
the motion. (Recall from the WKB analysis of §4.3.1 that the interfacial deformation
decays like x−9/2 in the far field for early times.)
To use (4.47) to determine β everywhere on the boundary of C, some information about ϕ
and ψ along C is required. In our case, the value of ϕ is known along the interface, having
been evolved using the dynamic boundary condition in (4.6). Along the impermeable
walls, ψ = 0. Finally, the kinematic condition that the velocity of the line mass must
match the local fluid velocity requires that
ϕy(0, h, t) =
dh(0, t)
dt
. (4.48)
Solving Laplace’s equation therefore reduces to computing the values of ψ on the in-
terface and ϕ along the no-flux boundary by solving (4.47). To do this, we represent
the boundary C by a set of points {zj}Nj=1 and interpolate between the points with cu-
bic splines. For simplicity, we map the interval [zj , zj+1] onto [0, 1] so that the integral
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equation (4.47) may be written
N∑
j=1
∫ 1
0
βj(t)
zj(t)− zk z
′
j(t) dt = 0. (4.49)
Here, fj(t) on [0, 1] interpolates the function f(z) on the interval [zj , zj+1] based on its
values and the values of its derivatives at the end points zj and zj+1. In particular, for
interpolation via a cubic spline, we have
fj(t) = f(zj)(1−3t2+2t3)+f(zj+1)t2(3−2t)+
[
df
dt
]
zj
t(1−t)2+
[
df
dt
]
zj+1
t2(t−1). (4.50)
This representation of the interface shape and the unknown function β(z) allows the
integrals in (4.49) to be performed numerically in terms of the (unknown) values of β and
β′ ≡ dβ/dt at the points along C. In particular, (4.49) can be written in matrix form as
F 1 · β + F 2 · β′ = 0, (4.51)
where the matrices F 1 and F 2 are dense since the integral around the contour C incorpo-
rates global information. Here, the vectors β and β′ represent the values of β and β′ at
each point on C. The matrices F 1 and F 2 are calculated using Gaussian quadrature with
ten quadrature points in all but two of the intervals: the contribution to the integral that
arises from the intervals [zk−1, zk] and [zk, zk+1] requires special treatment because of the
singularity that occurs at z = zk.
To handle the singularity in the integrand of (4.47) that occurs when z = zk we write∫ zk+1
zk−1
β
z − zk dz =
∫ zk+1
zk−1
β − β(zk)
z − zk dz + β(zk)
∫ zk+1
zk−1
dz
z − zk . (4.52)
The first integral on the right hand side of (4.52) can be computed using Gaussian quadra-
ture since the singularity in the integrand has been ‘subtracted out’. The second integral
can easily be calculated analytically. However, this introduces a logarithmic term, whose
branch must be chosen carefully. The value of the integral in (4.52) must be independent
of the path taken from zk−1 to zk+1 as long as zk /∈ C, as shown in figure 4.16a. To see
which branch is appropriate here, we examine the linear function
Z(z) ≡ z − zk
zk−1 − zk . (4.53)
The function Z sends the branch point zk to the origin and zk−1 to 1. In this notation,
the second integral in (4.52) is just logZ(zk+1), the imaginary part of which is simply the
(negative) angle subtended by 1, 0 and Z(zk+1). The correct choice of branch is therefore
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(a) (b) Im(Z)
Re(Z)
arg(Z) = 0
arg(Z) = −π
arg(Z) = −2π
Figure 4.16: The branch cut associated with the logarithmic term in (4.52). (a) Since zk /∈ C,
the integral from zk−1 to zk+1 must be the same for the solid and dashed integration paths. This
suggests that the correct branch of the logarithm is that illustrated in (b) with the branch cut taken
along the positive real axis.
that illustrated in figure 4.16b.
With the matrices F 1 and F 2 calculated, it only remains to discuss how β and β
′ are
related. Since derivatives are computed via cubic splines in our approach, β′ and β are
in fact related via another matrix equation. It is important that the correct boundary
conditions be used for the cubic splines in this method — the order of convergence of
the method is reduced if the incorrect boundary conditions are used. Normally, natural
boundary conditions (that is β′′(z) = 0 at the end points of the splines) would be used.
However, there is no flow through the two corners of the impermeable wall, and so β′(z) = 0
is the correct boundary condition at these points. Similarly, at the line mass the kinematic
boundary condition (4.48) requires that
dβ
dz
= −iht(0, t). (4.54)
Finally the symmetry at the other intersection of the free surface with the impermeable
wall gives φx = 0 and ψxx = 0 there.
With these boundary conditions correctly implemented we may write
C · β′ =D · β +C · f . (4.55)
Here the matrices C and D are found by requiring the cubic splines to have continuous
first and second derivatives and using the boundary conditions on β′(z) at the end points
of the splines just discussed. The matrices C and D are sparse since the splines are only
‘slightly’ nonlocal (Press et al., 1992). The vector f represents a forcing term, which
arises from the kinematic condition (4.54) at the line mass. Eliminating β′ from (4.51)
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by using (4.55), we obtain a single matrix equation for β. The resulting matrix equation
(Greenhow et al., 1982) for the unknown parts of β may then be solved using MATLAB. In
our implementation of this numerical scheme, the matrices were generated in a FOTRAN
program but the resulting matrix equation was solved in MATLAB. I wrote these codes
but Paul Metcalfe wrote a routine to import the FORTRAN output into MATLAB.
4.A.2 Test of numerical solutions to Laplace’s equation
The convergence properties of the boundary integral scheme were tested using the simpli-
fied problem
∇2ϕ = 0 (0 ≤ x ≤ 1,−1 ≤ y ≤ 0), (4.56)
with boundary conditions
ϕ = cos(πjx) cosh(πj) (y = 0),
∂ϕ
∂x
= 0 (x = 0, 1),
and
∂ϕ
∂y
= 0 (y = −1),
(4.57)
for some integer j. The system (4.56)-(4.57) has the exact solution
ϕ+ iψ = cos
[
πj(z + i)
]
, (4.58)
∆
ε
Figure 4.17: Variation of three measures of numerical error, ε, as a function of the grid spacing,
∆, for the case j = 1. The maximum error (denoted by ×), error at the point (1
2
, 0) (denoted by
+) and the mean error (denoted by ·).
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which can be used to calculate the error in the numerical scheme for various values of the
grid spacing ∆. Typical results are shown in figure 4.17 for the case j = 1. These show
that the numerical results converge on the analytical solution (4.58) as ∆ → 0 and that
this convergence is fourth-order.
4.A.3 Time-stepping and regridding
An explicit fourth-order Runge–Kutta method was used to evolve the properties of points
on the interface (namely the position of a point and the value of ϕ there). This process
is made easier by using the Lagrangian forms of the dynamic and kinematic boundary
conditions (4.6) and (4.7). In particular, we have
Dϕ
Dt
= 12 |∇ϕ|2 − p− h
and
Dz
Dt
=
(
dβ
dz
)∗
,
(4.59)
since the components of the velocity (u, v) and β are related by
u− iv = dβ
dz
. (4.60)
The time-step that can be used in the Runge–Kutta scheme is constrained by the CFL-
type condition
∆t ≤ C(∆s)3/2 (4.61)
where C is a constant and ∆s denotes the typical spacing in arc length between points
(Leppinen & Lister, 2003). Typically, we used C = 5× 10−5/2 in the simulations reported
here.
To avoid the clustering of interfacial grid points, these grid points are regularly redis-
tributed using cubic splines (parametrized by arc length). This ensures that the points
remain equi-spaced in arc length. We did not observe the numerical instability that has
been reported by others in similar systems (Longuet-Higgins & Cokelet, 1976; Og˜uz &
Prosperetti, 1990; Gaudet, 1998) and so had no need of the various forms of artificial
smoothing that have been suggested previously. In these previous studies the flow was
driven by surface tension whereas here it is driven by the motion of the line mass. How-
ever, when we used linear interpolation, rather than cubic spline interpolation, we did
observe an interfacial instability. It therefore seems that the instability can be suppressed
by using a sufficiently high order interpolation scheme.
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4.A.4 Size of computational domain
When F ≫ 1, sinking occurs at much earlier times than when F ≪ 1. Because the
disturbance caused by the sinking line mass grows like t2/3 independent of F , care must
be taken to ensure that the interfacial deformation caused by sinking is properly resolved.
We therefore need to have a higher spatial resolution available for simulations with F ≫ 1.
It would be impractical to increase the number of grid points used for F ≫ 1 because the
computation is only manageable with O(400) grid points. Instead, we varied the size of
the computational domain, Ld.
To determine how Ld should scale with F we consider the scaling arguments given in §4.5.
Briefly, we expect sinking to occur in a time tsink ∼ F−3. By this time the interface will be
disturbed up to a distance ∼ t2/3sink ∼ F−2 away. To resolve this interfacial disturbance, we
therefore choose Ld ∼ F−2. In particular, the simulations described in §4.5 were carried
out with
Ld = min(10, 30F
−2). (4.62)
These values were found to ensure that the interfacial deformation was resolved but also
that the interface shape was not unduly affected by the proximity of the reflecting bound-
ary at x = Ld.
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Chapter 5
The Waterlogging of Floating Objects
All the water in the world,
However hard it tries,
Can never sink the smallest ship,
Unless it gets inside.
(Anonymous)
Synopsis
We consider the dynamical processes by which a dense and porous object
floating in a body of liquid becomes waterlogged and sinks. We first generalize
the classic model of capillary rise in a porous medium to present an analytically
tractable model of the process, which is valid for objects that are very shallow
compared to their horizontal extent. We also find an analytical expression for
the time taken for the object to sink under this approximation. We use a series
of boundary integral simulations to show that decreasing the horizontal extent
of the object decreases the time taken to sink. We find that the results of
these numerical simulations are in good quantitative agreement with a series
of laboratory experiments. Finally, we discuss the implications of our work for
pumice fragments, which are often found floating in open water after a volcanic
eruption, occasionally even supporting human remains.
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5.1 Introduction
In the discussions of sinking earlier in this thesis, it has been implicitly assumed that
the bulk density of an interfacial object remains constant. There are, however, situations
where this is not the case. For example, during volcanic eruptions pumice fragments (or
clasts) are often ejected and end up in the ocean. Because they are initially dry and
have a large void fraction (typically the porosity φ = 80%) the pumice initially floats. It
does not remain dry for long, however, and gradually soaks up water by a combination of
capillary action and the hydrostatic pressure in the surrounding water; the mean density
of the pumice clast increases until it becomes greater than that of the surrounding water
at which point the clast sinks. (In this chapter we shall neglect the vertical force on a
floating body from surface tension because the objects of interest are typically much larger
than the capillary length, ℓc.)
The sinking process can be extremely drawn out for fragments of pumice, which are often
found floating as part of a large ‘pumice raft’ in oceans many months or even years after a
volcanic eruption (Whitham & Sparks, 1986). Figure 5.1 shows pumice rafts formed after
a recent volcanic eruption near Tonga. During their time afloat, pumice rafts follow ocean
currents, which suggests that tracking their progress might yield information on the speed
and direction of these currents (Bryan et al., 2004; Vaughan et al., 2007). The sediments
formed once the pumice fragments sink also have interesting features that have been noted
by sedimentologists (Manville et al., 1998). In these and other applications, it is important
to understand the time taken for the pumice to become sufficiently waterlogged that it
sinks. Here we address this question by formulating and solving a fluid mechanical model
of the waterlogging process and consider the geophysical implications of our results.
Figure 5.1: Photographs of pumice rafts resulting from eruptions during September 2006 of a
volcano near Home Reef, Tonga. These images were taken off the coast of the Fijian Islands
in late September/October 2006 and show the extent of the rafts. Images downloaded from:
http://www.volcano.si.edu/world/volcano.cfm?vnum=0403-08=&volpage=var.
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Figure 5.2: Schematic illustration of a porous block floating in a liquid. Due to the combined
action of surface tension and hydrostatic pressure, the liquid is imbibed by the porous medium and
so the level of the liquid relative to the block, l, rises.
The plan of this chapter is as follows. We begin in §5.2 by discussing the theoretical
formulation in terms of the flow into a floating, porous body. Using a one-dimensional
formulation, we are able to derive an analytical expression for the level at which the body
floats in the liquid as a function of time. In particular, we obtain an analytical expression
for the time taken to sink as a function of the various material properties of the body.
§5.3 is concerned with the two-dimensional situation. This cannot be solved analytically
and so we introduce a boundary integral formulation of the problem, which we then solve
numerically. We discuss the results of these numerical simulations and compare them
to a series of laboratory experiments in §5.4. Finally, in §5.5, we discuss some of the
implications of our work for the waterlogging of pumice.
A paper based on the work described in this chapter has been published in the Journal
of Fluid Mechanics (Vella & Huppert, 2007). This work is in collaboration with Herbert
Huppert.
5.2 Theoretical formulation
Consider a hydrophilic porous body with solid density ρs and constant, homogeneous
porosity φ. If this is placed in air (of negligible density and viscosity) on the surface of a
liquid with density ρ > ρs(1− φ) then the body will initially float, as shown in figure 5.2.
However, the combined actions of the interfacial tension, γ, and the hydrostatic pressure in
the liquid outside the body will force the liquid to impregnate the porous body. If ρs > ρ
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Figure 5.3: Photograph showing the saturation of a pumice fragment with red food dye. At the
edge of the wetted portion of the pumice, there is a region of partial saturation, illustrated by the
colour variation in this region.
and the pores are all connected then this process will ultimately cause the object to sink.
We are interested in the dynamical processes by which the object becomes waterlogged,
and the time at which it will sink.
5.2.1 Governing equations
In general, regions of the porous medium may only be partially saturated so that we should
compute the evolution of the saturation field (Bear, 1988). In capillary absorption the
width of the partially saturated region is typically a constant fraction of the overall depth
of the wetted region (Philip, 1969). By observing the capillary absorption of coloured food
dye into several pieces of pumice (see figure 5.3), we estimate that this partial saturation
region (signified by variations in coloration) is typically . 5% of the overall wetted region.
Since the region of variable saturation is relatively limited in these rocks, we shall use a
sharp interface model in which the free surface separates regions of the object that are
fully dry and fully wet. The flow of liquid into the porous body is then Darcy flow (Bear,
1988) in a gravitational field. According to Darcy’s law, the liquid velocity within the
porous medium, u, is linearly related to the pressure gradient by
u =
k
φµ
(−∇p+ ρg) , (5.1)
where µ is the dynamic viscosity of the liquid and k is the permeability (assumed uniform)
of the porous body. The incompressibility of the liquid requires that ∇ · u = 0 so that
the pressure in the liquid satisfies
∇2p = 0. (5.2)
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u · n = 0
Figure 5.4: Cross–section of the floating body showing the different pressure boundary conditions
on the wetted region of the porous body.
From (5.1) it is clear that the pressure p completely specifies the flow within the porous
medium. The problem therefore reduces to solving Laplace’s equation (5.2) with suitable
boundary conditions. We assume that the pressure distribution in the liquid outside
the floating body is purely hydrostatic because sinking typically occurs very slowly. The
pressure along the boundary of the body in contact with the exterior liquid (AOE in figure
5.4) is therefore specified by the position of the object in the liquid.
The boundary condition along the air–liquid interface is more complicated. Where the
air–liquid interface lies within the porous medium (BCD in figure 5.4), we assume that
there is a constant pressure jump across the interface ∆p = γκ where κ is the pore-
scale curvature. Taking atmospheric pressure as the zero pressure datum, the boundary
condition on this interface is therefore p = ps, a constant. Where the air–liquid interface
coincides with the edges of the porous medium itself (AB and DE in figure 5.4), the
pore-scale meniscus curvature is ill-defined. Here the capillary pressure acts against the
hydrostatic head that would tend to drive the fluid to flow out of the block and so we
assume that there is no fluid flux through these boundaries, i.e. u · n = 0 where n is the
normal to the edge of the body. These interfaces are called capillary exposed faces in the
literature (Bear, 1988, §7.1.9). The boundary conditions for this problem are summarized
in figure 5.4.
The level of the floating body is determined by the assumption that the vertical force
balance on the body is satisfied instantaneously. Archimedes’ principle applied to the
floating body requires that the weight of exterior liquid displaced by the body must be
equal to the weight of the body, including the weight of any imbibed liquid. However, it
is difficult to express this condition mathematically for general body shapes.
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Throughout this chapter, our main focus is on determining the time taken for a given
porous body to become waterlogged to the point where it is no longer able to float and
therefore sinks. We expect this process to occur on the time scale, t∗, over which the liquid
flows a distance into the porous medium comparable to its characteristic depth, d. From
(5.1) the typical fluid speed is u∗ = kρg/φµ suggesting that we should define
t∗ ≡ dφµ/(kρg). (5.3)
We shall use this characteristic time to non-dimensionalize time, t, letting T = t/t∗.
Similarly, we use the characteristic depth d to non-dimensionalize lengths, lettingX = x/d,
Y = y/d and so on. Finally, we introduce a dimensionless pressure P = p/ρgd (again
measured relative to the atmospheric pressure). Letting
Π ≡ −ps/ρgd, (5.4)
the constant pressure along the air–liquid interface due to capillarity is P = −Π (the
minus sign signifying that, for the hydrophilic materials of interest here, capillarity acts
to suck liquid into the porous medium). We note that in the experiments presented in
§5.4, Π = O(1): the capillary suction pressure and the external hydrostatic pressure are
typically of comparable magnitude.
With this formulation of the problem we now turn to a one-dimensional model. This is a
modification of the classic analysis of capillary rise in a porous medium given by Washburn
(1921). As in Washburn’s analysis, we are able to solve the problem analytically in this
limit.
5.2.2 A one-dimensional model
We begin by considering a one-dimensional model in which liquid can only flow in through
the base of the object (the line Y = 0 in figure 5.4). This corresponds to the limit
in which the object is very shallow in comparison to its horizontal extent. In the one-
dimensional case, the air–liquid interface remains planar so that its height above the base
is H(X,T ) ≡ H(T ). Similarly, the pressure within the porous body must only be a
function of the height, Y , from the base of the body and time T . The pressure will also
satisfy Laplace’s equation (5.2) with boundary conditions P (0) = L and P (H) = −Π
corresponding to hydrostatic pressure in the exterior liquid at Y = 0 and the capillarity
induced pressure at the air–liquid interface, respectively. We therefore find
dP
dY
= −Π+ L
H
. (5.5)
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Substituting this pressure gradient into Darcy’s law (5.1) and equating the liquid velocity
to the rate at which the interface moves through the body, we find that
dH
dT
=
Π+ L
H
− 1. (5.6)
This ordinary differential equation for the motion of the air–liquid interface through the
porous medium is dependent on both the height of the interface from the base, H, and
the submerged depth of the body, L. These two quantities are, however, related through
the condition of vertical force balance, which here simplifies to
L = φH +D(1− φ), (5.7)
in which
D ≡ ρs/ρ > 1 (5.8)
is the density ratio of solid to liquid. Eliminating L from (5.6) using (5.7) and integrating
the result subject to H(0) = 0, we find that
(1− φ)T = −H −Πe log (1−H/Πe) (5.9)
where
Πe ≡ D +Π(1− φ)−1 (5.10)
is the effective non-dimensional pressure driving the waterlogging of the body. It is inter-
esting to note that the density of the object enters (5.9) only through the modified driving
pressure in (5.10). This is a result of the vertical force balance condition, which requires
that the pressure at the base increase linearly with the solid density in order to allow the
object to float.
It is not possible to invert (5.9) to give the immersed depth of the object, H, in terms
of elementary functions of T . However, we may write
H = Πe
{
1 +W
[
− exp
(
−1− 1− φ
Πe
T
)]}
, (5.11)
whereW (x) is the LambertW-function, defined as the solution of x =W (x) exp[W (x)] (see
Corless et al., 1996, for example). In fact, the form of (5.9) is extremely convenient for de-
termining the time, Ts, taken for the body to become waterlogged and sink: sinking occurs
when the exterior free surface coincides with the top edge of the body, i.e. when L = 1.
From (5.7) we therefore have that H(Ts) = D + (1 − D)/φ, which may be substituted
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directly into (5.9) to give
Ts =
Πe −Π− 1
φ(1− φ) −
Πe
1− φ
(
1 + log
[
Πe −Π− 1
Πeφ
])
. (5.12)
Here we have used Π to simplify the result. For our purposes, it is enough to note that Ts
is a monotonically decreasing function of Π and therefore that the maximum time, Tmax,
to sink for given values of the density D and porosity φ is
Tmax =
D − 1
φ(1− φ) −
D
1− φ
(
1 + log
[
D − 1
Dφ
])
. (5.13)
5.3 Numerical simulations
In the one-dimensional model presented above, we have assumed that liquid can only flow
in through the base of the floating object and flows only vertically. In general, the flow
through the sides of the body could also be considerable and will presumably cause the
object to reach the sinking density more quickly. We now consider how much of an effect
this is.
For simplicity, we consider a two-dimensional body with rectangular cross-section, as
shown in figure 5.2. The body has width w and depth d as in figure 5.2. In non-dimensional
terms the porous medium occupies the region |X| ≤ A/2, 0 ≤ Y ≤ 1, where A ≡ w/d is
the aspect ratio of the body. The air–liquid interface is given by Y = H(X,T ) and moves
through the body according to the kinematic boundary condition
DH
DT
= U · ey|Y =H , (5.14)
where ey is the unit normal in the vertical direction and U is given by the dimensionless
version of Darcy’s law (5.1). The evolution of the air–liquid interface therefore depends
on the pressure in the liquid and thus on the level, L, at which the body floats in the
liquid. As the liquid infiltrates the floating body, L increases according to the vertical
force balance condition, which requires that
L = D(1− φ) + φA
∫ A/2
−A/2
H dX. (5.15)
As soon as L > 1, the body sinks because it is then more dense than the surrounding
liquid. What interests us here is the time taken for the body to reach the critical value
L = 1.
In this two-dimensional problem, the air–liquid interface does not remain planar and the
associated free-boundary problem cannot be solved analytically. The sinking time cannot,
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therefore, be determined analytically and we resort to a numerical method to calculate
the dynamics of liquid motion in the body and thereby calculate Ts. We now discuss this
numerical method in more detail.
5.3.1 Numerical method
We used a boundary integral method to solve Laplace’s equation (5.2) for the pressure
P in the porous medium. Our method is based on a boundary integral method used
to study two-dimensional potential flow problems (see Tsai & Yue, 1996, for a review of
these methods) and is very similar to the method used in Chapter 4. The connection to
two-dimensional potential flows arises upon introducing a velocity potential Φ ≡ −Y − P
so that U = ∇Φ. It is then natural to introduce the corresponding streamfunction
Ψ(X,Y ;T ). Both Φ and Ψ are harmonic functions and so the complex potential β(Z;T ) ≡
Φ(X,Y ;T )+iΨ(X,Y ;T ) is analytic within the wetted porous medium (where Z = X+iY ).
By Cauchy’s theorem, therefore,
∫
C
β
Z − Zk dZ = 0, (5.16)
where C is the closed contour bounding the wetted porous medium (ABCDEOA in figure
5.4) and Zk is a point outside the contour C.
At an instant of time, the pressure on most of the air–liquid interface and on the portion
of perimeter that is in contact with the exterior fluid is given by the configuration of the
body. The velocity potential Φ is therefore known at these positions on the contour
C. On the small portions of the air–liquid interface that coincide with the boundary of
the porous body (the capillary exposed faces), Φ is unknown since the pressure there is
unknown. However, because there is no flux through these faces, they are streamlines and
we may set Ψ = 0 along these portions of C. Therefore either the real or imaginary part
of β is known for every portion of C. After discretizing the contour C, (5.16) we use linear
interpolation (rather than the cubic spline interpolation used in Chapter 4) to calculate
the matrix equation corresponding to (5.16). This is a matrix equation for the unknown
parts of β, which may be solved numerically (as discussed by Greenhow et al., 1982). The
complex potential β is therefore known all around C at a given instant of time.
From complex potential theory, the velocity (U, V ) of the fluid within the porous medium
satisfies U − iV = dβ/dZ (Batchelor, 1967). The kinematic boundary condition (5.14) for
the motion of points on the air–liquid interface may therefore be written as
DZ
DT
=
(
dβ
dZ
)∗
, (5.17)
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where ∗ denotes the complex conjugate. The derivative in (5.17) is calculated numerically
using a second-order central-difference scheme. The position of points on the air–liquid
interface is then stepped forward in time using the fourth-order Runge–Kutta method.
The points are regularly redistributed according to the smoothing scheme proposed by
Longuet-Higgins & Cokelet (1976) to suppress an unphysical interfacial instability. The
new value of L, the level at which the body floats in the liquid, is calculated using (5.15).
This method is repeated marching forward in time, until L = 1 at some time T = Ts.
Our simulations typically used 100 interfacial nodes and a simple variable time-step
routine. The time-step is chosen to ensure that the fastest moving interfacial point moves
less than 1% of the grid spacing in a single step. The convergence of our scheme was
tested by varying the number of nodes used and the time step; the results presented here
are accurate to . 1%. We first validated our numerical scheme by comparing the results
for capillary rise in a (immobile) porous medium with the analytical result
H(T ) = Π
{
1 +W
[
− exp
(
−1− T
Π
)]}
, (5.18)
which has been given by, among others, Lago & Araujo (2001) using the analysis of
Washburn (1921). This comparison is made in figure 5.5 and shows that the agreement is
very good. We also compared our results for sinking with the analytical result from our
one-dimensional model (5.11) in the limit of shallow floating objects.
T
H
Figure 5.5: Comparison between simulation results (points) and the analytical result (5.18) (solid
curve) for H(T ) in capillary driven flow into an immobile porous medium. Here Π = 0.9 and
φ = 0.3.
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A = 1
A = 5
A = 10
A = 20
A =∞
Ts
1/Π
Figure 5.6: Numerical results for the non-dimensional time to sink, Ts, as a function of the
strength of surface tension, Π, for various values of the aspect ratio A of the object. The dashed line
shows the analytical prediction of the one-dimensional model, corresponding to the limit A = ∞.
Here D = 2.3 and φ = 0.8 as is typical of pumice (Whitham & Sparks, 1986).
5.3.2 Results
The non-dimensional time to sink depends on the four non-dimensional parameters already
discussed: the density ratio D; porosity φ; aspect ratio A; and the strength of surface
tension Π. In the case of pumice clasts the first two of these parameters are reasonably
constant with D ≈ 2.3 and φ ≈ 0.8 (Whitham & Sparks, 1986). In the numerical results
presented here, therefore, we have held these two parameters constant and varied only the
aspect ratio A and the strength of surface tension Π.
The time taken to sink, Ts, as calculated by our boundary integral simulations is plotted
in figure 5.6 as a function of 1/Π for different values of the aspect ratio A. It is convenient
to use 1/Π = −ρgd/ps as the independent variable in this graph since, with all other
variables held constant, increasing 1/Π corresponds to increasing the size of the body.
For 1/Π ≪ 1 figure 5.6 shows that Ts ∼ 1/Π, which in dimensional terms indicates that
ts ∼ d2.
Our simulations track the position of the air–liquid interface within the porous block as
well as the level at which the block floats in the exterior liquid. The evolution towards
sinking is illustrated by the time series in figure 5.7.
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Figure 5.7: Time series depicting the sinking of a square (A = 1) porous block in simulations. The exterior level of the liquid is indicated by the
horizontal lines and the curves show the position of the air–liquid interface within the block at four different times. The last of these corresponds to
the instant at which the block sinks. Here Π = 0.5 and other parameters are typical of pumice, namely: D = 2.3 and φ = 0.8 (Whitham & Sparks,
1986).
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The numerical results show that, as expected, the finite aspect ratio of a floating porous
body decreases the value of Ts (as compared to the one-dimensional limit considered in
§5.2.2). This is because there is an additional boundary through which liquid can flow into
the body. The one-dimensional model shows that for given material properties there is a
maximum non-dimensional time to sink, Tmax, given by (5.13). For 1/Π ≫ 1, therefore,
we must have Ts → β, where β < Tmax is a constant. In dimensional terms this shows
that the time to sink ts ∼ d for Π≪ 1. Summarizing the results for Π≫ 1 and Π≪ 1 we
have:
ts ∼

d
2 d≪ |ps|/ρg,
d d≫ |ps|/ρg.
(5.19)
5.4 Experimental results
We conducted a series of simple experiments to directly test the results of our numeri-
cal simulations. In these experiments the porous medium used was hydrophilic cellulose
sponge (Sydney Heath and Son). Sponge was chosen rather than pumice because it ap-
peared to be homogeneous and isotropic, was easy to cut into different sized pieces and
could be dried quickly between runs. As with pumice, the sponge has only a limited region
of partial saturation (< 5%).
The porosity of the sponge was measured to be φ ≈ 0.77. Its permeability was measured
in a dynamic capillary rise experiment: the sponge was vertically clamped and the capillary
rise of dyed water through the sponge was recorded using a CCD camera. The measured
height of capillary rise as a function of time agrees well with the theoretical prediction of
Washburn (1921) with a value of k/φ = 3.4 ± 0.2 × 10−10 m2. The maximum rise height
of liquid was measured to be 2.7 cm, which corresponds to ps ≈ −264 Pa.
To make the sponges effectively two-dimensional, OHP transparencies were glued onto
thin slices of the sponge, as shown schematically in figure 5.8. This prevents water from
flowing into the sponge except through the thin open edges. To investigate how different
solid densities affect the time taken to sink, we taped various metal weights to the base of
the sponge without impeding the fluid flow into the sponge. The object was then placed
in a bath of water and the time taken for it to sink measured. The presence of a weight
at the base of the object also stabilized the object to toppling, ensuring that it remained
upright throughout the experiment.
The results of these experiments, together with the predictions of our boundary integral
simulations, are presented in figure 5.9. These show that there is good agreement between
experiment and the theoretical predictions. We note that in the case of the smaller object
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additional
weight
cellulose
sponge
OHP
transparency
Figure 5.8: Schematic illustration of the sponge sheets used in our experiments. Typically the
sponge was around 1 cm thick with a cross section of 10 cm× 5 cm.
(a), the theory systematically over predicts the time taken for the object to sink. This
may be attributed to the early time transients in the experiment where the object is
not initially in hydrostatic equilibrium. As can be seen from a graph of its level in the
water (figure 5.10) the object initially oscillates about hydrostatic equilibrium. During
these oscillations the object soaks up water faster than the model suggests: it initially
falls below its equilibrium depth where the hydrostatic pressure is relatively high, forcing
liquid in faster. This increases the weight of the object and it does not rise as far during its
upward motion as it would with its initial weight. For the larger object (b), waterlogging
takes longer and so these early transients are less significant; the experimental results in
this case agree with theoretical predictions to within the experimental errors.
In other experiments we recorded the level of the sponge in the water as a function of
time. The results of a typical run of this experiment are shown in figure 5.10 and again
show good agreement with the predictions of the relevant boundary integral simulation.
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(a) (b)
DD
TsTs
Figure 5.9: The experimentally measured time taken for sponges of various effective solid densities
to sink (points) compared to the predictions of our boundary integral simulations (curve). The two
plots correspond to different size sponges: in (a) Π ≈ 0.42 and A ≈ 2.1 while in (b) Π ≈ 0.26 and
A ≈ 1.3. In both cases φ ≈ 0.77. Typical error bars are shown in the top right hand corner of each
plot.
T
L
Figure 5.10: The time evolution of the non-dimensional submerged body depth. Experimental
results (points) compare well with the theoretical prediction (solid line). Here φ = 0.77, D = 1.64,
Π = 0.42 and A = 2.1.
97
5.5 Discussion
5.5 Discussion
Our experimental and theoretical analyses have shown how the time taken for a porous
object to sink depends on its size and material properties. The dependence of sinking
time on the size of the object is particularly relevant in sedimentology. According to
Manville et al. (1998), pumiceous sediments that formed at the bottom of a body of
water are unusual in being ‘inverted’: that is they consist of smaller pumice fragments at
the base of the sediment with increasing fragment size towards the top of the sediment.
Manville et al. (1998) suggest that this could be explained by the smaller pumice fragments
becoming waterlogged more quickly than larger fragments and so reaching the bed earlier.
They explained this using an analogy between the motion of liquid in a porous medium
and diffusion and therefore predicted that, in our notation, ts ∼ d2. The results of our
numerical simulations, summarized by the scalings in (5.19), show that this is correct
for fragments that are small in comparison to the equilibrium capillary rise height in the
material. For larger fragments, however, the liquid motion is driven primarily by the
hydrostatic pressure head in the surrounding liquid so that ts ∼ d. This difference in
exponents will not alter the postulated size ‘inversion’ of pumiceous deposits. However, it
will be important in estimating the time taken to sink, which is the quantity of interest
in other contexts, as we now discuss.
There are many recorded instances in which long-lived pumice ‘rafts’ have formed on
open water shortly after volcanic eruptions. Perhaps the most famous of these instances
was the Krakatoa eruption of 1883. More than six months after the eruption, individual
pumice fragments as well as larger ‘pumice rafts’ were washed up on the east coast of Africa
(Symonds, 1888)1. The vast distances covered by pumice in this and other instances has led
to the suggestion that floating pumice and other material could act as a means of biological
dispersal carrying plants and even small animals between distant continents (McBirney &
Williams, 1969; Heyligers, 2001). Indeed, field studies by Jokiel (1989) have shown that
marine organisms (including coral colonies) are commonly brought into the Kwajalein
Atoll (Marshall Islands) onboard floating pumice.
For biological dispersal via pumice to be feasible, pumice fragments must typically re-
main afloat for long periods of time. While this longevity has been observed numerous
times in the field, there are no quantitative estimates of how long we might expect, on fluid
mechanical grounds, pumice to remain afloat. In general, this will depend on the strength
of surface tension in driving the flow. However, from figure 5.6 we see that Ts ≤ O(1) for
1Several eyewitness accounts of these pumice rafts, as well as descriptions of the cargo that they carried
with them, are collected in the popular book about Krakatoa by Winchester (2003).
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Expt. Symbol d˜ (cm)
M1 + 4.82
M2 × 3.67
M3 © 2.93
M4 2 2.25
Table 5.1: Effective sizes, d˜, of the four pumice clasts investigated by Whitham & Sparks (1986)
analyzed here. The experiment number is that used in Whitham & Sparks (1986) while the symbol
is that used to represent each clast in figure 5.11.
all values of the surface tension strength Π. Given the non-dimensionalization of time in
(5.3), we therefore expect that
ts ≤ O
(
dφµ
kρg
)
. (5.20)
Klug & Cashman (1996) found that pumice typically has k & 10−14 m2. which then sug-
gests that ts ≤ O(1) day for d = 1 cm. However, the experiments of Manville et al. (1998)
and Whitham & Sparks (1986) both show that pumice fragments of this size actually float
for O(103) hrs ≈ O(40) days before sinking. This discrepancy is interesting because our
own experiments with pieces of sponge found good agreement between experiment and
theory.
To resolve this discrepancy, we test some other predictions of our model using the data
provided by Whitham & Sparks (1986). They performed a series of experiments on dif-
ferent sized cuboids cut from a single piece of pumice from the Minoan eruption of San-
torini. We shall therefore assume that the material properties of each sample are the
same. Whitham & Sparks (1986) only report the volume of each cuboid, not its aspect
ratio. We therefore estimate the effective depth of a given cuboid, d˜, as the cube root
of its volume. Whitham & Sparks (1986) dropped seven such cuboids into a beaker of
water and measured their density at points during the next one and a half years. Because
of various discrepancies between the results tabulated and those plotted by Whitham &
Sparks (1986) for the three smallest clasts, we consider only the four largest clasts here.
The size of each of these clasts is given in table 5.1.
Figure 5.11 shows how the bulk clast density, L, increases in time. Here, time has been
rescaled by the effective clast size d˜, which is motivated by the scaling t∗ ∼ d. In plotting
the data of Whitham & Sparks (1986) we have neglected their estimate for the amount of
water lost from the pumice by removing it from the beaker.
Expanding the analytical one-dimensional result (5.11) for T ≪ 1 we find that
L ≈ D(1− φ) + φ [2(1− φ)Πe]1/2 T 1/2. (5.21)
99
5.5 Discussion
(t/d˜)1/2 (hrs/cm)1/2
L
Figure 5.11: The waterlogging of pumice measured by Whitham & Sparks (1986). The dimen-
sionless bulk density of each clast (in our notation, L) is plotted as a function of rescaled time,
(t/d˜)1/2 where d˜ is the effective size of the clast. The symbol for each pumice clast is as in table
5.1. Raw data taken from Whitham & Sparks (1986). The dashed line shows the best fit line for
short times (5.22).
This suggests that we should plot L as a function of (t/d˜)1/2, as has been done in figure
5.11.
Figure 5.11 shows a reasonable collapse of the data for different sized samples cut from
a single piece of pumice. This plot also shows the diffusive growth of L at early times
predicted by (5.21). The collapse of the experimental data over a range of values of d˜
suggests that ps/ρgd˜ ≪ 1: otherwise Πe = D − ps/
[
ρgd˜(1 − φ)] would vary considerably
as d˜ varies and the data would not collapse. We therefore conclude that in this instance
waterlogging is driven primarily by hydrostatic pressure, rather than surface tension.
The dashed line in figure 5.11 shows the line
L = 0.445 + 0.0123
(
t
d˜
)1/2
. (5.22)
The gradient of this line is the mean of the gradients of the best fit lines for each individual
clast, which have standard deviation 7.5 × 10−4 (cm/hrs)1/2 about this mean.
From the gradient in (5.22) and the one-dimensional result (5.21) we obtain an order
of magnitude estimate for the permeability k ∼ 10−16 m2. We cannot estimate k more
precisely since the dimensionless constants that appear in (5.21) are correct only for one-
dimensional pumice! However, we note that this estimate is a factor of 100 smaller than
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the value of k given by Klug & Cashman (1996). This smaller k increases our estimate
of the sinking time (bringing it into line with the data of Whitham & Sparks, 1986) and
suggests that some pumice samples have much lower permeability than was previously
thought.
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Chapter 6
Gravity Currents in a Porous Medium
at an Inclined Plane
And I will show you something different. . .
(T. S. Eliot, The Waste Land)
Synopsis
We consider the release from a point source of relatively heavy fluid into a
saturated porous medium above an impermeable slope. We consider the case
where the volume of the resulting gravity current increases with time like tα
and show that for α < 3, at short times the current spreads axisymmetri-
cally, with radius r ∼ t(α+1)/4, while at long times it spreads predominantly
downslope. In particular, for long times the downslope position of the cur-
rent is proportional to t, while the current extends a distance proportional
to tα/3 across the slope. For α > 3, this situation is reversed with spreading
occurring predominantly downslope for short times. The governing equations
admit similarity solutions whose scaling behaviour we determine, with the full
similarity form being evaluated by numerical computations of the governing
partial differential equation. We find that the results of these analyses are in
good quantitative agreement with a series of laboratory experiments. Finally,
we discuss the implications of our work for the sequestration of carbon dioxide
in aquifers with a sloping, impermeable cap.
102
6.1 Introduction
6.1 Introduction
Horizontal differences in density between two fluids lead to the propagation of so-called
gravity currents. These currents are of interest in a number of industrial as well as natural
applications and so obtaining an understanding of the way in which they propagate is a
subject that has motivated a considerable amount of current research (see Huppert, 2006,
for a review).
Previously, our understanding of axisymmetric viscous gravity currents on an imperme-
able boundary (Huppert, 1982) has been generalized to take account of the effects of a
slope (Lister, 1992) as well as the propagation of a current in a porous medium (Huppert
& Woods, 1995; Lyle et al., 2005). In this chapter, we consider the propagation of a gravity
current from a point source in a porous medium at an impermeable sloping boundary. Of
particular interest is the evolution of the current away from the axisymmetric similarity
solution found by Lyle et al. (2005). This is a situation that has significant implications
in the field of carbon dioxide sequestration, which we will discuss below.
We begin by deriving the evolution equations for the shape of a current whose volume
varies in time like qtα. A scaling analysis of these governing equations reveals the extent
of the current as a function of time up to a multiplicative constant. The full form of the
similarity solutions that give rise to these scalings can only be determined by numerical
means, however, and to do so we modify the numerical code of Lister (1992). For some
particular values of α, it is possible to make analytical progress; these cases are considered
separately in §6.3 and provide a useful check of the numerical scheme. We then compare
the results of the numerical calculations to a series of experiments in §6.4 and find good
quantitative agreement between the two. Finally, in §6.5, we discuss the implications of
our results in geological settings, with particular emphasis on the implications of our work
for the geological sequestration of carbon dioxide.
A paper based on the work described in this chapter has been published in the Journal
of Fluid Mechanics (Vella & Huppert, 2006). This work is in collaboration with Herbert
Huppert.
6.2 Formulation
6.2.1 Governing equations
We consider a gravity current consisting of fluid material of density ρ+∆ρ in an infinitely
deep porous medium saturated with fluid of density ρ, which is bounded by an imperme-
able barrier at an angle θ to the horizontal (see figure 6.1 for a sketch of the setup). That
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z = h(x, y, t)
xn
xu
θαqt
α−1
ymax
x
y
y = y (x)e(a)
(b)
ρ + ∆ρ ρ
x
z
Figure 6.1: Sketches of a gravity current, of density ρ + ∆ρ, propagating in a porous medium
saturated with liquid of density ρ above an inclined plane. (a) Plan view of the current and (b)
horizontal section through the current.
the saturated porous medium is deep in comparison with the vertical extent of the current
allows us to neglect the motion of the surrounding fluid, simplifying the problem consid-
erably. We use the natural Cartesian co-ordinate system centred on the mass source and
aligned with the slope of the impermeable boundary. The depth, h(x, y, t), of the gravity
current is then determined by continuity combined with Darcy’s law (see Bear, 1988, for
example) and the assumption that the pressure, P , in the current is hydrostatic, i.e.
P − P0 = ∆ρgh cos θ − (ρ+∆ρ)gz cos θ + ρgx sin θ (z < h), (6.1)
with P0 constant and g being the acceleration due to gravity. This assumption is valid
provided that the aspect ratio of the current (depth/length) remains small (Huppert &
Woods, 1995). Here, Darcy’s law takes the form
u = −k
µ
[∇P − (ρ+∆ρ)g(sin θ, 0,− cos θ)] , (6.2)
where k is the permeability of the porous medium (assumed uniform) and µ is the viscosity
of the liquid. The Darcy velocity within the porous medium is therefore given by
u = −k∆ρg
µ
(
− sin θ + cos θ∂h
∂x
, cos θ
∂h
∂y
, 0
)
. (6.3)
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Using this along with the conservation of mass, we obtain
∂h
∂t
=
kρg′
µφ
(
cos θ
2
∇2h2 − sin θ∂h
∂x
)
, (6.4)
where φ is the porosity of the porous medium and
g′ ≡ g∆ρ/ρ (6.5)
is the reduced acceleration due to gravity. Equation (6.4) is a nonlinear advection–diffusion
equation for the current thickness h(x, y, t), with the two terms on the right hand side
representing the gravity-driven spreading of the current and its advection downslope, re-
spectively.
It is common to close the system by requiring that the volume of the current depend on
time like qtα for some constant α ≥ 0 (Huppert, 1982; Lister, 1992; Huppert & Woods,
1995). This constraint leads to solutions of self-similar form (as we shall see again in this
case) but also covers the natural cases of a fixed volume release (α = 0) and a constant
flux release (α = 1). To impose this volume constraint, (6.4) must be solved along with
φ
∫ xn
xu
∫ ye(x)
−ye(x)
h dy dx = qtα, (6.6)
with |y| = ye(x) giving the edge of the current for xu(t) < x < xn(t). Note that (6.6)
contains an extra multiplicative factor of φ, which was erroneously omitted in the study
of an axisymmetric current in a porous medium by Lyle et al. (2005).
Equations (6.4) and (6.6) may be non-dimensionalized by setting T = t/t∗, H = h/h∗,
X = x/x∗ and Y = y/y∗, where
t∗ ≡
(
q
φV 3 tan θ
) 1
3−α
, x∗ = y∗ ≡ V t∗, h∗ ≡ x∗ tan θ, (6.7)
and
V ≡ kρg
′ sin θ
µφ
(6.8)
is the natural velocity scale in the problem. In non-dimensional terms, therefore, the
current satisfies
∂H
∂T
=∇ · (H∇H)− ∂H
∂X
, (6.9)
along with the volume conservation constraint
∫ Xn
Xu
∫ Ye(X)
−Ye(X)
H dY dX = Tα. (6.10)
6.2 Formulation
6.2.2 Scalings
To aid our physical understanding of spreading of the gravity current, we begin by con-
sidering the scaling behaviour of the spreading in the limits of short and long times. Two
different spreading regimes are observed depending on which of the two downslope veloc-
ity terms in (6.3) dominate. When hx ≫ tan θ (HX ≫ 1), the typical horizontal velocity
scale is Xn/T ∼ H/Xn so that H ∼ X2n/T . Further, Xn ∼ Ymax and volume conserva-
tion (6.10) requires that HXnYmax ∼ Tα. From this we therefore find the axisymmetric
scalings obtained by Lyle et al. (2005), namely
H ∼ T α−12 , Xn ∼ Ymax ∼ T
α+1
4 . (6.11)
When hx ≪ tan θ (HX ≪ 1), (6.3) gives a typical downslope velocity of the current as
Xn/T ∼ 1 while in the across-slope direction we have Ymax/T ∼ H/Ymax. Combined with
volume conservation HXnYmax ∼ Tα these scalings lead to
H ∼ T 2α−33 , Xn ∼ T, Ymax ∼ T
α
3 , (6.12)
so that the current spreads predominantly downslope. It is worth noting here that the
long time scaling Xn ∼ T is unsurprising because (6.9) may be simplified by moving into
a frame moving at unit speed downslope (Huppert & Woods, 1995). We also note that
the scaling Ymax ∼ Tα/3 is identical to that found by Lister (1992) for a viscous current
on a slope. In fact, this scaling is generic in these problems, being recovered whenever the
fluid flux is proportional to some power of the current height, H, as shown in Appendix
6.A of this chapter.
Note that to observe axisymmetric spreading we require hx ≫ tan θ. For this condition
to be consistent with the thin layer assumption used to derive (6.4) we therefore require
tan θ ≪ 1. Asymmetric spreading, on the other hand, ensures that hx ≪ 1 and we do not
need to assume that θ ≪ 1 in this case.
From the scalings in (6.11) and (6.12) we see that
HX ∼ H
Xn
∼

T
(α−3)/4, HX ≫ 1
T 2(α−3)/3, HX ≪ 1.
(6.13)
When α < 3, therefore, we find axisymmetric spreading at short times (T ≪ 1) and
asymmetric spreading at long times (T ≫ 1). When α > 3, the importance of the
two downslope terms (the diffusive and translational terms) reverses and we recover the
axisymmetric spreading scalings given in (6.11) as being relevant for T ≫ 1. Conversely,
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Regime Downslope extent Cross-slope extent Thickness
xn ymax h
α < 3 t≪ t∗ ∼
(
V q
φ tan θ
)1/4
t(α+1)/4 ∼
(
V q
φ tan θ
)1/4
t(α+1)/4 ∼
(
q tan θ
φV
)1/2
t(α−1)/2
α < 3 t≫ t∗ ∼ V t ∼
(
q
φ tan θ
)1/3
tα/3 ∼
(
q2 tan θ
φ2V 3
)1/3
t(2α−3)/3
α > 3 t≪ t∗ ∼ V t ∼
(
q
φ tan θ
)1/3
tα/3 ∼
(
q2 tan θ
φ2V 3
)1/3
t(2α−3)/3
α > 3 t≫ t∗ ∼
(
V q
φ tan θ
)1/4
t(α+1)/4 ∼
(
V q
φ tan θ
)1/4
t(α+1)/4 ∼
(
q tan θ
φV
)1/2
t(α−1)/2
Table 6.1: Summary of the asymptotic scalings for the dimensions of a gravity current in a porous
medium at an inclined plane. Here dimensional notation is used for clarity, and t∗ and V are as
defined in (6.7) and (6.8), respectively.
for T ≪ 1 we recover the non-axisymmetric scalings of (6.12). A summary of the different
scaling regimes expected is given in dimensional terms in table 6.1.
That we observe axisymmetric spreading if α > 3 and T ≫ 1 is surprising, but is a
consequence of the fact that the downslope flux in a porous medium gravity current is
only weakly dependent on the local height and so can be swamped by the spreading terms
in (6.9). In the viscous case, this is not possible because the downslope flux is able to
remove the incoming flux much more efficiently and penalizes the accumulation of material
at a particular point more. A scaling analysis addressing the difference between these two
cases is given in Appendix 6.A.
The importance of the case α = 3 as a transition between qualitatively different flow
regimes is reminiscent of earlier work on gravity currents. For an axisymmetric gravity
current, Huppert (1982) found that viscous forces dominate inertia at long times for α < 3
(being insignificant at short times) with the situation reversed for α > 3. Acton et al.
(2001) found that a viscous gravity current propagating over a permeable medium spreads
only a finite distance if α < 3 but spreads indefinitely for α > 3. Despite these similarities,
the reappearance of a transition at α = 3 here is purely coincidental.
6.2.3 Numerics
The axisymmetric spreading of a gravity current in a porous medium above a horizontal
plane was considered by Lyle et al. (2005). In particular, they determined the coefficients
in the scalings (6.11) by finding a solution dependent on one similarity variable in this
case. To determine the prefactors in the non-axisymmetric scaling relations (6.12), it is
necessary to resort to numerical solutions of (6.9) and (6.10). The numerical code I used
to do this was adapted from that used by Lister (1992) for a viscous gravity current on an
inclined plane, with minor alterations to make it applicable to a gravity current in a porous
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Figure 6.2: Numerically computed evolution of the extent of a constant flux current (α = 1)
showing the transition from axisymmetric spreading when T ≪ 1 to asymmetric spreading when
T ≫ 1. The numerical results reproduce the scalings (6.11) and (6.12).
medium. This code is an implementation of a finite-difference scheme on a rectangular grid
with time-stepping performed using an alternating-direction-implicit method. Equation
(6.9) was written in flux-conservative form allowing the diffusive and advective terms to be
represented by the Il’in scheme (Clauser & Kiesner, 1987). More details of the numerical
scheme may be found in Lister (1992).
Typical numerical results are shown in figure 6.2 for the case of a constant flux current
(α = 1). This shows that we observe the scalings (6.11) when T ≪ 1 and (6.12) when
T ≫ 1, as expected.
6.3 Special values of α
In this section, we consider separately particular values of α that are of special interest. In
some of these cases, it is possible to make progress analytically providing useful checks on
the numerical scheme discussed in §6.2.3, but they also shed light on situations of practical
interest.
6.3.1 Constant volume
As already noted, the differential equation in (6.9) may be simplified by moving into a
frame translating at unit speed downslope. However, for general values of α, this corre-
sponds to a point source that is moving uphill in the new frame, complicating the analysis.
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For a current of constant volume, α = 0, there is no distinguished source point and we
let X ′ ≡ X − T . The resulting transformation of (6.9) has an axisymmetric similarity
solution (Lyle et al., 2005), which may be written
H(X,Y, T ) =
1
8T 1/2
(
4√
π
− R
′2
T 1/2
)
, (6.14)
where R′ ≡ (X ′2 + Y 2)1/2.
6.3.2 Constant flux: A steady state
For very long times T ≫ 1, we expect that a constant flux current (corresponding to
α = 1) will approach a steady state, whose shape we now determine. We expect this
steady shape to be observed far from the nose of the current, since the nose is always
unsteady, requiring that X ≪ T . Sufficiently far downstream from the source (X ≫ 1),
the steady shape is given by
∂2H2
∂Y 2
= 2
∂H
∂X
, (6.15)
which has a similarity solution of the formH(X,Y ) = X−1/3f(Y/X1/3) where the function
f satisfies
d2f2
dη2
+
2
3
(
f + η
df
dη
)
= 0,
∫ ηe
−ηe
f dη = 1, f(±ηe) = 0. (6.16)
This has solution
f(η) =
1
6
(η2e − η2), (6.17)
where ηe = (9/2)
1/3 ≈ 1.651 denotes the position of the current edge in similarity variables.
This limiting solution is also given by Woods (1999) without any further discussion.
This result shows that far away from the source and nose regions, we should expect the
boundary of unsteady currents to approach Y = (9X/2)1/3. Superimposing this curve
onto the numerically calculated current provides a useful check of the numerical scheme
described in §6.2.3. This comparison (see figure 6.3) shows that, away from both the nose
and source regions, we do indeed see the steady state boundary shape, though this region
is confined to T−1 ≪ X/T ≪ 1 in the rescaled co-ordinates used in figure 6.3.
It is interesting to note that the similarity solution (6.17) is precisely that given by Hup-
pert & Woods (1995) for the shape of a two-dimensional current of constant volume
spreading in a porous medium above a horizontal boundary. This correspondence arises
because in the steady state case considered here, fluid moves downslope at a constant
velocity — independently of its cross-slope position and the local current height — so
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Figure 6.3: Numerical evolution of the boundary of a constant flux current (α = 1) in rescaled
co-ordinates at (a) T = 1.23, (b) T = 9.52 and (c) T = 270.9. The last of these is indistinguishable
from the steady state shape that is found at long times in these rescaled variables. The similarity
solution for the steady shape in the interior is given by Y = (9X/2)1/3 (dashed line) and is valid
away from the source and the front regions, which in these rescaled variables requires that T−1 ≪
X/T ≪ 1.
that X is a proxy for time. A material slice in the y–z plane thus remains planar as it is
advected downslope and so spreads laterally in exactly the same way that a fixed volume
release does in two dimensions.
6.3.3 α = 3
When α = 3, the non-dimensionalization leading to (6.9) breaks down because there is no
longer a characteristic time scale t∗ of the motion. Instead, an additional natural velocity
scale, (q/φ)1/3, enters the problem. We thus define a new set of dimensionless variables
T˜ = t/t˜∗, H˜ = h/h˜∗, X˜ = x/x˜∗ and Y˜ = y/y˜∗ where t˜∗ is an arbitrary time scale and
x˜∗ = y˜∗ ≡
(
q
φ tan θ
)1/3
t˜∗, h˜∗ ≡ x˜∗ tan θ. (6.18)
In these non-dimensional variables, the system becomes
∂H˜
∂T˜
= ν
(
∇ · (H˜∇H˜)− ∂H˜
∂X˜
)
, (6.19)
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Figure 6.4: Numerical results showing the boundaries of currents with α = 3 obtained by solving
(6.22) and (6.23) for six values of the parameter ν. Labels refer to the value of ν for each current.
along with volume conservation in the form
∫ X˜n
X˜u
∫ Y˜e(X˜)
−Y˜e(X˜)
H˜ dY˜ dX˜ = T˜ 3, (6.20)
where
ν ≡ V (φ tan θ/q)1/3 (6.21)
is essentially the ratio of the two velocity scales in the problem. By substituting H˜ =
T˜H(ξ, η) with X˜ = T˜ ξ and Y˜ = T˜ η, time can be eliminated from this problem entirely so
that H is the solution of the two-dimensional problem
3H = [H{ξ + ν(Hξ − 1)}]ξ + [H(η + νHη)]η , (6.22)
(with subscripts denoting differentiation) and
∫ ξn
ξu
∫ ηe
−ηe
H dη dξ = 1. (6.23)
The system (6.22) and (6.23) was solved by time-stepping the problem in (6.19) and
(6.20) using a minor modification of the code described in §6.2.3. This was found to
be a convenient method of solution and also demonstrates that time-dependent solutions
converge on the time-independent solution. The results of this calculation are shown in
figure 6.4 for a number of different values of ν.
111
6.4 Experimental results
102
101
100
10 -1
10 -2
10 -1 100 101
T
Xn
Ymax
Figure 6.5: Numerical results for the positions of the current edge Xn and Ymax as a function
of time T for α = 4 (solid lines). For T ≫ 1 these obey the axisymmetric spreading relationship,
Xn, Ymax ≈ 0.8855T 5/4 (dashed line), that we expect from the axisymmetric analysis of Lyle et al.
(2005).
6.3.4 α > 3
In §6.2.2, we observed that for α > 3 a scaling analysis suggests that we should observe
axisymmetric spreading for T ≫ 1. For such values of α, therefore, we expect to recover
the axisymmetric solutions given by Lyle et al. (2005) in our numerical simulations. In
particular, for α = 4 we would expect to find that
Xn, Ymax ≈ 0.8855T 5/4,
where the prefactor here has been determined by repeating the analysis of Lyle et al.
(2005). As shown in figure 6.5, this result is indeed obtained from our numerical results.
6.4 Experimental results
I conducted experiments in which a saline solution (dyed red) was injected at constant flux
(α = 1) into the base of a porous medium saturated with fresh water. The details of the
experimental setup are as described by Lyle et al. (2005). In summary, the experiments
were performed in a square-based Perspex tank of internal side length 61 cm and height
41 cm. The porous medium consisted of a self-supported matrix of glass ballotini (diameter
3 mm), which filled the tank to a height of 25 cm. In contrast to the experiments of Lyle
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Expt. Symbol g′ (cm s−2) q (cm3 s−1) θ (◦) t∗ (s) x∗ (m) h∗ (m)
1 △ 91 2.14 9.5 40.5 0.112 0.019
2 2 99 1.31 10 25.2 0.080 0.014
3 3 99 3.04 18 11.9 0.067 0.022
4  99 4 18 13.7 0.077 0.025
5  99 5.78 18 16.5 0.093 0.030
6 ⋆ 91 3.86 5 196.2 0.286 0.025
Table 6.2: Parameter values investigated in the six experiments presented here as well as the
symbol used to represent their results in figure 6.7.
t = 3 s
t = 11 s
t = 21 s
t = 36 s
t = 56 s
t = 76 s
10 cm
Figure 6.6: Comparison between the current profiles (dark) observed in Experiment 3 and those
predicted by numerical computation (superimposed white lines).
et al. (2005), the Perspex tank was tilted (so that the gravity current was propagating
on a slope) and the saline solution was injected at the edge of the tank, away from the
corner because the inherent symmetry is different here to that of the axisymmetric case.
Video footage of the motion was captured using a CCD camera and measurements of
the front distance down slope xn as well as the maximum lateral extent of the current
ymax were made using the image analysis software ImageJ
1. The details of the six different
combinations of g′, q and θ investigated are given in table 6.2, along with the relevant values
of the typical scales t∗, x∗ and h∗. The latter estimates are based on the measurements of
φ = 0.37 and k = 6.8 × 10−9 m2 given by Lyle et al. (2005). The experimental results of
Lyle et al. (2005) are in very good agreement with theory once the additional factor of φ
in (6.6) is included. We therefore believe these values of φ and k to be correct.
Figure 6.7 shows that the experimental results are in good agreement with the theoret-
ical results produced by solving (6.9). The comparison between experimentally observed
current profiles and those predicted from theoretical solutions of (6.9) shown in figure 6.6
is also favourable — particularly away from the source region. Two possible mechanisms
may account for the slight discrepancy between experiments and theory observed: the
drag exerted by the solid substrate on the current and the fact that the pore Reynolds
number in our experiments is typically O(5). Such a value of the pore Reynolds number
suggests that we may be approaching the regime where Darcy’s law begins to break down,
1ImageJ is distributed by the National Institutes of Health and may be downloaded from:
http://rsb.info.nih.gov/ij/
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T
Ymax
Figure 6.7: Numerical (solid line) and experimental (points) results for the position of the nose
of the current, Xn, and the maximum horizontal extent of the current, Ymax, as functions of time
for a constant flux gravity current (α = 1). The symbols used to represent each experimental run
are given in table 6.2.
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which is around Re = 10 (Bear, 1988).
6.5 Discussion
In this chapter, we have shown that shortly after the initiation of a gravity current with
α < 3 the current spreads axisymmetrically in the manner described by Lyle et al. (2005).
However, at times much longer than the characteristic time t∗ given in (6.7), the current
loses its axisymmetry and propagates predominantly downslope. Our theoretical analyses
have been confirmed by a series of laboratory experiments in the case α = 1.
At long times, a current with α = 1 propagates at constant velocity along the slope. In
the asymmetric phase, the current propagates much faster downslope than would be the
case if it remained axisymmetric. The time scale t∗ over which the asymmetry develops
is, therefore, of particular interest to those trying to predict the course of such a current
in any practical application.
One such application is the geological sequestration of carbon dioxide in which super-
critical carbon dioxide is pumped into aquifers. It is hoped that storing carbon dioxide
in this way may ameliorate the effects of climate change. There are several sites where
geological carbon sequestration is already being implemented on an industrial scale, one
of the best studied being the Sleipner field in Norway (Bickle et al., 2007; Chadwick
Figure 6.8: Schematic illustration of carbon dioxide sequestration at the Sleipner field, Norway.
Carbon dioxide is injected at a single position in the aquifer but subsequently splits into several
currents spreading beneath thin mudstone layers. Figure taken from Bickle et al. (2007).
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Figure 6.9: Seismic maps showing the lateral extent of spread of a carbon dioxide current in
the Sleipner field in the years 1999 and 2001 as compared to the natural state measured in 1994.
The black dot shows the position at which carbon dioxide was injected, which is distinct from
the ‘chimney’ at C through which most of the carbon dioxide rises. Colours show the absolute
reflection amplitude: blue corresponds to low reflectivity (no carbon dioxide); red corresponds to
high reflectivity (significant carbon dioxide). Figure taken from Chadwick et al. (2005).
et al., 2005). Since 1996, around 109 kg of liquid CO2 has been pumped annually into
the Utsira sand. The Utsira sand is a saline sandstone aquifer approximately 200 m
deep and also contains a series of thin, relatively impermeable mudstone layers, as shown
schematically in figure 6.8. Since the density of the liquid carbon dioxide lies in the range
500 ± 150 kgm−3 (Chadwick et al., 2005), it is buoyant with respect to the interstitial
salt water and so rises up through the aquifer until it encounters a relatively impermeable
mudstone layer. The presence of these mudstone layers causes the single input flux to
separate into around ten independent currents propagating within different horizons of the
permeable layer. Each of these currents has a volume flux lying in the region 0.002 . q .
0.03 m3 s−1 and spreads beneath the corresponding mudstone until it is able to penetrate
and form a CO2 plume.
Using seismic techniques, Chadwick et al. (2005) and Bickle et al. (2007) were able to
deduce the lateral extent of the carbon dioxide current in the years 1999, 2001 and 2002.
Typical results of these measurements (see figure 6.9) illustrate that the carbon dioxide
does not spread axisymmetrically but rather develops a reasonably pronounced asymmetry.
The cause of this asymmetry is unknown but it is possible that it is caused by small
variations in the slope of the overlying mudstones. Based on the highly simplified analysis
presented in this chapter, we expect that such an asymmetry would develop over the time
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scale t∗. It is difficult to estimate the value of t∗ in carbon sequestration because of the
uncertainties in the properties of the sandstone and the ambient temperature. However,
Bickle et al. (2007) give typical measured values for the porosity and permeability of 0.7 ≤
k ≤ 5×10−12 m2 and φ = 0.31±0.04 as well as the CO2 viscosity, µ = 3.5±0.5×10−5 Pa s.
Combining these values with the measured current fluxes, 0.002 . q . 0.03 m3 s−1, we
can estimate upper and lower bounds on the value of t∗. When θ = 1◦, we find that
0.03 ≤ t∗ ≤ 14.2 years. This suggests that the effects of asymmetric spreading is likely to
be observable on the time scale of the Sleipner field’s operation if θ = 1◦.
In obtaining the above estimate of t∗, we assumed that θ = 1◦. This is based on estimates
that θ . 2◦, although it is not possible to measure the relevant slopes accurately (Mike
Bickle, personal communication). The uncertainty in the slope and variations in slope
inherent in any geological setting mean that the dependence of t∗ on θ is of interest. We
find that for θ ≪ 1 (measured in radians), t∗ ∼ θ−4/(3−α) so that with constant pumping
rate (α = 1) t∗ ∼ θ−2: the precise value of the time scale over which the current becomes
asymmetric depends sensitively on θ.
It is also interesting to note that the area of the current in contact with the sloping
boundary is larger in the case of an asymmetric current than for an axisymmetric current
of the same volume. This suggests that an asymmetric current is more likely to find any
faults in the cap rock that forms the sloping boundary, and so an asymmetric current is
apparently more likely to escape from beneath the cap rock. Determining the degree of
A
T
Figure 6.10: Predictions of the aspect ratio of the current as a function of time based on numerical
simulations for a constant flux current (α = 1).
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asymmetry of the current is therefore of primary importance. Mike Bickle (Department
of Earth Sciences) has measured the aspect ratio, A, of the spreading currents in Sleipner
using seismic images similar to those shown in figure 6.9. His data do not show any
systematic variation in this aspect ratio over time, but do show that 2000 days after the
initiation of pumping 1.5 . A . 2.5. Figure 6.10 shows the dependence of aspect ratio
on time determined from our numerical simulations in the case α = 1. This shows that
to obtain 1.5 . A . 2.5 would require 4 . T . 13.5 assuming that the asymmetry
is caused only by the presence of a sloping cap rock. This allows us to estimate that
0.4 . t∗ . 1.4 years, which is consistent with the estimate of t∗ based on the measured
parameter values. It therefore seems likely that the different spreading regimes discussed
in this chapter are already being observed in the field.
Since injection occurs into confined layers of sediment, estimates for the vertical scale
of the current, h∗, are also important. Interestingly, h∗ is independent of θ for θ ≪ 1 and
α = 1 so that, with the parameter values given above, we find 1.2 ≤ h∗ ≤ 25 m. Typically,
the layer thickness in the Sleipner field is around 50 m (Bickle et al., 2007). We therefore
expect that, near the source, the depth of the sediment layer may be similar to that of the
current (and so exchange, confined flows may become significant). However, we expect
that the scaling H ∼ T−1/3 valid away from the source ensures that the present study will
remain valid downstream.
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Appendix 6.A A generalization of (6.9)
In this appendix, we consider some of the scaling properties of the solutions to the equation
∂H
∂T
=∇ · (Hn∇H)− ∂H
n
∂X
, (6.24)
which is to be solved along with the volume conservation constraint
∫ ∫
H dY dX = Tα. (6.25)
This is the generalized advection-diffusion system describing spreading on inclined planes
and is obtained using thin layer models with a depth dependent flux Q ∼ Hn. In the case
n = 1, (6.24) and (6.25) reduce to the system (6.9) and (6.10) studied in this chapter,
which describes a gravity current in a porous medium above an impermeable slope. When
n = 3 the system (6.24) and (6.25) describes a viscous gravity current on a slope (Lister,
1992).
We shall consider in more detail two properties of this generalized advection-diffusion
equation that were noted in the main text of the chapter. We shall first show that in the
asymmetric spreading phase, the cross-slope extent of the current Ymax ∼ Tα/3, indepen-
dently of n. Secondly, we determine conditions on the constants α and n such that the
current spreads asymmetrically at short times and axisymmetrically at long times.
6.A.1 Asymmetric cross-slope extent
Here we show that the cross-slope extent of asymmetric solutions to (6.24) and (6.25)
scales as Tα/3. For a current to spread asymmetrically, (HnHX)X ≪ (Hn)X , so that the
balances between dominant terms in (6.24) can be expressed in scaling terms as
H
T
∼ H
n+1
Y 2max
∼ H
n
Xn
, (6.26)
which gives
H ∼ Y 2maxX−1n . (6.27)
In scaling terms, the conservation of volume (6.25) may be written HXnYmax ∼ Tα, which,
after using (6.27) to eliminate H, yields
Ymax ∼ Tα/3, (6.28)
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independently of n. From this analysis, we see that the independence of the scaling (6.28)
from n is due to a fortuitous cancellation between the X−1n factor in (6.27) and the factor
of Xn that arises in the conservation of volume.
6.A.2 Axisymmetric spreading at long times
Here we consider the conditions on the exponents α and n for which the solutions to
(6.24) and (6.25) exhibit axisymmetric spreading at long times. To observe axisymmetric
spreading, rather than asymmetric downslope spreading, we require (HnHX)X ≫ (Hn)X ,
i.e. H/Xn ≫ 1, and that Xn ∼ Ymax. The dominant balance in (6.24) is then between the
left hand side and the first term on the right hand side, which shows that
X2n ∼ HnT. (6.29)
From the conservation of volume, (6.25), we then have
Tα ∼ XnYmaxH ∼ X2nH ∼ Hn+1T, (6.30)
so that
H ∼ T (α−1)/(n+1). (6.31)
We require that H/Xn ≫ 1 to observe axisymmetric spreading, which is equivalent to a
condition on time, T :
T (α−1)/(n+1) ≫ T n(α−1)/2(n+1)T 1/2. (6.32)
From this expression it is a simple matter to show that we observe axisymmetric spreading
for T ≫ 1 if
α(2 − n) > 3. (6.33)
Conversely, if α(2 − n) < 3 we observe axisymmetric spreading when T ≪ 1.
Substituting n = 1 (corresponding to a gravity current in a porous medium) into (6.33),
we observe that, as found earlier, long time axisymmetric spreading occurs when α > 3.
Finally, we note that for n = 3 (corresponding to a viscous gravity current) axisymmetric
spreading at long times could only be observed if α < −3.
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Epilogue
. . . we have found the true Cause of the
Natation of those Bodies, which
otherwise, as being graver than the
Water, would descend to the bottom. . .
(Galileo Galilei, Discourse on Floating
Bodies, 1612)
7.1 Conclusions
In this thesis we have studied a series of problems aimed at uncovering the fluid mechanical
aspects of floating and sinking.
Through the analysis and experiments of Chapters 2 and 3 we have studied when small
objects can float at a liquid–fluid interface. We have derived conditions on the density and
size of an object for surface tension to support it in equilibrium at the interface. For objects
that are small compared to the capillary length ℓc, flotation at relatively large densities is
possible because of the force of surface tension acting on the object. This force is related
to the length of the contact line, which depends on the surface properties of an object
in some geometries but not in others. The surface properties of an object, therefore,
can only influence its ability to float in certain geometries. In particular, our analysis
shows that the extremely hydrophobic leg coatings observed in water striders and other
water-walking arthropods do not significantly increase the load bearing ability of the leg.
Instead, we suggested that such a coating reduces the energy required for water striders to
remove their leg from the water’s surface and hence expedites walking and jumping on the
surface. The energy saved by having a super-hydrophobic leg coating is comparable to the
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energy expended in jumping and thus represents a significant portion of a water strider’s
energy budget. It therefore seems likely that this energy saving may have driven water-
walking arthropods to evolve super-hydrophobic leg coatings. We have also shown that
floating can be a very perilous business for dense objects: even the proximity of another
object can be enough to cause both objects to sink. We have quantified the conditions
under which this happens and have validated our theoretical results with an experimental
investigation of touching strips of stainless steel shim. We then considered the continuum
limit of a raft of dense strips touching one another and developed a governing equation for
the shape of such a raft. This extended to large deflections the work of Mansfield et al.
(1997) and allowed us to consider the conditions under which a raft can float. We found
that below a threshold raft density, D = √2, a floating raft may have arbitrarily large
spatial extent. Rafts with D ≥ √2 have a maximum size (dependent on D) above which
they cannot float and so sink.
In Chapter 4 we studied the impact of an object onto a liquid interface in situations
where the interfacial tension dominates inertial hydrodynamic forces. In particular, we
studied the impact of a line mass so that the Weber number,We = 0. Within our potential
flow formulation we studied the interfacial deformation caused by impact as well as the
slowing of the line mass caused by the interfacial deformation. We found a similarity
solution, valid at early times, which describes the interfacial deformation and allows us to
calculate the slowing of the line mass to leading order in time. We used a boundary integral
simulation to study the motion after early times. Using this simulation, we determined
(given a line’s weight, W , and impact speed, F ) whether it sinks or is captured by the
interface. We found that below a critical weight, Wc(F ), the line mass is trapped by the
interface and floats; above Wc(F ) the line mass sinks. The numerically computed value
of Wc(F ) is consistent with experiments, provided that We . 1. We found that at large
impact speeds (such that We ∼ 1) the theory systematically under-predicts the value of
Wc(F ): objects are observed to float when theory predicts that they should sink. We
attribute this discrepancy to the inertial forces within the liquid, which act to slow the
object down and were neglected in our theoretical model. These forces become comparable
to the force from surface tension when We ∼ 1, consistent with where the discrepancy
between theory and experiment becomes significant.
The dynamic waterlogging of a porous, floating body was the subject of Chapter 5.
We began by developing a one-dimensional model of the waterlogging process, which
neglected the flow of liquid into the body through its sides. We solved this model, obtaining
analytically an expression for the time taken for a floating body to become sufficiently
waterlogged to sink. To investigate the effect of flow into the body through its sides
we used a boundary integral simulation of the two-dimensional problem and determined
numerically the time at which sinking occurs. As expected, these simulations showed that
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waterlogging progresses more rapidly once flow through the sides of a body is accounted
for. We then discussed how these results relate to the observation of long-lived pumice
rafts after major volcanic eruptions. In particular, we noted that our theory is only in
quantitative agreement with laboratory experiments by Whitham & Sparks (1986) if the
permeability of pumice used in those experiments was significantly smaller than is normal
for pumice.
Finally, in Chapter 6, we studied a problem motivated by the geological sequestration
of carbon dioxide in saline aquifers. Seismic surveys show that after injection the carbon
dioxide spreads asymmetrically. Our aim was to determine whether this asymmetry might
be caused by the presence of a sloping cap rock. We developed a thin layer model of a
gravity current in a porous medium bounded by an impermeable sloping boundary and
determined the scaling relationships describing the propagation of such a current. In
particular, we showed that a constant flux current spreads axisymmetrically for short
times but propagates predominantly downslope (with a constant velocity) at later times.
We also compared the numerical solutions of our model with a series of experiments. Most
importantly, we estimated the time scale, t∗, over which downslope spreading develops to
be of the order of a few months to years in carbon sequestration. This suggests that the
observed asymmetry in spreading may indeed be due to the presence of sloping cap rock.
7.2 Future work
Our study of the fluid mechanics of floating and sinking has highlighted a number of areas
that warrant further investigation. The most pressing of these is the role of the finite size
of an object during impact with an interface. Our theoretical analysis of the impact of
a line mass seems to be a reasonable description of the low speed impact of long, thin
cylinders. However, there is a significant discrepancy at higher impact speeds, which we
believe is where the finite radius of an object becomes significant. To confirm that this
discrepancy is due primarily to finite size effects (rather than contact line motion, for
example) would require a more detailed numerical model. This might be possible using a
modified version of the code developed by Li et al. (2005). Such a study would also allow
us to assess the importance of the liquid viscosity during impact.
Several recent experiments also pose interesting questions about the dynamics of surface
tension dominated impact. In particular, the floating/sinking regime diagram presented
in figure 4.9 may need modification to explain the impact of super-hydrophobic spheres.
Experiments by Lee & Kim (2007) show that at low impact speeds such spheres are
trapped at the surface, just as we have found for line masses. However, at higher impact
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speeds they ‘bounce’ clear of the surface. Finally, at still higher impact speeds, super-
hydrophobic spheres penetrate the surface and sink. Bouncing is observed only with
sufficiently hydrophobic surfaces, i.e. for contact angles θ > θc for some θc. Furthermore,
θc appears to depend on the liquid viscosity, though this has not yet been quantified
experimentally. Understanding this behaviour is important both for our understanding of
wetting phenomena as well as being of use in practical applications. Such an understanding
may also provide an alternative explanation for the super-hydrophobicity of the legs of
water-walking arthropods.
Many of the applications that motivated our work rely on an object remaining at a
liquid–fluid interface. Sinking is undesirable in such applications. In other situations it is
floating that is undesirable and we might instead ask: how can we make moving through
the interface as easy as possible? For example, what shape should the edge of a thin disk
be to minimize the density at which sinking occurs? Using the ideas developed in Chapter
2 we would expect that the disk that sinks at the lowest density should have the minimum
contact line length per unit area — i.e. it should be a circular disk. However, in Chapter
3 we saw that interactions between solid edges can induce sinking. We might therefore
expect that some sort of star-shaped disk would be easiest to sink: the edges can ‘feel’ one
another without too much extra contact line length being introduced. We also expect that
the presence of sharp corners in an object may reduce the maximum density for which
the object is able to float. An analysis of this problem could perhaps build on the work
of King et al. (1999) who determined the asymptotic properties of interface shapes in the
vicinity of a sharp corner. Both the interactions between edges and the presence of sharp
corners suggest that this problem may be similar to the optimal faucet problem studied
Figure 7.1: The cross-section of a tap that leads to the smallest possible drop size (taken from
Chen & Brenner, 2004).
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by Chen & Brenner (2004). They found that a tap with the cross-section shown in figure
7.1 minimizes the volume of droplets produced. It is likely that the two-dimensional disk
that is easiest to sink will have a shape qualitatively similar to that shown in figure 7.1.
There is also much theoretical work required to understand the fluid mechanical aspects
of other problems that bear a resemblance to those studied in this thesis. Take, for
example, the attachment of particles to bubble surfaces during froth flotation (see the
review by Nguyen et al., 2006). In many ways this is the reverse of the surface tension
dominated impact problem studied in this thesis: a particle approaches an interface from
the liquid phase and may get trapped at the air–liquid interface or bounce off and remain
in the liquid. Which of these scenarios is realized depends on how fast the liquid between
the particle and the interface drains. We might therefore expect the interaction to be
controlled by a lubricating layer between the particle and the interface. However, the
effect of such a layer does not appear to be included in the current models of collisions
between particles and bubbles (Dai et al., 2000).
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