Abstract. A fully automatic system for abdominal organ segmentation is presented. As a first step, an organ localization is obtained via a robust and efficient feature registration method where the center of the organ is estimated together with a region of interest surrounding the center. Then, a convolutional neural network performing voxelwise classification is applied. The convolutional neural network consists of several full 3D convolutional layers and takes both low and high resolution image data as input, which is designed to ensure both local and global consistency. Despite limited training data, our experimental results are on par with state-of-the-art approaches that have been developed over many years. More specifically the method is applied to the MICCAI2015 challenge "Multi-Atlas Labeling Beyond the Cranial Vault" in the free competition for organ segmentation in the abdomen. It achieved the best results for 3 out of the 13 organs with a total mean Dice coefficient of 0.757 for all organs. Top scores were achieved for the gallbladder, the aorta and the right adrenal gland.
Introduction
Segmentation is a key problem in medical image analysis, and an automated method for organ segmentation can be crucial for numerous applications in medical research and clinical care such as computer aided diagnosis and surgery assistance. The high variability of the shape and position of abdominal organs makes segmentation a challenging task. Previous work done on segmentation of abdominal organs includes, among others, multi-atlas methods [17] , patch-based methods [16] , and methods based on a probabilistic atlas [11, 2] . These techniques achieve great results for several abdominal organs but struggle with the segmentation of organs where the anatomical variability is large such as the gallbladder.
During the last few years, deep convolutional neural networks have shown great performance and achieved state of the art results in many computer vision applications [9, 10] . This fact can be partly attributed to the constant increase in available computing power, most notably GPU computing solutions, and the availability of large annotated datasets. In the field of medical image analysis this development has led to an increased interest in methods based on deep convolutional neural networks with promising results [4, 13] . Recently, more intricate deep learning approaches have been proposed in the field of image analysis. Ronneberger et al [12] proposed the U-Net, a network based on the idea of "fully convolutional networks" [10] . This work was extended to a network utilizing 3D convolutional filters by Ç içek et al [3] , a similar network structure where also proposed by Brosch et al [1] . Another example is Kamnitsas et al [8] that used an eleven layer deep 3D convolutional network for brain lesion segmentation with good results.
In this paper, instead of designing larger and more complicated network structures we propose a two step method, simplifying the task the convolutional neural network need to solve. In summary, an automatic system for the segmentation of abdominal organs in contrast enhanced CT images is presented. Our main contribution is to show that despite limited training data (compared to other successful deep learning approaches), it is possible to design a system that achieves on par with state-of-the-art for very challenging segmentation tasks with high anatomical variability. Another contribution is that we develop a computationally efficient framework that allows for a fully integrated 3D approach to multi-organ segmentation. To our knowledge, this is the first attempt on using 3D CNNs for multi-organ abdominal segmentation.
The presented method is trained and test on the MICCAI2015 challenge "MultiAtlas Labeling Beyond the Cranial Vault" [18] where it achieved state of the art results in the free competition for organ segmentation in the abdomen. To this date, our method gives the best results for 3 out of the 13 organs.
Proposed Solution
Our system segments each organ independently and can be divided into three steps:
1. Localization of region of interest using a multi-atlas approach. 2. Voxelwise binary classification using a convolutional neural network. 3. Postprocessing by thresholding and removing all positive samples except the largest connected component.
Each step will now be described in detail.
Localization of region of interest
This part provides a robust initialization of the segmentation. The goal is to locate the center voxel of the organ in the target image. When this has been done a prediction mask is placed centered around the predicted organ center. The prediction mask later defines the region of interest where the convolutional neural network is initially applied. The use of an initialization method enables us to train more specialized, or regional, networks that only need to differentiate between a certain organ and the background. This means that the classification task that the network needs to perform is simplified and computationally less demanding networks can be applied. The location of the organ center in the target image is obtained using a feature-based multi-atlas approach. Each atlas image is registered to the target using the method described in [7] . The method is computationally efficient compared to traditional intensitybased registration methods. More importantly though, this approach provides a robust and reliable estimate for organ locations which have been demonstrated for many different settings and modalities. In our framework, the registration is performed individually for each organ and atlas image. Affine transformations are computed and then used to transform each organ center point from an atlas image to the target image. The median of the transformed center points provides us with an estimate of the center point for the region of interest in the target image. The reason for using the median, and not for instance the mean operator, is that it provides a robust estimate of the center point, that is, it is not affected by a few, spurious outliers.
The prediction mask is estimated using the ground truth segmentations of the atlas images. Let the ground truth segmentations be represented by a binary image of the same dimension as the atlas image G (l) , where l is the image id, and G (l) ijk = 1 if and only if voxel with index i, j, k in image with id l is foreground (or organ). Further, define D (l) as the binary image formed by dilating G (l) by a cube of size 25 × 25 × 25 voxels and translating it so that the center of the organ is located at the center of the image. The prediction mask P is then defined as the binary image where each element P ijk is
where N is the number of atlas images and δ is a threshold set to δ = 0.5 for the majority of the organs. Finally, the region of interest R is defined as the prediction mask centered around the estimated center point. An example of a localization of region of interest is shown in Figure 1 .
Voxel classification using a convolutional neural network
The convolutional neural network is applied using a sliding window approach. For each voxel to be segmented two cubes of different resolutions centered around said voxel are extracted and used as input features to the network. The network in return outputs a probability, denoted p ijk , of the voxel being organ.
To speed up the process the network is not applied to every voxel in the area that is being segmented, denoted S. Instead, it takes steps of three in each dimension over S. The probabilities output by the network are then interpolated to every voxel in S. All voxels in S that have been assigned an interpolated probability neither close to zero nor close to one (voxels with a probability between 0.1 and 0.9 to be specific) will be classified by the network once more.
To reduce the dependency on the quality of the initial region of interest where the convolutional neural network is applied, a region growing algorithm is used. Call the set of voxels that should be segmented S. Further, call the set of voxels already classified by D and the set of voxels with an assigned probability larger than 0.5 by O. The region growing algorithm is then described by Algorithm 1. The use of a region growing algorithm means that even though the initial region may only cover part of the organ, a successful segmentation is still possible, see Figure 3 . Convolutional neural network setup. The convolutional neural network used performs voxelwise binary classification. The input features for the network are two image cubes, one with a fine resolution similar to the original CT image and the other with a coarse resolution. The fine resolution input feature is meant to provide the network with local information ensuring local precision while the coarse resolution input feature is meant to ensure global spatial consistency. The inputs are processed in separate pipelines and the aggregated features from both pipelines are then merged for the last part of the network. A schematic of the convolutional neural network is shown in Figure  2 . Implementation and training. For the implementation of the convolutional neural network the framework Torch7 was used [5] . For each convolutional neural network the training and validation set were extracted from the region of interest calculated as described previously and the area around the part of the image describing the organ. This was done for each image in the training set. For the majority of the organs a balanced training set was used, meaning that there was an equal amount of foreground and background samples in the training set. However, since some of the organs are quite small this leads to a relatively small training set. Several methods, listed below, were used to deal with this problem.
1. For organs present in pairs, kidneys and adrenal glands, training samples from both the left and the right organ were used. Note that this does not pose a problem during inference since the initialization part of the method will separate the organs. 2. Expansion of the training set by adding slightly distorted CT images, transforming them using a random affine transformation similar to the identity transformation. The transformation matrix T was randomized as The choice of what methods to use were empirically decided individually for each organ. The evaluation used for the decision was how well the network performed on the validation set. The networks were trained in mini batches using stochastic gradient descent with Nesterov's momentum [15] and weight decay. The training parameters were set to: batch size 100, learning rate 5·10 −3 , momentum weight 0.9, weight decay 10 −5 . The error function used was negative log likelihood. When an unbalanced training set was used the loss was multiplied by a factor k for foreground samples where k is the ratio between background and foreground samples. To avoid overfitting, dropout was applied during training [14] . The networks were trained for 10 epochs or more. The network that obtained the highest validation score was finally picked for the segmentation of the test images (see experimental section for different network and data settings).
Postprocessing
As a final step the probabilities from the convolutional neural network are thresholded, with a organ specific value estimated from data, in order to create a binary image. Everything but the largest connected component is set to zero producing the final segmentation.
Experimental Results
Our system was evaluated by submitting an entry to the MICCAI 2015 challenge "MultiAtlas Labeling Beyond the Cranial Vault" in the free competition for organ segmentation in the abdomen [18] . In this challenge, there are 30 CT images coupled with manual segmentations of 13 organs, listed in Table 1 . These 30 images and segmentations are available for method development and validation. Out of the 30 images 20 were used for training and 10 for validation.
In addition to these images training data from the VISCERAL challenge [6] was also used for training. The VISCERAL training data consists of 20 unenhanced whole body CT images and 20 contrast enhanced CT images over the abdomen and thorax. In these images organ ids 1, 2, 3, 4, 6, 8, 11, 12 and 13 were manually segmented. The unenhanced whole body CT images were excluded from the training set for organs with organ id 1, 2, 6, 8, 10, 11 and 12 since they differed too much from the enhanced CT images. All images were resampled to the same resolution of 1 mm × 1 mm × 3mm. For the right kidney, a network trained on a training set formed by samples from both the right and the left kidney was used. For the stomach, the data set was expanded with distorted CT images and for the left adrenal gland an unbalanced data set was used with twice as many background samples as foreground samples.
The test set of the MICCAI challenge consists of 20 CT images. The submitted segmentations are evaluated by calculating the Dice coefficient for each organ. The final results are given in Table 1 with the currently two best competitors: Fig. 3 . Example of the resulting segmentation of the spleen for a CT slice. Note that even though the initial region of interest did not contain the entire organ the final result still does. This is due to region growing.
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-IMI -algorithm name: IMI deeds SSC jointCL submitted by Mattias Heinrich at the Institute of Medical Informatics, Lübeck, Germany. -CLS -algorithm name: CLSIMPLEJLF organwise submitted by Zhoubing Xu at the Vanderbilt University, Nashville, TN, USA. -Other -this column contains results from other competitors. The score is only shown if they are the highest for that organ.
For each organ the estimation of the organ center took about 20 seconds and the classification with CNN took between 30 seconds and 5 minutes, depending on organ size. The CNN computations were performed on a GeForce GTX TITAN X GPU with Maxwell architecture We note that for some organs that were not present in the VISCERAL data like Veins and Pancreas, we get lower results than IMI. The ideal solution to this problem would be to include more images in the training set. This, however, requires more manually segmented CT images which are not always easy to acquire. Another approach would be to train a network on several organs, and then fine tune the network weights for each specific organ. This could enable the network to learn higher order features that differentiate well between all organs in the CT image, not only between the organs located closest to the organ that is currently being segmented. This is left for future work.
Discussion
In Table 2 a comparison of the validation score and the test score of our method is presented. As can be seen from the table there is a large difference between validation and testing scores for some organ. This means that our networks do not generalize well to the test set for these organs which might be an indication of overfitting and that the input features and structure of our network is not ideal to learn high order information that generalize to all other CT images. However, since the validation data has not been used for the actual training, only for the decision on when to stop the training, these differences might not be only due to overfitting. Instead it might be due to the existence of anatomical variations in the test set that differs too much from anything seen in the training and validation images for the network to perform well. A specific example of where our method performed badly on the test data, for an organ with good validation result, is shown in Figure 5 . Here, the network has classified most of the right kidney correctly. However, it has also classified a lot of surrounding organs or tissue as right kidney as well. The ideal solution to this problem would be to include more images in the training set. This however, requires more manually segmented CT images which are not always easy to acquire. Other approaches to solve this problem would be to train a network on several organs, and then fine tune the network weights for each specific organ. This could enable the network to learn higher order features that differentiates well between all organs in the CT image, not only between the organs located closest to the organ that is currently being segmented. 
Conclusion
In this paper, an efficient system for abdominal organ segmentation was presented. Our approach first uses a robust localization algorithm for finding the region of interest. As a second step a convolutional neural network is applied performing voxelwise classification. The network takes two different resolutions of image data as input to ensure both global and local consistency. The method was evaluated by submitting an entry to the MICCAI2015 challenge "Multi-Atlas Labeling Beyond the Cranial Vault" in the free competition for organ segmentation in the abdomen. The entry achieved on par with state-of-the-art for a majority of the organs with a mean Dice coefficient of 0.757. 
