We consider the system of Einstein constraint equations in the special case when the spacelike 3-manifold is assumed to satisfy the quasispherical ansatz of Bartnik. We introduce two different time slicing conditions, under each of which we may view the resulting constraint equations as a parabolic/elliptic/ODE system of partial differential equations. We combine recent existence results for parabolic equations in Sobolev space with an iterative method to prove local existence results for the quasispherical Einstein constraint equations under the two different time slicing conditions.
I. INTRODUCTION
In general relativity, the Einstein field equations allow us to study the evolution of a spacelike 3-manifold, provided that its metric and extrinsic curvature satisfy a system of geometric constraint equations. The Einstein constraint equations, arise as a consequence of the fact that the 3-manifold in question is necessarily a submanifold of the spacetime its evolution defines. The constraint equations on a 3-manifold ⌺ with metric h and second fundamental form K are 
͑1.2͒
Here T is the stress-energy tensor and R h and D denote the scalar curvature and Levi-Civita connection of the metric h. Traditionally, solutions of the constraint equations are constructed using the method of Lichnerowicz, 12 which is based on the conformal class of h. This method has been studied extensively, for example in Refs. [7] [8] [9] [10] . Accordingly, the data set h = 4 where l h is the conformal Killing operator; l h ͑W͒ = L W h − 1 3 h tr h ͑L W h͒. This conformal method has both advantages and disadvantages; on the one hand, every solution of ͑1.1͒ and ͑1.2͒ may be obtained in this manner from suitable ĥ , , Â , while on the other a͒ hand, the elliptic system ͑1.3͒ and ͑1.4͒ does not always admit solutions, it is difficult to solve numerically in general, and distinct data can give rise to diffeomorphically equivalent solutions of the constraint equations. 5 More particularly, the conformal method has been shown to be inadequate for the solution of a problem encountered when considering the notion of quasilocal mass in general relativity. 3 In Ref. 2 one is confronted with the following extension problem:
Given a bounded data set ͑⌺ 0 , h 0 , K 0 ͒, find an asymptotically flat data set ͑⌺ , h , K͒ with boundary ⌫ = ‫ץ‬⌺ Ӎ ‫ץ‬⌺ 0 such that the complete manifold ⌺ഫ ⌫ ⌺ 0 , obtained by gluing ⌺ and ⌺ 0 along ⌫, forms an initial data set.
Requiring that ͑⌺ , h͒ have bounded curvature across ⌫ implies the boundary conditions for the metric h and mean curvature H ⌫ =tr ⌫ K,
͑1.5͒
Given a metric ĥ on ⌺ \ ⌺ 0 , for the conformal method, we must solve the semilinear elliptic equation,
where h = 4 ĥ is the required 3-metric. The boundary conditions ͑1.5͒ imply that ͉ĥ ͉ T⌫ = ͉h 0 ͉ T‫ץ‬⌺ without loss of generality.
Under conformal change of the metric the mean curvature of ⌫ transforms as
where ‫ץ‬ n is the outward ĥ -unit normal derivative. Equation ͑1.6͒ implies that the boundary conditions ͑1.5͒ are equivalent to the boundary conditions for on ⌫ = 1, ‫ץ‬ n = H ⌫,ĥ − H ‫ץ‬⌺ 0 ,h 0 , where H ⌫,ĥ and H ‫ץ‬⌺ 0 ,h 0 are the given mean curvatures. Clearly these boundary conditions are ill-posed.
In this paper we outline an alternative method for constructing solutions to the constraint equations based on the quasispherical ͑QS͒ ansatz of Bartnik. 4 Moreover, we establish local existence results for the constraint equations for a spacelike hypersurface in the QS gauge ͑Theo-rems 5.25 and 5.20͒. We make no mention of the generality of this gauge; the extent to which the QS ansatz applies remains an open problem.
After briefly describing and imposing the quasispherical gauge in Sec. II, we provide an argument to show that the resulting system of constraint equations may be viewed as a coupled system of partial differential equations consisting of a parabolic equation, a first-order elliptic system and ͑essentially͒ a system of ordinary differential equations. This system admits several Cauchy problem formulations, depending on which fields are considered as prescribed. In Sec. III we describe two such formulations that arise naturally through geometric considerations. In Sec. IV we reformulate the systems via a complexification of the sphere and introduce an additional constraint equation that allows us to write the systems in a more tractable form. In Sec. V we use a contraction mapping argument, based on an iterative system of partial differential equations, to prove local existence results for the two Einstein constraint systems that were formulated in the preceding sections of the paper.
II. THE QUASISPHERICAL METHOD
We assume that the 3-manifold, ⌺, can be foliated by surfaces of constant positive Gauss curvature ͑i.e., rescaled 2-spheres͒, such that the area function 4r 2 ʦ C ϱ ͑⌺͒ can be used as a global coordinate. Using standard polar coordinates ͑ , ͒ on the 2-spheres, the most general metric compatible with these assumptions may be written as ͑Ref. 
.2͒ is a semilinear parabolic equation on S 2 for u, with ␤ A and R regarded as prescribed fields. General global existence theorems for solutions of ͑2.2͒ have been proven in Ref. 4 , under suitable regularity and boundedness assumptions about the prescribed fields. In particular, to ensure that ͑2.2͒ is parabolic evolution in the direction of increasing r, ␤ is required to satisfy 2 − div ␤ Ͼ 0.
͑2.3͒
The parabolic equation ͑2.2͒ provides a method of solving the Hamiltonian constraint. Using the Hamiltonian constraint ͑1.1͒ to define the scalar curvature R in terms of T 00 , ʈKʈ 2 and tr h K, specifying ␤ appropriately and solving ͑2.2͒ for u yields a quasispherical metric satisfying the Hamiltonian constraint. It is of interest to point out in passing that the quasispherical form of the metric fares much better with the extension problem than the conformal method. If S r 2 denotes a leaf of the quasispherical foliation, defined by S r 2 = ͕p ʦ ⌺:r͑p͒ = r͖ then the mean curvature of S r 2 is
Therefore if ␤ is given and satisfies ͑2.3͒, then prescribing H r 0 Ͼ 0 amounts to specifying u͑r 0 ͒ which may then be taken as initial data for ͑2.2͒. Solution of ͑2.2͒, with initial data so defined, then yields an extension metric, at least in the case when the mean curvature is prescribed on a standard S 2 . This idea has also been exploited in recent works concerning the connectedness of the space of initial data sets for the Einstein equations 17 and in connection with the positive mass theorem and boundary behaviour of compact manifolds. 16 To solve the momentum constraints ͑1.2͒ it is convenient to reparametrize K. We define the quasispherical orthonormal coframe
where AB is a symmetric, traceless, 2-tensor on S 2 . The momentum constraints ͑1.2͒ may then be written in terms of this quasispherical parametrization as
͑2.6͒
Hence if we consider the scalar curvature R as given in terms of , , , and H via ͑1.1͒ and ͑2.4͒; that is,
then the system of equations ͑2.2͒, ͑2.5͒, and ͑2.6͒ comprise the spacetime intial data constraints in the quasispherical gauge, and so will be referred to as the quasispherical Einstein constraint system ͑QSECS͒.
As mentioned already, for Eq. ͑2.2͒ to be considered parabolic it is required that ␤ satisfy the condition ͑2.3͒. To ensure that this condition is met we prescribe ␤ as any element of the set ͕f ʦ ⌫ ϱ ͑TS 2 ϫ ͓0,ϱ͒͒ :2−div f Ͼ 0.͖. This leaves u as the only remaining metric parameter. We therefore cannot prescribe u; it must be found by solving the QSECS subject to appropriate boundary conditions. Now that we have established that u cannot be prescribed, we must consider the remaining fields , 11 , 12 , 1 , 2 , and H. Since we have only four equations in the QSECS, it is obvious that we need to prescribe at least three of these fields and consider the other three as to be determined by the QSECS, subject to suitable boundary conditions. The following question remains: Which of the fields , 11 , 12 , 1 , 2 , and H should we consider as prescribed? As we will see in a moment, prescribing either H or allows us to gain a certain control over the geometrical nature of the initial data. We will thus consider or H as prescribed, never both. This leaves us with two remaining fields to prescribe. The only choices are the components of or the components of ͑it seems implausible to prescribe one component of each͒. Seeing that appears more frequently in the QSECS than does , we choose to prescribe . As we might have hoped, we will see that this choice simplifies the structure of the QSECS, for only a minor cost. We make the comment, in passing, that the case for prescribing is potentially interesting as well. This case will not be treated here, however.
III. TIME SLICING CONDITIONS
In the conformal method approach to constructing spacetime initial data, prescribing the mean curvature has been made standard practice. This has many advantages both geometrically and physically. Indeed the so-called maximal gauge or maximal time slicing, which amounts to the assumption that the mean curvature is zero, is quite often employed since it greatly simplifies the analysis and may be assumed, without loss of generality, for any asymptotically flat spacetime satisfying an interior condition. 1 These considerations suggest the following boundary value problem.
Problem 1a: QSECS with prescribed mean curvature. Given the prescribed fields T 0␣ , ␤, , and H, do there exist solutions u, , and of ͑2.2͒, ͑2.5͒, and ͑2.6͒ satisfying the boundary conditions͉͑u , ͉͒ S 1 2 = ͑u 0 , 0 ͒? Note that S 1 2 = ͕p ʦ ⌺ : r͑p͒ =1͖ is the unit sphere. It may be possible to assign boundary values on a more general 2-surface but in this work we will only treat the case where boundary values are assigned on the unit sphere.
Another less familiar but potentially interesting time slicing condition is given by prescribing . In general is defined as
where g AB , A, B = 1, 2 refers to the components of the inverse of the induced ͑spherical͒ metric. To illustrate the geometric meaning of prescribing we consider the case of spherically symmetric spacetimes with metric given by
͑3.1͒
Calculating for the surfaces defined by constant t in this metric, we easily obtain
If it were the case that the metric were written in polar coordinates ͑for which Y =0͒, we would find that = 0. For this reason we will refer to the slicing defined by = 0 as the polar gauge and we will call the quantity the polar curvature.
Next consider a surface defined by t = f͑r͒ in the metric ͑3.1͒. The tangent to this surface is given by ẋ = ‫ץ‬ r + fЈ‫ץ‬ t . The normal to the surface is given by n = a‫ץ‬ r + b‫ץ‬ t , where a and b are determined by the conditions g͑ẋ , n͒ = 0 and g͑n , n͒ = −1, which lead to
The polar curvature is given by r = 2a.
The polar gauge ͑ =0͒ then implies that fЈ = YX −2 and so the tangent to the surface is given by
while its normal is
Calculating the gradient of r, we have
Hence, at least in the case of spherically symmetric spacetimes, the = 0 surfaces are those which have ٌr, the gradient of r, as their tangent vector. Furthermore, the polar curvature arises naturally upon consideration of the trapped surface condition. If we condsider a spacelike 2-surface S, with normal N and second fundamental form II, embedded in a spacelike 3-manifold with normal T and second fundamental form K, the expansion of the null congruences associated with T ± N are given by ± = tr S ٌ͗ e A e B ,T ± N͘, = tr S ͑K AB ± II AB ͒ = ± tr S II.
Thus the trapped surface condition is = ±tr S II.
The role the polar curvature plays in more general spacetimes is potentially very interesting but has not as yet been investigated in any detail. However, in anticipation of this investigation we will consider the QSECS with a prescribed field. This gives us a second formulation of the QSECS as a boundary value problem.
Problem 2a: QSECS with prescribed polar curvature. Given the prescribed fields T 0␣ , ␤, and , do there exist solutions u, H, and of ͑2.2͒, ͑2.5͒, and ͑2.6͒ satisfying the boundary conditions
IV. REWRITING THE EQUATIONS
In this section we introduce a complex notation and a coordinate transformation that enables us to write the QSECS in a more tractable form. We define the following complex fields:
and the subsidiary field
We may consider ␤ and as S 2 vector fields or as spin-1 sections of the complex line bundle over S 2 .
6,13 Similarly we may consider as a symmetric, traceless 2-tensor over S 2 or as a spin-2 section of the complex line bundle over S 2 . The context in which these fields are used should make it clear which representation is being employed.
The complex notation suggests encoding the angular derivatives in terms of the differential operator ð ͑a phonetic symbol pronounced "eth" 13 ͒ defined on a spin-s field by
All the standard differential operators on S 2 may be expressed in terms of ð, for example, 
We may then write ͑2.2͒, ͑2.5͒, and ͑2.6͒ in terms of ͑t , ͒ as
We note that since we have employed the coordinate transformation given by ⌽, the Laplacian ⌬ appearing in the first of the above equations is with respect to the pulled back metric h = ⌽ * h. As we can see, implementing the coordinate transformation ⌽, simplifies the structure of the system in question. It does, however, leave us with a technical hitch. Since the natural angular derivatives will now be in terms of the A -coordinates, when we come to differentiate the equations, terms involving derivatives of ␤ will arise via ͑4.2͒. This is not a problem, as we will assume throughout that ␤ is a smooth, prescribed field and so the terms that arise will be bounded by uniform constants. Moreover, since we assume that ␤ is smooth, the standard regularity theory for ordinary differential equations dependent upon a parameter implies that ⌽ is a smooth diffeomorphism.
With this observation in mind we may supress the tilde's. Introducing the notation ḟ = ‫ץ‬ t f and defining the auxiliary field = u we then write the QSECS as
͑4.3͒
To simplify the discussion and to be in keeping with the usual notions accompanying parabolic equations, we will call t =ln r "time" and refer to the values of the various fields on the unit sphere as initial values. Typically the stress-energy tensor will be determined by the matter occupying the spacetime, and we would like to freely specify H or for geometric reasons. It is also best to completely specify the metric parameter ␤ so that there is no chance of ͑2.3͒ being violated. That leaves us with , and we conclude that it is not possible to consider ͑4.5͒ as giving an equation for and at the same time treat as freely specifiable.
We thus look to constrain in such a way that ͑4.5͒ is solvable. This will produce another equation ͑the constraint͒ which must then be included as part of the QSECS.
To obtain the required equation we spectrally decompose as follows:
is devoid of l = 1 components. Let P 1 denote the projection onto the subspace spanned by ͕Y 1m 1 : m =−1,0,1͖. It is easy to check that if k satisfies
This equation is of the form ðf = g with g ʦ span͕Y lm 1 : l ജ 2͖, and so is uniquely solvable by Corollary 4.2.
Replacing ͑4.5͒ with ͑4.6͒ and ͑4.7͒, the constraint system may now be written as
The problems 1a and 1b may now be stated more correctly as follows. Problem 1b: QSECS with prescribed mean curvature. Given the prescribed fields T 0␣ , ␤, , and H, do there exist solutions u, , , and k of ͑4.8͒-͑4.11͒ satisfying the initial conditions ͉͑u , , k͉͒ S 2 ϫ͕0͖ = ͑u 0 , 0 , k 0 ͒?
Problem 2b: QSECS with prescribed polar curvature. Given the prescribed fields T 0␣ , ␤, , and , do there exist solutions u, H, , and k of ͑4.8͒-͑4.11͒ satisfying the initial conditions
We have not yet made mention about which function spaces we will be posing Problems 1b and 2b in. Which spaces are to be used will be made clear in the next section after we discuss an iterative, linear system of partial differential equations based on the QSECS. In fact, the existence of solutions to the QSECS will follow from the convergence of the iterative system to a fixed point.
We will begin by considering Problem 1b.
V. LOCAL EXISTENCE
In Ref. 4 the author gives a detailed proof of the global existence and uniqueness of solutions of ͑2.2͒ with ␤ and R prescribed, and satisfying certain conditions. When considering the QSECS with prescribed mean curvature, however, we may not consider R as completely prescribed, but as determined by the additional fields , , and k, each of which is constrained so as to satisfy ͑2.5͒
and ͑2.6͒.
To prove the local existence and uniqueness of solutions to the QSECS with prescribed mean curvature, we will not borrow from Bartnik's treatment. Instead we will define a linear system of partial differential equations and produce a sequence of iterates that converge to a solution of the QSECS. In defining the iterative scheme we will see that it is imperative that we have a theory dealing with linear parabolic equations in which the regularity of the coefficients is comparable to that of the solution. Such results were obtained in Ref. 15 where the following general second order parabolic equation was considered:
Here A t is a linear differentiable operator of second order on S 2 , which is expressible in divergence form. That is, for a twice differentiable function u : S 2 ϫ ͓0,T͔ → R, we may write A t u in local coordinates as
where ٌ denotes the S 2 covariant derivative. To ensure that ͑5.1͒ is a parabolic equation we assume that the operator A t is an elliptic operator for each value of t, in the sense that for each ʦ TS 2 , and each fixed t ʦ ͓0,T͔ we have
for a.e. x ʦ S 2 , where Ͼ 0 is a constant and where g is the standard S 2 -metric. Before stating the existence result for ͑5.1͒ we define the parabolic Sobolev spaces in which the solutions reside. Let f , g : S 2 ϫ ͓0,T͔ → R be smooth functions and let
We define LH s to be the Hilbert space formed by completion of C ϱ ͑S 2 ϫ ͓0,T͔͒ in the corresponding norm. The parabolic Sobolev spaces we require may then be defined as
and its associated inner product
Roughly speaking, a parabolic equation tells us that one time derivative is equivalent to two space derivatives. Hence, in a sense, the Hilbert space P ,T m describes the set of functions that are in total 2m times differentiable. We also make the following definition in order to classify functions that have odd total derivative:
and its associated inner product,
We note that P ,T 0 = LH ,T 0 and P ,T 
͑5.3͒
The constant Q depends only on m and the norms ʈaʈ P ,T m , ʈbʈ P ,T m−1/2 and ʈcʈ P ,T
In addition to the already mentioned linear parabolic theory, we will need to employ results from linear elliptic equations and linear ordinary differential equations. These will be derived as they are needed.
We begin by proposing an iterative system of partial differential equations before going on to prove that it is well defined.
A. The iteration scheme
Keeping in mind that we are dealing with the QSECS with prescribed mean curvature, we may consider H as some given field. We therefore define the following iterative system for generating the sequence ͕͑u n , n , n , k n ͖͒ n=0 ϱ :
.5͒
͑5.7͒
We have set ␥ = 1 2 ␥ and = 1 2 for convenience. ␥ and are still just smooth fields depending on ␤. From here on, unless otherwise stated, we assume that all of the prescribable fields are elements of C ϱ ͑S 2 ϫ ͓0,ϱ͒͒. Note also that n = k n + . The proposed iteration scheme is comprised of a hierarchical system of partial differential equations. The basic idea behind using ͑5.4͒-͑5.7͒ to generate a sequence of iterates may be stated informally as follows. Define the zeroth iterate ͑u , , k , ͒ 0 , by making an identification between the initial values u 0 , 0 , and k 0 , and the zeroth iterates u 0 , 0 , and k 0 . The zeroth iterate, 0 , is then defined as the solution of ͑5.7͒, with n = −1.
Equation ͑5.4͒ is a linear parabolic equation, and so given appropriate initial data u 0 , we may define its solution u n+1 , a function of prescribed regularity, provided that u n , n , k n , and n are known functions of suitable regularity. Equations ͑5.5͒ and ͑5.6͒ form a coupled system of ordinary differential equations for ͑ n+1 , k n+1 ͒. Hence if we are given appropriate initial data ͑ 0 , k 0 ͒, we may define ͑ n+1 , k n+1 ͒ as the ͑prescribed regularity͒ solution of ͑5.5͒ and ͑5.6͒ provided that u n+1 , as given by ͑5.4͒, and u n , n , k n , and n are functions of suitable regularity.
The last equation ͑5.7͒, is a first order elliptic system which, by construction, may be uniquely solved for n+1 provided that u n+1 , n+1 , and k n+1 , as given by ͑5.4͒-͑5.6͒, are suitably regular.
The claim is that by iterating the procedure described above, we can construct a sequence of iterates ͑u , , k , ͒ n . We will now make these ideas more precise by showing that the above iteration scheme is consistently defined.
B. Consistency of the iteration scheme
As suggested by the preceding remarks about the iteration scheme, we begin by considering
Note here that the u 0 we have referred to is the initial value, not the zeroth iterate u 0 which is defined as the time constant extension of
.4͒ is a linear parabolic equation for u n+1 subject to the initial condition ͉u n+1 ͉ S 2 ϫ͕0͖ = u 0 , which is seen to be of the form
where the operator A t n is given as
The operator A t n may be written in divergence form ͑5.2͒, with
The source field F n is defined as
͑16T 00 + 2ʈ n ʈ 2 + 3 2 n 2 − 2 n H͒͒u n 3 .
Recalling Theorem 5.1 we find that if m ജ m 0 , u n , n , k n ʦ P 0,T m and the prescribable fields are smooth then u n+1 is uniquely defined as an element of P 0,T m+1/2 . It is important to note that for Theorem 5.1 to apply it is imperative that ␥ u n 2 ⌬ be an elliptic operator. The ellipticity of this operator is solely dependent upon u n 's capacity to stay above zero.
Although we have assumed that u n ͑ , t͒ ജ ␦ 1 Ͼ 0 for all ͑ , t͒ ʦ S 2 ϫ ͓0,T͔, it could happen that u n+1 falls below ␦ 1 after some time T * Ͻ T. This possibility means that successive iterates might only be defined as elements of P 0,T n m+1/2 , with ͕T n ͖ a decreasing sequence of times. We will say more about this point later on. Given that u n+1 exists and belongs to the class P 0,T m+1/2 we move on to consider the coupled ordinary differential equation system ͑5.5͒ and ͑5.6͒.
We note first that, given t ʦ ͓0,ϱ͒, k͑·,t͒ is an element of Span͕Y 1m 1 : m =−1,0,1͖ and as such we may equivalently consider k͑·,t͒ simply as an element of C 3 . Indeed, we may write
and since the Y 1m 1 's are given, we may think of k as mapping ͓0,ϱ͒ into C 3 as follows:
For simplicity, we will refer to k͑·,t͒ simply as k͑t͒. Note that there will now be an ambiguity surrounding our use of the symbol k͑t͒ since we will use it to denote both a field over S 2 , and the components of that field over C 3 . When we say "k ʦ P 0,T m " we mean k͑t͒ ʦ Span͕Y 1m 1 : m =−1,0,1͖. Drawing the distinction between this representation and k's representation over C 3 , we have that
where H m ͓͑0,T͔ ; C 3 ͒ is the Sobolev space with norm given by
The context in which the symbol k ͑or k n ͒ is used should make it clear which representation we are employing. Furthermore, for any fixed value of t we have ͑͑t͒ , k͑t͒͒ ʦ F͑S 2 ͒ ϫ C 3 , where F͑S 2 ͒ is some appropriate function space; we will see that the Sobolev spaces H 2j ͑S 2 ͒, with j ജ m 0 , will suit our needs. Hence we can view the equations ͑5.5͒ and ͑5.6͒ as a coupled system of ordinary differential equations on E j ªH 2j ͑S 2 ͒ ϫ C 3 , and so writing
M͑t͒ª͑͑t͒,k͑t͒͒,
we have
where
͑5.11͒
We then have the following result, which asserts that the operator A n is bounded, provided u n+1 satisfies certain conditions. We note also, in passing, that the operator A n is linear. 
͑5.12͒
while for the second term we have
The remaining term is estimated as follows:
͑5.14͒
for any j ജ 0. Adding ͑5.12͒, ͑5.13͒, and ͑5.14͒ we obtain 
The boundedness of the operator A n is also the foundation for a priori estimates for solutions of ͑5.9͒. The basic result is as follows.
Lemma 5.4: Let A and B satisfy the hypotheses of Lemma 5.3 and let M be a solution of
with initial value M 0 . For all t ʦ ͓0,T͔, we have the estimate
Proof: We note first that E j = H 2m ͑S 2 ͒ ϫ C 3 is in fact a Hilbert space and so, fixing t ʦ ͓0,T͔,
Hence we must have
where it is clear that the smallest such C for which this inequality holds is the norm ʈAʈ j of the operator A. Gronwall's inequality then gives To establish the higher temporal regularity of solutions of ͑5.9͒ we will consider the following Banach spaces:
and their respective norms,
We note that upon inspection of ͑5.5͒ and ͑5.6͒, O 0,T m is the natural space in which to look for solutions of ͑5.9͒ given u n+1 ʦ P 0,T m+1/2 . To obtain the desired estimate, from which the higher regularity of solutions of ͑5.9͒ will follow, we will first need to establish some ͑essentially trace-type͒ results concerning the properties of the P 0,T m spaces. Lemma 5.6: Suppose that T ജ ⑀ Ͼ 0. Let u be a function belonging to the class P 0,T k+1/2 with k ജ 1. Then
for any t ʦ ͓0,T͔. The constant depends only on ⑀.
Proof: We first suppose that u ʦ C ϱ ͑S 2 ϫ ͓0,T͔͒. We have that u͑·,t͒ ʦ L 2 ͑S 2 ͒, for each t ʦ R + , we may write u spectrally as follows:
where the j 's form an orthonormal basis for L 2 ͑S 2 ͒ satisfying ⌬ j =− j 2 j . We define the function ũ͑·,t͒ = u͑·,t 0 + t͒͑t͒, where is a smooth function satisfying
so that ũ͑·,T͒ = 0 and ũ͑·,0͒ = u͑·,t 0 ͒. Then given that k ജ 1, we have
Note that the constant depends only on the cutoff function . With the result now established for smooth functions it is an easy matter to get the result for u ʦ P 0,T k+1/2 ; it follows, after mollifying u, by a standard approximation argument.
Corollary 5.7: Suppose that T ജ ⑀ Ͼ 0. Let u belong to the class P
for all j ഛ m and t ʦ ͓0,T͔. The constant depends only on ⑀.
Proof: We note that u ʦ P 0,T m+1/2 means that ‫ץ‬ t j u ʦ P 0,T m−j+1/2 and so applying Lemma 5.6 with k = m − j we have the result.
In the above trace-type results we saw that we may control the spatial norms of time derivatives of functions, by a constant multiple of the P 0,T m+1/2 -norm. Unfortunately the constant's dependence upon ⑀ means that we lose that control as ⑀ approaches zero. The following result shows how, with the loss of one time derivative of regularity, we may control the spatial norms of time derivatives by a constant which approaches zero as we consider smaller and smaller time intervals.
Lemma 5.8: Let u ʦ P 0,T k+1 , with k ജ 0, then It follows, using the Hölder inequality, that
The result follows after observing the elementary inequality ʈxʈ − ʈyʈ ഛ ʈx − yʈ. Remark: Applying Lemma 5.8 to ‫ץ‬ t l u gives
If it happened that u was also the solution of say a parabolic equation, then we could reduce the above estimate to
where the constant C now depends on the coefficients and source functions appearing in the parabolic equation.
We now proceed to derive the basic O 0,T m a priori estimates for M n+1 , the solutions of ͑5.9͒. Proposition 5.9: Suppose u n+1 ʦ P 0,T m+1/2 and let M n+1 be the solution of ͑5.9͒. Then M n+1 satisfies the inequality,
͑5.16͒
The constant C depends on ʈu n+1 ʈ P 0,T m+1/2, ʈu 0 ʈ H 2m ͑S 2 ͒ and ʈM 0 ʈ E m. Proof: We begin by noting that if we square, then integrate ͑5.15͒, we obtain
͑5.17͒
where the constant C depends on ʈu n+1 ʈ P 0,T m+1/2. This gives us a bound for the first term in the sum
͑5.18͒
Considering the ͑j +1͒ th term in ͑5.18͒ we have, upon differentiating ͑5.24͒,
where C j is a constant dependent upon j. The expression ‫ץ‬ t l A n ‫ץ‬ t j−l−1 M n+1 represents the outcome of the operator ‫ץ‬ t l A n , given by ͑5.10͒ with u n+1 replaced by ‫ץ‬ t l u n+1 , acting on ‫ץ‬ t j−l−1 M n+1 . It is obvious that results analagous to Lemma 5.2 exist for ‫ץ‬ t l A n as well. Hence
where, by virtue of Lemma 5.8, we see that
where we have used the fact that u n+1 is the solution of ͑4.8͒ to control the initial values of the time derivatives of u n+1 . Observing that Lemma 5.8 may easily be extended to apply to the E m−j and O 0,T m spaces, the second term on the right-hand side of ͑5.19͒ satisfies
for all s ഛ T. The constant C depends on ʈ‫ץ‬ t j−1 B n ͑·,0͒ʈ E m−j. This quantity can be expressed in terms of E m−j -norms of the ͑j −1͒th time derivatives of u n+1 , n , k n , and n evaluated at t = 0. Since these functions are themselves solutions of their respective equations, we may in turn express time derivatives of u n+1 , n , k n , and n , evaluated at t = 0, in terms of the initial values u 0 , 0 , and k 0 .
We therefore have
where C depends on ʈu n+1
, and ʈk 0 ʈ C 3. The estimate ͑5.16͒ is then obtained by using ͑5.20͒ to iterate from j =1 to m starting from ͑5.17͒.
Thus in light of Lemma 5.3 and Proposition 5.9, we find that if
Moving now to the final equation in the iteration scheme, the elliptic system for n+1 . We note again that by construction ͑5.7͒ is guaranteed to have a solution. Hence n+1 exists and the following results establish that n+1 ʦ P 0,T
and let be the solution of
We have the estimate
where C is a constant. Proof: The result follows easily from the observation that since ð is devoid of l = 1 spherical harmonics, we may solve ͑5.21͒. Moreover, we are able to write explicitly, using spectral decomposition as
It follows that we may write
where C l , l =0,2,3,… are constants. Checking the norms in question we then find
and
Thus we have
and the result follows from Eq. ͑5.21͒. 
͑5.22͒
where C k is a constant depending only on k. Proof: Estimating the right-hand side of ͑5.22͒ we have
The result follows from Eq. ͑5.21͒.
The following result is now immediate from the definition of P 0,T k . Corollary 5.12: Let g, belonging to the class P 0,T k , be devoid of l =1 spherical harmonic components so that exists as a solution of (5.21 ). Then
C k is a constant depending only on k.
The foregoing results have shown that if,
For the sake of brevity we consider the four iterates as a single entity residing in the appropriate Banach space. In particular we define the four-tuple,
residing in the Banach space,
To summarize, we have proven the following result. To be able to prove local existence for the QSECS however, we will need the iterates to be defined over some nonzero time interval. This means that we will need to show that there exists an ⑀ Ͼ 0 such that T n ജ ⑀, for all n. This fact will follow from the uniform estimates we derive for the iterates in the next section.
C. Uniform estimates for the iterates
In this section we will show that all of the iterates satisfy uniform bounds, at least locally in time. We consider the iteration scheme proposed by ͑5.4͒-͑5.7͒, which we may write more simply as
where A n and B n are defined by ͑5.10͒ and ͑5.11͒, respectively, and where
͑16T 00 + 2ʈ n ʈ The key result needed to prove that the iterates satisfy uniform bounds is the following simple inequality. Lemma 5.14: Suppose u belongs to the localized parabolic space P 0,T 1 . Then
Proof: From the definition of P 0,T 0 we have
The result then follows since ʈu 0 ʈ P 0,T
. Corollary 5.15: Any u ʦ P 0,T m+1 satisfies the estimate
͑5.28͒
The constant C depends on m and ʈ‫ץ‬ t j u͑·,0͒ʈ H 2͑m−j͒ ͑S 2 ͒ , j =0,… , m.
Proof: We need only check terms of the form ͐ 0
The estimate ͑5.28͒ is then obtained by summing the terms above from j =0 to m. Remark: If we also know that u is a solution of a parabolic equation we may express the constant C in terms of the initial values of u, the coefficients and source function. In particular, if u n is the solution of ͑5.4͒ we have
͑5.29͒
where the constant C depends on m, ʈu 0 ʈ H 2m ͑S 2 ͒ , ʈ 0 ʈ H 2m ͑S 2 ͒ , and ʈk 0 ʈ C 3.
We now prove that given suitable bounds on the initial data ͑which constitute U 0 ͒, all the iterates ͕U n ͖ n=0 ϱ may be confined within a ball in ⌿ 0,T m , for some T Ͼ 0. 
͑5.30͒
Defining the zeroth iterates as the time constant extensions of these initial values and assuming, without loss of generality, that T ഛ 1 we find that ͑5.30͒ implies
where we have used the subscript 0 to distinguish the zeroth iterates u 0 , 0 , k 0 , and 0 from the intial values u 0 , 0 , k 0 , and 0 . Hence Proposition 5.16 holds for n =0, with
for all j ʦ ͓0,n͔ N and some T Ͼ 0, we aim to show the same is true for the ͑n +1͒th iterates. We consider ͑5.23͒, which is a linear parabolic equation for u n+1 . Since m ജ m 0 , ͑5.3͒ gives
We note that the constant Q depends on the P 0,T 1 m norm of the coefficients, which in this case, observing ͑5.8͒, amount to u n . Hence
However, since u n is itself the solution of a linear parabolic equation, ͑5.29͒ applies and we have
͑5.31͒
Moreover, by inspection of the proof of ͑Ref. 15, Theorem 4.6, p. 132͒, it can be seen that the constant Q depends on ʈu n ʈ P 0,T 1 m in such a way that, if ʈu n ʈ P 0,T 1 m is bounded as in ͑5.31͒, then Q͑ʈu n ʈ P 0,T 1 m ͒ is also bounded and satisfies the inequality
where the constant Q depends on ʈu n ʈ P 0,T 1
m+1.
The P 0,T 1 m+1 norm of u n can also be estimated using ͑5.3͒,
͑5.33͒
The constant Q * depends only on ʈu n−1 ʈ P 0,T 1 m+1/2 which by hypothesis is less than N 1 . Similarly, ʈF n ʈ P 0,T 1 m 2 can be controlled by a constant depending on N 1 , N 2 , N 3 , N 4 and the prescribable fields.
Hence ʈu n ʈ P 0,T 1 m+1 is bounded by a constant that depends only on N 1 , N 2 , N 3 , N 4 and the prescribable fields also. This in turn implies that the constant Q is also bounded by a term involving only N 1 , N 2 , N 3 , N 4 and the norms of the prescribable fields. The above argument implies that, given the induction hypotheses, if we take T 1 ഛ T then
where C 1 is a constant depending on the prescribable fields, N 1 , N 2 , N 3 , and N 4 . Thus provided that
͑5.35͒
Turning our attention now to ͑5.24͒, Proposition 5.9 gives
By hypothesis again, we can control the O 0,T 2 m norm of B n by a constant depending on N 1 , N 2 , N 3 , and N 4 . That is,
͑5.36͒
Therefore, so long as
Finally, from Corollary 5.12, we have
Observing ͑5.27͒, we thus find that
provided that T 3 ഛ T 2 , so that our use of ͑5.34͒ and ͑5.36͒ is justified. The constant C 3 depends only on the prescribable fields, N 1 , N 2 , and N 3 and the constant C 4 depends only on the prescribable fields. Hence, given that
we find that
, but this is easily arranged. Hence, setting T * = T 3 , ͑5.35͒, ͑5.37͒, and ͑5.38͒ imply ʈu n+1 ʈ P 
This last result has bearing on the problem encountered in Theorem 5.13. There we found that, due to the possibility that u n might become negative after some ever decreasing interval of time, the iterates were possibly only defined on the interval ͓0,T n ͔ with T n → 0. Now that we have uniform bounds for all of the iterates in a Sobolev space of high enough order, however, we may conclude that the supremum of ‫ץ͉‬ t u n ͉ over S 2 ϫ ͓0,T * ͔ is no greater than N 1 . This leads to the following result. 
D. Convergence of the iteration scheme
The uniform bounds obtained in Proposition 5.16 will now be used to prove that ͕U n ͖ n=0 ϱ is a Cauchy sequence in an appropriate Banach space. The Banach space we will aim to show convergence in ⌿ 0,T 1 , for some appropriate T Ͼ 0. This will be enough to infer the existence of strong local solutions to the quasispherical constraint system; the higher regularity of these solutions will follow from Proposition 5. 16 . In what follows we will use the shorthand notation f͑t͒ = f͑·,t͒.
If we define w n+1 = u n+1 − u n , then w n+1 satisfies the following equation:
where w n = u n + u n−1 and where F n is given by ͑5.26͒. Estimating the H 3 ͑S 2 ͒-norm of w n+1 we have
It is apparent upon inspection of this expression, that the highest order derivatives are fourth order ͑integrating by parts wherever necessary͒. Using the parabolic Sobolev imbedding ͑Ref. 14, Lemma 3.3.5͒, Proposition 5.16 gives us pointwise bounds for all such derivatives, and it is an easy matter to obtain an expression of the form 
͑5.40͒
for all t ʦ ͓0,T * ͔. To obtain a similar sort of control over the other fields let us also define the following differences:
Then since the iterative system defining these quantities is linear it is a simple matter to show that n+1 , q n+1 , and n+1 satisfy the following equations: n+1 = div͑u n+1 q n+1 ͒ + div͑w n+1 k n ͒ + div͑w n+1 ͒ − ͑1 + ͒ n+1 − w n u n −1 u n−1 Proof: Linearity is obvious from the definition as is the fact that ʈAkʈ C 3 2 ഛ C ʈkʈ C 3 2 . We may use Lemma 5.3, substituting C 3 for E j , to infer the unique existence of k n+1 ʦ C 1 ͓͑0,T͔ ; C 3 ͒, the solution of ͑5.53͒ subject to the initial value k 0 ʦ C 3 , provided that u n+1 ʦ P 0,T m+1/2 , k n ʦ H m ͓͑0,T͔ ; C 3 ͒, and H n ʦ P 0,T m . Similarly we may use Lemma 5.4 to obtain the estimate ʈk n+1 ͑t͒ʈ C 3e −C t ഛ ʈk 0 ʈ C 3 + ͵ 0 t ʈB n ͑s͒ʈ C 3 ds, for all t ʦ ͓0,T͔.
It is an easy matter to amend the proof of Proposition 5.9 to give the following result which establishes the higher regularity of solutions to ͑5.53͒. The constant C depends on ␤, ʈu 0 ʈ H 2m ͑S 2 ͒ and ʈk 0 ʈ C 3.
Proof: The result is just Proposition 5.9 with k n+1 replacing M n+1 and the much simpler equation ͑5.53͒ replacing ͑5.9͒. Note in particular that there is no dependence of the constant on u n , only ␤. Other than these minor details, the proof is identical.
In light of this last result we see that if u 0 ʦ H 2m ͑S 2 ͒, k 0 ʦ C 3 , u n+1 ʦ P 0,T m+1/2 , and ͑H n , k n ͒ ʦ O 0,T m then k n+1 exists and belongs to H m ͓͑0,T͔ ; C 3 ͒. As was the case with ͑5.7͒, ͑5.51͒ is solvable by construction, with the higher regularity of solutions being governed by Corollary 5.12. The equation for H n+1 , ͑5.52͒, is algebraic and so it is easy to see that n+1 , H n+1 ʦ P 0,T m provided that u n+1 ʦ P 0,T m+1/2 and k n+1 ʦ H m ͓͑0,T͔ ; C 3 ͒. For brevity we introduce the following notation:
Ũ n = ͑u, ,k,H͒ n .
Despite being rather heuristic in nature, the foregoing discussion shows how the results proven in the preceding section can be amended to give analogous results concerning the iteration scheme
