Abstract-This paper presents a specification language, implementation mechanism, and proof techniques for problems involving the arbitration of concurrent requests to shared protected resources whose integrity must be preserved. This mechanism is the serializer, which may be described as a kind of protection mechanism, in that it prevents improper orders of access to a protected resource. Serializers are a more structured form of the monitor mechanism of Brinch Hansen and Hoare.
Abstract-This paper presents a specification language, implementation mechanism, and proof techniques for problems involving the arbitration of concurrent requests to shared protected resources whose integrity must be preserved. This mechanism is the serializer, which may be described as a kind of protection mechanism, in that it prevents improper orders of access to a protected resource. Serializers are a more structured form of the monitor mechanism of Brinch Hansen and Hoare.
Serializers attempt to systematize and abstract desirable features of synchronization control structure into a coherent language construct. Serializers have better synchronization modularity than monitors in several respects. Monitors synchronize requests by providing a pair of operations for each request type (examples are STARTREAD/ENDREAD and STARTWRITE/ENDWRITE for the readers-writers problems). Such a pair of operations must be used in a certain order for the synchronization to work properly, yet nothing in the monitor construct enforces this use. Serializers incorporate this structural aspect of synchronization in a unified mechanism to guarantee proper check-in and check-out by encasing the resource inside the serializer. Thus a serializer for a readers-writers problem provides only two entry points for external users: READ(directions) and wRITE(directions) where the directions are passed to the resource.
In scheduling access to a protected resource, it is often necessary that a process wait for a certain condition before continuing execution. Monitors require that a process waiting will remain dormant forever, unless another process explicitly signals the dormant process that it should continue. Serializers improve the modularity of synchronization by providing that the condition for resuming execution must be explicitly stated when a process waits, making it unnecessary for processes to sigual other processes. That is, the serializer decides for each process the conditions required for the further execution of the process.
The behavior of a serializer is defined axiomatically in terms of the precedes relation among events using the actor message-passing model of computation [11] , [101, [161, [11. Different versions of the "readers-writers" problems are used in this paper to mustrate how the structure of a serializer corresponds in a natural way to the structure of the specification of synchronization problems.
In this paper we present specification and proof techniques using partial orders on computational events for dealing with problems involving fairness, starvation, and guaranteed concurrency. Our techniques represent a significant advance over previously developed techniques using global states Index Terms-Monitor, parallelism, program proving, readers-writers, serializer, starvation, verification.
Manuscript received December 1, 1976 ; revised June 12, 1978 TO RESOURCES W E SEE a need for the development of language constructs that are at least partially chosen for their provability. A language feature providing synchronization should be designed to provide usable axioms about the possible orders of events in a program. The language feature should guarantee that conditions needed to prove properties of programs are explicit in the axioms for the language feature.
Serializers have been designed to facilitate the proof that schedulers implemented using them satisfy their specifications. The specifications of a protected resource typically involve stating both integrity and scheduling constraints. An integrity specification typically takes the form of a consistency constraint. A typical example of an integrity specification might be that the position and velocity of an airplane must be recorded for the same instant of time. A scheduling specification typically takes the form of a constraint on the time order of certain events. A typical example of a scheduling specification is that if two requests to write in a data base are received in a certain order then the first request received will be honored before the other. We would like to be able to demonstrate how implementing protected resources using serializers makes it easier to prove that they satisfy their specifications. In particular, we would like to develop techniques for proving that schedulers implemented using serializers guarantee a reply to each request received. Guaranteeing that a reply will be sent for every request received is a stronger and more useful property than merely being free of deadly embrace, which is the scheduling specification most extensively treated in the literature on synchronization.
II. SERIALI ZERS

A. Concept ofa Serializer
In this section we will describe an abstract mechanism called a serializer for guaranteeing the integrity of a protected resource. The mechanism is an abstraction and encapsulation of the method commonly used in operating systems. A detailed analysis of the facilities needed will be used to motivate our design decisions.
A serializer bears an analogy to the front desk of a hospital in that only one person can check in or out at a time. The front desk of a hospital serves to schedule the entrance and exit of people in the hospital. Entering or leaving the hospital is impossible without checking through the front desk. Various waiting rooms are maintained for people who are waiting.
0098-5589/79/0100-0010$00.75 © 1979 IEEE 10 In addition records are maintained of where people are within the hospital.
Serializers are modular in the sense that they can be constructed to encase the resource to be protected in such a way that it can only be accessed by passing through the serializer. A serializer should be constructed to surround the protected resources in such a way that it is impossible to accidently avoid passing through it when using the protected resources. We shall avoid in this paper the issues involved with exactly how one guarantees that a serializer has sole possession of a resource, or even if cooperating serializers might share access to a resource. The reader may assume that every serializer we deal with in this paper has sole access to the resources it encases.
The . 
Diagram of Berializer Enoaxing a Protetead omur
Each arrow in the above diagram is labeled with the kind of computational event it represents. All of the events represented in the diagram are serialized in time. Each event represents an occurrence in which a process either (re)gains or releases possession of the serializer. The fact that a process has possession of the serializer is represented by executing in the shaded region of the diagram. At most one process can have possession at any one time.
A typical simple sequence of events occurring in the use of a protected resource p begins with a SERIALIZER-REQUEST event in which the serializer receives a message M which is intended for the protected resource p. The request must eventually result in an ENTRY event which gains possession of the serializer. A GUARANTEE event will cause a process to wait until some condition is true before proceeding. Such a request releases possession of the serializer. If execution of a process continues after a GUARANTEE event then the next event will be called an ESTABLISHED event because the condition is guaranteed to be established to be true at the time. Thus each ESTABLISHED event regains possession of the serializer at a point in time when the condition is guaranteed to be true. When the proper condition for using a protected resource has been established, then possession of the serializer can be released by a JOIN-CROWD event which records that there is another process in a crowd which is an internal data structure of the serializer that keeps track of which processes are using the resource. Next the message M is delivered to the protected resource p in a RESOURCE-REQUEST event. Eventually the protected resource p may produce a reply R to the request which will be called a RESOURCE-REPLY event. The RESOURCE-REPLY will eventually result in a LEAVE-CROWD event which regains possession of the serializer and records that the process is no longer in the crowd using p. After this the process releases possession with an EXIT event, which causes a SERIALIZER-REPLY event in which the message R is sent as the reply to the original SERIALIZER-REQUEST event.
Serializers derive their name from the fact that all of the events that gain and release possession of the serializer are totally ordered (serial) in time. We assume that every serializer is written such that an event gaining possession is always followed by one releasing possession (usually this is trivial to demonstrate). In the above diagram the interior of the serializer has two "holes," in which a process temporarily releases possession of the serializer. The purpose of a hole entered by a GUARANTEE event is to release possession while a process is waiting for some condition to be established so that it can proceed. 2) an ESTABLISHED event, which regains possession as a result of a GUARANTEE event with the condition established to be true;
3) a LEAVE-CROWD event, which regains possession as a result of a RESOURCE-REPLY event from a protected resource; 4) a TIME-OUT event, which regains possession as a result of a process waiting for a condition for a longer period of time than specified when it entered the waiting room.
There are three ways to release possession of a serializer: 1) a GUARANTEE event, which occurs in order to guarantee that some condition is true before continuing execution;
2) a JOIN-CROWD event, which records that a process is using a protected resource;
3) an EXIT event, which causes a reply to the original SERIALIZER-REQUEST event.
There are two reasons that a process using a serializer might have to wait. The first is that it might be necessary for a process in a waiting room to wait for some condition to be estab-I1I lished. The second reason for waiting is that a process must wait for possession after a SERIALIZER-REQUEST or a RESOURCE-REPLY event because some other process has possession. Processes waiting for a condition to be established are given absolute priority over other processses waiting for possession.
-Each time possession of a serializer is released, processes waiting for a condition to be established are given the opportunity to continue execution. This property of serializers simplifies proofs that a scheduler guarantees replies to requests received and increases the responsiveness of schedulers by allowing processes waiting for a condition to proceed as soon as possible. Roughly speaking, if there are any processes waiting for a condition that are "ready to go" when possession of a serializer is released then the next event to gain possession of the serializer must be an ESTABLISHED event which gives one of those processes possession.
When servicing processes waiting for possession after a SERIALI ZER-REQUEST or RESOURCE-REPLY, several kinds of waiting disciplines are possible to determine which process gets possession of the serializer next. The only property that is used in this paper is that every SERIALI ZER-REQUEST and RESOURCE-REPLY event eventually causes a GAIN-POSSESSION event. One of the easiest ways to implement this is to use a single queue to implement a first-in first-out disciple on processes waiting after a SERIALIZER-REQUEST or RESOURCE-REPLY event. An acceptable alternative is to give priority to processes waiting after RESOURCE-REPLY events since removing them from the crowd of the resource which is producing the reply might allow other processes (which are waiting for that crowd to empty) to proceed.
III. SERIALIZER CONSTRUCTS
In this section we present the language constructs used in the serializer mechanism. We (entry: entry-of_the serializer))
The queues are used to provide first-in first-out service to process waiting for some condition in order to continue execution. The priority queues are used to provide priority service to processes waiting for some condition so that the service is first-in first-out within priority. In 2) a JOIN-CROWD, EXIT, or GUARANTEE event has just occurred releasing possession of the serializer.
If the process is waiting in a queue then the following additional prerequisite must be satisfied:
3) the process is at the front of the queue. On the other hand if the process is waiting in a priority queue then the following prerequisite must be satisfied:
3) the process is at the front of the nonempty queue with highest priority (within the priority queue specified in the wait_in clause of the guarantee command).
Note that all three of these prerequisites must be simultaneously satisfied before execution will continue with the_ guarantee_body.
The only other way that a process waiting for a condition can continue execution is that the amount of time it has spent waiting is greater than the amount of time which it specified in the time_expression of the time_out clause of the guarantee command. In this case execution of the process continues in the time out handler.
If the guarantee condition for some process waiting at the front of a queue holds or if a process has timed out, then one such process is guaranteed to regain possession of the serializer next before any further ENTRY or LEAVE-CROWD events occur.
The condition in the guarantee command may be any Boolean expression without side effects. Conceptually the condition of each process at the front of each queue or priority queue is evaluated whenever possession of the serializer is 12 yielded. In practice we believe that compilers can often produce equivalent code that is much more efficient that this.
We have found one particular form of expression to be quite useful, which is a test for emptiness of queues, priority queues, or crowds. This is written as:
(empty: . .. .ueue ... crowds...)
Each queue, priority queue, or crowd listed must be empty for the expression to be true. The evaluation of an expression of the above form has no side effects. It simply calculates the Boolean value of the expression.
C. Relaying Messages
Within a serializer it is necessary to be able to temporarily release possession of the serializer in order to relay a message to a protected resource and then later regain possession with the reply from the protected resource. It is possible for one serializer to protect more than one resource. A command of the following form accomplishes this by transmitting a-message to a-protected resource:
(relay-to a-protected resource a_message (thru: a_crowd) (then-to: continuation_for_reply)) To execute a relay-to command: place an element in a-crowd to record the presence of another process in aprotected resource; release possession of the serializer; and then relay a_message to a_protected resource. After the reply to a-message has been received and possession of the serializer has been regained by a LEAVE-CROWD event, then the element which was placed in a-crowd is removed. The reply received is sent to continuation_forreply. For brevity we adopt the convention that an expression of the following form:
(relay-to a-protected resource a_message (thru: a_crowd)) is an abbreviation for (relay-to a-protected resource a_message (thru: a-crowd) (then-to: identity-function))
During the time between the JOIN-CROWD and the LEAVE-CROWD events of a given process, there is an element in a-crowd for each process using the resource. Thus by inspecting the various crowds of a serializer it is possible to determine which resources currently have processes executing within them.
D. Combined Guarantee and Relay
Expressions of the following form (guarantee condition (wait_in: waiting-room)
(then:
(relay to protected-resource message (thru: crowd)))) occur sufficiently often in serializers that it is worthwhile to have the following abbreviation:
(guarantee condition (wait_in: waiting-room) (relay-to: protected-resource message)
(thru: crowd))
IV. MUTUAL EXCLUSION
One of the most common uses of semaphores is to implement mutual exclusion of execution in protected resources. It is relatively easy to implement mutual exclusion using a semaphore. The idea is for each process to perform a P operation on the semaphore before using the resource and then to perform a V operation when finished using the resource. The program one_at_a_time given below can be used to construct systems that insure that a resource does not receive any messages while still processing a previous message. Thus processes are guaranteed to exclude each other from overlapping execution in the protected resource. This simple example is presented to illustrate more concretely the concept of encasing a resource in a serializer.
The implementation below can be used to enforce mutual exclusion in the use of a resource. The character = is used as a prefix operator in front of an identifier which is to be bound to the object which it matches. As in the lambda calculus there are no side effects in performing this binding operation.
(one_at_a_time =resource)
;mutual exclusion of a resource is enforced by (let {(mutex = (create_binary_semaphore))} ;constructing a new binary semaphore called mutex (receive=a_message ;then returning an actor such that whenever it receives a message (P mutex) ;performs a P operation on mutex (let {(result = (send a_message to resource))} ;then sends the message to the resource ;such that after the result is received (V mutex) ;a V operation is performed on the semaphore result))) ;and the result is retumed where identity-function is (Xx. x). Thus the value of an abbreviated relay-to command is the value returned as a reply from a_protected_resource as a result of sending it a_message.
In order to guarantee that a resource p (assumed to be an actor that receives and replies to messages) is never used by more than one process at a time, construct an actor p' by invoking (one_at_a_time p) and only give the actor p' to 13 potential users. The actor p' behaves just like p except that at most one process can be using p at any one time. If the actor p is never given to potential users, then the serializer created by invoking one_at_a_time will provide the required scheduling discipline.
Semaphores are a very primitive synchronization method which can be used to implement the facilities needed by modular schedulers. Serializers abstract the control structure of schedulers such as the simple one presented above. They can be used to increase the modularity of implementations by making the structure of the implementation more closely match the structure of the task to be accomplished. In this way the synthesis of schedulers from specifications is facilitated because serializers provide facilities for directly implementing common aspects of specifications for schedulers. Furthermore proofs that implementations satisfy their specifications are facilitated because the structure of the serializer guarantees many properties of the implementation that would otherwise have to be painfully extracted from a global analysis of the implementation.
One extremely common specification is that a resource must reply to each request it receives (a guarantee of service that implies that the resource is starvation-free and thus free of deadlock). For serializers this is expressed in terms of events by simply requiring that for every SERIALIZER-REQUEST event there is a corresponding SERIALIZER-REPLY event in the history. Similarly the resource can be required to reply to requests by specifying that for every RESOURCE-REQUEST event there is a corresponding RESOURCE-REPLY event in the history. A one_at_a_time is guaranteed to reply to requests provided that the resource it encases is guaranteed to reply to requests. Variations of the readers-writers problem derive from the desirability of imposing stronger scheduling specifications than simply that the serializer must reply to requests that it receives. Note that readers do not interfere with one another even if they are executing in parallel in the protected resource. Therefore allowing multiple readers into the resource concurrently can increase throughput. Several variations of scheduling specifications that require more concurrency will be presented below. In all of these implementations we will keep track of whether there are readers in the resource or there is a writer in the resource by keeping a separate crowd for the readers and a separate crowd for the writer (which will never have more than one member).
14 Below we will present several implementations of the readers-writers problems in which readers is the crowd of readers in the protected resource and writer is the crowd of writers in the protected resource. The following invariants are relevant to understanding each of the implementations to be presented below:
The proof that the size of the writer crowd is never greater than one follows immediately from the observation that the only addition to the writer crowd is made after a guarantee is satisfied that the writer crowd is empty, and the writer crowd is initially empty. By examining the guarantees we see that no additions can be made to the writer crowd if the readers crowd the size of the writer crowd is never greater than one the readers crowd and the writer crowd are never both nonempty at the same time
The proofs of the above invariants are relatively short and simple. No complicated chains of reasoning are required. This is an example of how the structure of a serializer enables simpler proofs than less structured arbitration mechanisms such as semaphores.
C First-Come First-Served
In the implementation below we provide that a resource which is to be scheduled for reading and writing will receive messages of the form (read (using: directions)) and (write (using: directions)). The directions included in these messages can be as complicated as desired up to and including a procedure for carrying out the transaction on the protected resource. It is the responsibility of the protected resource to ensure that carrying out the directions in a read message does not change the protected resource. Note that this degree of generality in the directions can complicate verifying that the resource will reply to each request which it is sent. Nevertheless, in the discussion below we will assume that the resource will always reply to requests of the form (read (using: directions)) and (write (using: directions)).
The implementation given below satisfies the specification that the protected resource is served on a first-come first-served basis. In addition, starvation is not possible and a certain amount of concurrency is guaranteed. The simplicity of the implementation is due to the ability of serializers to have processes waiting in a single queue for different conditions. is nonempty, and that no additions can be made to the readers crowd if the writer crowd is nonempty. Given that both crowds are initially empty then the readers crowd and the writer crowd are never both nonempty at the same time. The proofs of these invariants for the other implementations are similar and will not be repeated. Thus the following invariants hold after each event in which a process gains or releases possession of the serializer:
(size writer) S 1 (empty: writer) V (empty: readers)
That is, the above implementation guarantees that writers will exclude others from the resource since if there is an element in the writer crowd then all the queues of the serializer are blocked.
It is quite easy to see that starvation is impossible for a first_come_first_served serializer provided that the resource always replies to messages which it sent. The only way in which starvation could occur would be for some process to wait forever in the waiting.q. Thus to prove that starvation is impossible it is sufficient to prove that the front element of the waiting_q is always eventually dequeued since the queues of a serializer are strictly first-in first-out. If the element at the front of the waiting.q is a reader then it will eventually proceed since the only condition which prevents this is for there to be an element in the writer crowd. The writer crowd must eventually become empty because the resource is as- ;receive a request to write in the resource using directions (guarantee (empty: readers writer)
;guarantee that there are neither readers nor a writer in the resource (wait-in: waiting q) ;wait in waiting.q (relay_to: the_resource (write (using: directions))) (thru: writer))))))) ;passing thru the writer crowd 15 sumed to always respond to write requests. After the writer crowd becomes empty then the reader at the front of the waiting_q must proceed because serializers give absolute priority in giving next possession of the serializer to processes waiting in queues for some condition to be established. In a similar way it is easy to prove that if the element at the front of the waiting_q is a writer then it will eventually proceed.
D. Writers Prioity
T-he following implementation of a serializer for the readerswriters problem gives priority to writers. regain possession of a serializer. However, further research is needed on the question whether the rule is entirely satisfactory for all useful examples. ;then relay the message to the resource (thru: readers))))) ;passing thru the readers crowd ((write (using: =directions)) -;receive a request to write in the resource using directions (guarantee (empty: readers writer) ;guarantee that there are neither readers nor a writer in the resource (wait-in: waitingq) ;wait in the waitingq (relay-to: the_resource (write (using: directions))) (thru: writer))))))) * If the readers and writer crowd are both empty then it is possible for a reader process to be ready to proceed from the guarantee command marked with a # at the same time that a writer process is ready to proceed from the guarantee command marked with a *. Nevertheless there is no danger of starvation in this case because the writer process at the front of the waiting_q and every process in the reader_q is guaranteed to proceed before any other process can gain possession of the serializer by the rule of absolute priority for processes waiting for a condition. In view of this example, we propose the following rule for the construction of serializers:
VI. BEHAVIORAL PROPERTIES OF SERIALIZERS
If there is more than one process waiting for a condition that is ready to regain possession of the serializer when possession is released then it must not make any difference in the externally visible behavior of the system which process is chosen to gain possession next. That is, the choice of which process to allow to gain possession must not cause any change in the ordering relationships on RESOURCE-REQUEST or SERIAL-REPLY events. The above rule allows maximum flexibility to the compiler in evaluating the conditions that must be guaranteed for a waiting process to Behavioral properties of serializers can be stated in terms of events and relations between events. We shall use the notation El -E2 to indicate that the event E1 necessarily precedes the event E2 in the history of the computation under discussion. The precedes relationship is a strict partial order (i.e., it is never the case that there is an event E such that E -* E). The events of processes that do not interact are not ordered.
In the rest of the paper we will require that protected resources be well-behaved in the sense that for each request sent to a resource exactly one reply will be received.
Another requirement we will make is that every process that comes into possession of a serializer will eventually release possession. The intent is to exclude behaviors where the serializer is locked up forever by a process which is performing an infmite computation while in possession. We believe that this condition will usually be trivial to satisfy in practice.
We have found that the usual code in a serializer to guarantee that some conditions hold and then relay a message to a resource protected by the serializer. This code must be made as efficient as possible in order to maximize the throughput of the serializer. Otherwise the serializer can seriously degrade the efficiency of a system by becoming a bottleneck.
A. Property ofMutual Exclusion
The most fundamental property of a serializer is that at most one process has possession of it at any given instant.
We will use subscripts to indicate distinct invocations of a serializer. The property of mutual exclusion of possession of the serializer can be stated in terms of events as follows where we assume that i*j:
Either the i-th possession precedes the j-th possession 1) the condition C is true. 2) the process is at the front of the queue. Therefore all previous events that waited for some condition on q have already continued with their condition ESTABLISHED.
This means that we have made the policy decision that for the queues used in this paper a process at the head of a queue will block the processes behind it in the queue even though the condition for one of these processes to proceed is true. We have made this policy decision in order to make the implementation of the serializers in this paper more efficient and to avoid problems of fairness and starvation.
Tfhe above properties give the processes waiting in queues and priority queues of a serializer priority over processes waiting to gain possession.
VII. GUARANTEED CONCURRENCY A. Requiring Concurrency in Implementations
In the readers-writers problems the resource scheduler must maintain the following constraint: a write activity on a protected resource is never concurrent with any other activity on the resource. However, a simple one-at-a-time approach can easily guarantee this property. The more complex versions of the problem attempt to provide readers with concurrent access to the resource without starving the writers. When we say that some amount of concurrency is guaranteed, we mean that the specifications for the serializer require that certain readers be given the opportunity to access the resource at the same time.
Note that a serializer cannot guarantee that the requests to a protected resource are actually processed in parallel, since either the structure of the resource or some externally defined scheduling policy may prevent actual parallelism. We say that The specifications for the first-come first-serve serializer include a requirement for concurrency. We can informally express this requirement by saying that whenever one reader's entry into the serializer (an ENTRY event) immediately precedes another reader's entry, and the second reader enters the serializer before the first reader enters the resource (a JOIN-CROWD event), then these two readers must concurrently be in the resource. We can also give a more formal specification in terms of events: Note that the above requirement would be the same if we required that the requestor Xk be a writer, although the proof would be slightly more difficult.
B. Proofof Guaranteed Concurrency A proof that the first_come_first_served serializer shown above satisfies the given concurrency requirement proceeds by assuming the existence of two readers with the given relationship, then showing that they must be concurrent readers. Since we have ENTRYi ENTRYj JOIN-CROWDi we know that the reader Ri must be in the waitingq when the reader Rj gains possession of the serializer. Rj must be enqueued directly behind Ri, since by our assumptions there are no intervening entries to put other requestors in the waiting_q. Therefore when reader Ri does get into the resource through a JOIN-CROWD event (thereby releasing possession of the serializer), then the requestor at the front of the waiting_q must be Rj and the condition of (empty: wrnters) must be true. We then appeal to the priority which serializers give to processes waiting for a condition over other processes which are waiting to gain possession.
JOIN-CROWDj -LEAVE-CROWDi
Since we know by construction of the serializer that JOIN-CROWDi -JOIN-CROWDj, and JOIN-CROWDj LEAVECROWDj, we conclude that JOIN-CROWDi -LEAVE-CROWDj, which completes the proof that Ri and Rj are concurrent readers.
VIII. ABSENCE OF STARVATION
The following serializer forces readers into the resource concurrently. However, we need to guard against starvation. Our approach is to allow all waiting readers to enter the resource, then to designate the writer which has been waiting as the new privileged writer, and keep further readers from entering the resource until the privileged writer has relayed its message to the resource. After the privileged writer has been served, then all readers which have been waiting for that writer to finish are allowed to enter the resource, and a new privileged writer is chosen. A reader may not deliver a message to the resource while there is a privileged writer, or there is a writer in the resource. A writer may not enter the resource unless it is a privileged writer, and there are neither readers nor a writer in the resource.
((readers-priority =the_resource)-;a serializer which enforces concurrency among readers of the resource is implemented by constructing (create_serializer ;a serializer which has (queues: waiting_q writers_q) ;two queues called waiting q and writers_q (crowds: readers writer) ;two crowds called readers and writer (entry: ;after entry (message-cases ;there are two cases for the message 18 ((read (using: =directions)) -;receive a request to read the resource using directions (guarantee (empty: writer) ;guarantee that there are no writers in the resource (wait-in: waiting_q) ;wait in waiting_q (relay-to: the_resource (read (using: directions))) (thru: readers))) ;passing thru the readers crowd ((write (using: =directions)) -;receive a request to write in the resource using directions (guarantee (empty: waiting_q writer) ;guarantee that waiting_q, and writer crowd are all empty (wait-in: writers_q) ;wait in writers_q (then: (guarantee (empty: readers writer) ;guarantee that there are neither readers nor a writer in the resource (wait-in: waitingq) ;wait in waiting_q (relay_to: the_resource (write (using: directions))) (thru: writer))))))))) ;passing thru the writer crowd
The above implementation is a little more complicated than the previous one. However, it is not difficult to show that writers exclude others using the technique used for the previous implementation since the following invariants are maintained:
(size writer) < 1 (empty: writer) V The idea behind this proof is simple. Any writer in the writers_q is waiting for both the writer crowd and the waiting_q to empty. By our assumption about the resource there must be a RESOURCE-REPLY message for any writer, so the writer crowd must empty. We have just proved above that the waitingq must empty. Therefore the process at the front of the writers_q must eventually be dequeued, which is sufficient to show that no process in the writers_q can starve.
C. Requiring Concurrency for Reader's Priority
The readers-priority serializer is intended to give more throughput to readers at the expense of writers, while still guaranteeing that each write request will receive a reply. Our informal requirement is whenever one reader's entry into the serializer follows another reader's entry (regardless of inter- 19 In proving that the virtual disk satisfies its specifications we need to show that the requests are relayed though unchanged, that the serializer only allows one process at a time access to the physical disk, and that all requests given to the virtual disk are eventually serviced.
The relaying of unchanged requests can be shown by a simple examination of the code for the virtual disk. Only one process may be using the physical disk at a time since both guarantees require that the crowd for the physical disk be empty before any requests are allowed to proceed.
Proving that all requests are eventually serviced is done by showing that all requests in the queue for the current direction (the up-queue when current_direction = "up," the down_ queue when current_direction = "down") are eventually serviced, and that the opposite queue becomes the current queue. Note that the current_direction is reversed if and only if the current queue is empty and the opposite queue is not empty and the physical disk is not busy. A new request is never added to the current queue. We assume that the physical disk always completes a request. Whenever the physical disk completes a request and the current queue is not empty the guarantee for the current queue must be true. Therefore all requests in the current queue must eventually be serviced, and the opposite queue must become the current queue (or be empty).
Requests removed from a priority queue must be in order of increasing priority number (nondecreasing track number for up-queue, nonincreasing track number order for down queue). This is sufficient to show that requests within the current queue are always serviced with minimal difference in track numbers. However, it does not guarantee minimal head motion for all requests. A somewhat more optimal version of virtual_disk which more closely follows Hoare's original disk scheduler can be achieved by allowing insertion of new requests into the current queue as long as the priority is greater than the priority of the current request. Additional code in the serializer is needed in that a current track number must be maintained and used to determine which queue should be used. Additional clauses in the proof are also needed to show that all requests are serviced (by showing that all requests in the current queue have priorities greater than the priority of the requests being serviced).
However, we consider it encouraging that both the program and the proof are only incrementally more difficult, and that neither is different in kind.
X. COMPARISON WITH MONITORS
The serializer mechanism is a more structured version of the "secretary" concept which was conceived in general terms by Dijkstra and later developed into a specific programming language construct called "monitors" by Brinch Hansen and Hoare. The purpose of serializers is to schedule access to shared resources in order to protect their integrity. A serializer is an actor that will allow only one process to have possession at a time whereas a monitor is a Simula-67 class that will allow only one process to be executing inside it at a time. We claim that serializers support modular programming better than monitors because serializers can be sensibly nested inside one another, whereas usually it is unprofitable to nest one monitor inside another because the outer monitor will be tied up while the inner one is in use. A further advantage for serializers is that use of a protected resource appears identical to the use of the unprotected resource in a program that uses the resource. A general principle of efficient operation that is applicable to both serializers and monitors is to try to keep the serializer (monitor) unlocked as much of the time as possible to keep it from being a bottleneck in the operation of a larger system.
We believe that serializers are easier to write and verify in a modular fashion than monitors. Serializers encapsulate useful properties of the use of shared resources that are more difficult to verify with schedulers written using monitors. For example it is easy to verify that processes which use the virtual disk resource implemented in this paper do not indefinitely tie up the physical disk, whereas this property cannot be proved using the diskhead monitor presented in Hoare's paper.
Using serializers the condition necessary for a process to continue execution is explicitly stated in a guarantee command, whereas the "conditions" used in the WAIT command in a monitor do not explicitly state what condition is necessary in order to proceed. In our experience this feature of serializers lessens the number of explicit queues and tends to simplify program proofs.
Another difference is the use of crowds rather than counters to keep track of processes that have been allowed to access the encapsulated resource. While there is an additional cost associated with such accounting, we believe that the benefits will make the use of crowds a decided advantage. It is possible to examine the crowds to determine which processes are currently accessing which resources.
XI. FUTURE WORK
A. Efficiently Compiling Serializers
On the basis of the examples that we have analyzed we believe that serializers can be efficiently compiled to produce code for synchronizers that approaches the efficiency of other proposed synchronization primitives such as semaphores, monitors, conditional critical regions, and path expressions. Our analysis indicates that schedulers constructed using these other synchronization primitives are in practice going to have to test essentially the same conditions that are explicit in the guarantee commands of serializers. The efficiency of serializers needs to be tested by constructing a compiler.
B. Prohibiting Starvation
The simple specification that "starvation is prohibited" is common to almost all synchronization specifications. Yet serializers at present make no such guarantee. They do make it easier to prove that an implementation using a serializer is free of the danger of starvation by facilitating the proof that the serializer always replies to requests which it receives. We 21 feel that research should continue to search for mechanisms that provide effective guarantees of such properties, yet also provide sufficient generality to cope with a wide range of problems.
C Preempting Processes in Protected Resources
Serializers have potential for use in robust systems in that more information is available for error recovery. The additional information is useful for implementing debugging features, deadlock detection, and gracefully backing processes out of protected resources.
One proposal [8a] , [19a1 is to keep a log of the side effects of a process executing in a protected resource. A runaway process in a protected resource could be preempted without destroying the integrity of the resource by undoing all side effects recorded in the log. Keeping such a log would be a significant source of overhead which would only be worthwhile if it significantly increased the reliability or efficiency of systems. the synthesis of modular synchronizers because their structure corresponds in a natural way to typical specifications for useful synchronizers. The structure imposed by using serializers provides important guarantees that aid in proving that the implementation meets its specifications.
The specifications for a serializer include integrity specifications relating the order of access to the type of access, and scheduling specifications to ensure that differing types of access occur in the proper order. Part of this ordering specification included a specification requiring that certain requestors must be given the opportunity to use the resource concurrently. In the readers-writers serializer, we gave the integrity specifications that readers and writers were mutually exclusive in accessing the resource, and that at most one writer could access the resource at a time. Our different solutions to the readers-writers problem resulted from different scheduling specifications.
We have attempted to explicitly introduce facilities into serializers that directly correspond to synchronization specifications. The constraint that the resource is not being used by either readers or writers when a writer enters the resource is explicit in the code of our implementations, as is the requirement that no writers are using the resource when a reader enters. Serializers provide that the condition for a waiting process to proceed is explicitly stated. In this way integrity specifications can be directly expressed in the language. Scheduling specifications are more complicated. We have been able to use a specification language based on partial orders among events to good effect to express scheduling specifications. Furthermore, the structure of the serializers has enabled us to give simple intuitive proofs that various scheduling specifications are satisfied by implementations that use serializers.
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