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In this article, we make a study of the effect of constant perturbations on 
saddle-to-saddle separatrices, or saddle connections, generated by vector 
fields on the plane. The main tool in this analysis is the so-called 
“Melnikov method,” which we discuss in some detail below. In 
Theorem 3.1 we give a criterion for detecting whether a constant pertur- 
bation can yield a nonvanishing Melnikov function over a given saddle- 
connecting orbit. In two special cases this criterion is completely decisive: 
either 
(i) the unperturbed vector field is Hamiltonian, or 
(ii) the range of the unit tangent vector along the saddle connection 
is no greater than rc. 
In either of these cases, a given saddle connection can always be 
“broken” by the addition of some small constant perturbation. In the 
Hamiltonian case, this “breaking constant” can be chosen to be any small 
constant vector field transverse to the directed line segment joining the two 
saddle points (Corollary 3.3). 
For broader classes of vector fields, we must be content with a generic 
theory. Specifically, if we equip C2 vector fields, having at most one saddle 
connection in a given open set, with the relative C’ topology; then, 
generically, for such vector fields, perturbation by a suitable small constant 
destroys the associated saddle connection. Formally, this result means that 
saddle connections generically admit constant universal unfoldings 
(Theorem 4.5), as discussed in Section 1. The last section contains several 
consequences of this generic theory, when applied to polynomial and 
Hamiltonian vector fields. 
The general problem of how vector fields break saddle connections was 
studied before in [P, Ha], which was motivated by [C-H-M-P]. The time- 
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dependent case is carefully discussed in [Ho]. Polynomial vector fields are 
treated in [R] and [Cl, especially the instability of nontransverse intersec- 
tions of the stable and unstable manifolds for a pair of saddle points. The 
effects of rotating a vector field are exhaustively analyzed in the remarkable 
treatise of Andronov et al. [A]. 
1. UNFOLDINGS GENERATED BY CONSTANT PERTURBATIONS 
An unfolding of a vector field is simply an embedding of the vector field 
in some parameterized family of nearby vector fields (see [G-H]). The 
parameter space is usually finite dimensional. In the case of most interest, 
the given vector field corresponds to a bifurcation value of the parameter: 
small deviations away from the bifurcation value result in radically dif- 
ferent qualitative behavior. 
No doubt, the simplest global unfolding of a smooth vector field X on R2 
is generated by the addition of a constant vector field. Such unfoldings 
have the form 
Z(x, E) = X(x) + EC, 
where c is some fixed constant vector, and E takes values in some, usually 
small, bounded open interval about zero. As most vector fields do not com- 
mute with constants, the analysis of such unfoldings can be far from trivial. 
As is the case with any analytic perturbation, the addition of a constant is 
global and produces a highly nonlinear effect on solution curves. 
When X has an intrinsically unstable feature, such as a saddle connec- 
tion, one would like to know whether the unfolding is universal, i.e., 
whether the unfolding contains vector fields which, in the vicinity of the 
unstable feature, exhibit all the possible qualitative behaviors of nearby 
vector fields. For perturbations of a saddle connection in R2, the range of 
possible behavior is quite well understood. 
Let X be a C2 vector field on R2, and let US R2 be an open connected 
subset. Assume that X restricted to U has a single saddle connection y 
between hyperbolic saddle points p and q, as in Fig. 1. 
It is easy to see that small perturbations of X in U either leave the saddle 
connection y displayed, but intact, or “break” y in one of two ways: the 
stable manifold of q either crosses under or over the unstable manifold of p, 
before leaving U entirely. A universal unfolding must realize all three of 
these possibilities. The Melnikov method, described in the next section, 
gives a criterion for certain types of unfoldings to be universal. In Section 4, 
we present a generic criterion for constant unfoldings of the type 2(x, E) 
above to be universal. Generic conditions for much more general universal 
unfoldings of saddle connections can be found in [M-P]. 
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FIGURE 1 
2. THE MELNIKOV METHOD 
The so-called “Melnikov method” is a technique by which one can gauge 
the destabilizing effect of small perturbations near particular orbits [M]. 
We continue to confine our attention to a C’ vector field X defined on the 
plane. Let U denote an open connected neighborhood of a single saddle 
connection y of X between hyperbolic saddle points p and q (p # q), as in 
Fig. I. Thus, y is formed by the intersection of W7j), the unstable 
manifold of p, and W(q), the stable manifold of q. 
Now let Y be any C2 vector field defined on the plane. Associated with 
the triple (A’, Y, y) is the Melnikou function [Ho], along y, given by the real 
integral 
@iv Xl (Y(S)) ds (X A Y) (y(t)) dt. 1 
Here, y(t) is the solution curve of X with the initial value y(O) on y. The 
wedge X A Y of two planar vector fields X= (X, , X, ) and Y = ( Y, , Y, ) is 
given by the alternating form 
(X * Y) (x) = X,(x) Y,(x) - X,(x) Y,(x) 
for x in R2. The Melnikov function applies to unfoldings, 
2, =x+&Y, 
where E takes on positive and negative values. Because p and q are hyper- 
bolic, it follows that for 1 E ( small, 2, has two hyperbolic saddles pE and qE 
close to p and q, respectively, in U. 
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The Melnikov function provides a rough or first order measure of the 
distance between the perturbed manifolds W(p,) and W”(q,). In fact, as 
the next theorem shows, when M(X, Y, y) is nonzero, W”(p,) and W(q,) 
are bounded apart in U; i.e., Z, has no saddle connection in U between pc 
and qe (for all sufficiently small nonzero values of E). 
THEOREM 2.1. For all suffi:ciently small 1 E 1 > O., if M(X, Y, y) # 0, it 
follows that 
Remark. Theorem 2.1 is actually the content of exercises 4.5.1 and 6.1.1 
in [G-H], where an analogous result is proved for perturbations of saddle 
loop connections. 
COROLLARY 2.2. If M(X, Y, y) # 0, then Y,: = X + EY is a universal 
unfolding of the saddle connection. 
3. A CRITERION FOR CONSTANT UNIVERSAL UNFOLDINGS 
In this section we establish a criterion for the existence of a constant per- 
turbation which breaks a given saddle connection y. 
THEOREM 3.1. Suppose that Z(X, y) denotes the vector integral along the 
saddle connection y given by 
If I( X, y ) # 0, then X + EC is a universal unfolding of y for any nonzero con- 
stant vector field c that is not paralled to I(X, y). 
Proof: If Y denotes a vector field that is constant along y, we know that 
the Melnikov function has the form 
M(X, Y,Y)=[~ exp Ydt 
-zc 
=Z(X,y) A Y. 
It follows that if Y is not parallel to Z(X, y) then M(X, Y, y) # 0 if and only 
if Z(X, y) # 0. Thus for constant perturbations, the integral 1(X, y) com- 
pletely determines whether the Melnikov method can be used to detect a 
bifurcation of the unfolding X+ EY. The class of “saddle-breaking” con- 
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stants is now easily constructed: Let b denote any vector perpendicular to 
Z(X, y). Then we can write the constant vector field c as 
c = aZ(x, y) + /?b, a, /? E R. 
As a consequence, if b and 1(X, y) have the same length, 
M(X,c, y)=Z(X, y) A c=a(Z~ Z)+p(Zr\ b)= +BIZ(X, y)l". 
Theorem 2.1 can now be applied to finish the proof. 1 
COROLLARY 3.2. Let X, ‘J, p, q he as before and suppose, in addition, that 
X is Hamiltonian on R2; that is, div X z 0. Then X + EC is a universal 
unfolding of y, provided c is not parallel to the line through p and q. 
ProoJ Since div X = 0, the vector integral becomes 
Z(X Y)’ I;, X(y(t))dt=y(cc)-‘J(-oo)=q-p. I 
Remark. One can also ask whether a Hamiltonian or divergence-free 
saddle connection can always be broken by a polynomial perturbation of a 
fixed degree. If no polynomial of degree n breaks the saddle connection, 
then we obtain Melnikov integrals of the form 
s ;, $ (x”+‘(t)) dt = 0. 
Thus if n is even, we arrive at the conclusion that p = q as above. If n is odd, 
however, we can only infer that p = f q. It is puzzling that even degree per- 
turbations could be more adept saddle-breakers. Is there a saddle connec- 
tion rigid under all linear perturbations? 
If we impose a constraint on the curvature of y, the next result assures 
the existence of universal unfoldings. Suppose that O(y(t)) denotes the angle 
between the tangent vector X(y(t)) and the positive x-axis. We may sup- 
pose that 8 is chosen to be continuous, and that the closure of the range of 
0 is a compact interval [e,, f?,]. Then the following corollary follows 
easily. 
COROLLARY 3.3. Let t3(y( t)) be as above and suppose o2 - 0, < 71. Then 
Z(y, X) # 0 and the conclusion of the theorem follows. 
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4. THE GENERIC THEORY 
Let X, denote the set of C* vector fields on R* having in U exactly one 
saddle connection between distinct hyperbolic saddles. The aim of this sec- 
tion is to prove that the set of vector fields in X, for which there exist a 
constant universal unfolding is open and dense in the relative Cl-topology. 
Density is a consequence of Theorem 3.1 as follows: If Z(X, y) = 0, it is 
enough to prove that any C’ neighborhood of X contains a vector field 2 
in X,, having a saddle connection y= for which Z(Z, yz) # 0. There are 
several approaches to establishing such a result, but our goal is to obtain 
estimates on the size of IZ(X, y) -Z(Z, yz)(, which we will later apply to 
construct an example, (Z, yz), of a saddle connection with Z(Z, y,,) = 0. 
This shows, in particular, that there exist saddle connections with a 
Melnikov function that vanishes for all constant perturbations. This fact 
would suggest that a generic theory of constant universal unfoldings may 
be the best we can expect. 
LEMMA 4.1. Given a C’-neighborhood W of X in XV there exists 
Z E Wn X,, with saddle connection y, such that Z(Z, yi: ) # 0. 
Clearly there are two cases: either 
(i) Z(X, y) #O, in which case, by Theorem 3.1, (X, y) embeds in a 
constant universal unfolding, or 
(ii) Z(X, y) = 0, in which case, using the Lemma, there exists a vector 
field Z, C’-close to X, having a saddle connection yz, such that 
Z(Z, yz) # 0 and (Z, yz) embeds in a constant universal unfolding. 
As a consequence, Theorem 4.2 follows: 
THEOREM 4.2. (Density). The set of vector fields in Xc with saddle con- 
nections that admit a constant universal unfolding is dense in the C’ topology. 
Proof of the Lemma. If Z(X, y) # 0, we can let Z= X. So suppose 
Z(X, y) = 0. The idea of the proof is to construct a vector field Z with saddle 
connection yZ(t) essentially the same as y(r) but with slightly increased 
divergence. As a first step, we C2-linearize the given vector field X in a 
neighborhood of the o-limit point q = y( co). This may require an initial 
generic C*-perturbation, near q, to preclude resonance conditions in the 
eigenvalues of DX at q (see [Ha, p. 2571). Now if the value of Z(X, y) has 
changed for this “linearized” saddle connection, then the Lemma follows. 
Otherwise, we can simply assume that X is linear in a neighborhood of q, 
at the outset. The goal of the remainder of the proof is to C*-approximate 
X by a C* vector field X, with saddle connection y,(t) = y(t), such that 
w,, Y)ZZ(X,Y). 
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In a suitable local coordinate system, q lies at the origin and the local 
stable and unstable manifolds correspond, respectively, to the x- and y- 
axes. (See Fig. 2). 
As remarked before, moving the initial value y(O) along y can only mul- 
tiply Z(X, y) by some positive constant and, hence, Z(X, y) = 0 for all 
possible choices of y(O) on y. For any given 6 > 0, choose y(O) close enough 
to q that both y(O) and y( - 26) lie within the region of linearity. 
The system depicted in Fig. 2 can be written as 
(1) 
Still working strictly in the linearized region, modify system (1) to have the 
form 
dx 
z = -ax 
& 
- = Yf(X, 6, E) dt 
(2) 
where f(x, 6, E) is delined for E > 0 by 
f(x, 4 8) = b + E, x E CO, Y(O)) 
= b + E(Y( - 6) - x)/b4 - 6) -Y(O)), XE (Y(O), Y( - 611 
=b,x>y(-6). 
See Fig. 3. Let X, be a vector field which has the form (2) inside the region 
of linearity but agrees with X elsewhere. Further observe that X, is C2 
except in a neighborhood of the points (y(O), 0) and y( - 6), 0). Note that 
the vector field X, is Lipschitz. Later, small adjustments in f near the two 
points will be made to locally smooth out X,. 
FIGURE 2 
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b+Ebrd. 
FIGURE 3 
Let us now compare the two integrals Z= Z(X, y) and I, = I@‘,, y, ). First 
note that the saddle connection solution curves y(t) and y,(t) coincide for 
all t given that y(O) = y,(O) = x0. 
Now partition the real line into the time intervals ( - CD, - 6), [ - 6, 0), 
and [0, co). With respect to this partition, the two integrals decompose as 
follows: 
Z=Z(l)+Z(2)+1(3) 
I, =Z,(l)+Z,(2)+1,(3). 
Evidently, the choice of f(x, E, 6) implies that Z( 1) = I,( 1); while 
Z(2)= jy, exp[ - (b - a)t]( -a) exp[ -at] y(O) dt 
f 
0 
= exp[ - bt]( -a) y(O) dt < 0, 
-s 
Z,(2)= j”, exp[ - bt]( -a) y(O) exp 
1 
dt, 
and 
Z(3)= jam exp[ - (b - u)t]( -a) exp[ -at] y (0) dr =% y(O), 
Z,(3) = jo* exp[-(b+&-u)t](-u)exp[-ut]y(O)dt= 
Since in the integral Z1(2), t ~0 and f >O, it follows that 
exp[ - J&fds] > 1. Further, since exp[ - bt] ( - a) y(O) < 0, 
Z,(2) <Jo exp[ - bt]( -a) y(O) dt = Z(2). 
-6 
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Now subtract the full integrals: 
I-1, =(1(1)-1,(1))+(1(2)-1,(2))+(~(3)-1,(3)) 
(3) 
This is the desired inequality, but the problem of smoothing X, remains. 
Choose a C*-function g(x, E, 6) which agrees with f outside [r(O), y( - 6)] 
and which has the properties 
(i) sup I g(x, E, 4 -.0x, E, 6) I -cc*, 
(See Fig. 3.) 
Suppose Z,(g) denotes the integral obtained when f is replaced by g in 
the computation of I,. From (i), above, it follows that 
I Z,(s) - 11 I G W2). 
So by (3), for E > 0 sufficiently small, 
11 -Z,k)>Q 
Note that the ratio E/(Y( - 6) -y(O)) can be made as small as desired by 
shrinking E > 0 and leaving 6 > 0 fixed. Thus, by (ii) above, X,(g) can be 
selected as C’ -close to X as desired. 1 
Our next theorem completes the generic picture of the behavior of the 
Melnikov function under constant perturbations. The next lemma concerns 
the continuity of the integral Z(X, y). 
LEMMA 4.3. The integral Z(X, y) varies continuously over X in X,. Again, 
X, is given the relative C1 uniform topology. 
Prooj Fix E > 0, and let {X, > c X, be a sequence which converges to 
X in X,. Clearly in U, div X, converges uniformly to div X. Fix K, so that 
k > K, implies 
)divX-div X, ) <E 
on U. Let yk denote the saddle connection of X, within U, By adapting an 
argument in Guckenheimer and Holmes (see [G - H, proof of 
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Lemma 4.521) to the present situation, we conclude that yk(0) and K, > 0 
can be chosen so that k > K2 
I -vY(f)) -X,(?,(t)) I < E, 
for all t in R. Now let K= Max (K,, K, } and suppose k > K in what 
follows. Also, set I= Z(X, y) and Zk = Z(X,, yk). Then, 
Now, adding and subtracting exp [ - S; div X, ds] X(y( t)) in the integrand 
yields 
Over bounded intervals [ -N, N], the integrals have size O(E) and they 
tend uniformly to zero as k + co. 
There exists a neighborhood VC U of q such that if L = DX, and 
L, = (DX, )y are the linear parts, then for all x E V. 
(i) IX(x)-L(x)1 <F, 
(ii) I X,(x) - Lkb) I < 6 
(iii) IDivX(x)-trL/ <E, and 
(iv) I Div X,(x) - tr L, ( < E. 
Now choose N sufficiently large, and increase K if necessary, so that 
yk(t) E V for all t 3 N and k > K. Restricting (I- Zk) to N< t < co, yields 
the estimate to follow. Suppose that L has eigenvalues { -a, h} and Lk has 
{ - ak, bk }, where a, b, ak, and bk are positive. Then, 
(trLk + O(F)) ds 
II 
( I W(t)) I + WE)) dt 
+ pxp[ -1: (trLk + O(&))ds ] IL(Y(t)) - Lk(dt)) + O(E) 1 dt. 
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Since the contributions of the O(E) terms are clearly relatively negligible, 
it is enough to analyze the size of the 0( 1) terms of the integrands above. A 
further simplification is to write 
L(y( t)) = - ae -a(f-- N’(q - y(N)) + O(E) 
Lk(Yk(f)) = -ake -TJ- N’(q - y(N)) + O(E). 
After the somewhat tedious task of pooling these estimates, we arrive at an 
estimate of the form 
lZ-Z,Jp <A [f e-b’(l -e[(u~~u)+(b~bk)l’) dt 
for sufficiently large positive constants A and B, and k > K. Since ak -+ a 
and bk --f b, the right-hand side goes to zero as k -+ co. Finally note that a 
very similar estimate can be made near the fixed point p. Thus as k -+ 00, 
II-Z, 1 +o. 
Remark. A rather similar argument can be devised to show that the 
Melnikov function itself, M(X, Y, y), is continuous for XE 3, and fixed 
continuous vector field Y on U. Our next theorem is a simple consequence 
of Lemma 4.3. m 
THEOREM 4.4 (Openness). Given a vector field X in X,, having the sad- 
dle connection y c U for which Z(X, y) # 0, there exists a Cl-neighborhood N 
of X in 3Eo such that for all YEN, with saddle connections y ,,, Z( Y, y ,,) # 0. 
Combining Theorems 4.2 and 4.4, we can conclude: 
THEOREM 4.5 (Genericity). There exists an open and dense set of vector 
fields X in X,, in the C’ topology, such that (X, y) admits a constant univer- 
sal unfolding. 
A NONGENERIC EXAMPLE. In other language Theorem 4.5 says that for 
a C’ open and dense subset of X,, saddle-to-saddle separatrices may be 
“broken” by the addition of some constant vector field. Whether there 
exists a saddle connection which cannot be broken by any constant vector 
field remains an open question, whose resolution may lie beyond the power 
of the Melnikov method. As mentioned, however, Hamiltonian saddle loop 
connections do display this type of rigidity under constant perturbations. 
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Our purpose now is to construct a vector field X in 3, such that 
Z(X, y) = 0. Such a result shows that the generic set already identified in this 
section cannot, unfortunately, contain all of x,, and the door is left ajar 
for the existence of a “constant-rigid” vector field. 
PROPOSITION 4.6. There exists a smooth vector field X in X, with a sad- 
dle connection y such that I(.%‘, y) = 0. 
COROLLARY 4.7. If X, y are as in the proposition, then the Melnikov 
function M(X, c, y) = 0 for all constant vector fields C. 
Proof of 4.6. First let X be a Hamiltonian vector held in Xc which 
generates the saddle connection y, depicted in Fig. 4. 
By Corollary 3.2, Z(X, y) = q - p = (q - a) + (a - p), for all points a on y. 
Suppose also that X is linear near q = (0,O) with y(O) and y( - 6) chosen 
exactly as in the proof of Lemma 4.1. As in that proof, alter X to X,, 
without changing the saddle connection y(t), and thereby perturb the 
divergence term. Recall the function g(x, 6, E) defined in that proof for 
E > 0. Note that if instead E < 0 (and sufficiently small) is used, the proof 
remains valid but the sign of I- I, reverses. In particular, construct X, 
from X as in Lemma 4.1 with E > 0, and decompose the new vector integral 
as Z(X,, y)=Z,(1)+/,(2), where 
and 
(i 
z,(l)= l X(y(t))dt 
x 
div X,(Y(S)) ds X,(y(t)) dt 1 
since X, = X on y(t) for - cc < t < - 6 and X is divergence free. Split 
Z(X,y) as Z(l)+Z(2)=(y( -S)-p)+(q-y( -6)). Then, Zr(l)=Z(l)= 
y(-6)-p, and Z,(2)<1(2)=q-y(-6)<0. 
r(O) y(-6) 
------ --------x 
P q 
!._I\ 
FIGURE 4 
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It follows that p can be moved to the right, along the x - axis, while 
keeping X, divergence free on y(t) for - 00 < t < - 6, until 
I,( 1) + Z,(2) = (y( - 6) - p) + Z,(2) = 0. I 
5. APPLICATION TO POLYNOMIAL VECTOR FIELDS 
The following result is essentially proved in [R]. 
Let R denote the class of vector fields on R* having finitely many hyper- 
bolic fixed points all of whose stable and unstable manifolds intersect trans- 
versely. 
THEOREM 5.1 [R]. The set of vector fields R is open and dense in the 
space of all polynomial vector fields of degree <k, for each fixed k > 0. 
The corresponding result for gradient vector fields of degree 2 or less is 
due to C. Chicone [Cl, who proved that a saddle connection of a 
quadratic gradient vector field on the plane must be a straight line segment. 
It is clear that the addition of any small transverse constant vector must 
break such a saddle connection (Corollary 3.3). The case of arbitrary 
degree remains open, but the results of Section 3 suggest the following. 
Conjecture 5.2. There is an open dense set S of vector fields in the 
topological space of all gradient polynomial vector fields on R* such that if 
Xc S has a saddle connection y, then Z(X, y ) # 0. 
Combining this result, if true, with facts from [R] would imply that 
Morse-Smale vector fields are open and dense in the space of gradient 
polynomial vector fields of at most some fixed degree. In any case the 
results in [R] together with Corollary 3.2 imply the following: 
PROPOSITION 5.3. Let H,(R*) denote the Hamiltonian polynomial vector 
fields on R* of degree <k. Then there exists a generic subset in H,(R*) of 
vector fields with no saddle connections (except for saddle loops) and no 
degenerate critical points. In particular, distinct critical points generically lie 
on distinct level energy curves. 
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