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The general methodology of systematic search for degenerate interconversions must be based
on a certain hierarchy of degeneracy. The levels and sublevels of the proposed hierarchy are
represented by topological and structural types and subtypes of degeneracy, which correspond
to specific equations and to graphs identifying them. Graph operations that enable an efficient
search for arbitrary types of organic reactions are formulated, and problems specific to genera-
tion of degenerate transformations are considered. In conclusion, results of computer-aided
search (using the ARGENT–1 software) for new heteroderivatives and structural analogs of the
Cope reaction are discussed. Many of the rearrangements thus found (especially [3,3]-shifts in
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Degenerate transformations (DTs) are reversible inter-
conversions in which chemical and/or spatial structures
of the initial reagents (educts) and reaction products can-
not be distinguished from each other. Degenerate trans-
formations of individual species (neutral molecules, ca-
tions, anions, or radicals) with breaking/formation of
chemical bonds are referred to as degenerate rearrange-
ments. In the discussion of such rearrangements, the
spatial structure of the rearranging particle is usually dis-
regarded. From the standpoint of their mechanism, DTs
can represent elementary stages of reactions, concerted
one-stage processes, or final results of more complicated,
two- or multistage interconversions.1 Examples are such
well-known DTs as the [1,2]-shift in the 2-norbornyl ca-
tion (Figure 1a), which is one of the stages of the Wag-
ner-Meerwein rearrangement; the Cope rearrangement in
hexadiene-1,5 (Figure 1b), which is a concerted six-cen-
tered process; and prototropic tautomerizations of carboxy-
lic acids (Figure 1c), for which a dissociative mecha-
nism with intermediate formation of carboxylate anions
is usually postulated. The degenerate (at R' = R'') isome-
rization of a-pyrones2 (Figure 1d) can serve as an example
of a multistage reaction whose primary products (ketenes)
are formed and then disappear as a result of a nonde-
generate [6]-electrocyclic process.
Methods used for the experimental study of DTs
make it possible either to distinguish educts from
reaction products (owing to the presence of isotopic
labels or specially selected substituents) or to recognize
degeneracy according to a decrease in the number of
signals in NMR spectra. For example, the process in
Figure 1a is nondegenerate at R ≠ H and degenerate at
R = H; in the latter case, degeneracy must be manifested
by merging of signals from protons of the C1H and C2H
groups (and also from protons of the C3H and C7H
groups), which become equivalent in the case of a DT.
Note that in the case of a multiply or highly degenerate
rearrangement (a reversible process involving more than
two identical interconvertible particles), even all atoms or
groups of atoms can become equivalent. As an example,
Figure 1e depicts five structures of hypostrophene,3 which
consecutively pass into each other due to the Cope reac-
tion. As easily seen, the multiply degenerate process in
this case leads to the equivalence of all ten CH groups,
a fact that enabled the authors of Ref. 3 to recognize de-
generacy while studying the PMR spectra of dideutero-
substituted hypostrophene.
Although the phenomenon of degeneracy has been
receiving significant attention of chemists over recent
decades, the main theoretical results were obtained just
for multiply degenerate rearrangements, such as the one
in Figure 1e. More specifically, the principal objects of
studies in mathematical chemistry were reaction graphs4
of such rearrangements, i.e., graphs whose vertices cor-
respond to the rearranging particles while edges corres-
pond to transitions between them. One of the possible
examples is the graph in Figure 1f, whose five vertices
correspond to interconverted hypostrophene structures
and five edges correspond to rearrangement processes in
Figure 1e.
There are presently many published papers discus-
sing the methods of construction, the metric properties,
and the automorphism groups of reaction graphs that
correspond to multiply degenerate rearrangements and
especially to stereoisomerization processes (in the latter
processes, the chemical constitution remains unchanged
and degeneracy is associated with molecular motions that
convert the stereoisomers in question into themselves).
Since analysis of these results lies beyond the scope of
this work, here we provide only some references to pa-
pers on the best studied reaction graphs,5–10 as well as to
more special studies on the general properties of these
graphs.11–14
Among the works dealing with DTs, irrespective of
the properties of their reaction graphs, we can distinguish
numerous studies of permutational isomerization proces-
ses; see several fundamental papers on this topic.15–20 In
these (not necessarily degenerate) processes, the conver-
sion of the initial structural or spatial isomer into the fi-
nal one is associated with a certain permutation, which
determines the renumbering of atoms. For example, let
us consider the permutation
1 2 3 4 5 6







interconverts atoms 1 and 3, as well as atoms 4 and 6,
but leaves atoms 2 and 5 as they are. When applied to the
Cope rearrangement (Figure 1b), this permutation converts
the "initial" double bonds 1–2 and 5–6, as well as single
bonds 2–3, 3–4, and 4–5, into "final" bonds of the same
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Figure 1. Interconversions of identical structures in an (a) elementary act of a skeletal rearrangement, (b) concerted process, (c) two-stage
dissociation–recombination reaction, and (d) series of constitutional isomerization and stereoisomerization processes. The (e) multiply de-
generate rearrangement of hypostrophene and its (f) reaction graph.
multiplicity (3–2, 5–4 and 2–1, 1–6, 6–5, respectively).
This implies that the permutation in question really trans-
forms the initial structure of hexadiene-1,5 in Figure 1b
into an identical final structure. It is significant that many
results obtained by theoretical analysis of "permutamer" in-
terconversions (the term is taken from Ref. 17) turned out
to be extremely helpful for dynamic stereochemistry19,20
but have rarely been applied to degenerate transformations
of constitutional isomers. In this connection, mention should
be made of the use of permutation theory for solving se-
veral systematization problems. Classification of degene-
rate processes according to their chirality or achirality21
and self-inverseness22 or non-self-inverseness, as well as
classification considering both factors,23 have been illu-
strated in literature almost exclusively by examples of
stereoisomer interconversions.
On the other hand, the permutation group theory is
in principle an unsuitable tool for solving problems that
must explicitly consider the chemical constitution of re-
arranging particles. Hence, it is no wonder that many de-
generacy problems have received almost no attention
until now. Among them, we can mention recognition of
specific features responsible for degenerate interconver-
sions of molecular structures, rigorous classification of
structural changes during these interconversions, and sy-
stematic design of organic structures for which one can
expect degenerate processes in general and rearrangements
in particular.24 The solution to all these problems neces-
sarily requires the use of graph theory, because graphs
are the very objects that can be used for unambiguously
describing both the chemical constitution of the species
in question and its change in any constitutional isomeri-
zation process.
SYSTEMATIC SEARCH FOR DEGENERATE
INTERCONVERSIONS: OVERVIEW AND
PROSPECTS
Despite being highly attractive, the problem of systematic
search for new types of DTs has received only minor at-
tention in literature. We know only three publications25–27
addressing it, and in two of them DTs based on the Cope
rearrangement are considered.28–30 In the first of the cited
papers,25 A. T. Balaban used the previously constructed31
complete lists of cubic multigraphs with 2 to 10 vertices
and 1 to 4 loops. Substitution of four looped vertices (in
connected as well as disconnected graphs) by the hexa-
diene-1,5 fragment enabled him to list all possible struc-
tural isomers of C6H6, C8H8, C10H10, and C12H12 that can,
in principle, undergo a degenerate Cope rearrangement.
As an illustration, Figures 2a,b depict two DTs, namely
the best investigated bullvalene rearrangement and the
unusual isomerization of cis-1,2-dihydronaphthalene32
predicted by Balaban.25 Yet another example of multiple
degeneracy based on the [3,3]-sigmatropic shift was
discussed above, see Figure 1e.
In the second of the aforementioned papers,26 its
authors made an attempt to find such new modes of the
Cope reaction that would lead to "averaging" of all car-
bon atoms in the rearranging particle. For this purpose,
they developed a heuristic criterion, which enabled them
to reveal (among valence isomers of annulenes CnHn,
n ≤ 18, and polycarbons Cn, n = 6, 8, obtained by various
techniques) quite a number of structures for which mul-
tiply degenerate [3,3]-shifts are possible from the formal
standpoint. Unfortunately, it turned out that none of such
structures, except for those mentioned earlier in Ref. 25,
can undergo the concerted process of the [3,3]-sigmatro-
pic shift because of their extremely unfavorable rigid
geometries.
In our opinion, systematic search for DTs should by
no means be reduced to designing new concerted pro-
cesses belonging to a single type selected in advance.
Neither should it be aimed at finding only and specifi-
cally multiply degenerate rearrangements. On the con-
trary, new degenerate sigmatropic reactions different from
the [3,3]-shift can undoubtedly be of interest (e.g., [1,3]-,
[2,2]-, or [1,5]-sigmatropic rearrangements), just like
other degenerate pericyclic reactions (e.g., intramolecu-
lar substitution or group transfer processes) and new types
of degenerate interconversions of ions and radicals. In ad-
dition, one should bear in mind that a chemist can be in-
terested not only in concerted DTs but also in multistage
reactions, such as the rearrangement of a-pyrones in
Figure 1e. In the latter case, there is no need to make
NEW APPROACHES TO DEGENERATE INTERCONVERSIONS 341









































Figure 2. Examples of multiple degeneracy based on the (a,b) Cope
rearrangement; (c,d) oxidation–reduction and cyclodismutation reac-
tions; (e,f) [1,3]- and [1,5]-sigmatropic shifts; and (g,h) rearrange-
ment processes in organic cations. In all cases, the broken bonds
and bonds with changed multiplicity are marked by thick lines.
special allowances for steric factors, which often prevent
the formation of the transition state required for a con-
certed process.
In Figures 2c–h, several well-known DTs that are es-
sentially distinct from the Cope rearrangement are shown.
The first two examples represent intramolecular oxida-
tion–reduction processes in the heptaphosphide trianion33
(Figure 2c; note the resemblance to the rearrangement of
bullvalene) and [2+(1,2,1)]-substitution in the pentacyclic
molecule of snoutene34 (Figure 2d; in the used notation,35
each number corresponds to a fragment that behaves as a
single unbreakable unit during the reaction). The next two
reactions can be regarded as [1,3]- and [1,5]-sigmatropic
shifts (Figures 2e,f, respectively) in unsubstituted methy-
lenecyclopropane36 and cyclopentadiene.37 The first of the-
se rearrangements is symmetry-forbidden and probably
proceeds via a biradical intermediate, whereas the second
one, a symmetry-allowed reaction, is also typical of nu-
merous monosubstituted derivatives of cyclopentadiene.
Finally, the last two examples in Figure 2 illustrate inter-
conversions of organic cations; the degenerate [1,2]-shift
in the ethyl cation (Figure 2g) was the first DT whose
reaction graph was investigated by Balaban.5 For the re-
arrangement of the barbaralyl cation,38 three types of DTs
are usually postulated, and one of them is shown in Fig-
ure 2h. Note that the last two examples may be regarded
as degenerate [1++(1,1)]- and [2+(3,2+)]-substitution pro-
cesses, and both have been analyzed39,40 from the stand-
point of the permutation group theory.
The above data convincingly show that the Cope re-
arrangement is far from being the only type of DTs to
which multiply degenerate transformations can corres-
pond.41 Nevertheless, even for the specific case of the
[3,3]-sigmatropic shift, not all possibilities have been
exhausted: the search in Refs. 25, 26 was limited to rear-
rangements of annulenes and polycarbons only. Below,
considering just the same (i.e., Cope) reaction, we pre-
sent examples of both investigated and still unknown DTs
illustrating the possible ways of designing derivatives and
analogs of a given degenerate interconversion.
The first two examples in Figure 3 represent hetero-
derivative [3,3]-sigmatropic shifts: degenerate intercon-
versions of allyl carboxylates in Figure 3a have actually
been mentioned in literature (see, e.g., Ref. 43), whereas
similar rearrangements of vinyloxymethyl substituted car-
bonyl compounds (see Figure 3b) are probably still un-
known.44 Note that, by analogy with heteroderivatives,
one can also consider substituted derivatives of DTs with
one or more hydrogen atoms replaced by suitable univalent
substituents; this trivial procedure of degeneracy design
is beyond the scope of this paper.
Another pair of examples demonstrates new modes
of degeneracy obtained by addition of bonds that are not
associated with substituents but remain completely unaf-
fected by the DT. To proceed from the equation of the
"original" Cope reaction (Figure 1b) to equations expres-
sing the investigated45 rearrangement of 1,2-dimethylene-
cyclobutane (Figure 3c) and the still unknown rearrange-
ment of 3-vinylcyclobutene (Figure 3d), one must add a
single unchanged bond in both cases. Note that the DTs
in Ref. 25 were generated just by "expansion" of the in-
itial and rearranged hexadiene-1,5 structures; all bonds
that do not change their multiplicity (and the corres-
ponding atoms, here referred to as structural centers) are
also present in the above examples of Figures 2a–h.
Even more interesting possibilities are revealed upon
analysis of the structural analogs of the Cope reaction, i.e.,
processes that also represent [3,3]-shifts but with some-
what different bond redistributions. One of the modifica-
tions is associated with the participation of a fragment
containing two atoms which can change their valence by
two units each. From the formal standpoint, the azide
group represents just such a fragment, and the degene-
rate rearrangement of allyl azide (Figure 3e) is well-
known.46 (It is interesting that the authors of Ref. 46 be-
lieved that the first stage of the reaction is an attack of
the "nitrene" nitrogen atom on a double bond; in a more
recent paper,47 this DT was already classified as [3,3]-
sigmatropic.) Another unusual rearrangement with two va-
lence-changing atoms can be represented by a [3,3ag]-
sigmatropic shift in S-allyl substituted sulfonium ylides
(Figure 3f); the Greek letters denote the positions of sul-
fur atoms in the fragment. This "Cope-like" reaction was
mentioned in our paper48 as early as in 1980, but no at-
tempts to implement it have been made to this day, pro-
bably because the synthesis of the initial ylide is too
difficult.
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Figure 3. (a,c,e,g) Experimentally studied and (b,d,f,h) hypothetical
[3,3]-sigmatropic shifts; all derivatives and analogs of the Cope
rearrangement are represented in a uniform manner. Examples il-
lustrate the introduction of (a,b) heteroatoms, (c,d) bonds unaf-
fected by the reaction; (e,f) atoms changing their valence; and
(g,h) bonds that change their multiplicity by two units.
Finally, the last two examples express DTs where, in
contrast to the ordinary Cope rearrangement, either all (in
Figure 3g) or some of the bonds (in Figure 3h) change
their multiplicity by two units. The degenerate rearrange-
ment of enediynes (Figure 3g) is well-known,49 and its
application (Bergman cyclization) is often used in con-
temporary synthetic chemistry. In contrast, the process in
Figure 3h appears to be more unusual; this example shows
that [3,3]-shifts, in principle, can proceed not only in un-
charged systems but also in cationic, anionic, or radica-
lic ones.
Although this has not been specially mentioned, the
Cope rearrangement was considered above as the one de-
termining the type of the DT, different from types cor-
responding to other degenerate sigmatropic shifts, sub-
stitution processes, etc. However, the examples in Fig-
ures 3a–h indicate that classification of degeneracy is not
so simple: rigorous characterization of DTs should take
into account heteroatoms or substituents, bonds unaffect-
ed by the DT or changing their multiplicity by more than
unity, and atoms changing their valence or carrying a
charge. Hence, to describe and systematize degenerate
transformations, one should elaborate a hierarchy whose
levels would reflect certain information both about the
structural changes involved (bond redistributions, trans-
fers of charge or unpaired electron symbols) and on the
specific structural features of rearranging particles (un-
affected bonds, rings, the nature of atoms involved).
Further, each level can be put in correspondence with a
graph that adequately represents all information on the
aforementioned structural factors. Finally, to generate such
graphs efficiently, one needs to substantiate formal mo-
dels, elaborate combinatorial algorithms, and write com-
puter programs; these programs would be capable of a
systematic search for the types of degenerate transforma-
tions that are actually interesting to a chemist. The main
notions needed for clear formulation of all the above
problems are briefly considered in the next two sections.
CLASSIFICATION OF DEGENERATE
TRANSFORMATIONS ON THE BASIS OF THE
GENERAL FORMAL–LOGICAL APPROACH
For arbitrary chemical processes (not necessarily dege-
nerate), the problems related to their classification and
design have already been solved. Our Formal–Logical Ap-
proach to organic reactions (see Refs. 50–53 and referen-
ces therein) makes it possible to analyze all bond redis-
tributions from the standpoint of graph theory and also
to classify reactions according to their structural characte-
ristics. Moreover, we have created a highly efficient com-
puter program aimed at systematic search for new types
of organic reactions. The main specific features of this
program (named ARGENT–1) and the underlying mathe-
matical models are considered in our papers.54,55 It is
important that the working version of this software also
enables the user to solve quite a number of problems re-
lated to degeneracy. Some results obtained by means of
the ARGENT–1 program are briefly discussed below.
Let us initially illustrate the use of the main notions
of the Formal–Logical Approach on a simple example:
rearrangement of methylenecyclobutane and its deuterated
derivatives.56 This rearrangement, shown in Figure 4a, is
degenerate only at R' = R'' = H or R' = R'' = D. Evident-
ly, Figure 4a represents the complete chemical equation.
All atoms in this equation can be partitioned into (a) reac-
tion centers, i.e., atoms with one or several bonds chang-
ing their multiplicity; (b) structural centers, i.e., atoms with
only unchanged bonds, of which at least two participate
in the formation of chemically significant rings; and (c)
atoms constituting (typically acyclic) substituents.57
Further, removal of substituents only or of substituents
together with structural centers leads to skeletal (e.g., in
Figure 4b) or reaction (e.g., in Figure 4c) equations, res-
pectively. In the obtained equations, the symbols of all
chemical elements are still explicitly presented. If these
symbols are substituted by some abstract symbols, then
the reaction, skeletal, and chemical equations are trans-
formed into the equations in Figures 4f,e,d, i.e., into sym-
bolic, structural equations, and equations without any
special name. In the examples under consideration, sub-
stituents are denoted by squares (in Figure 4d); structu-
ral centers by small circles (in Figures 4d,e); and reac-
tion centers by heavy dots (in Figures 4d,e,f). Note that
other designations are used in the Formal–Logical Ap-
proach for reaction centers with unequal initial and final
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Figure 4. Main objects of the Formal–Logical Approach: (a) chemi-
cal, (b) skeletal, (c) reaction equations and (d–f) equations where
the element symbols are replaced by abstract symbols correspond-
ing to reaction centers, structural centers, and also atoms consti-
tuting the substituents. Symbolic equation (f) consists only of reac-
tion centers, and structural equation (e) consists of both reaction
and structural centers.
valences; the designation rules are discussed in detail in
other publications.50,52
The equations considered here play a significant role
in the multilevel hierarchical system53 that was suggest-
ed for classification of organic reactions. The first three
levels and the corresponding sublevels of this system (ca-
tegories/subcategories, classes/subclasses, and intercon-
versions types/subtypes of reaction systems) are of no spe-
cial value for the systematization of DTs. (Maybe a
single important remark is that, among 12 subcategories
corresponding to reactions in charged and radicalic sys-
tems, only three can express degenerate reactions, namely,
transformations of monocationic, monoanionic, or mono-
radicalic systems.) In contrast, the last two levels, i.e.,
topological type/subtype and reaction type/subtype, are
directly determined by the equations in Figure 4 (sym-
bolic/structural and skeletal/chemical equations, respec-
tively).
Since classification of structural changes in degene-
rate interconversions has not been specially discussed
earlier,58 it seems natural to apply the main ideas of the
general classification to the particular case of DTs. To
make the classification scheme as simple as possible, we
consider only the three essential degeneracy levels that
are associated with the types of chemical bonds actually
taken into account; within individual levels, the degene-
rate processes are then partitioned into subtypes accord-
ing to the nature of the atoms involved.
It is worthwhile to associate the upper (least detail-
ed) level of the proposed system, the topological type,
with the symbolic equation of a degenerate process. Ac-
cordingly, it is reasonable to characterize the correspond-
ing degeneracy subtypes by reaction equations. One can
easily see that the notions of topological type and sub-
type are formulated only on the basis of structural changes
(see Figures 4f,c) but make no allowance either for cycles
or for substituents. Further, at the intermediate level, the
notions of the structural type and subtype of degeneracy
can be associated with structural and skeletal equations,
respectively (see Figures 4e,b). In this case, evidently, the
cyclic structure of the rearranging particle(s) and even of
the transition state (see Ref. 53) is taken into account.
At the lower, most detailed level of classification (de-
termined by equations like those in Figures 4a,d), the ac-
tual processes with all substituents are considered. This
means that chemical equations completely characterize
degenerate transformations, whereas equations similar to
that in Figure 4d describe some "pre-reactions," where
all abstract symbols can be substituted by symbols of any
chemical elements of suitable valences. Note that in the
general Formal–Logical Approach, substituents are never
explicitly taken into account, and therefore neither com-
plete equations (such as those in Figures 4a,d) nor the
corresponding graphs (see Figures 5a,d,g) are ever con-
structed during the search for new reactions. On the
contrary, in the case of DTs, these equations are not only
classification attributes: as shown below, in some instances,
exhaustive generation of multiply degenerate rearrange-




Now let us show how equations similar to those of Figu-
res 4a–f can be used in the search for new types of reac-
tions in general and of degenerate transformations in par-
ticular. For this purpose, it is convenient to substitute each
of the aforementioned kinds of equations (chemical, ske-
letal, reaction, the one corresponding to the "pre-reaction,"
structural, and symbolic) by a labeled graph. Here, these
graphs are denoted by GCEQ, GSKE, GREQ, GXEQ, GSTR,
and GSEQ, respectively (see Figures 5a–f), and each of
them provides the same information as the correspond-
ing equation (cf. Figures 4a–f). Vertex labels in these graphs
coincide with those in the equations, and edge labels are
represented by double designations a/b, where a and b
denote the multiplicities of the same edge in the left-hand
and right-hand parts of the equation. In Figures 5a–f, only
the labels 0/1, 1/2, 2/1, 1/0 are explicitly shown; the re-
maining labels (1/1), which correspond to unchanged single
bonds, are omitted for simplicity. Note that since actual
directions of all reactions are not taken into account in
the Formal–Logical Approach,52 graphs that are intercon-
verted by replacement of all labels a/b by labels b/a (i.e.,
344 S. S. TRATCH et al.










































Figure 5. Graphs identifying the (a) chemical, (b) skeletal, (c) reac-
tion, (d) corresponding to the "pre-reaction," (e) structural, and (f)
symbolic equations, as well as (g–i) topology graphs from which
they can be obtained. Short arrows signify operations of assigning
edge and vertex labels; long arrows signify operations of graph
expansion and attachment of acyclic substituents.
0/1 by 1/0, 1/0 by 0/1, etc.) are also regarded as indis-
tinguishable.
Comparing Figures 5a–c with Figures 5d–f, one can
see that to generate graphs GCEQ, GSKE, or GREQ from a
given graph GXEQ, GSTR, or GSEQ, respectively, one should
just analyze all possible ways of substituting abstract sym-
bols at the graph vertices by symbols of selected chemi-
cal elements. During this operation, denoted by three left-
most short arrows in Figure 5, one should naturally make
allowance both for valences of actual elements and for
symmetry considerations. One can similarly construct
graphs GXEQ, GSTR, or GSEQ from a given topology graph
GXTOP, GETOP, or GTOP, whose edges contain no informa-
tion on the multiplicities of the corresponding bonds. The
total number of possible edge labels needed to generate
graphs GXEQ and GSTR is equal to 15 (0/1, 1/2, 2/3, 0/2,
1/3, 0/3, 3/0, 3/1, 2/0, 3/2, 2/1, 1/0, 1/1, 2/2, and 3/3);
however, only the first 12 labels are allowed for graphs
GSEQ. Transitions from graphs GTOP, GETOP, and GXTOP
(see Figures 5g–i) to graphs in Figures 5d–f are denoted
by other three short arrows; note that vertices correspond-
ing to reaction centers, structural centers, and substituents
need not be actually distinguished in topology graphs.
The use of graph-theoretical considerations makes it
possible to define three more operations that are impor-
tant in the search for new nondegenerate and degenerate
transformations. One of these operations, denoted by the
lower three long arrows in Figure 5, represents the "ex-
pansion" of graph GREQ, GSEQ, or GTOP by addition of
unaffected bonds and possibly new graph vertices, i.e.,
structural centers. The second operation (see the upper
three long arrows in Figure 5) is more of theoretical in-
terest, because variation of substituents is in no case the
key problem in any reaction generation task. The last
operation, which is not shown in Figure 5, arises due to
the fact that topology graphs (GTOP, GETOP, and GXTOP)
for processes involving charged or radicalic species must
also be generated from somewhat simpler graphs. More
specifically, two vertices in the topology graph (accord-
ing to the principles of the Formal–Logical Approach) can
carry a sign of charge or an unpaired electron;52 hence,
one needs a procedure that can distribute two sign labels
between vertices of a given "unsigned" graph (G, GE, or
GX, respectively). Note that, in the just considered rear-
rangement of methylenecyclobutane, charged and radica-
lic centers are absent, and therefore G ≡ GTOP , GE ≡ GETOP ,
and GX ≡ GXTOP .
Let us illustrate the specific features of the processes
involving charged species by degenerate [1,2]- (see Fig-
ure 6a) and [1,3]-shifts (Figure 6b) in the homotetrahedryl
cation and by two nonequivalent (degenerate in Figure 6c
and nondegenerate in Figure 6d) [1,2]-shifts in the homo-
prismyl cation. These transformations have been widely
discussed in literature,4,6,7,11,13,14,39 mainly in connection
with their reaction graphs; similar known rearrangements
of other carbonium ions have been extensively reviewed
as well.59 Structural equations in Figures 6a–d comple-
tely characterize the processes in question, because both
reaction and structural centers are represented by CH groups
only. Evidently, the examples in Figures 6a–d belong to
one topological type (since they all represent the same
three-centered electrophilic substitution and hence corres-
pond to the same symbolic equation) but to different struc-
tural types. Note that the [i,j]-notation frequently used by
chemists makes it possible to distinguish between [1,2]-
and [1,3]-shifts in the homotetrahedryl cation (see Fig-
ures 6a,b), but in contrast to structural equations, it does
not reveal the difference between two possible modes of
the [1,2]-shift (Figure 6c,d) in the homoprismyl cation.
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Figure 6. Structural equations for the processes of (a) [1,2]- and
(b) [1,3]-shifts in the homotetrahedryl cation; (c) degenerate and
(d) nondegenerate [1,2]-shifts in the homoprismyl cation; and also
the corresponding graphs (e–h) GSTR , (i–l) GETOP , and (m–p) GE.
Note that graphs (m) and (n) are isomorphic and graphs (o) and
(p) are not isomorphic.
Graphs GSTR that identify the structural equations in
Figures 6a–d are depicted in Figures 6e–h. A specific fea-
ture of these graphs is the presence of two sign labels
"+" and "(+)," with the first one denoting the location of
the sign in the upper part of the equation and the second
one denoting its location in the lower part. The same la-
bels are present in the "signed" topology graphs GETOP
in Figures 6i–l, from which graphs GSTR can be generat-
ed, but absent in the "unsigned" graphs GE in
Figures 6m–p. It is easily seen that interconversion of
sign labels, such as "+" and "(+)," in any graph GETOP
leads to equations (corresponding to graphs GSTR and
GSKE) whose parts are interchanged.
Now let us summarize the main specific features of
operations that either successively produce graphs cor-
responding to the same hierarchy level (e.g., G ⇒ GTOP
⇒ GSEQ ⇒ GREQ, see Figure 5) or enable passing to a lower-
lying, more detailed level (e.g., from GTOP to GETOP and
then to GXTOP). Evidently, there are five such operations:
(1) Assignment of sign labels to two vertices of graph
G, GE, or GX. In the case of search for DTs, there are
two possibilities. The first one is to skip this operation;
in this case, the signed topology graph is identical to the
unsigned one. The second possibility is to assign labels
"+" and "(+)," or "–" and "(–)," or "•" and "(•)" to two
graph vertices in all possible ways; in this case, the equa-
tions produced from any signed graph represent cationic,
anionic, or radicalic processes, respectively.
(2) Assignment of labels to all edges of graph GTOP,
GETOP, or GXTOP . Labels corresponding to changes in bond
multiplicities (0/1, 1/0, etc.) are allowed only for edges
that join two reaction centers, whereas labels 1/1, 2/2, and
3/3 (associated with unaffected bonds) can be also used
for other edges of the graph. In the case of graphs GTOP ,
there are no unaffected bonds, and the corresponding
labels 1/1, 2/2, and 3/3 are therefore absent.
(3) Assignment of labels to all vertices of graph GSEQ,
GSTR, or GXEQ. If DTs are to be constructed, the graph
whose vertices must be assigned atom symbols should it-
self correspond to a degenerate transformation. An im-
portant corollary: as a result of this operation, just as in
the case of operation (2), degeneracy can disappear but
it can never appear.
(4) Expansion of graph G, GTOP, GSEQ, or GREQ by
adding unchanged bonds (and structural centers). In con-
trast to operations (2) and (3), this operation can produce
graphs corresponding to DTs even if, in principle, no DTs
can be generated for the initial graphs; an example is dis-
cussed below.
(5) Addition of substituents unaffected by the reac-
tion. This operation is not presently used in designing new
reaction types. The only promising field of its use seems
to be associated with the search for such multiply degene-
rate interconversions where just the presence of identical
substituents is the factor responsible for the appearance
of multiple degeneracy.
Our discussion of degenerate interconversions would
be incomplete without analyzing certain features that are
specific to each hierarchy level. At the upper level, dur-
ing successive generation of graphs G ⇒ GTOP ⇒ GSEQ
⇒ GREQ (corresponding to equations in which all bonds
change their multiplicity), an interesting problem arises
for graphs GSEQ. Let us explain its essence by the example
of the symbolic equation in Figure 7a, which involves two
centers X changing their valences by 2 units and one cen-
ter X' changing its valence by 4 units. These centers are
referred to as specific and dispecific, respectively50,52 (such
centers and their notations have not been considered above).
At first sight, the transformation in Figure 7a cannot be
regarded as degenerate, because, for example, the isolat-
ed center is differently (i.e., as X' and X) represented in
the left-hand and right-hand parts of the equation. How-
ever, when we pass to the reaction equation in Figure 7b
(corresponding to the unrealistic interaction of a carbonyl
compound with disulfurmonoxide and elementary sulfur),
this distinction disappears. The fact that the hypothetical
process in Figure 7b is undoubtedly degenerate shows that
designations of reaction centers in symbolic equations (•,
X, X', etc.) should not be taken into account in degene-
racy checking, or otherwise the list of generated DTs will
be incomplete. Actually, any such designation is deter-
mined only by labels of edges that are incident to the reac-
tion center in a graph GSEQ.
At the intermediate level of hierarchy, consideration
of cycles in structural and skeletal equations can also lead
to unexpected results. Addition of unchanged bonds (and
possibly structural centers as well) to the symbolic or reac-
tion equation representing a nondegenerate process can
sometimes lead to the structural or skeletal equation cor-
responding to a degenerate process. For example, the un-
doubtedly nondegenerate addition–elimination reaction in
Figure 7c is transformed into a degenerate rearrangement
(see Figure 7d) after the addition of one unchanged bond.60
A possible example is the hypothetical isomerization of
cyclopropenylcarbene in Figure 7e, which could become
real if cycloaddition of carbenes to a double bond were
reversible. This specific feature is of value for practical
implementation as well: in the systematic search for DTs,
one should perform expansion of graphs GSEQ and GREQ
corresponding not only to degenerate but also to nonde-
generate processes. In addition, all equations constructed
from expanded graphs GETOP and GE must be checked
for degeneracy even if no DTs can, in principle, corres-
pond to initial graphs GTOP or G.
A specific feature of the lower hierarchy level is that
explicit consideration of substituents may be required for
generation of all theoretically possible multiply degene-
rate interconversions of a given type. It is easily seen (in
contrast, e.g., to the [3,3]-shift in bullvalene in Figure 2a)
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that the multiplicity of degeneracy for the [1,2]-shift in
the ethyl cation in Figure 2g actually depends on the na-
ture of substituents. For example, only two interconverting
structures are involved in the degenerate [1,2]-sigmatropic
shift of protonated tetramethylethylene Me2CH–C+Me2.
In our opinion, the most interesting "substituent-depen-
dent" multiply degenerate transformations are those of do-
decahedrene (see Figure 7f) and dodecahedryl cation (Fig-
ure 7g); apparently, these processes have not been observ-
ed yet.61 The upper bounds for the numbers of vertices
in reaction graphs of these rearrangements are 30 · 18!/2
≈ 9.6 · 1016 and 20 · 19!/3 ≈ 8.1 · 1017, respectively. Note
that, in both cases, no extremely high degeneracy can be
observed in the corresponding skeletal, structural, reac-
tion, and symbolic equations. For example, each elemen-
tary stage of the hypothetical rearrangement in Figure 7g
is described by the symbolic equation of an "ordinarily"
degenerate [1++(1,1)]-substitution process.
COMPUTER-AIDED DEGENERACY DESIGN
EXEMPLIFIED BY SEARCH FOR NEW
[3,3]-SIGMATROPIC REARRANGEMENTS
The above methodology has been implemented in a com-
puter program only for the least detailed level of the de-
generacy hierarchy. Specifically, the just mentioned AR-
GENT–1 program enables its users to construct graphs
GTOP, GSEQ, or GREQ and the corresponding (symbolic
and reaction) equations starting from any graph in the chain
G ⇒ GTOP ⇒ GSEQ ⇒ GREQ. During generation, one can
apply various constraints associated with the choice of
labels, their allowed numbers, presence or absence of
preselected fragments, required symmetry, etc., and also
degeneracy. The use of the ARGENT–1 software in sy-
stematic searching for new types of nondegenerate as well
as degenerate reactions was exemplified in Ref. 62 and
also in our new paper being currently prepared for pub-
lication.63 Here, we demonstrate the potential of the pro-
gram for the solution of problems associated with the Cope
rearrangement, which is, in fact, the best known degene-
rate transformation.
First, we discuss heteroderivatives of the hexadiene-
1,5 rearrangement in Figure 1b or, in other words, graphs
GREQ generated starting from a given GSEQ. If the num-
ber of heteroatoms, which are represented by nitrogen and
oxygen atoms, is limited to four, the ARGENT–1 pro-
gram produces 18 reaction equations, shown in Figures
8a–r. Naturally, this list includes equations that represent
the aforementioned oxaderivatives of the Cope reaction43,44
(see Figures 8d,c) and also the unusual rearrangement of
diacyl peroxides64 in Figure 8o. Among 9 possible aza-
derivatives of the Cope rearrangement (see Figures 8a,b,
i–n,r), the first two seem to be actually implemented; de-
generate [3,3]-shifts in tetraphenyl-substituted 2-azahe-
xadiene65 and 2,4-diazahexadiene66 may serve as typical
examples. Thus, in contrast to numerous nondegenerate
[3,3]-sigmatropic shifts (e.g., see reviews67,68), only a few
degenerate analogs of the Cope reaction have apparently
been investigated, and examples in Figures 8a–d,o are
probably among the best known ones.
Of more interest are the modes of the hetero-Cope
rearrangement that have not yet been experimentally im-
plemented but seem quite likely. They constitute almost
one half of all results in Figure 8. Above all, we should
mention the theoretically possible [3,3]-shifts in allyl de-
rivatives of compounds belonging to well-known classes:
allyl nitrite (see Figure 8g), allylamidines (Figure 8j), and
allyltriazenes (Figure 8m). A highly promising group of
"candidates" for the search for new degenerate rearrange-
ments consists of azomethines, which can be obtained from
amines (or, with more difficulty, from amides) and car-
bonyl compounds. The possible examples are degenerate
transformations of Schiff bases in Figures 8a,e (corres-
ponding to butene-3-ylamines65 and acetoxymethylamines,
respectively) and rearrangements of condensation products
synthesized from O,N-diacylhydroxylamines or N,N '-di-
acylhydrazines (see Figures 8p,q,r). Surely, one can also
devise more specific synthetic routes to other rearranging
structures of Figure 8. For example, 1,3,4,6-tetraazahe-
xadienes-1,5 in Figure 8r can presumably be obtained from
imidoyl chlorides and N,N '-disubstituted hydrazines or
by coupling of appropriate amidine species.
The second example of the use of the ARGENT–1
software refers to a more complicated task, which (in
contrast to the generation problem for heteroderivatives)
cannot be manually solved. This problem involves the
search for such structural analogs of the Cope rearrange-
ment that contain atoms with a changed valence (see
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Figure 7. Examples illustrating the (a,b) possible inconsistency be-
tween the types of reaction centers in a degenerate rearrangement;
(c–e) appearance of degeneracy in structural and skeletal equa-
tions obtained from a nondegenerate symbolic equation; and (f,g)
necessary participation of substituents (all hydrogen atoms) in hy-
pothetical multiply degenerate [1,3]-shifts in dodecahedrene and
[1,2]-shifts in the dodecahedryl cation.
Figures 3e,f); bonds with multiplicity changes exceeding
unity (Figures 3g,h); or signs of charge or an unpaired
electron (Figure 3h). Within the framework of the above
methodology, the solution to this problem is reduced to
generation of graphs GSEQ starting from the unsigned
graph GTOP and nine possible signed graphs GTOP con-
taining label pairs "+" and "(+)," "–" and "(–)," or "•" and
"(•)". Evidently, the construction of graphs GTOP is reduc-
ed to assignments of sign labels to two vertices of the
preselected unsigned graph G, which is a six-membered
cycle. To reduce the number of produced results, we res-
trict generation to symbolic equations corresponding to
sigmatropic shifts in uncharged (74) and cationic (156)
species; the remaining equations of anionic and radicalic
processes can easily be obtained from cationic ones by
substitution of "+" by the "–" or "•" symbol.
In addition, to reduce the number of unfeasible re-
sults to a minimum, some constraints are used: all bonds
may change their multiplicities only by 1 or 2 units; all
centers may have valence numbers only from 1 to 4; and
all valence changes may assume only special values.69
Making allowance for these constraints, we obtained 32
symbolic equations, among which 10 equations (see Figu-
res 9a–j) representing [3,3]-shifts were manually selected.
Note that the left-hand and right-hand parts of equations
in Figure 9 (and also in Figure 10) are in no case asso-
ciated with the possible geometries of the rearranging spe-
cies. That is why angular forms of the "propargyl-like"
and similar groups (just like in Figure 3g,h) are used only
to conserve uniformity in representation of various [3,3]-
shifts.
Among symbolic equations in Figure 9, only the first
three represent rearrangements of uncharged species. The
processes corresponding to the equations in Figures 9a,c
have already been discussed (see Figures 3e,g). Among
DTs that have not yet been implemented, we should men-
tion the possible [3,3]-sigmatropic shifts in sulfonium,
phosphonium, and similar ylides (cf. reaction equation in
Figure 3f), as well as unusual rearrangements of azodi-
carbonitrile NC–N=N–CN and propargylenecyanamide
HC≡C–CH=N–C≡N, which correspond to the equation
in Figure 9c. Another topological type of degeneracy is
determined by the symbolic equation in Figure 9b; the
corresponding topological subtypes express, for exam-
ple, the hypothetical transformations of propargylallene
HC≡C–CH2–CH=C=CH2 and cyanoxyisocyanate N≡C–
O–N=C=O.
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Figure 8. Heteroderivatives of the Cope rearrangement: reaction
equations characterizing degenerate [3,3]-shifts with 1 to 4 nitro-
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Figure 9. Structural analogs of the Cope rearrangement: symbolic
equations characterizing degenerate [3,3]-sigmatropic rearrange-
ments of (a–c) uncharged and (d–j) positively charged species.
Turning to [3,3]-shifts in charged systems, we must
first note that acid- and base-catalyzed Cope reactions are
well-known; the corresponding processes are often refer-
red to as charge-induced or charge-accelerated ones, see
reviews.68,70 However, for the great majority of such trans-
formations, formal analysis shows that the rearrangement
step in the charged particle is either a substitution pro-
cess or a nondegenerate conversion. As a result, the fol-
lowing problem arises: which types of positively charg-
ed (negatively charged or even radicalic) structures can,
in principle, undergo "actually" degenerate [3,3]-shifts?
Symbolic equations of Figures 9d–j represent the gene-
ralized solution to this problem; conversion of these equa-
tions (corresponding to topological types of degeneracy)
into reaction equations was performed by means of the
ARGENT–1 program, and it revealed many new topolo-
gical subtypes of degeneracy.
Only some of the numerous results thus obtained are
considered here together with probable synthetic routes
to the rearranging species. However, it should be noted
that the expected reliability of the predictions is not too
high in this case, because cationic (anionic or radicalic)
particles can undergo various competing reactions and the
choice of the actual direction must be strongly dependent
both on the nature of substituents and on the reaction
conditions. That is why the proposed synthetic methods
are represented in Figures 10a–j in a detailed form, i.e.,
with all substituents and functional groups explicitly shown;
for brevity, the deprotonating reagents and groups removed
as anions are denoted by B– and Z, respectively. Another
important feature of the rearrangements in charged (and
radicalic) systems is the fact that they are often described
by several resonance structures, and different structures
always correspond to nonidentical symbolic equations.
More specifically, consideration of resonance makes
it possible to partition seven degenerate [3,3]-shifts into
three groups (see Figures 9d,e,g; 9h,i; and 9f,j), as de-
monstrated below, first for cationic rearrangements:
Figure 10a. – Interaction of allyl ketones (R = Alk)
with monosubstituted acetylenes and subsequent transfor-
mation of the OH group into removable group Z (e.g.,
into the tosyloxy group under the action of TsCl) provi-
des a highly attractive route to a cation that can undergo
the [3,3]-shift shown in Figure 9g. Other "Cope-like" bond
redistributions are impossible in this case, because an al-
ternative degenerate transformation of the mesomeric
hexatrien-1,2,5-yl cation must be considered as an intra-
molecular [1++(3,1)]-substitution but not as a [3,3]-sig-
matropic shift.
Figure 10b. – A somewhat similar approach can re-
sult in the bis-aza analog of the cation in Figure 10a; it
involves the interaction of N,N '-disubstituted amidines
with propargyl aldehyde and subsequent transformation
of the OH group into group Z. Note that the structure of
the resultant cation (at R' = R'') must not depend on the
actual amidine nitrogen atom that initially attacks the
carbonyl group. It can be also seen that each of the three
resonance structures of the cation gives rise to its own
corresponding symbolic equation (see Figures 9g,d,e).
Figure 10c. – Nitrogen-containing cations associated
with rearrangements in Figures 9h,i can presumably be
obtained by alkylation of substituted allylcarbodiimides
or allylcyanamides. Naturally, to ensure degeneracy,
both alkyl groups must be identical (R' = R'').
Figure 10d. – From the formal standpoint, the afo-
rementioned cation in Figure 3h is the product of "anti-
Markovnikoff" protonation of hexene-3-diine-1,5. Ano-
ther possible route to this cation is the solvolytic remo-
val of an appropriate (e.g., tosyloxy: Z = TsO) group. Since
the positive charge is localized in this case, the degene-
rate [3,3]-shift can be associated only with the symbolic
equation in Figure 9j.
Figure 10e. – In the last example, the positive charge
in the cation must be highly delocalized. This cation can
be probably obtained by addition of ethinylcarbene to a
substituted thioacetal and subsequent removal of an ap-
propriate anion (e.g., at Z = Cl). In this case, the [3,3]-
sigmatropic shifts are theoretically possible for two out
of five resonance structures; the corresponding symbolic
equations can be found in Figures 9f,j.
The symbolic equations produced by the ARGENT–1
program can be also applied to the search for anionic ana-
logs of the Cope rearrangement. In this case, naturally,
one should replace the "+" sign by "–" in all equations of
Figures 9d–j. Here are some proposed synthetic methods
relating to anionic [3,3]-shifts; minimum comments are
supplied:
Figure 10f. – Deprotonation (by means of base B–)
of the imino group in propargyleneamidines, which pre-
sumably can be obtained as products of alkylethinylke-
tone–amidine condensation, R ≠ H.
Figure 10g. – Interaction of mercaptals with substi-
tuted ethinylcarbene (or with propargyl chloride) and sub-
sequent deprotonation of the reaction product. Just as in
the previous case, it is assumed that R ≠ H.
Figure 10h. – Deprotonation of allylamidines (with
all substituents R' = R'' and the allyl at nitrogen atoms)
can, from the formal standpoint, be succeeded by a de-
generate [3,3]-shift in the resultant anion. However, this
anion is expected to be extremely unstable, because none
of its resonance structures are energetically favorable.
Figure 10i. – In contrast, deprotonation of allylcyan-
amide must result in an essentially stable anion, which,
in principle, can undergo the "Cope-like" rearrangement.
Since the initial cyanamide seems to be quite available,
this model is the most attractive one for experimental in-
vestigations.
Figure 10j. – The last synthetic possibility considered
here includes addition of ethinylcarbene to substituted
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amidines (R' = R''). Deprotonation of the hypothetical re-
action product must result in a sufficiently stable (due to
the high degree of charge delocalization) anion, whose
structure allows as many as three different degenerate [3,3]-
shifts, namely, the anionic analogs of those represented
in Figures 9d,e,g.
CONCLUDING REMARKS
The systematic generation of symbolic and reaction equa-
tions just considered is not the only possible application
of our ARGENT–1 software to theoretical investigation
of degeneracy. There are several other related problems
that can be successfully solved using the computer-ge-
nerated lists of hypothetical DTs. One of such problems
involves analysis of "degeneracy synthons," i.e., multi-
atomic fragments that are converted into themselves by
DTs of a given type.
As a simple example, here we discuss the set of three-
centered synthons that were extracted from the symbolic
equations in Figures 9a–j. From the standpoint of the For-
mal–Logical Approach, the considered synthons represent
a special case of reaction fragments51 (note that equations
involving such fragments characterize the so-called in-
terconversion types of reaction systems, which represent
an important level in the general classification of organic
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Figure 10. Possible synthetic approaches to (a–e) cationoid and (f–j) anionoid species that, in principle, can undergo degenerate [3,3]-
shifts. References to the symbolic equations of Figure 9 are given near the corresponding resonance structures of the cations or anions.
transformations53). More specifically, inversion fragments
of the third order (I3) are three-centered groups with the
"external" bond (of any multiplicity) migrating from one
end of this group to the other. Considering the equations
in Figures 9a–j, one can easily extract the fragments that






Please note that two out of seven fragments are re-
presented by resonance hybrids; in the last four fragments,
the asterisk is a generalized symbol of charge or unpair-
ed electron.
Evidently, one can easily obtain representations of each
I3 fragment if the designations of centers are substituted
by symbols of chemical elements of suitable valences. Pos-
sible examples of representations for three "unsigned"
fragments are the allyl group CR'2=C(R)–CR''2–, the carb-
alkoxy group O=C(R)–O–, the azide group :N–N=N–,
the thiolsulfuranyl group R'S–C(R)=SR''–, the propargylene
group CR'≡C–R''=, and the cyanoimine group N≡C–N=.
All these groups have been mentioned in the above
examples. For the remaining four fragments, below we
supply one example of a cation and one example of an








Note that representations of "degenerate" fragments
can be successfully applied not only to [3,3]-shifts but
also to the search for other types of DTs, such as [1,3]-
or [3,5]-sigmatropic rearrangements, processes of substi-
tution, metathesis, etc.
In conclusion, we should outline yet another problem,
which is associated both with fundamental characteris-
tics of degeneracy and with the graphs considered above.
In fact, for all the studied degenerate transformations (and
for almost all processes mentioned in this paper), each
of the graphs GSEQ, GREQ, GSTR, and GSKE can be cha-
racterized by two automorphism groups, which are ne-
cessarily nonidentical. In all such cases, the permutations
that ensure degeneracy (above, we have provided an
example for the Cope rearrangement) belong only to the
larger of the groups and always represent symmetries of
graphs GTOP or GETOP. We refer to such DTs as regular.
However, our investigations72 proved also the existence
of semiregular and irregular DTs, for which the permu-
tations in question do not belong to the group of graphs
GSEQ, GREQ, GSTR, or GSKE, although they can still be sym-
metries of the topology graph. Examples of degenerate
rearrangements pertaining to these essentially new clas-
ses are the chemically unfeasible processes represented
by the symbolic, reaction, structural, and skeletal equa-
tions in Figures 7a,b,d,e. Formalization of the notion of
regularity in terms of the permutation group theory, in-
vestigation of the relationship between the properties of
regularity and self-inverseness, and also new results ge-
nerated by the ARGENT–1 program will be described in
the next paper of this series. In that paper, we are also
planning to discuss several semiregularly and irregularly
degenerate multistage transformations that seem to be
promising targets for experimental implementation.
Readers interested in supplementary information on
the current state of the ARGENT–1 project or willing to
install our freeware program on their computer are wel-
come to contact the authors of this paper.
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SA@ETAK
Novi pristup degeneriranoj interkonverziji organskih struktura: 1. Stupnjevi strukturne
degeneracije i ra~unalna potraga za degeneriranim interkonverzijama
Serge S. Tratch, Marina S. Molchanova i Nikolai S. Zefirov
Op}a metodologija sustavne potrage za degeneriranim interkonverzijama mora se temeljiti na hijerarhiji
degeneracija. Stupnjevi i podstupnjevi predlo`ene hijerarhije predstavljeni su topolo{kim i strukturnim tipovi-
ma i podtipovima degeneracije, koji odgovaraju odre|enim jednad`bama i pridru`enim grafovima. Formulirane
su grafi~ke operacije koje omogu}avaju u~inkovitu potragu za proizvoljnim tipom organskih reakcija i razma-
trani su problemi specifi~ni za provedbu degeneriranih transformacija. Raspravlja se o rezultatima potrage po-
mo}u ra~unala (koriste}i softver ARGENT-1) za heteroderivate i strukturne analoge Copeove reakcije. Mnoge
tako otkrivene pregradnje (posebno [3,3]-pomaci u kationima i anionima, koji dosada nisu razmatrani) mogle bi
se eksperimentalno prou~avati.
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