I. Introduction
To approximate numerically a zero _ of a real analytic function f,
f(e) = 0, iteration is most widely used.
We will discuss so- Step 1 we need one evaluation of f at z to assure con-1 vergence so N is of the form Kung and Traub [74a] ).
We will suppose z 2 and z 3 not necessarily diffe- 
Consequently, e(G)-e = 0(_(e))=0(e-Zl)
(e-z3) (e-c) 4 is again at most of order (e-z I) . 
G(z) = (z-z I) (z-z 3) (z-c).
Again, (s-c) being of 3rd order or more in (e-Zl) _ = 2 so if (e-z 3) is of order would contradict P2 1 in (e-z I) we are done. However (e-z 3) and (e-c) cannot be both of second order, since the condition G' (z2) = 0 reads (2z2-zl-z3) (z2-c)+(z2-z I) (z2-z 3) = 0 which is easily seen to be equivalent to e 3(s-c)=e 2 (2el-3e 2)-(el-2e 2) (e3+(s-c)) We have G(a) = (a-z I) (a-z 2) (a-c) where c = 3z 3 -z I z 2.
To obtain order 4, this suggests we must have The cases A) and C) have optimal generalizations for all n > 3, it will be shown in a later paper that also case F) can be generalized to a non-hermitean optimal case for all n.
4. A solution to a "problem 2" for N = Brent information.
Definition 4.1. To satisfy the conditions at z2,...,z k we must have
where H(z) is any (sufficiently regular) function.
Integrating £ times, Let N = {f(zl) ,f'(zl) ,f"(z I) ; f'(z2) ,f"(z2) }. Traub, Academic Press, 1975. 
