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RELATIVE CALABI-YAU COMPLETIONS
WAI-KIT YEUNG
Abstract. We generalize Keller’s construction [38] of deformed n-Calabi-Yau completions to the rela-
tive contexts. This gives a universal construction which extends any given DG functor F : A → B to a
DG functor F˜ : A˜ → B˜, together with a family of deformations of F˜ parametrized by relative negative
cyclic homology classes [η] ∈ HC−n−2(B,A). We show that, under a finiteness condition, these extensions
have canonical relative n-Calabi-Yau structures in the sense of [8].
This is applied to give a construction which associates a DG category A (N,M ; Φ) to a pair (N,M)
consisting of a manifold N and an embedded submanifold M of codimension ≥ 2, together with a
trivialization Φ of the unit normal bundle of M in N . In the case when (N,M) is the pair consisting of
a set of n-points in the interior of the 2-dimensional disk, A (N,M ; Φ) is the multiplicative preprojective
algebra [16] with non-central parameters. In the case when (N,M) is the pair consisting of a link L in
R3, A (N,M ; Φ) is the link DG category [5] that extends the Lengendrian DG algebra [45, 46, 24] of the
unit conormal bundle ST ∗L(R
3) ⊂ ST ∗(R3). We show that, when M ⊂ N has codimension 2, then the
category of finite dimensional modules over the 0-th homology H0(A (N,M ; Φ) ) of this DG category is
equivalent to the category of perverse sheaves on N with singularities at most along M .
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1. Introduction
In the seminal paper [29], V. Ginzburg introduced the notion of an n-Calabi-Yau differential graded
(DG) algebra. For any bimodule M over a DG algebra A, consider its bimodule dual M ! in the derived
category of A-bimodule D(Ae) defined as
M ! := RHomAe(M,A
e)
A homologically smooth1 DG algebra A is then said to be n-Calabi-Yau if the n-shifted bimodule dual
A![n] ∈ D(Ae) of A is isomorphic to A itself in the derived category D(Ae). i.e.,
A![n] ∼= A
A class of examples of 3-Calabi-Yau DG algebras, usually called Ginzburg DG algebras, was also
constructed in [29]. We recall this construction now.
Let A be the free associative algebra A = k〈x1, . . . , xm〉. M. Kontsevich introduced in [40] a linear
map ∂∂xj : A/[A,A] → A for each j = 1 . . . ,m, defined by
∂
∂xj
(xi1 . . . xir ) :=
∑
{l | il=j}
xil+1 . . . xirxi1 . . . xil−1
Given any element Φ ∈ A/[A,A], called a potential, the Ginzburg DG algebra is defined to be the DG
algebra
(1.1) D = k〈x1, . . . , xm, θ1, . . . , θm, c〉, deg(c) = 2, deg(θj) = 1, j = 1, . . .m
with differentials given by
d(θj) =
∂Φ
∂xj
and d(c) =
m∑
j=1
[xj , θj ]
Ginzburg showed that, if the DG algebra D is acyclic in positive degree, then it is 3-Calabi-Yau (see
[29, Remark 5.3.2]). It was later observed by B. Keller and proved by M. Van den Bergh (see [38]) that
Ginzburg DG algebras are always 3-Calabi-Yau.
To see why one should expect this to be true, we consider a general semi-free DG algebra B =
k〈y1 . . . yp〉. To verify the Calabi-Yau property of B, one has to take the derived dual of B as a bimodule
over itself. The first step is to find a semi-free resolution2 of B as a bimodule over itself. To this ends,
we consider the following standard resolution of B.
Since B is semi-free, its bimodule of differentials Ω1(B) is semi-free with basis {Dy1, . . . , Dyp}, where
we have denoted the universal derivation by D : B → Ω1(B). By definition of the bimodule of differen-
tials, one has a short exact sequence
0 → Ω1(B) α−→ B ⊗B m−→ B → 0
where α(Df) = f ⊗ 1 − 1 ⊗ f . Thus, the cone of α gives a semi-free bimodule resolution of B. We call
this the standard bimodule resolution of B, and denote it as
(1.2) Res(B) := cone [ Ω1(B)
α−→ B ]
This semi-free resolution has basis {E0 , sDy1 , . . . sDyp }, where sDyj refers to the basis element Dyj ∈
Ω1(B), with degree shifted by 1 by the operator s, and E0 refers to the element 1⊗ 1 ∈ B ⊗B.
In particular, if we take B to be the Ginzburg DG algebra (1.1), then its standard bimodule resolution
Res(D) is semi-free over the basis
(1.3) { (E0)(0) , (sDx1)(1) , . . . , (sDxm)(1) (sDθ1)(2) , . . . , (sDθm)(2) , (sDc)(3) }
1A DG algebra A is said to be homologically smooth if it is perfect as a bimodule over itself (see Definition 2.8 and
2.10). This condition holds if A satisfies some finiteness condition, which we may assume to be automatic for the purpose
of this paper.
2Strictly speaking, it is not enough to require the resolution to be semi-free. One should also require a Sullivan condition
(see Definition 2.7 and Remark 2.9) in order to guarantee that the resolution is cofibrant.
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where the superscripts indicate the degree of each generator.
Thus, there is a perfect symmetric bimodule pairing
(1.4) 〈−,−〉 : Res(D)⊗ Res(D) → D ⊗D
of degree −3, which pairs E0 with sDc, and sDxi with sDθi. If one can show that this pairing is
compatible with differentials, then one can show that D is 3-Calabi-Yau. Van den Bergh showed in [38]
that this is indeed the case, and hence proved the 3-Calabi-Yau property of the Ginzburg DG algebra D .
Notice that, two points are important to this proof. The first point is that, the Ginzburg DG algebra
was constructed in such a way that the extra generators θ1, . . . , θm, c are added to the algebra A =
〈x1, . . . xm〉 such that θi would produce a dual sDθi to sDxi in (1.3), and c would produce a dual sDc
to E0 in (1.3). The second, and more crucial, point is that the differentials of these extra generators
θ1, . . . , θn, c are defined in such a way that he pairing (1.4) is compatible with differentials.
It is therefore natural to ask whether the definition of the Ginzburg DG algebra can be generalized to
give a universal construction that adds generators to a semi-free DG algebra A in a controlled way such
that the result is an n-Calabi-Yau algebra. This is indeed possible, and is accomplished by B. Keller in
[38]. The construction is called deformed Calabi-Yau completion.
Before describing this construction, we pause to remark that, while adic-completion is indeed studied
in the literature in relation to Calabi-Yau algebras (see, e.g., [29, 62]), this is not what we refer to
when we speak of Calabi-Yau completions. Instead, one should think of Calabi-Yau completion as a
noncommutative analogue of completing a vector space V to a shifted symplectic vector space V ⊕V ∗[n].
Thus, given any semi-free DG algebra A = k〈x1, . . . xm〉, the above discussion suggests that one should
form a semi-free DG algebra Πn(A) whose underlying graded algebra is given by
(1.5) Πn(A) := k〈x1, . . . , xm, θ1, . . . , θm, c〉
where the extra generators have degrees |θj | = n− 2− |xi|, and |c| = n− 1.
The graded algebra Πn(A) can be written alternatively as a tensor algebra Πn(A) = TA(M) of a
graded bimodule M over the underlying graded algebra A, where M is free as a bimodule over the basis
{ c, θ1, . . . , θm }. This suggests that one should search for a bimodule universally associated to A with a
basis that is in a natural degree-preserving bijection with the set { c, θ1, . . . , θm }.
One candidate for such a bimodule is the shifted dual Res(A)∨[n− 1] of the standard resolution of A.
This bimodule has a basis { sn−1(E0)∨, sn−1(sDx1)∨, . . . , sn−1(sDxm)∨ } dual to the standard basis of
Res(A). The basis elements have degrees |sn−1(E0)∨| = n−1 = |c| and |sn−1(sDx1)∨| = n−2−|xi| = |θi|.
Keller took this as the definition of the n-Calabi-Yau completion
(1.6) Πn(A) := TA(Res(A)
∨[n− 1])
This definition also specifies the differential on Πn(A).
One can check directly that, if we take A to be concentrated in degree 0, then the 3-Calabi-Yau
completion is precisely the Ginzburg DG algebra D , with zero potential Φ = 0. The case when the
potential is nonzero then corresponds to a deformation of the 3-Calabi-Yau completion. In fact, Keller
showed that every Hochschild homology class [η] ∈ HHn−2(A) allows one to deform the differentials of the
n-Calabi-Yau completion Πn(A). The result is called the deformed n-Calabi-Yau completion with respect
to the deformation parameter [η] ∈ HHn−2(A). In the case of the free associative algebra A concentrated
in degree 0, any potential Φ ∈ A/[A,A] specifies a cyclic homology class Φ ∈ A/[A,A] = HC0(A). The
image B(Φ) ∈ HH1(A) of this class under the Connes operator B : HC0(A) → HH1(A) then gives a
Hochschild homology class which serves as a deformation parameter. The resulting deformed 3-Calabi-
Yau algebra is precisely the Ginzburg DG algebra D .
As suggested by the name, Keller claimed that the deformed n-Calabi-Yau completion is always n-
Calabi-Yau. We will give a counter-example to this claim at the end of Section 3.3. However, we will show
that, if the deformation parameter [η] ∈ HHn−2(A) has a lift to a class in the negative cyclic homology
[η˜] ∈ HC−n−2(A), then this claim is indeed true.
We say that a negative cyclic class [η˜] ∈ HC−r (A) is a lift of a Hochschild class [η] ∈ HHr(A) if [η]
is the image of [η˜] under the canonical map h : HC−∗ (A) → HH∗(A). In this case, we think of [η˜]
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as an enrichment of [η]. The above discussion then shows that such enrichments are important in the
construction of deformed Calabi-Yau completions. In fact, the importance of negative cyclic enrichment
was already suggested in [39] in relation to the very definition of Calabi-Yau algebras.
Recall that, we called a homologically smooth DG algebra n-Calabi-Yau if there is an isomorphism
A![n] ∼= A in the derived category D(Ae) of A-bimodules. In fact, since A is assumed to be perfect as a
bimodule over itself, we have
RHomAe(A
![n], A) ' A⊗LAe A[−n]
This shows that maps [ξˆ] : A![n] → A in the derived category D(Ae) correspond bijectively to Hochschild
classes [ξ] ∈ HHn(A). It was long thought that the Hochschild class that defines the isomorphsim
[ξˆ] : A![n] → A in an n-Calabi-Yau algebra A should have some enrichment. One such enrichment was
suggested by Kontsevich and Vlassopoulos in [39]. They proposed that one should require [ξ] to have a
negative cyclic lift. We will adopt this suggestion hereafter, and change our terminology to reflect this
choice.
Definition 1.7. An n-Calabi-Yau structure on a DG algebra A is a negative cyclic class [ξ˜] ∈ HC−n (A)
whose underlying Hochschild class [ξ] := h([ξ˜]) ∈ HHn(A) induces an isomorphism [ξˆ] : A![n] ∼→ A in the
derived category D(Ae) of bimodules.
We will prove the following result (see also Theorem 3.17 below for a more detailed specification of
finiteness assumptions on A)
Theorem 1.8. Any negative cyclic lift [η˜] ∈ HC−n−2(A) of the deformation parameter [η] ∈ HHn−2(A)
determines a canonical n-Calabi-Yau structure on the deformed n-Calabi-Yau completion Π := Πn(A; η).
In view of this theorem, we may view the negative cyclic class [η˜] ∈ HC−n−2(A) as the “true” deformation
parameter. This is consistent with the results in [63].
To guide the interested readers, we briefly discuss the proof of this theorem. Details can be found
in Section 3.3. To show an isomorphism between Π![n] and Π in the derived category D(Πe), one could
construct a map Res(Π)∨[n] → Res(Π) of Π-bimodules. This corresponds to giving a closed element ξ
of degree n in the chain complex
X(Π) := Res(Π)⊗Πe Res(Π)
which we call the double X-complex of Π.
However, it is usually very difficult to show that a given element ξ ∈ X(Π) is closed. The differential
in the chain complex X(Π) depends on both the differential on the DG algebra A, as well as on the
deformation parameter η, in a subtle way. To overcome this difficulty, we construct in Section 2.5 a map
B : X(Π) → X(Π) from the X-complex X(Π) := Π ⊗Πe Res(Π) to the double X-complex X(Π) of Π.
This map lifts the Connes operator B : X(Π) → X(Π), and is therefore called the lifted Connes operator.
Using the lifted Connes operator, one can construct a closed element ξ ∈ X(Π) that induces an
isomorphism ξˆ : Res(Π)∨[n] → ∼= Res(Π). Moreover, by construction, this element will have a natural
negative cyclic lift. This completes the proof of Theorem 1.8.
So far, we have been discussing about DG algebras. In fact, the universal construction of deformed
Calabi-Yau completions admits direct generalizations from DG algebras to DG categories. The notion of
semi-free DG algebras is then replaced by the notion of semi-free DG categories. These are DG categories
A whose underlying graded k-categories are freely generated by a graded quiver Q over an object set R.
We write this as A = TR(Q). In forming the deformed Calabi-Yau completion of a semi-free DG category
A = TR(Q), we add generating arrows f∨ in direction opposite to those in Q, as well as a loop generator
cx for each x ∈ R. Thus, we have
(1.9) Πn(A; η) = TR( {f}f∈Q ∪ {f∨}f∈Q ∪ {cx}x∈R )
with the degree shifts and differentials defined in a similar way. An important example include the
deformed preprojective algebra in [17, 18] (see [38]).
Besides these quiver examples, there is an important class of examples of Calabi-Yau DG categories
that comes from topology. Let X be any path connected pointed topological space. We say that a DG
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algebra A is an Adams-Hilton model of X, written as A ' AH(X), if A is quasi-isomorphic to the DG
algebra of chains on the Moore loop space of X. Many different methods are given in the literature to
provide small models for this DG algebra. See Section 5.1 for a brief review.
If X is a closed oriented manifold of dimension n, then it has a fundamental class [X] ∈ Hn(X). This
class induces a Poincare´ duality in its (co)homology groups. It is stated in [43] and proved in [14] that
this Poincare´ duality structure induces an n-Calabi-Yau structure on the Adams-Hilton model AH(X)
of X. Thus we may view a Calabi-Yau structure as a non-commutative analogue of Poincare´ duality
structure.
Recall that, for a compact oriented n-dimensional manifold M with a boundary ∂M , there is also
a relative Poincare´ duality structure in the homology of the pair (M,∂M). Namely, there is a relative
fundamental class [M ] ∈ Hn(M,∂M) that induces a commutative diagram
(1.10) · · · // Hp(M) //
∩[M ]∼=

Hp(∂M) //
∩[∂M ]∼=

Hp+1(M,∂M) //
∩[M ]∼=

· · ·
· · · // Hn−p(M,∂M) // Hn−p−1(∂M) // Hn−p−1(M) // · · ·
where all the vertical maps are isomorphisms. In particular, it induces a Poincare´ duality on its boundary
∂M .
It is then very natural to ask what is the non-commutative analogoue of a compact oriented manifold
with boundary. The answer is given by the notion of relative Calabi-Yau structures, introduced by Brav
and Dyckerhoff in [8]. Let F : A → B be a map (i.e., DG functor) between DG categories. Then one can
show (see [8], as well as Section 2.3 below) that a relative Hochschild class [ξ] ∈ HHn(B,A) determines
a map
(1.11) A![n− 1] → A
of A-bimodules in the derived category D(Ae) of A-bimodules, as well as a map
(1.12) · · · // B![n− 1] //

LF!(A!)[n− 1] //

cone(B! → LF!(A!))[n− 1]

// · · ·
· · · // cone(LF!(A) → B)[−1] // LF!(A) // B // · · ·
of distinguished triangles in the derived category D(Be) of B-bimodules, where F! : C(Ae) → C(Be) is
the functor F!(M) := M ⊗Ae Be on bimodules induced by F .
One can view the map (1.12) as the non-commutative analogoue of (1.10). This allows one to make
the following generalization of Definition 1.7.
Definition 1.13. A relative n-Calabi-Yau structure on a DG functor F : A → B between homologically
smooth DG categories is a relative negative cyclic class [ξ] ∈ HC−n (B,A) whose underlying relative
Hochschild class h([ξ]) ∈ HHn(B,A) induces relative duality of bimodules. i.e., the map (1.11) is an
isomorphism in D(Ae), and the map (1.12) is an isomorphism of distinguished triangles in D(Be).
It was proved in [8] that if M is a compact oriented manifold with boundary ∂M , then there is
a canonical relative n-Calabi-Yau structure on the map AH(∂M) → AH(M) of their Adams-Hilton
models. This makes precise the analogy between topology and non-commutative geometry.
The generalization of the notion of Calabi-Yau structures to the relative contexts prompts one to ask
whether the quiver examples of Calabi-Yau DG categories obtained by Keller’s construction of deformed
Calabi-Yau completion generalizes to the relative contexts as well. Such a generalization indeed exists,
and provides simple and explicit examples for DG categories with relative Calabi-Yau structures.
Suppose F : A → B is a semi-free extension of semi-free DG categories. We want a construction that
would extend this to a DG functor F˜ : A˜ → B˜ with a canonical relative n-Calabi-Yau structure. By
5
definition, a relative n-Calabi-Yau structure on F˜ induces an (absolute) (n− 1)-Calabi-Yau structure on
A˜. Therefore, it is natural to take A˜ simply as the (n− 1)-Calabi-Yau completion of A. i.e.,
A˜ = Πn−1(A) = TA(Res(A)∨[n− 2])
To construct B˜, we consider the shifted cone
Ξ = cone
[
Res(B)∨ γ
∨
F−−→ F!(Res(A)∨)
]
[n− 2]
on the dual of the canonical map γF : F!(Res(A)) → Res(B). We take B˜ to be the tensor category
B˜ := Πn(B,A) := TB(Ξ)
There is a canonical map F˜ : Πn−1(A) → Πn(B,A) that extends F . Moreover, parallel to the absolute
case, there is a natural family of deformations of this extension parametrized by relative Hochschild classes
[η] ∈ HHn−2(B,A). The result is denoted as F˜ : Πn−1(A; ηA) → Πn(B,A; η), and is called the deformed
relative n-Calabi-Yau completion of F : A → B.
Despite the apparently more involved definition, the underlying idea for the relative Calabi-Yau com-
pletion is the same as in the absolute case: one adds generating arrows in an appropriate way to ensure
relative duality of bimodules on F˜ . Thus, we have the following generalization of Theorem 1.8
Theorem 1.14. Any negative cyclic lift of the deformation parameter [η] ∈ HHn−2(B,A) determines a
canonical relative n-Calabi-Yau structure on the deformed relative n-Calabi-Yau completion.
Recall that the fact that a topological space X has the structure of a compact oriented manifold is
reflected at the level of noncommutative geometry by the (relative) Calabi-Yau structure on the Adams-
Hilton models. One important operation one can perform on manifolds with boundary is to glue two
manifolds along the same boundary. This is particularly important in corbordism theory. It is natural
to ask whether this operation is also reflected in the noncommutative geometry of the Adams-Hilton
models. This is indeed the case, and is worked out in [8].
Thus, imitating the situation of cobordism, we consider the following diagram
A3 → hocolim [Y ← A2 → X ] ← A1
The diagram suggests how to formulate a gluing procedure. The two manifolds in this diagram should
be formualted as DG functors A3 q A2 → Y and A2 q A1 → X , both endowed with relative n-Calabi-
Yau structures. The gluing of Y and X along A2 should be formulated as a homotopy pushout. Then, in
[8], it was shown that, if the Calabi-Yau structures are also glued along A2, then one obtains a relative
n-Calabi-Yau structure in the resulting DG functor. A3 q A1 → Y qLA2 X .
We will apply this algebraic gluing procedure to perform a “Calabi-Yau surgery” along a submanifold
embedded inside a manifold. Thus, let N be an n-dimensional compact oriented manifold, possibly with
boundary ∂N and let M be a closed oriented manifold smoothly embedded in the interior of N . For
simplicity, we assume in this Introduction that M has codimension 2 in N , although the construction
works when M has codimension ≥ 2. Loosely speaking, we will remove an open tubular neighborhood
ν(M) ⊂ N of M , and glue in a DG category obtained as a relative Calabi-Yau completion. Thus,
this construction combines the topological examples and the quiver examples of relative Calabi-Yau DG
categories.
Let X = N \ν(M) be the complement of the tubular neighborhood ν(M) in N . Then X is compact
oriented, with boundary ∂X = ∂N ∪SM (N) where SM (N) is the unit normal bundle of M in N . Choose
a trivialization Φ of this bundle. Then we have ∂X = ∂N ∪M × S1. Therefore, if M has r components
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M = M1 ∪ . . .∪Mr, then there is a canonical relative n-Calabi-Yau structure on the boundary inclusion
map of the Adams-Hilton models
AH(M1 × S1) q . . . q AH(Mr × S1) q AH(N) → AH(X)
One case that is easy to visualize is when N = R3 and M = L is a link in R3 with r components
L = L1∪. . .∪Lr. In this case, we view R3 as a solid ball with large enough radius, and is therefore compact.
Then the link complement X will have an S2 boundary together with r torus boundary Li × S1 ∼= T2.
Along each torus boundary, we will glue in a DG category called the perverse neighborhood of the link
component Li. This “thickens” each torus boundary. In the general case, this means that we will glue in
the perverse neighborhood In(Mi) of Mi along the boundary Mi × S1 to thicken it.
We will construct the perverse neighborhood In(Mi) by performing a relative Calabi-Yau completion.
Consider the DG functor
(1.15) F : A := AH(Mi) q AH(Mi) → AH(Mi)⊗ ~I =: B
where ~I is the k-category freely generated by the quiver [• → •].
Perform the relative n-Calabi-Yau completion
F˜ : Πn−1(AH(Mi)) q Πn−1(AH(Mi)) → Πn(B,A)
of (1.15). It turns out that, if we localize Πn−1(AH(Mi)) by inverting a canonical set of degree 0 elements,
the result is simply the Adams-Hilton model of Mi × S1. (See Theorem 5.13.) Therefore, by choosing a
suitable deformation parameter [η], we have a DG functor
(1.16) AH(Mi × S1) q AH(Mi × S1) (i,i
′)−−−→ Πlocn (B,A; η) =: In(Mi)
endowed with a canonical relative n-Calabi-Yau structure, where Πlocn (B,A; η) is a localization of the
deformed relative n-Calabi-Yau completion of F . (See Definition 4.39 and 4.42.)
As hinted earlier, we will use the map (1.16) to glue the perverse neighborhood In(Mi) along the
boundary of X. The gluing procedure can be described schematically by the diagram
The result of this algebraic gluing construction is then the DG category
A (N,M ; Φ) := hocolim
[
qri=1In(Mi) i
′ q ...q i′←−−−−−− qri=1AH(Mi × S1)
AH(Φ)−−−−→ AH(X)
]
called the perversely thickened DG category of (N,M,Φ). As suggested by the above gluing diagram, it
comes with a natural map
(1.17) qri=1 AH(Mi × S1) q AH(∂N) → A (N,M ; Φ)
that has a relative n-Calabi-Yau structure. (See Theorem 5.32.)
The main reason why we are interested in this construction is that, for simple examples of the pairs
(N,M), the construction gives DG categories of interest in contact geometry. For example, the case when
N = D2 is the 2-dimensional disk and M is a set of n points in the interior of N , a calculation performed
in Section 5.5 shows that the map (1.17) is given by
k〈µ±1 〉 q . . .q k〈µ±n 〉 q k〈Q±〉 →

k〈µ±1 〉
a1
  
· · · k〈µ±n 〉
anww
k〈T±1 , . . . , T±n 〉
a∗1
`` a∗n
55

/ (
µi = a
∗
i ai + 1
Ti = aia
∗
i + 1
)
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where Q is mapped to T1 · · ·Tn.
This can be viewed as the multiplicative preprojective algebra with non-central parameter. The one
with central parameter can then be expressed as a homotopy pushout
A (D2, {p1, . . . , pn})|(t1,...,tn,q)
= hocolim
[
k q . . . q k q k ← k〈µ±1 〉 q . . . q k〈µ±n 〉 q k〈Q±〉 → A (D2, {p1, . . . , pn})
]
where the left pointing map sends the variables µi and Q to invertible elements ti ∈ k× and q ∈ k× in
the base ring k.
Notice that the 0-th homology of A (D2, {p1, . . . , pn})|(t1,...,tn,q) is precisely the multiplicative prepro-
jective algebra [17, 18] of the star shaped quiver of all leg length 1. One can modify the gluing pattern to
obtain multiplicative preprojective algebra of other graphs, as well as the higher genus versions defined
in [10] (see Remark 5.53). The relation of this example with contact geometry was suggested in [10, 55].
For the case when N = R3 and M = L is a link in R3 with a framing Φ, the DG category A (R3, L; Φ)
is quasi-equivalent to the link DG category constructed in [5] that extends the Legendrian DG algebra AL
(see [45, 46, 24]) of the unit conormal bundle ST ∗L(R3) → ST ∗(R3) of the link L ⊂ R3. In particular, if we
denote byA (R3, L; Φ)|{1,...,r}→{1} the DG category obtained by collapsing the objects {1, . . . , r} in (5.74)
to a single object {1}, then the endomorphism DG algebra of the DG category A (R3, L; Φ)|{1,...,r}→{1}
at the object 1 is quasi-isomorphic to AL.
Both of these examples are known to be closely related to perverse sheaves. For the case of points in
the 2-dimensional disk, the relation was shown in [27] (see also [10]). For the case of a link in R3, the
relation was suggested by [25, 55] and shown in [5] (see also [6]). This relation holds in general, and can
be expressed by the following theorem proved in Section 5.89.
Theorem 1.18. If k is a field, then the category Modfd
(
H0(A (N,M ; Φ) )
)
of finite dimensional (left)
modules of the 0-th homology of the perversely thickened DG category is equivalent to the category
Perv(N,M) of perverse sheaves on N with singularities at most along M .
In view of this theorem, it seems plausible to think of the category of DG modules over the perversely
thickened DG category as a category of “higher perverse sheaves”, in much the same way as the category
of DG modules over the Adams-Hilton model AH(X) of a topological space X can be thought of as a
category of higher local systems on X. However, this suggestion is only a speculation at the moment.
It would be interesting to generalize the construction of perversely thickened DG category to other
stratifications, and investigate whether this speculation can be expressed in more precise terms.
2. Bimodules, duality and Hochschild homology
In this section, we review some basic facts about DG categories and their bimodules. Most of the
results are well-known. However, Proposition 2.26 and Theorem 2.61 appear to be new.
2.1. Bimodules and duality. Throughout this paper, we fix a commutative ring k with unit. Unless
stated otherwise, all complexes have homological grading. Unadorned tensor product will be understood
to be over k. By a differential graded (DG) category over k, we mean a category A enriched over chain
complexes C(k) of k. We denote the category of all (small) DG categories over k by dgCatk. Basic notions
about DG categories, DG functors, modules, etc. are defined, for example, in [37]. We recall some of
these notions in order to set up convention.
The category C(k) of chain complexes over k can be enriched to a DG category Cdg(k) where the
Hom sets between chain complexes M and N are replaced by Hom complexes Homk(M,N), so that
C(k) = Z0(Cdg(k)).
A right module over a DG categoryA is a DG functor M : Aop → Cdg(k). Explicitly, a right module M
associates each object x ∈ A a chain complex M(x), together with product maps M(y)⊗A(x, y) → M(x)
which are associative and unital in the obvious sense. Unless otherwise stated, a module will always mean
a right module. We denote the category of all right modules over A as C(A), which has an obvious DG
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enrichment Cdg(A) where the Hom sets between DG modules M,N are replaced by Hom complexes
HomA(M,N).
A map between modules M and N is, by definition, a homogeneous element f in the Hom-complex
HomA(M,N). A map is said to be closed if it is closed in the Hom-complex. Thus, a degree zero closed
map is simply a map in the unenriched category C(A),
For any DG categories A and B, we define their tensor product A ⊗ B to be the DG category with
object set Ob(A)×Ob(B) and Hom complexes
HomA⊗B((a, b), (a
′, b′)) := HomA(a, a
′)⊗HomB(b, b′)
In particular, for any DG category, we define its enveloping DG category to be the tensor product
Ae := A⊗Aop. We define a bimodule over A to be a (right) module over Ae. This is equivalent to the
following more explicit definition:
Definition 2.1. A bimodule M over a DG category A associates to each pair (x, y) ∈ Ob(A) × Ob(A)
of objects in A a chain complex M(x, y) ∈ C(k), together with maps
(2.2) A(y1, y2)⊗M(x2, y1)⊗A(x1, x2) → M(x1, y2)
of chain complexes, which are associative and unital in the obvious sense.
This explicit definition makes it clear that every DG category A is a bimodule over itself under the
composition product. In particular, Ae is an Ae–bimodule, where the bimodule action maps (2.2) in this
case takes the form
[A(x3, x4)⊗Aop(y2, y1)]⊗ [A(x2, x3)⊗Aop(y3, y2)]⊗ [A(x1, x2)⊗Aop(y4, y3)] → [A(x1, x4)⊗Aop(y4, y1)]
and is given by
(f ′ ⊗ g′)⊗ (f ⊗ g)⊗ (f ′′ ⊗ g′′) 7→ f ′ff ′′ ⊗ g′′gg′
where the composition in the right hand side is defined to be the ordinary composition in A.
Thus, fixing any pair (x, y) ∈ Ob(A)×Ob(A), the right Ae-module Ae((−,−), (x, y)) corresponds to
the inner A-bimodule structure of A(−, x) ⊗ A(y,−). Similarly, the left Ae–module Ae((x, y), (−,−))
corresponds to the outer A-bimodule structure of A(x,−)⊗A(−, y).
For any A-bimodule M , define
M∗(x, y) := HomAe(M(−′,−′′),Ae((−′,−′′), (x, y))) = HomAe(M(−′,−′′),A(−′, x)⊗A(y,−′′)))
When the pair (x, y) varies over the pairs of objects of A, this defines a left Ae module structure on M∗.
By the above discussion, one can regard M∗ as the module of A-bilinear maps from M to Ae with respect
to the inner bimodule structure on Ae. Moreover, M∗ inherits the outer bimodule structure from Ae.
It will be convenient to regard M∗ as a right Ae-module instead of a left module. To this end, we
consider the conjugation map τ : Ae ∼→ (Ae)op, defined to be the map (x, y) 7→ (y, x) on objects, and
(f, g) 7→ (−1)|f ||g|(g, f) on morphisms. This map is an isomorphism of DG categories, and hence induce
an isomorphism N 7→ N between the categories of left and right modules over Ae. In particular, we can
define
Definition 2.3. For any bimodule M ∈ Cdg(Ae), we define its dual bimodule M∨ to be the right Ae-
module (i.e., A-bimodule) given by M∨ := M∗. Explicitly, the bimodule M∨ is given by
M∨(x, y) = HomAe(M(−′,−′′),A(−′, y)⊗A(x,−′′))
The appearances of conjugations between left and right modules over Ae can be confusing when one
tries to perform explicit calculations. For this reason, we give a more explicit description of the dual
bimodule M∨ when the bimodule M is free.
A bimodule M ∈ Cdg(Ae) is said to be semi-free if there is a set of homogeneous elements {ξi ∈
M(xi, yi)}i∈S , called a basis of M , such that, for any pair (x, y) ∈ Ob(A) × Ob(A), every object η ∈
M(x, y) can be written uniquely as a finite sum
η =
∑
i∈S
fi · ξi · gi
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where gi ∈ A(x, xi) and fi ∈ A(yi, y), and only finitely many of them are nonzero. When the basis set is
finite, its cardinality is called the rank of the semi-free module M .
Let ξ∨j : M → Ae((−′,−′′), (xj , yj)) be the (non-closed) graded map defined by
M(−′,−′′) ξ
∨
j // A(−′, xj)⊗A(yj ,−′′)∑
fi · ξi · gi 7→ (−1)|fj |(|gj |+|ξj |)gj ⊗ fj
Then ξ∨j is a homogeneous element in M
∨(yj , xj) of degree −|ξj |. The following lemma is straightforward
to check.
Lemma 2.4. Suppose that the bimodule M is free over a finite basis {ξ1, . . . , ξm}, then M∨ is free over
the basis {ξ∨1 , . . . , ξ∨m}.
This description in terms of a basis also allows one to specify the differentials of the dual bimodule
M∨. Suppose we have
d(ξi) =
m∑
j=1
fij · ξj · gij
then the differentials on the dual basis elements are given by
(2.5) d(ξ∨j ) = −
m∑
i=1
(−1)|fij |(|ξi|+|ξj |+|gij |)gij · ξ∨i · fij
Similarly, one can determine the map α∨ : N∨ → M∨ induced by a map α : M → N in terms of
basis elements. Thus, suppose M has a basis {ξ1, . . . , ξm} and N has a basis {η1, . . . , ηn}, and suppose
that the map α is given by
α(ξi) =
n∑
j=1
fij · ηj · gij
then the induced map α∨ : N∨ → M∨ is given by
(2.6) α∨(η∨j ) =
m∑
i=1
(−1)|fij |(|ξi|+|ξj |+|gij |)gij · ξ∨i · fij
Definition 2.7. A semi-free bimodule M is said to satisfy the Sullivan condition if there is a basis set
{ξi}i∈S that admits a filtration S1 ⊂ S2 ⊂ . . . such that S =
⋃
Si and that, for each j ∈ Si, i = 1, 2, . . .,
the differential d(ξj) lies in the submodule generated by the basis elements in Si−1. Thus, in particular,
d(ξj) = 0 for all j ∈ S1.
Notice that if the DG category A is concentrated in non-negative degree, then every semi-free bimodule
of finite rank satisfies the Sullivan condition. We will simply refer to a semi-free bimodule satisfying the
Sullivan condition as a Sullivan bimodule.
Definition 2.8. A bimodule M ∈ C(Ae) is said to be perfect if it is a retract in the derived category
D(Ae) of a Suillivan bimodule of finite rank.
Remark 2.9. The Sullivan condition was originally defined for commutative DG algebras (see [26]). Our
definition is an analogue of that condition in the case of DG bimodules. More generally, there is a notion
of I-cell complexes for any model category with a class I of generating cofibrations (see, e.g. [30, 61]). The
Sullivan conditions in either case is equivalent to being an I-cell complex in the respective model category.
Thus, by [61, Proposition 2.2], our notion of perfect bimodules is equivalent to the one considered in [61].
Definition 2.10. A DG category A is said to be homologically smooth if it is perfect as a bimodule over
itself.
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Suppose M is a Sullivan module of finite rank, then its dual M∨ is still Sullivan of finite rank.
Moreover, we have (M∨)∨ ∼= M . Therefore, if we denote the derived functor of the duality functor
(−)∨ : C(Ae)op → C(Ae) as
(−)! : D(Ae)op → D(Ae) ,
then this functor restricts to an involutive anti-equivalence
(−)! : D(Ae)opper → D(Ae)per ,
in the full subcategory D(Ae)per ⊂ D(Ae) of the derived category consisting of perfect objects.
2.2. Twisted complexes and convolutions. In this subsection, we introduce twisted complexes and
their convolutions. These are useful tools to keep track of iterated cones and maps between them. We
learned about this notion from [3], although it is probably well-known.
Let A be a DG category, and let Cdg := Cdg(A) be the DG category of DG modules over A. For any
M ∈ Cdg(A), we can define its shift M [n] ∈ Cdg(A) by M [n]m := Mm−n. The ‘identity map’ from M to
M [n] has degree n, and is denoted as sn : M → M [n]. Thus, elements in M [n] will be denoted by snx,
where x ∈M . The differentials on M [n] are then specified by the formula d(sn(x)) = (−1)nsn(d(x)).
In general, we will always write the shift operator s explicitly when we perform shift operators, form
cones, etc. This convention is very convenient when one has to determine the sign of each term in explicit
calculations.
We follow the convention of [36] for cones. Thus, for f : M → N a closed map of DG modules
M,N ∈ C(A), we define
cone(f) = M [1]⊕N, d =
[
dM [1] 0
fs−1 dN
]
The distinguished triangle in the derived category D(A) associated to f is then represented by
(2.11) · · · cone(f)[−1] pi0−→ M f−→ N ι−→ cone(f) −spi0s
−1
−−−−−−→ M [1] −sfs
−1
−−−−−→ N [1] → · · ·
where ι(y) = (0, y) and pi0(x, s
−1y) = x.
Notice that we have written the shift f [1] as sfs−1. More generally, given a map f : M → N of
modules, we will write sqfs−p : M [p] → N [q] the corresponding shifted map.
We will denote the cone of f : M → N graphically by M f // N . Similarly, the cocone of
f : M → N is defined as cocone(f) = cone(f)[−1], and is denoted graphically by M f // N .
The constructions of cones and cocones associate a DG module to a closed map of DG modules. This
construction can be generalized to more complicated systems of maps.
Definition 2.12. A twisted complex in Cdg(A) consists of
(1) A finite collection of objects X0, . . . , Xn ∈ Cdg(A).
(2) A collection of homogeneous maps fij ∈ HomA(Xj , Xi) of degree i− j − 1.
satisfying
(a) fij = 0 if j ≥ i.
(b) dXifij − (−1)i−j−1fijdXj =
∑
j<k<i
(−1)k+i−1fikfkj .
The number n is called the length of the twisted complex.
Clearly, a twisted complex of length 1 is simply a closed map of DG modules. The cone construction
for twisted complexes of length 1 can be generalized to the twisted complexes of arbitrary length.
Definition 2.13. The convolution of a twisted complex {X∗ , f∗∗} is the DG module whose underlying
graded module is given by
Conv(X) = X0[n] ⊕ X1[n− 1] ⊕ . . . ⊕ Xn
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with differential given by
d =

dX0[n] 0 0 · · · 0
(−1)n−1sn−1f10s−n dX1[n−1] 0 · · · 0
(−1)n−2sn−2f20s−n (−1)n−2sn−2f21s1−n dX2[n−2] · · · 0
...
...
...
. . .
...
fn0s
−n fn1s1−n fn2s2−n · · · dXn

It is straightforward to check that the condition (b) in Definition 2.12 is equivalent to the condition
that the differential d for convolution Conv(X) satisfy d2 = 0.
Clearly, the convolution of a twisted complex of length 1 is the same as the cone of the corresponding
map. For twisted complexes of higher lengths, the convolution is related to iterated cones. To see this,
let X• = (X0, . . . , Xn , {fij}) be a twisted complex. Suppose we are given an object Xn+1 ∈ Cdg(A),
together with maps gj : Xj → Xn+1 of degree n − j for j = 0, . . . , n. Then we can extend X• to a
collection X˜• = (X0, . . . , Xn, Xn+1 , {fij}) with fn+1,j := gj . Then we have
Proposition 2.14. The extension X˜• is a twisted complex if and only if the map
g : Conv(X•) = X0[n] ⊕ X1[n− 1] ⊕ . . . ⊕ Xn (g0s
−n,g1s1−n,...,gn)−−−−−−−−−−−−−−→ Xn+1
commutes with differentials.
Moreover, in this case, the convolution of the extension X˜• is isomorphic to the cone of the map
g : Conv(X•) → Xn+1.
Conv(X˜•) = cone(Conv(X•)
g−→ Xn+1)
A repeated application of this proposition shows that a twisted complex X• = ({X0, . . . , Xn} , {fij})
is precisely the data required in order to perform iterated cone construction. This can be summarized
graphically as
Conv(X•) = X0 // X1 X2 · · · // Xn//
One can also express an iterated cocone construction as a convolution of twisted complexes. Namely,
consider the shift Conv(X•)[−n] of the convolution, described by
Conv(X•)[−n] = X0 ⊕ X1[−1] ⊕ . . . ⊕ Xn[−n]
with differentials
d =

dX0 0 0 · · · 0
−s−1f10 dX1[−1] 0 · · · 0
(−1)2s−2f20 (−1)2s−2f21s dX2[−2] · · · 0
...
...
...
. . .
...
(−1)ns−nfn0 (−1)ns−nfn1s (−1)ns−nfn2s2 · · · dXn[−n]

then an analogue of Proposition 2.14 holds. This can be summarized schematically as
Conv(X•)[−n] = X0 // · · · Xn−2 Xn−1 // Xn//
We will apply this mainly to the case n = 2. Then we have
Proposition 2.15. Suppose we are given degree zero closed maps f : X0 → X1 and g : X1 → X2 in
C(A). Then the following three are equivalent:
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(1) A map cone(f) → X2 of the form
cone(f) = X0[1]⊕X1 (hs
−1,g)−−−−−→ X2
(2) A map X0 → cocone(g) of the form
X0
(f,−s−1h)−−−−−−→ X1 ⊕X2[−1] = cocone(g)
(3) A map h : X0 → X2 of degree 1 such that dh+ hd = gf .
2.3. Relative Hochschild homology. For bimodules N,M ∈ C(Ae), one can define the chain complex
N ⊗Ae M where M is the left Ae-module conjugate to the right Ae-module M . For brevity of notation,
we will simply write N ⊗Ae M for this chain complex, where M is understood to be always conjugated
in such a tensor product.
Definition 2.16. The Hochschild homology of a small DG category A is the homology of the Hochschild
complex
C•(A) := A⊗LAe A
Thus, if MA is a free resolution of the bimoduleA in C(A), and NA is any other bimodule quasi-isomorphic
to A, then the Hochschild complex is given explicitly by C•(A,A) = NA ⊗Ae MA.
A Hochschild class [ξ] ∈ HHn(A) determines a map A![n] → A in the derived category D(Ae). This
can be seen by choosing any closed element ξ ∈ NA ⊗Ae MA of degree n in the Hochschild complex,
where MA and NA are as in Definition (2.16) above. The element ξ then determines a closed map
ξˆ : M∨A → NA of degree n. This in turn induces a map ξˆs−n : M∨A[n] → NA of degree 0, and hence
represents a map [ξˆs−n] : A![n] → A in the derived category D(Ae). It is straightforward to check that
this map is independent of any choices.
This description can be generalized to the relative setting. Now, we investigate the effect of a DG
functor on Hochschild complexes.
Let F : A → B be any DG functor. Denote by F! : Cdg(Ae) → Cdg(Be) the induced functor on
bimodules. i.e., F!(M) := B ⊗AM ⊗A B. Denote by LF! : D(Ae) → D(Be) the left derived functor of
F!.
Let pA : MA
∼→ A and pB : MB ∼→ B be bimodule resolutions of A and B respectively, then the
composition F!(MA)
F!(pA)−−−−→ F!A → B lifts to a map γF : F!(MA) → MB of B-bimodules. This is
equivalent to giving a map γF : MA → MB of A-bimodules.
Similarly, if we take the bimodule replacement NA
∼→ A and NB ∼→ B to be either (NA, NB) = (A,B)
or (NA, NB) = (MA,MB), then there is also a map γF : NA → NB of A-bimodule.
Together, they give a map
(2.17) γF : C•(A) = NA ⊗Ae MA → NA ⊗Be MB = C•(B)
whose homotopy type is independent of any choices.
Recall that any ξA ∈ NA⊗AeMA induces a map ξˆA : M∨A → NA of A-bimodules. On the other hand,
the elements γF (ξA) ∈ NA ⊗Be MB induces a map γ̂F (ξA) : M∨B → NB. These two maps are related in
the following way
(2.18) γ̂F (ξA) = γF ◦ F!(ξˆA) ◦ γ∨F : M∨B → NB
Definition 2.19. The relative Hochschild homology of the DG functor f : A → B is the homology of
the relative Hochschild complex, defined as the cone
C•(B,A) := cone(C•(A) i−→ C•(B))
A closed element ξ = (sξA, ξB) ∈ C•(A,A)[1] ⊕ C•(B,B)) = C•(B,A) of degree n consists of an
element ξA ∈ NA ⊗Ae MA of degree n− 1, together with an element ξB ∈ NB ⊗Be MB of degree n, such
that
d(ξA) = 0 and d(ξB) + γF (ξA) = 0
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The closed element ξA ∈ NA ⊗Ae MA determines a degree zero closed map
(2.20) ξˆAs1−n : M∨A[n− 1] → NA
The element ξB ∈ NB ⊗Be MB determines a degree zero (non-closed) map
(2.21) ξˆBs−n : M∨B [n] → NB
Consider the composition
(2.22) M∨B [n− 1]
(−1)n−1sn−1γ∨F s1−n−−−−−−−−−−−−−→ F!(MA)∨[n− 1] F!(ξˆAs
1−n)−−−−−−−→ F!NA γF−−→ NB
By (2.18), this composition is precisely the map (−1)n−1γ̂F (ξA)s1−n : M∨B [n − 1] → NB induced by
the element (−1)n−1γ̂F (ξA) ∈ NB ⊗Be MB.
The condition d(ξB)+γF (ξA) = 0 implies that d((−1)nξBs1−n) = (−1)n−1γF (ξA)s1−n. Therefore, the
degree 1 map (−1)nξˆBs1−n : M∨B [n− 1] → NB provides a homotopy to the composition (2.22).
By Proposition 2.15, the data consisting of the maps in (2.22) together with the null-homotopy
(−1)nξˆBs1−n of the composition of (2.22) can be viewed either as a degree zero closed map
(2.23)
ξˆ′ : M∨B [n− 1]
(
(−1)n−1F!(ξˆA)γ∨F s1−n , (−1)n−1s−1ξˆBs1−n
)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ F!(NA) ⊕ NB[−1] = cone(F!(NA) i−→ NB)[−1]
or as a degree zero closed map
(2.24) ξˆ′′ : cone(M∨B
γ∨F−−→ F!(MA)∨)[n− 1] = M∨B [n] ⊕ F!M∨A[n− 1]
(
(−1)nξˆBs−n , iF!(ξˆA)s1−n
)
−−−−−−−−−−−−−−−−−−→ NB
Clearly, these can be written into a commutative diagram
(2.25)
M∨B [n− 1]
(−1)n−1sn−1γ∨F s1−n //
ξˆ′
F!(MA)∨[n− 1]
(−1)n−1sn−1ιs1−n //
F!(ξˆA)s1−n
cone(M∨B
γ∨F−−→ F!(MA)∨)[n− 1]
(−1)n−1ξˆ′′

cone(F!(NA)
γF−−→ NB)[−1] pi0 // F!(NA) γF // NB
Notice that both rows in this diagram represent maps in a distinguished triangle in the derived category
D(Be). It is natural to ask whether (2.25) defines a map of distinguished triangles. The answer is
affirmative, as is shown in the following
Proposition 2.26. The following diagram commutes up to homotopy
(2.27) cone(M∨B
γ∨F−−→ F!(MA)∨)[n− 1]
(−1)n−1ξˆ′′

(−1)nsnpi0s−n // M∨B [n]
sξˆ′s−1
NB
ι // cone(F!(NA)
γF−−→ NB)
where we follow the sign convention in (2.11).
Proof. By the definition (2.23) of ξˆ′, the composition f = (sξ′s−1) ◦ ((−1)nsnpi0s−n) is given by
f :
M∨B [n]
⊕
−ξˆBs−n ,,
−sF!(ξˆA)i∨s−n // F!(NA)[1]
⊕
M∨A[n− 1] NB
Similarly, by definition (2.24) of ξˆ′′, the composition g = ι ◦ ((−1)n−1ξ′′) is given by
g :
M∨B [n]
⊕ −ξˆBs
−n
,,
F!(NA)[1]
⊕
M∨A[n− 1]
(−1)n−1iF!(ξˆA)s1−n
// NB
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Therefore, if we let h : cone(M∨B
γ∨F−−→ F!(MA)∨)[n− 1] → cone(F!(NA) γF−−→ NB) be the map of degree
1, defined by
h :
M∨B [n]
⊕
F!(NA)[1]
⊕
M∨A[n− 1]
(−1)n−1sξˆAs1−n 22
NB
then one has dh+ hd = g − f . This finishes the proof. 
Therefore, a relative Hochschild class [ξ] = [(sξA, ξB)] ∈ HHn(B,A) determines a map in D(Ae)
(2.28) [ξˆAs1−n] : A![n− 1] → A
as well as a map of distinguished triangles in D(Be)
(2.29)
· · · // B![n− 1] //
[ξˆ′]

LF!(A!)[n− 1] //
LF!([ξˆAs1−n])

cone(B! γ
!
F−−→ LF!(A!))[n− 1]
(−1)n−1[ξ′′]

// · · ·
· · · // cone(LF!(A) γF−−→ B)[−1] pi0 // LF!(A) γF // B // · · ·
Both of these maps are independent of the choices of resolutions.
2.4. Cyclic homology. We recall the notion of mixed modules, which is the necessary structure required
to define cyclic homology and its variations.
Definition 2.30. A mixed complex is a graded module M• over k, together with two maps b : Mn →
Mn−1 and B : Mn → Mm+1 for each n, satisfying
b2 = 0, B2 = 0, bB +Bb = 0.
Given a mixed complex (M, b,B), we call the chain complex (M, b) its underlying chain complex, and
think of the operator B as an extra structure. This extra structure is what is required to define cyclic
homology.
Definition 2.31. The cyclic homology of a mixed complex (M•, b, B) is defined to be the homology of
the cyclic chain complex
CC(M) := (
M((u))
u ·M [[u]] , d = b+ uB )
where u is a formal variable of degree −2.
Thus, an element of degree n in the cyclic chain complex is a Laurent polynomial
ξ(u) = ξ(0) + ξ(−1)u−1 + ξ(−2)u−2 + . . . + ξ(−m)u−m
where ξ(−i) are elements in M of degree |ξ(−i)| = n− 2i
There are several variations of cyclic homology. Since we will only make use of cyclic homology and
negative cyclic homology in this paper, we only recall these two notions.
Definition 2.32. The negative cyclic homology of a mixed complex (M•, b, B) is defined to be the
homology of the negative cyclic chain complex
CC−(M) := (M [[u]] , d = b+ uB )
Thus, an element of degree n in the negative cyclic chain complex is a power series
ξ(u) = ξ(0) + ξ(1)u + ξ(2)u2 + . . .
is ξ(i) are elements in M of degree |ξ(i)| = n+ 2i
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There are canonical maps h : HC−n (M) → HHn(M), h′ : HHn(M) → HCn(M) and B : HCn(M) →
HC−n+1(M), induced respectively by the maps
h : (M [[u]] , b+ uB ) → (M, b),
(
ξ(0) + ξ(1)u + . . .
)
7→ ξ(0)
h′ : (M, b) →
(
M((u))
u ·M [[u]] , b+ uB
)
, ξ 7→ ξ
B : (M [[u]] , b+ uB ) →
(
M((u))
u ·M [[u]] , b+ uB
)
,
(
ξ(0) + ξ(1)u + . . .
)
7→ B(ξ(0))
One can associate a mixed complex, known as the bar complex, to any DG category A. We start by
recalling the construction of a simplicial chain complex Cbar(A), i.e., a simplicial object in the category
C(k) of chain complexes over k.
By defintiion, Cbar(A) the simplicial chain complex whose m-th simplicial degree is the chain complex
(2.33) Cbarm (A) :=
⊕
(x0,x1,...,xm)∈R×...×R
A(x0, xm)⊗A(x1, x0)⊗ . . .⊗A(xm, xm−1)
with face maps induced by composition in A, and degeneracy maps induced by identity elements in A.
See [41] for details.
The Dold-Kan correspondence establishes an equivalence between the category of simplicial objects
in any abelian category with the category of non-negatively graded chain complexes over it. Since the
category C(k) is in particular an abelian category, one can apply the Dold-Kan normalization functor
to the simplicial chain complex Cbar(A). The result is a double complex N(Cbar(A)). We denote the
associated total complex by
C
bar
(A) := Tot(N(Cbar(A)))
and call it the reduced bar complex of A
Thus, the reduced bar complex is given by
(2.34) C
bar
(A) =
⊕
m≥0
 ⊕
(x0,x1,...,xm)∈R×...×R
A(x0, xm)⊗A(x1, x0)[1]⊗ . . .⊗A(xm, xm−1)[1]

We denote the differential in the reduced bar complex as b, then one can show (see [41]) that the
reduced bar complex represents the Hochschild chain complex, i.e., it is a derived tensor product as in
Definition 2.16. In fact, one often defines the Hochschild chain complex to be the reduced bar complex.
The reduced bar complex (C
bar
(A), b) can be extended to a mixed complex (Cbar(A), b, B), where the
map B : C
bar
(A) → Cbar(A) is given explicitly by the formula
(2.35) B(f0, sf1, . . . , sfm) =
m∑
i=0
(−1)(|f0|+...+|fi−1|+i)(|fi|+...+|fm|+m−i+1)(1, sfi, . . . , sfn, sf0, . . . , sfi−1)
Definition 2.36. The cyclic homology and negative cyclic homology of a DG category A are respectively
the cyclic homology and negative cyclic homology of the mixed complex (C
bar
(A), b, B).
One can apply the usual constructions on chain complexes to mixed complexes. For example, given
a closed map f : M → N of mixed complexes of degree zero, one can form the cone of f . This is the
mixed complex whose underlying chain complex ( cone(f), b ) is the cone of the map of the underlying
chain complexes f : (M, b) → (N, b). Moreover, the map B on the cone is simply the direct sum
B = (−sBMs−1)⊕ (BN ) : M [1] ⊕ N → M [1] ⊕ N
Thus, the associated (negative) cyclic chain complexes of the cone is isomorphic to the cone of the
associative (negative) cyclic chain complexes.
CC(cone(f)) = cone[ f : CC(M) → CC(N) ]
CC−(cone(f)) = cone[ f : CC−(M) → CC−(N) ]
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This allows one to define unambiguously the relative mixed complex for a DG functor F : A → B.
One simply defines it as the cone of the induced map γF : C
bar
(A) → Cbar(B) on the reduced bar
complexes.
(2.37) C
bar
(B,A) := cone [Cbar(A) γF−−→ Cbar(B) ]
One can also define the tensor product of two mixed complexes. Given mixed complexes (M1, B1, b1)
and (M2, B2, b2), we define their tensor product to be the mixed complex
(M1 ⊗M2 , b = b1 ⊗ id + id⊗ b2 , B = B1 ⊗ id + id⊗B2 )
This allows one to construct a product structure in negative cyclic homology. We briefly review this
construction, following [41]. First, we recall that there is a product structure on the underling chain
complex of the reduced bar complex (C
bar
(A), b). i.e., there is a map of chain complexes
(2.38) sh : (C
bar
(A), b)⊗ (Cbar(B), b) → (Cbar(A⊗ B), b)
explicitly defined by a sum over shuffles (see [41]).
Since both sides have structures of mixed complexes, it is therefore natural to ask whether the map
(2.38) is a map of mixed complexes. The answer turns out to be negative. i.e., the map (2.38) does not
commute with the maps B in the structure of mixed complexes. However, one can show that the map
(2.38) in fact commute with B up to homotopy in the underlying chain complexes.
Namely, there is an explicitly defined map (see [41])
(2.39) sh′ : C
bar
(A)⊗ Cbar(B) → Cbar(A⊗ B)
of degree +2 such that [sh, B] + [sh′, b] = 0
In fact, one can furthermore show that [sh′, B] = 0. The equations
(2.40) [b, sh] = 0 [sh, B] + [sh′, b] = 0 [sh′, B] = 0
can be combined to show that the map
(2.41) Sh− := sh + u · sh′ : (Cbar(A)⊗ Cbar(B) )[[u]] → Cbar(A⊗ B)[[u]]
commutes with the cyclic differentials d = b + uB. This gives a k[[u]]-bilinear map on negative cyclic
homology
(2.42) Sh− : HC−(A)⊗k[[u]] HC−(B) → HC−(A⊗ B)
Remark 2.43. The map (2.38) is an instance of monoidal Dold-Kan correspondence [56]. Given any
abelian tensor category (A ,⊗), the category Ch+(A ) of non-negatively graded chain complexes in A
inherits in the standard way a symmetric monoidal product, which we still denote as ⊗. Similarly, the
category sA of simplicial objects in A inherits a symmetric monoidal product by applying the tensor
product ⊗ levelwise. We denote this product as ×.
The Dold-Kan correspondence allows one to transport the symmetric monoidal product × to the
category Ch+(A ) of non-negatively graded chain complexes in A . The Eilenberg-Zilber maps [44, 56]
then give maps
sh : V ⊗W → V ×W
It is easy to see that the simplicial bar complex of A⊗B is simply the levelwise tensor product of the
simplicial bar complexes of A and A.
i.e., Cbar(A⊗ B) = Cbar(A)× Cbar(B)
Applying the Eilenberg-Zilber map to the total complexes of their normalizations then give the map
(2.38).
The cyclic shuffle map is more subtle. Its construction uses the cyclic structure of the simplicial bar
complex. i.e., one shows that the simplicial bar complex is naturally a cyclic object in the category of
chain complexes, and use this structure to construct the cyclic shuffle map (see [41] for details).
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2.5. Standard resolutions and the lifted Connes operator. For any DG category A with an object
set R, the bimodule A⊗R A defined by
(A⊗R A)(x, y) :=
⊕
z∈R
A(z, y)⊗A(x, z)
is semi-free over the set {1x ⊗ 1x ∈ A(x, x) ⊗ A(x, x)}x∈R indexed by the object set R. For notational
convenience (see (2.50) below), we will denote by Ex the basis elements
(2.44) Ex := 1x ⊗ 1x ∈ A(x, x)⊗A(x, x).
The composition map in A defines a surjective map m : A⊗R A → A of bimodules. The bimodule of
differentials Ω1(A) is defined to be the kernel of this map.
A derivation D : A → M of degree p to a bimodule M is by definition a map D : A(x, y) → M(x, y)
of degree p for all x, y ∈ R such that D(fg) = D(f)g + (−1)p|f |fD(g) for all composable morphisms
f, g in A. There is a derivation D : A → Ω1(A) of degree zero defined by D(f) := f ⊗ 1x − 1y ⊗ f for
all f ∈ A(x, y). This derivation commutes with differential d, and is universal among all derivations of
degree zero (see, e.g., [15]).
By definition of Ω1(A), there is a short exact sequence of bimodules
0 → Ω1(A) α−→ A⊗R A m−→ A → 0
where the map α : Ω1(A) → A⊗R A is given by D(f) 7→ f ⊗ 1x − 1y ⊗ f for all f ∈ A(x, y). This gives
the following resolution of A in C(Ae).
Definition 2.45. The standard bimodule resolution of A is defined to be the cone
(2.46) Res(A) := cone[ Ω1(A) α−→ A⊗R A ] ∈ C(Ae)
Thus, there is always a canonical quasi-isomorphism Res(A) ∼→ A of bimodules. In many cases, this
allows us to give a semi-free bimodule resolution of A.
Definition 2.47. Let Q be a graded quiver with object set R. A DG category A over k is said to be
semi-free over (R,Q) if its underlying graded k-category is freely generated by the arrows in Q over the
object set R. We write this as A = TR(Q).
More generally, A is said to be almost semi-free if its underlying graded k-category is a localization of
a graded free category TR(Q) by a set of generating arrows S0 ⊂ Q of degree zero.
The following proposition is well known.
Proposition 2.48. Suppose that A is an almost semi-free DG category, say A = TR(Q)[S−10 ] for a
possibly empty set S0 ⊂ Q of generating arrows of degree zero, then the bimodule Ω1(A) is semi-free over
the set {Df}f∈Q
Therefore, if A = TR(Q)[S−10 ] is an almost semi-free, then the bimodule Res(A) is a semi-free resolution
of the bimodule A. Explicitly,
(2.49) Res(A) = ( Ω1(A)[1] ) ⊕ (A⊗R A )
is semi-free over the basis set
(2.50) {sDf}f∈Q ∪ {Ex}x∈R
where Ex are the basis elements in A⊗R A defined in (2.44)
The differential d of the standard resolution Res(A) has two components d = d0 + d1, where d0 is the
differential of the (na¨ıve) direct sum ( Ω1(A)[1] ) ⊕ (A⊗R A ) of bimodules, and d1 is the map
(2.51) d1 = αs
−1 : Ω1(A)[1] → A⊗R A, d1(f1 · sDf2 · f3) = f1f2 · Ex · f3 − f1 · Ey · f2f3
Now, we consider the Sullivan condition for DG categories.
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Definition 2.52. A DG category A is said to be Sullivan (see Remark 2.9) if it is semi-free over some
graded quiver (R,Q) that admits a filtration Q1 ⊂ Q2 ⊂ . . . such that every generating arrow f ∈ Qi has
differential d(f) lying in the graded category TR(Qi−1) generated by the subquiver Qi−1.
We say that A is finitely Sullivan if the quiver (R,Q) is finite (i.e., both R and Q are finite). More
generally, we say that A is of finite Sullivan type if it is quasi-equivalent to a finitely Sullivan DG category.
Clearly, if A is Sullivan, then its standard resolution Res(A) is also Sullivan. In particular, if A is of
finite Sullivan type, then A is homologically smooth.
The standard resolution can be used to give a model of the Hochschild complex. Suppose that A is
Sullivan, then Res(A) is a Sullivan resolution of A as a bimodule. The Hochschild chain complex can
therefore be given either as X(A) := A⊗Ae Res(A), or alternatively as X(A) := Res(A)⊗Ae Res(A). We
call X(A) the X-complex of A, and X(A) the double X-complex of A.
The X-complex X(A) can be extended to a mixed complex. We will give a more explicit description
of the X-complex and the double X-complex below. We first introduce a notation.
For any bimodule M , we denote by M\ the tensor product A ⊗Ae M . If M is semi-free over a basis
set {ξi ∈M(xi, yi)}i∈S , then the chain complex M\ can be described by
M\ =
⊕
i∈S
A(yi, xi) · ξi
In general, M\ can be described by
M\ =
(⊕
z∈R
M(z, z)
)
/
(
fξ = (−1)|f ||ξ|ξf for f ∈ A(x, y), ξ ∈M(y, x) )
Using this notation, the X-complex can be described schematically as follows
(2.53) X(A) = [( Ω1(A)[1] )\ b1−→ (A⊗R A )\]
More precisely, consider the na¨ıve direct sum ( Ω1(A)[1] )\ ⊕ (A⊗R A )\ of two chain complexes. Then
the diagram (2.53) means that X(A) is obtained by adding a differential b1 to this na¨ıve direct sum.
The map b1 in (2.53) is defined by
(2.54) ( Ω1(A)[1] )\ b1 // (A⊗R A )\(⊕
z∈R Ω
1(A)(z, z) ) / ( gξ = (−1)|g||ξ|ξg) ⊕z∈RA(z, z) · Ez
f1 · sDf2  // f1f2 − (−1)|f1||f2|f2f1
then the differential b is given by b = b0 + b1.
This explicit description of the X-complex allows us to extend it to a mixed complex.
Define the Connes operator on the X-complex to be the map B : X(A) → X(A) whose restriction to
( Ω1(A)[1] )\ is zero, and whose restriction to (A⊗R A )\ is given by
(2.55) (A⊗R A )\ B // ( Ω1(A)[1] )\⊕
z∈RA(z, z) · Ez
(⊕
z∈R Ω
1(A)(z, z) ) / ( fξ = (−1)|f ||ξ|ξf)
f · Ez  // sDf
It is clear from definition that B2 = 0 and Bb0 + b0B = 0. A direct calculation also shows that
Bb1 + b1B = 0. (see, e.g., [62, 15, 54]).
This mixed complex structure on the X-complex can be used to compute (negative) cyclic homology
of Sullivan DG categories.
Proposition 2.56. Suppose A is a Sullivan DG category, then the reduced bar complex Cbar(A) is
quasi-isomorphic to the X-complex as a mixed complex. Therefore, the (negative) cyclic homology of A
is isomorphic to the (negative) cyclic homology of the mixed complex (X(A), b, B).
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We do not know whether the double X-complex X(A) has a natural extension to a mixed complex.
However, there is a closely related structure, given by a map B˜ : X(A) → X(A) which lifts the Connes
operator on X(A). To see this, we first give a more explicit description of the double X-complex X(A),
analogous to the description (2.53) of the X-complex.
This description can be summarized by the following diagram:
(2.57) X(A) =

⊕
x,y∈RA(x, y) · Ex · A(y, x) · Ey
⊕
x∈R Ω
1(A)(x, x)[1]
b1
77
⊕
y∈R Ω
1(A)(y, y)[1]
b1
gg
(
Ω2(A)[2] )
\
b1
ff
b1
88

The direct sum decomposition (2.49) of Res(A) induces a direct sum decomposition of the double X-
complex X(A) = Res(A)⊗Ae Res(A) into four components, each with a differential b0. They are identified
with each of the entries in the diagram (2.57). More explicitly, we have
(A⊗R A )⊗Ae (A⊗R A ) =
⊕
x,y∈R
A(x, y) · Ex · A(y, x) · Ey
(A⊗R A )⊗Ae ( Ω1(A)[1] ) =
⊕
x∈R
Ω1(A)(x, x)[1]
( Ω1(A)[1] )⊗Ae (A⊗R A ) =
⊕
y∈R
Ω1(A)(y, y)[1]
( Ω1(A)[1] )⊗Ae ( Ω1(A)[1] ) =
(
Ω2(A)[2] )
\
(2.58)
Moreover, the extra differential d1 of Res(A) (see (2.51)) induces extra differentials b1 between different
components. This is summarized in (2.57).
Define the map B˜ : X(A) → X(A) on each component of the X-complex. On the component
(A⊗R A )\, the map B˜ is defined by
(2.59)
⊕
z∈RA(z, z) · Ez //
(⊕
x∈R Ω
1(A)(x, x)[1] ) ⊕ (⊕y∈R Ω1(A)(y, y)[1])
f
 //
(
sDf , sDf
)
On the component ( Ω1(A)[1] )\, the map B˜ is defined by
(2.60)
⊕
z∈R
(
Ω1(A)[1] )/([f, ξ]) //⊕z∈R(Ω2(A)[2] )/([f, ξ])
f1 · sDf2 · f3  // (−1)|f3|(|f1|+|f2|+1) sD(f3f1) · sDf2
+ (−1)|f1|(|f2|+|f3|+1)+|f2|+1 sDf2 · sD(f3f1)
Then we have
Theorem 2.61. The formulas (2.59) and (2.60) give a well-defined map B˜ : X(A) → X(A) of degree 1.
This map anti-commute with the b-differentials. i.e., we have bB˜ + B˜b = 0. Moreover, let pA : X(A) →
X(A) be the canonical projection map, then we have
pA ◦ B˜ = B : X(A) → X(A)
Proof. It is clear that (2.59) is well-defined. To show that (2.60) is well-defined, we need to check two
equations
(2.62) B˜(f1 · sDf2 · f3f4) = (−1)|f4|(|f1|+|f2|+|f3|+1) B˜(f4f1 · sDf2 · f3)
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(2.63) B˜(f1 · sD(f2f3) · f4) = B˜(f1 · sDf2 · f3f4) + (−1)|f2|B˜(f1f2 · sDf3 · f4)
for all composible morphisms f1, f2, f3, f4. It is easy to see that the equation (2.62) holds. Therefore, to
show (2.63), one suffices to assume f4 = 1. A direct computation will then show that the two sides are
equal in
(
Ω2(A)[2] )
\
.
Recall that the b-differentials of each of X(A) and X(A) is a sum of two parts b = b0 + b1. It is clear
from the definition of B˜ that we have b0B˜ + B˜b0 = 0. Moreover, a direct calculation will show that
b1B˜ + B˜b1 = 0.
The last statement is obvious. 
Theorem 2.61 shows that the map B˜ : X(A) → X(A) is a lift of the Connes operator B : X(A) →
X(A). For this reason, we call B˜ the lifted Connes operator.
3. Relative Calabi-Yau completion
In this section, we give a universal construction, called relative Calabi-Yau completion, that extends
any given DG functor F : A → B to a DG functor F˜ : Πn−1(A) → Πn(B,A), together with a family
of deformations of F˜ parametrized by relative negative cyclic homology classes [η] ∈ HC−n−2(B,A). We
show that, under a finiteness condition, these extensions have canonical relative Calabi-Yau structures in
the sense of [8].
3.1. Relative Calabi-Yau structure. First, we recall the notion of an (absolute) Calabi-Yau structure.
Definition 3.1. A weak (absolute) n-Calabi-Yau structure on a homologically smooth DG category A
is a Hochschild class [ξA] ∈ HHn(A) such that the induced map [ξˆAs−n] : A![n] → A is an isomorphism
in D(Ae).
A DG category having a weak n-Calabi-Yau structure was simply said to be n-Calabi-Yau in [29].
However, it was long thought that the data contained in a weak n-Calabi-Yau structure should be
enriched One such enrichment was suggested in [39], and adopted in [8].
Definition 3.2. An (absolute) n-Calabi-Yau structure on a homologically smooth DG category A is a
negative cyclic class [ξ˜A] ∈ HC−n (A) whose underlying Hochschild class [ξA] := h([ξ˜A]) ∈ HHn(A) is a
weak n-Calabi-Yau structure.
Following [8], this notion has a generalization to the relative contexts.
Given a DG functor F : A → B between homologically smooth DG categories, recall that a relative
Hochschild class [ξ] ∈ HHn(B,A) induces a map (2.28) in the derived category D(Ae), as well as a map
(2.29) of distinguished triangles in D(Be).
Definition 3.3. A weak relative n-Calabi-Yau structure on a DG functor F : A → B between homolog-
ically smooth DG categories is a relative Hochschild class [ξ] ∈ HHn(B,A) such that
(1) The induced map (2.28) is an isomorphism in D(Ae); and
(2) the induced map (2.29) is an isomorphism of distinguished triangles in D(Be).
As in the absolute case, we consider enrichments of weak Calabi-Yau structures to relative negative
cyclic classes.
Definition 3.4. An n-Calabi-Yau structure on F is a relative negative cyclic class [ξ˜] ∈ HHn(B,A)
whose underlying relative Hochschild class h([ξ˜]) ∈ HHn(B,A) is a weak relative n-Calabi-Yau structure.
Remark 3.5. In [8], two notions of (relative) Calabi-Yau structures are defined, called left (relative)
Calabi-Yau structures, and right (relative) Calabi-Yau structures. We will always work with left (relative)
Calabi-Yau structures in this paper. Therefore, we have chosen to omit the word ‘left’ throughout this
paper.
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Definition 3.4 generalizes Definitoin 3.1 and 3.2. Precisely, let φ be the empty DG category, then φ
is the initial object in the category of all (small) DG category. Absolute n-Calabi-Yau structures on a
homologically smooth DG category B is in canonical bijection with relative n-Calabi-Yau structures on
the (unique) map φ → B.
3.2. Relative Calabi-Yau completion. Given a DG category A and a bimodule M ∈ C(Ae), we denote
by TA(M) the tensor category
(3.6) TA(M) = A ⊕ M ⊕ M ⊗AM ⊕ . . .
The formula (3.6) defines, a priori, a bimodule on A. We furthermore declare that TA(M) has a DG cat-
egory structure, given by concatenation product, such that the bimodule (3.6) is the bimodule associated
to the canonical inclusion map A → TA(M) of DG categories.
Suppose instead that M ′ is an element in the derived category M ′ ∈ D(Ae), then by the tensor
category TA(M ′), we mean the tensor category TA(M) of any cofibrant representative M ∈ C(Ae) of M ′.
It is easy to show that, up to quasi-equivalence in the under category A ↓ dgCatk, the tensor category
TA(M) is independent of the choice of the cofibrant representative M .
Moreover, let A1 and A2 be k-flat DG categories. i.e., all the Hom complexes in A1 and A2 are
flat as chain complexes over k. (This is automatic if k is a field.) Suppose that F : A1 → A2 is a
quasi-equivalence, then for any cofibrant bimodule M1 ∈ C(Ae1), the canonical map F˜ : TA1(M1) →
TA2(F!(M2)) is a quasi-equivalence. (This follows, e.g., from Propositions A.4 and A.8).
We recall the notion of an (absolute) Calabi-Yau completion, defined in [38].
Definition 3.7. The (absolute) m-Calabi-Yau completion of a k-flat DG category A is defined as
Πm(A) := TA(A![m− 1])
Keller claimed in [38] that the m-Calabi-Yau completion of any homologically smooth and k-flat DG
category has a (weak) m-Calabi-Yau structure. While we think this is true, we do not understand the
proof of this claim in [38]. Instead, we will prove the following theorem under a finiteness condition.
Theorem 3.8. Suppose that A is of finite Sullivan type, then its m-Calabi-Yau completion Πm(A) has
a canonical m-Calabi-Yau completion.
We extend this construction to the relative setting. Thus, let F : A → B be a DG functor between
homologically smooth and k-flat DG categories. Consider the following B-bimodule
(3.9) Ξ := cone(B! i
!
−→ LF!(A!) )[n− 2]
in the derived category D(Be).
The canonical map LF!(A!)[n− 2] → Ξ in D(Be) can be viewed as a map A![n− 2] → Ξ where Ξ is
now viewed as an A-bimodule in the derived category D(Ae). This determines a map
(3.10) TA(A![n− 2]) → TB(Ξ)
Notice that TA(A![n−2]) is simply the absolute (n−1)-Calabi-Yau completion of A. Denote by Πn(B,A)
the tensor category TB(Ξ), then the map (3.10) can be rewritten as
(3.11) F˜ : Πn−1(A) → Πn(B,A)
Definition 3.12. The DG functor (3.11) is called the relative n-Calabi-Yau completion of F .
Theorem 3.8 can be generalized to the relative case.
Theorem 3.13. Let F : A → B be a DG functor between k-flat DG categories of finite Sullivan type, then
the relative n-Calabi-Yau completion F˜ : Πn−1(A) → Πn(B,A) has a canonical relative n-Calabi-Yau
structure.
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In [38], Keller constructed a natural family of deformations of the (absolute) Calabi-Yau completion
Πm(A), parametrized by the elements in the Hochschild homology group ηA ∈ HHm−2(A).
Let A be homologically smooth and k-flat, then A has a resolution by a finitely Sullivan bimodule
MA ∈ C(Ae). By definition, the absolute m-Calabi-Yau completion is given by Πm(A) = TA(M∨A[m−1]).
As we discussed in Section 2.3, any Hochschild class [ηA] ∈ HHm−2(A) determines a closed map of
bimodules
(3.14) ηˆAs1−m : M∨A[m− 1] → A
of degree −1.
Let d0 denote the differential in the DG category TA(M∨A[m − 1]), and let d1 denote the unique
derivation on TA(M∨A[m− 1]) that is zero on A and is given by the map (3.14) on M∨A[m− 1]. It is clear
that d21 = 0. Since the map (3.14) is closed, we also have d1d0 + d0d1 = 0. Therefore, the derivation
d = dηA := d0 + d1 on TA(M
∨
A[m− 1]) satisfies d2 = 0. This defines a DG category
Πm(A ; ηA) =
(
TA(M∨A[m− 1]) , d
)
Definition 3.15. The DG category Πm(A ; ηA) is called the deformed m-Calabi-Yau completion of A
with respect to the Hochschild class [ηA] ∈ HHm−2(A).
The deformed m-Calabi-Yau completion depends only on the Hochschild homology class [ηA], and
is independent of the choice of the closed element in A ⊗Ae MA representing it. To see this, suppose
ηA + d(ζA) is any other closed class representing the Hochschild class, then consider the map
(3.16) Φ :
(
TA(M∨A[m− 1]) , dηA
) → (TA(M∨A[m− 1]) , dηA+d(ζA) )
such that Φ|A is the identity, and Φ|M∨A[m−1] is given by
( id , ζAs1−m ) : M∨A[m− 1] → M∨A[m− 1] ⊕ A
Then it is straightforward to show that this map commutes with differentials and gives an isomorphism
of DG categories.
Keller claimed in [38, Theorem 5.2] that the deformed m-Calabi-Yau completion always have a (weak)
m-Calabi-Yau structure. We give a counter-example to this claim at the end of Section 3.3. Instead, we
show that, if the deformation parameter [ηA] ∈ HHm−2(A) has a negative cyclic lift [η˜A] ∈ HC−m−2(A),
then the deformed m-Calabi-Yau completion does indeed have a canonical m-Calabi-Yau structure. This
is an illustration of the importance of negative cyclic enrichments.
Theorem 3.17. Any negative cyclic lift [η˜A] ∈ HC−m−2(A) of the deformation parameter [ηA] determines
an m-Calabi-Yau structure on the deformed m-Calabi-Yau completion Πm(A; ηA).
This construction can be extended to the relative case. Suppose MA and MB are Sullivan bimodule
replacement of A and B in C(Ae) and C(Be) respectively. Let η = (sηA, ηB) ∈ cone(A⊗MA → B⊗MB)
be a closed element of degree n− 2.
In Section 2.3, we have seen that this determines a closed map
(3.18) ηˆAs2−n : M∨A[n− 2] → A
of degree −1, as well as a commutative diagram of closed maps
(3.19) F!(MA)∨[n− 2]
(−1)n−2sn−2ιs2−n //
F!(ηˆA)s2−n
cone
[
M∨B
γ∨F−−→ F!(MA)∨
]
[n− 2]
(−1)n−2ηˆ′′

F!(A) γF // B
where the vertical maps have degree −1
Thus, we can use the map (3.18) to deform the differential in the (absolute) (n − 1)-Calabi-Yau
complement of A. Moreover, since Ξ = cone(M∨B
γ∨F−−→ F!(MA)∨)[n−2], we can also use the vertical map
ηˆ′′ in (3.19) to deform the differential in TB(θ).
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Precisely, let d0 be the differential of TB(θ), and let d1 be the derivation of degree −1 that is zero on
B and is given by the map (−1)n−2ηˆ′′ : Ξ → B on Ξ, then the derivation d = dη := d0 + d1 satisfies
d2 = 0. We denote by the DG category endowed with the deformed differential dη by
(3.20) Πn(B,A; η) :=
(
TB(Ξ) , dη )
Then, by the commutativity of the diagram (3.19), the canonical map
(3.21) F˜ : Πn−1(A; ηA) → Πn(B,A; η)
commutes with the differentials, and hence is a DG functor.
Definition 3.22. The DG functor (3.21) is called the deformed relative n-Calabi-Yau completion of
F : A → B with respect to the relative Hochschild class [η] ∈ HHn−2(B,A).
As in the absolute case, it can be shown that the deformed relative n-Calabi-Yau completion depends
only on the relative Hochschild class [η], and not on the particular choice of closed element representing
it.
Theorem 3.17 can be generalized to the relative case.
Theorem 3.23. Let F : A → B be a DG functor between k-flat DG categories of finite Sullivan
type, and let [η˜] ∈ HC−n−2(B,A) be a relative negative cyclic class. Denote by [η] the image of [η˜]
under h : HC−n−2(B,A) → HHn−2(B,A). Then the deformed relative n-Calabi-Yau completion F˜ :
Πn−1(A; ηA) → Πn(B,A; η) has a canonical relative n-Calabi-Yau structure.
In view of Theorem 3.17 and 3.23, we think of the (relative) negative cyclic classes as the “true”
deformation parameters.
Theorem 3.8 and 3.17 will be proved in Section 3.3, while Theorem 3.13 and 3.23 will be proved in
Section 3.4.
3.3. The absolute case. Consider a finitely Sullivan DG category A = TR(Q), where (R,Q) is a finite
graded quiver. We first give a quiver description of its (absolute) m-Calabi-Yau completion.
By Proposition 2.48, the canonical bimodule resolution Res(A) of A is a finitely Sullivan resolution,
with bases (2.50). Therefore, the bimodule Res(A)∨[m− 1] is Sullivan of finite rank, with basis
(3.24) {sm−1(Ex,A)∨}x∈R ∪ {sm−1(sDfA)∨}f∈Q
where we have added subscripts A to avoid confusion in the relative case where the analogous basis
elements also arise for B.
Rename these basis elements as
(3.25) f∨A := s
m−1(sDfA)∨ and cx,A := sm−1(Ex,A)∨
Thus, the element f∨A have degree |f∨A| = m − 2 − |f |, and points in the opposite direction to f . i.e., if
f : x → y, then we have f∨A : y → x. The element cx,A has degree |cx,A| = m− 1. and points from x to
x.
Then we have
(3.26) Πm(A) = TA(Res(A)∨[m− 1]) = TR
( {f}f∈Q ∪ {f∨A}f∈Q ∪ {cx,A}x∈R )
Now, we construct an (absolute) m-Calabi-Yau structure on the Calabi-Yau completion Πm(A). There
are two ingredients in this construction. The first is the Casimir element.
Consider the element θA ∈ Res(A)∨ ⊗Ae Res(A) corresponding to the identity map id : Res(A)∨ →
Res(A)∨. Thus, θA is closed of degree zero, and is given explicitly as
(3.27) θA =
∑
f∈Q
(−1)(|f |+1)2(sDfA)∨ ⊗ sDf +
∑
x∈R
(Ex,A)∨ ⊗ Ex
We call this the Casimir element of A.
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The second ingredient in the construction an m-Calabi-Yau structure on the Calabi-Yau completion
Πm(A) is a map
(3.28) j : Res(A)∨[m− 1]⊗Ae Res(A) → Πm(A)⊗Πm(A)e Res(Πm(A)) = X(Πm(A))
The map iA : A → Πm(A) induces a map γA : Res(A) → Res(Πm(A)) of A-bimodules. Moreover,
the tensor category Πm(A) = TA(Res(A)∨[m − 1]) contains, by definition, the A-bimodules Πm(A).
These two A-bilinear maps induce the map (3.28) on their tensor product.
These two ingredients can be combined to construct an m-Calabi-Yau structure on Πm(A). First, we
shift the Casimir element
sm−1θA =
∑
f∈Q
(−1)(|f |+1)2sm−1(sDfA)∨ ⊗ sDf +
∑
x∈R
sm−1(Ex,A)∨ ⊗ Ex
which is then an element in the chain complex Res(A)∨[m−1]⊗Ae Res(A), and is closed of degree m−1.
In the undeformed case, the map (3.28) is a chain map. Therefore, the image jA(sm−1θA) ∈ X(Πm(A))
is a closed element of degree m− 1 in the X-complex. This element is given explicitly as
(3.29) jA(sm−1θA) =
∑
f∈Q
(−1)(|f |+1)2f∨A ⊗ sDf +
∑
x∈R
c∨x,A ⊗ Ex
One can then apply the Connes operator B : X(Πm(A) → X(Πm(A) in the X-complex (see Section
2.5) to the closed element jA(sm−1θA). The result is automatically both b-closed and B-closed, and hence
represents a negative cyclic class [B(jA(sm−1θA))] ∈ HC−m(Πm(A)).
Theorem 3.30. The negative cyclic class [B(jA(sm−1θA))] ∈ HC−m(Πm(A)) is an m-Calabi-Yau struc-
ture on the m-Calabi-Yau completion Πm(A).
Proof. Denote by [ξA] ∈ HHm(Πm(A)) the underlying Hochschild class of [B(jA(sm−1θA))]. We need to
show that [ξA] is a weak m-Calabi-Yau structure.
To see this, we first apply Theorem 2.61 to give a representative of the Hochschild class [ξ] in the double
X-complex X(Πm(A)). Indeed, Theorem 2.61 shows that [ξA] is represented by the closed element
ξ˜A := B˜(jA(sm−1θA)) ∈ X(Πm(A))
in the double X-complex. By (3.29), a direct calculation shows that this element is given explicitly as
ξ˜A =
∑
f∈Q
(−1)(|f |+1)2[sD(f∨A)⊗ sDf + (−1)(m−2−|f |)(|f |+1)sDf ⊗ sD(f∨A)]
+
∑
x∈R
[
sD(c∨x,A)⊗ Ex + Ex ⊗ sD(c∨x,A)
](3.31)
The proof is then complete by an application of the following lemma. 
Lemma 3.32. Any closed element ξ˜A of degree m in the double complex X(Πm(A)) of the form
(3.33) ξ˜A =
∑
f∈Q
±[sD(f∨A)⊗ sDf ± sDf ⊗ sD(f∨A)] ± ∑
x∈R
[
sD(c∨x,A)⊗ Ex ± Ex ⊗ sD(c∨x,A)
]
gives a weak m-Calabi-Yau structure on the Calabi-Yau completion Πm(A).
Proof. The standard resolution Res(Πm(A)) of Πm(A) is semi-free with basis consisting of
(3.34) {sDcx,A}x∈R ∪ {sDf∨A}f∈Q ∪ {Ex}x∈R ∪ {sDf}f∈Q
Similarly, its shifted dual Res(Πm(A))∨[m] is semi-free with a shifted dual basis
(3.35) {sm(Ex)∨}x∈R ∪ {sm(sDf)∨}f∈Q ∪ {sm(sDcx,A)∨}x∈R ∪ {sm(sDf∨A)∨}f∈Q
The closed element (3.33) then induces a closed map
̂˜
ξA : Res(Πm(A))∨[m] → Res(Πm(A)) of degree
0. Up to signs, this map sends the basis (3.34) bijectively to basis (3.35). This induced map is therefore
an isomorphism of bimodules. 
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Now, we consider the deformed case. Thus, let ηA be a degree m − 2 element in the X-complex
X(A) = A⊗ Res(A) of A, We suppose ηA is given by
ηA =
∑
f∈Q
af · sDf +
∑
x∈R
ax · Ex ,
then this element determines a closed map
ηˆAs1−m : Res(A)∨ → A
of degree −1. We use this map to deform the differential in the Calabi-Yau completion (3.26), as indicated
in Section 3.2.
Keeping the notation in Section 3.2, the deformed differential has the form d = d0 + d1. Moreover, we
have
(3.36) d1(f
∨
A) = (−1)(|f |+1)
2
af and d1(cx,A) = ax
In the deformed case, the map (3.28) is no longer a chain map. In particular, the element jA(sm−1θA)
in the X-complex of Πm(A; ηA) is no longer b-closed. Instead, applying the extra differential (3.36) to
formula (3.29) gives
(3.37) b(jA(sm−1θA)) =
∑
f∈Q
af · sDf +
∑
x∈R
ax · Ex = γA(ηA)
where γA : X(A) → X(Πn(A; ηA)) is the map on the X-complexes induced by the canonical inclusion
iA : A → Πn(A; ηA).
Since jA(sm−1θA) is not b-closed in the deformed case, we cannot simply apply Connes’ operator
to it to produce a closed element. The extra input needed for this case is a negative cyclic lift of the
deformation parameter ηA.
Thus, suppose that ηA has a lift to a power series
ηA(u) = η
(0)
A + u · η(1)A + u2 · η(2)A + . . . ∈ X(A)[[u]]
where η
(0)
A = ηA, and η
(i)
A are elements of degree m − 2 + i in the X-complex X(A) of A, satisfying
B(η
(i)
A ) + b(η
(i+1)
A ) = 0.
Let ξA(u) ∈ X(Πn(A; ηA))[[u]] be the power series in the X-complex of the deformed Calabi-Yau
completion Πn(A; ηA), defined by
(3.38) ξA(u) :=
(
B(j(sm−1θA))− iA(η(1)A )
) − u · iA(η(2)A ) − u2 · iA(η(3)A ) − . . .
then we have
Theorem 3.39. The element ξA(u) ∈ X(Πn(A; ηA))[[u]] defined in (3.38) is (b+ uB)-closed, and hence
represent a class [ξA(u)] ∈ HC−m(Πn(A; ηA)) in the negative cyclic homology of Πn(A; ηA). Moreover,
this class is an m-Calabi-Yau structure on Πn(A; ηA).
Proof. The fact that ξA(u) is b + uB-closed follows from direct calculation. For example, denote by ξA
the constant term of (3.38), i.e.,
(3.40) ξA = ξ
(0)
A := B(j(s
m−1θA))− iA(η(1)A )
then the calculation
b(ξA) = −B
(
b(jA(sm−1θA))
)− b(iA(η(1)A )) (3.37)= −B (iA(η(0)A ))− b(iA(η(1)A )) = 0
shows that b+uB(ξA(u)) has trivial constant term. The fact that b+uB(ξA(u)) has trivial higher terms
follows from the fact that ηA(u) is itself (b+ uB)-closed.
The underlying Hochschild class of [ξA(u)] is represented by the element (3.38) in the X-complex. We
now find a lift ξ˜A of this element to a closed element in the double X-complex. In view of the formula
(3.40), we expect such a lift to be of a form
(3.41) ξ˜A = B˜(j(sm−1θA))− iA(η˜A(1))
26
where B˜ : X(Πn(A; ηA)) → X(Πn(A; ηA)) is the lifted Connes operator and η˜A(1) ∈ X(A) is an element
in the double X-complex of A.
We want the element (3.41) to be b-closed. A direct calculation shows that
b(ξ˜A) = −B˜b(j(sm−1θA))− b(γA(η˜A(1)))
(3.37)
= −B˜(γA(η(0)A )− iA(b(η˜A(1)))
= γA(−B˜(η(0)A )− b(η˜A(1)))
Thus, it suffices to find an element η˜A(1) ∈ X(A) in the double X-complex of A such that
(3.42) B˜(η
(0)
A ) + b(η˜A
(1)) = 0 in X(A), and p(η˜A(1)) = η(1)A ∈ X(A).
First, notice that B˜(η
(0)
A ) projects to B(η
(0)
A ) under the weak equivalence p : X(A) → X(A). Since
B(η
(0)
A ) is b-exact, so is B˜(η
(0)
A ). Therefore, there exists an element η˜A
′ ∈ X(A) such that B˜(η(0)A ) +
b(η˜A′) = 0.
While the projection p(η˜A′) may not be equal to η
(1)
A , their difference is nonetheless b-closed. Indeed,
we have
b(p(η˜A′)) = p(b(η˜A′)) = −p(B˜(η(0)A )) = −B(η(0)A ) = b(η(1)A )
Now, the projection map p : X(A) → X(A) is a surjective quasi-isomorphism. Therefore, it induces
a surjective map on closed elements Z•(X(A)) → Z•(X(A)). In particular, the b-closed element η(1)A −
p(η˜A′) ∈ X(A) lifts to a b-closed element η˜A′′ ∈ X(A).
Define the element η˜A(1) ∈ X(A) by
η˜A(1) := η˜A′ + η˜A′′
Then, by construction, this element satisfies the conditions (3.42). Therefore, the element (3.41) rep-
resents the underlying Hochschild class of the negative cyclic class [ξA(u)] ∈ HC−m(Πn(A; ηA)) in the
theorem. To see that this Hochschild class defines a weak Calabi-Yau structure, we notice that, by the
calculation (3.31), the element (3.41) has the form
ξ˜A =
∑
f∈Q
(−1)(|f |+1)2[sD(f∨A)⊗ sDf + (−1)(m−2−|f |)(|f |+1)sDf ⊗ sD(f∨A)]
+
∑
x∈R
[
sD(c∨x,A)⊗ Ex + Ex ⊗ sD(c∨x,A)
]
+ γA(η˜A(1))
The proof of the theorem is then complete by an application of the following lemma, which generalizes
Lemma 3.32. 
Lemma 3.43. Suppose that ξ˜A ∈ X(Πm(A; ηA)) is a closed element of degree m of the form∑
f∈Q
±[sD(f∨A)⊗ sDf ± sDf ⊗ sD(f∨A)] ± ∑
x∈R
[
sD(c∨x,A)⊗ Ex ± Ex ⊗ sD(c∨x,A)
]
+ γA(η˜A(1))
where η˜A(1) ∈ X(A) is an element in the double X-complex of A, then ξ˜A gives a weak m-Calabi-Yau
structure on the deformed Calabi-Yau completion Πm(A; ηA).
Proof. The underlying graded k-category of the deformed m-Calabi-Yau completion Πm(A; ηA) is the
same as that of the undeformed one. Therefore, the standard resolution Res(Πm(A; ηA)) of Πm(A; ηA)
is still semi-free with the same basis (3.34). Hence, its shifted dual also has the basis (3.35).
The closed element ξ˜A induces a closed map ξ˜As−m : Res(Πm(A; ηA))∨[m] → Res(Πm(A; ηA)) of
degree zero. With respect to the basis (3.34) and (3.35), this map is given by the matrix
±1 0 0 0
0 ±1 0 0
∗ ∗ ±1 0
∗ ∗ 0 ±1

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This map is therefore an isomorphism of bimodules. 
Remark 3.44. Our proof shows that, if the deformation parameter [ηA] ∈ HC−m−2(A) can be represented
by an element ηA ∈ X(A) that is both b-closed and B-closed, (for example, this is the case if [ηA] is in the
image of B : HCm−3(A) → HC−m−2(A),) then the element jA(sm−1θA) in the X-complex of the deformed
Calabi-Yau completion is b-closed. Therefore, the canonical m-Calabi-Yau structure on the deformed
Calabi-Yau completion is then B-exact. Namely, it is the image of [jA(sm−1θA)] ∈ HHm−1(Πm(A; ηη))
under the Connes map B : HHm−1(Πm(A; ηη)) → HC−m(Πm(A; ηη)). See [22, 62] for a discussion of the
exactness condition.
Now we give a counter-example to [38, Theorem 5.2]. This shows that the existence of negative cyclic
lift [ηA(u)] of the deformation parameter [ηA] is necessary even if one is primarily interested in weak
Calabi-Yau structures.
Let A = k〈x〉 be the free associative algebra on one varaible x, considered as a DG category with
one object 0. Consider the deformation parameter [x] ∈ A = A\ = HH0(A). Notice that B([x]) is
nonzero in HH1(A). Therefore, [x] does not have any negative cyclic lift. We claim that the deformed
2-Calabi-Yau completion Π := Π2(A; [z]) with respect to the deformation parameter [x] does not have a
weak 2-Calabi-Yau structure.
A direct calculation shows that Π is given by
Π = k〈x, y, t〉, |x| = |y| = 0, |t| = 1, d(t) = xy − yx+ x
Its standard resolution Res(Π) has a basis given by {E0, sDx, sDy, sDt}, with differentials
d(E0) = 0 d(sDx) = x · E0 − E0 · x d(sDy) = y · E0 − E0 · y
d(sDt) = t · E0 − E0 · t− sD(xy − yx+ x)
= t · E0 − E0 · t− sDx · y − x · sDy + sDy · x+ y · sDx− sDx
(3.45)
Therefore, the chain complex Π⊗Πe Res(Π) is given by the following diagram
Π · sDx
Π · sDt
d 22
Π · E0
Π · sDy
where the only non-trivial differential is from the component Π · sDt to the component Π · sDx, given by
sDt 7→ −sDx. Thus, its homology is given by HH•(Π; Π) = H•(Π)⊕H•(Π)[1].
On the other hand, the dual Res(Π)∨ of the standard resolution of Π has basis
{(E0)∨, (sDx)∨, (sDy)∨, (sDt)∨},
with differentials
d(sDt)∨ = 0 d(sDy)∨ = −x · (sDt)∨ + (sDt)∨ · x
d(sDx)∨ = y · (sDt)∨ − (sDt)∨ · y + (sDt)∨
d(E0)
∨ = −(sDx)∨ · x+ x · (sDx)∨ − (sDy)∨ · y + y · (sDy)∨ − (E0)∨ · t+ t · (E0)∨
(3.46)
Thus, the chain complex Π⊗Πe (Res(Π))∨[2] is given by the following diagram
Π · s2(sDy)∨
Π · s2(E0)∨ Π · s2(sDt)∨
Π · s2(sDx)∨
d 22
where the only non-trivial differential is from the component Π ·s2(sDx)∨ to the component Π ·s2(sDt)∨,
given by s2(sDx)∨ 7→ s2(sDt)∨. Thus, its homology is given by HH•(Π; Π![2]) = H•(Π)[1]⊕H•(Π)[2].
Notice that H0(Π) is nonzero because its abelianization is simply k[y], which is nonzero. Therefore,
HH0(Π; Π) is nonzero, but HH0(Π; Π
![2]) is zero. The bimodules Π![2] and Π are therefore not isomorphic
in the derived category D(Πe).
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3.4. The relative case. We extend the proof in the previous subsection to the relative case. Most of
the proof is completely parallel to the absolute case. We will therefore work directly with the deformed
case.
Suppose F : A → B is a DG functor between k-flat DG categories of fintie Sullivan type. Since relative
Calabi-Yau completion is invariant under quasi-equivalences between k-flat categories (see Section 3.2),
to prove Theorem 3.23, we can assume that A and B are finitely Sullivan. Moreover, by passing to the
mapping cylinder of F (see Remark 4.19 below), we can assume that F is a semi-free extension.
Thus, there is a finite graded quiver (R2, Q2) and a graded subquiver (R1, Q1) ⊂ (R2, Q2), such that
A = TR1(Q1) and B = TR2(Q2) as graded k-categories.
The dual Res(B)∨ of standard bimodule resolution Res(B) of B is semi-free with basis
{(sDfB)∨}f∈Q2 ∪ {(Ex,B)∨}x∈R2
Therefore, the bimodule Ξ = cone
[
Res(B)∨ i
∨
−→ F!Res(A)∨
]
[n− 2] is semi-free with basis
{sn−1(sDfB)∨}f∈Q2 ∪ {sn−1(Ex,B)∨}x∈R2 ∪ {sn−2(sDfA)∨}f∈Q1 ∪ {sn−2(Ex,A)∨}x∈R1
Rewrite these elements as
f∨B := s
n−1(sDfB)∨ cx,B := sn−1(Ex,B)∨
f∨A := s
n−2(sDfA)∨ cx,A := sn−2(Ex,A)∨
(3.47)
The generators f∨B and f
∨
A have degrees given by |f∨B | = n − 2 − |f | and |f∨A| = n − 3 − |f |, pointing
in the opposite direction to f . The generators cx,B and cx,A have degrees given by |cx,B| = n − 1 and
|cx,A| = n− 2, pointing from x to x.
The (deformed) relative Calabi-Yau completion is then given by
(3.48) Πn−1(A; ηA)
F˜

TR1({f}f∈Q1 ∪ {f∨A}f∈Q1 ∪ {cx,A}x∈R1)

Πn(B,A; η) TR2({f}f∈Q1 ∪ {f∨A}f∈Q1 ∪ {cx,A}x∈R1 ∪ {f∨B }f∈Q2 ∪ {cx,B}x∈R2)
where η = (sηA, ηB) ∈ cone
[
X(A) → X(B)] is a closed element of degree n − 2 used to deform the
differentials in the relative Calabi-Yau completion (see Section 3.2).
For brevity of notation, we will denote the deformed relative Calabi-Yau completion simply as
ΠA := Πn−1(A; ηA) and ΠB := Πn(B,A; η)
We wish to construct a relative Calabi-Yau structure on the map F˜ : Πn−1(A; ηA) → Πn(B,A; η). As
in the absolute case, there are two ingredients. The first is given by Casimir elements.
Thus, consider the elements θA ∈ Res(A)∨ ⊗Ae Res(A) and θB ∈ Res(B)∨ ⊗Be Res(B) defined respec-
tively by the equations
(3.49) θA =
∑
f∈Q1
(−1)(|f |+1)2(sDfA)∨ ⊗ sDf +
∑
x∈R1
(Ex,A)∨ ⊗ Ex
(3.50) θB =
∑
f∈Q2
(−1)(|f |+1)2(sDfB)∨ ⊗ sDf +
∑
x∈R2
(Ex,B)∨ ⊗ Ex
then both of closed elements of degree zero, as they represent the identity maps on Res(A)∨ and Res(B)∨
respectively.
These two elements are related in the following way. Consider the maps
Res(A)∨⊗Ae Res(A) id⊗γF−−−−→ Res(A)∨⊗Ae Res(B) = F!(Res(A)∨)⊗Be Res(B) γ
∨
F⊗id←−−−− Res(B)∨⊗Be Res(B)
then we have
(3.51) (id⊗ γF )(θA) = (γ∨F ⊗ id)(θB)
since both elements correspond to the map γ∨F : Res(B)∨ → F!(Res(A)∨).
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Now, consider the cone
(3.52) Θ(B,A) := cone [ Res(A)∨[n− 2]⊗Ae Res(A) ±ι⊗γF−−−−→ Ξ⊗Be Res(B) ]
where we have written ±ι⊗ γF := ((−1)n−2sn−2ιs2−n) ⊗ γF for brevity of notation.
This cone can be written as
Θ(B,A) =

Res(B)∨[n− 1]⊗Be Res(B)
(−1)n−2sn−2γ∨F s1−n⊗ id

Res(A)∨[n− 1]⊗Ae Res(A)
(−1)n−2s−1⊗ γF// F!Res(A)∨[n− 2]⊗Be Res(B)

Thus, if we consider the pair of elements
(−sn−1θA , sn−1θB) ∈
(
Res(A)∨[n− 1]⊗Ae Res(A)
) ⊕ (Res(B)∨[n− 1]⊗Be Res(B) )
to be an element in Θ(B,A), then this element is closed of degree n−1. We call this the relative Casimir
element, and denote it as
(3.53) sn−1θB,A ∈ Θ(B,A)
The second ingredient in the construction of a relative Calabi-Yau structure is a map
(3.54) j : Θ(B,A) → X(ΠB,ΠA) := cone
[
X(ΠA)
γF˜−−→ X(ΠB)
]
The map is constructed in the same way as in the absolute case. Namely, consider the following
commutative diagram
(3.55) Res(A)∨[n− 2]⊗Ae Res(A) jA //
± ι⊗ γF

ΠA ⊗ΠeA Res(ΠA)
γF˜

Ξ⊗Be Res(B) jB // ΠB ⊗ΠeB Res(ΠB)
where the map ± ι ⊗ γF is as in (3.52). While the horizontal maps jA and jB are not chain maps, they
nonetheless assemble to give a map on the cones. This defines the map (3.54).
The image j(sn−1θB,A) of the relative Casimir element (3.53) under the map (3.54) is then given by
the pair of elements (−sjA(sn−2θA) , jB(sn−1θB) ) ∈ X(ΠA)[1] ⊕ X(ΠB)
By a direct calculation, these elements are given by
−sjA(sn−2θA) = −s
∑
f∈Q1
(−1)(|f |+1)2f∨A ⊗ sDf +
∑
x∈R1
cx,A ⊗ Ex

jB(sn−1θB) =
∑
f∈Q2
(−1)(|f |+1)2f∨B ⊗Df +
∑
x∈R2
cx,B ⊗ Ex
(3.56)
Lemma 3.57. The image j(sn−1θB,A) of the relative Casimir element (3.53) under the map (3.54) has
b-differential given by
b(j(sn−1θB,A)) = γ(η)
where γ(η) is the iamge of the deformation parameter η = (sηA, ηB) ∈ X(B,A) under the canonical map
γ : X(B,A) → X(ΠB,ΠA)
of relative X-complexes.
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Proof. In the undeformed case, the maps jA and jB in the diagram (3.55) commute with differential.
Hence so does the induced map (3.54) on the cone. Since θB,A is closed in Θ(B,A), so is the image of its
shift under (3.54). i.e., we have b(j(sn−1θB,A)) = 0 in this case.
In the deformed case, the differentials on ΠA and ΠB have two parts d = d0 + d1, where d1 come from
the deformation parameter η = (sηA, ηB). This induces a decomposition of the differential on the relative
X-complex X(ΠB,ΠA) into three components b = b0 + b1 + b2, where
b0 = d0 ⊗ id + id⊗ d0 b1 = d1 ⊗ id + id⊗ d1
and b2 is the extra differential given by the map γF˜ of X-complexes defining X(ΠB,ΠA) as a cone (see
(3.54)).
Thus, the differential b0 + b2 is precisely the differential of X(ΠB,ΠA) for the undeformed rela-
tive Calabi-Yau completion. By the above argument, we have (b0 + b2)(j(s
n−1θB,A)) = 0. Hence,
b(j(sn−1θB,A)) = b1(j(sn−1θB,A)). A direct calculation analogous to the absolute case then shows that
this is equal to i(η). 
As in the absolute case, we now use the fact that η ∈ X(B,A) has a negative cyclic lift
(3.58) η(u) = η(0) + u · η(1) + u2 · η(2) + . . .
for elements η(i) ∈ X(B,A) such that η(0) = η and B(η(i)) + b(η(i+1)) = 0. Then define the power series
ξ(u) ∈ X(ΠB,ΠA)[[u]] in the relative X-complex of the deformed relative Calabi-Yau completion by
(3.59) ξ(u) :=
(
B(j(sn−1θB,A))− γ(η(1))
)
− u · γ(η(2)) − u2 · γ(η(3)) − . . .
Then we have
Theorem 3.60. The element ξ(u) ∈ X(ΠB,ΠA)[[u]] defined in (3.59) is (b + uB)-closed, and hence
represent a cloass [ξ(u)] ∈ HC−m(ΠB,ΠA) in the relative negative cyclic homology. Moreover, this class is
a relative n-Calabi-Yau structure on the relative deformed Calabi-Yau completion.
Proof. As in the absolute case, one can find an element η˜(1) ∈ X(B,A) in the relative double X-complex
such that
B˜(η(0)) + b(η˜(1)) = 0 in X(B,A), and p(η˜(1)) = η(1) ∈ X(B,A)
Then the element
ξ˜ = B˜(j(sn−1θB,A))− γ(η˜(1)) ∈ X(ΠB,ΠA)
represents the underlying Hochschild class of [ξ(u)]. A direct calculation then shows that the element ξ˜
can be written as
ξ˜ = (sξA, ξB) ∈ X(ΠA)[1]⊕ X(ΠB) = cone
[
X(ΠA)
γF˜−−→ X(ΠB)
]
where the elements ξA and ξB are given respectively by
ξ˜A =
∑
f∈Q1
(−1)(|f |+1)2[sD(f∨A)⊗ sDf + (−1)(n−3−|f |)(|f |+1)sDf ⊗ sD(f∨A)]
+
∑
x∈R1
[
sD(c∨x,A)⊗ Ex + Ex ⊗ sD(c∨x,A)
]
+ γA(η˜A(1))
ξ˜B =
∑
f∈Q2
(−1)(|f |+1)2[sD(f∨B )⊗ sDf + (−1)(n−2−|f |)(|f |+1)sDf ⊗ sD(f∨B )]
+
∑
x∈R2
[
sD(c∨x,B)⊗ Ex + Ex ⊗ sD(c∨x,B)
]
+ γB(η˜B(1))
The proof in then finished by an application of the following lemma. 
31
Lemma 3.61. Suppose that ξ˜ = (sξ˜A, ξ˜B) ∈ X(ΠB,ΠA) is a closed element of degree n, where the
elements ξ˜A ∈ X(ΠA) and ξ˜B ∈ X(ΠB) are of the form
ξ˜A =
∑
f∈Q1
±[sD(f∨A)⊗ sDf ± sDf ⊗ sD(f∨A)] ± ∑
x∈R1
[
sD(c∨x,A)⊗ Ex ± Ex ⊗ sD(c∨x,A)
]
+ γA(η˜A(1))
ξ˜B =
∑
f∈Q2
±[sD(f∨B )⊗ sDf ± sDf ⊗ sD(f∨B )] ± ∑
x∈R2
[
sD(c∨x,B)⊗ Ex ± Ex ⊗ sD(c∨x,B)
]
+ γB(η˜B(1))
where η˜A(1) ∈ X(A) and η˜B(1) ∈ X(B) are elements in the double X-complexes of A and B respectively,
then ξ˜ gives a weak relative n-Calabi-Yau structure on the deformed relative Calabi-Yau completion F˜ :
ΠA → ΠB.
The proof of this lemma is more involved than in the absolute case. We use the homological pertur-
bation lemma from [41, 13]. We recall the lemma, written in way that suits our need.
Lemma 3.62. Given a (right) DG module of the form M ⊕M ′ over a DG category A, such that
(1) Both M• and M ′• are graded submodules when M• ⊕M ′• is considered as a graded module over
the graded k-category A.
(2) The graded submodule M ′• is itself a complex. i.e., if we write the differential of M• ⊕M ′• as
d =
[
α β
γ δ
]
: Mn ⊕M ′n → Mn−1 ⊕M ′n−1
then we have δ2 = 0 (or equivalently, γβ = 0).
(3) The submodule M ′• is A-linearly contractible, i.e., there is a grade A-linear map M ′• → M ′• of
degree 1 such that Hδ + δH = id.
Then the map
α− βHγ : M → M
defines a differential on M that extends the underlying graded A-module structure of M to a DG module
over A.
Moreover, if we define the maps
i : M → M ⊕M ′, x 7→ (x,−Hγ(x))
p : M ⊕M ′ → M, (x, x′) 7→ x− βH(x′)(3.63)
then these maps are quasi-isomorphism of DG modules.
Proof of Lemma 3.61. We need to show that the induced map
(3.64) ξ˜As1−n : Res(ΠA)∨[n− 1] → Res(ΠA)
is a quasi-isomorphism of ΠA-bimodules, and the induced map
(3.65) ξ˜Bs−n : Res(ΠB)∨[n] → Res(ΠB,ΠA) := cone
[
F˜!Res(ΠA)
γF˜−−→ Res(ΠB)
]
is a quasi-isomorphism of ΠB-bimodules.
The fact that (3.64) is a quasi-isomorphism is precisely the content of Lemma 3.43. Thus it suffices
to show that (3.65) is a quasi-isomorphism. We will show this by applying Lemma 3.62 to the bimodule
Res(ΠB,ΠA) defined in (3.65).
First, by the explicit presentation (3.48) of ΠB, the standard bimodule resolution Res(ΠB) is semi-free
with a basis which we separate into three groups, as follows
(3.66) {Ex,B}x∈R2 ∪ {sDfB}f∈Q2︸ ︷︷ ︸
SB0
∪ {sDcx,A}x∈R1 ∪ {sDf∨A}f∈Q1︸ ︷︷ ︸
SB1
∪ {sDcx,B}x∈R2 ∪ {sDf∨B }f∈Q2︸ ︷︷ ︸
SB2
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Similarly, the bimodule F˜!Res(ΠA) is semi-free with basis which we separate into two groups
(3.67) {Ex,A}x∈R1 ∪ {sDfA}f∈Q1︸ ︷︷ ︸
SA0
∪ {˜sDcx,A}x∈R1 ∪ {s˜Df∨A}f∈Q1︸ ︷︷ ︸
SA1
where we have decorated the basis elements SA1 in F˜!Res(ΠA) with (˜−) to avoid confusion with the
generators with the same names in Res(ΠB).
The bimodule Res(ΠB,ΠA) defined in (3.65) is therefore semi-free with basis given by
SB0 ∪ SB1 ∪ SB2 ∪ sSA0 ∪ sSA1
where the basis elements of F˜!Res(ΠA) are shifted by one.
Let Mi be the graded submodule generated by S
B
i ∪ sSAi for i = 0, 1, and let M2 be the graded
submodule generated by SB2 , then the differential in this cone preserves the filtration defined by Fi =
⊕j≤iMj . Therefore, if we let M = M0⊕M2 and M ′ = M1, then the pair (M,M ′) satisfies the conditions
(1) and (2) of Lemma 3.62. Thus, one has a (DG) bimodule (M1, δ) over ΠB. Moreover, we have the
following
Lemma 3.68. Let H : M1 → M1 be the unique graded ΠB-bilinear map such that
sDcx,A 7→ s ˜sDcx,A sDf∨A 7→ ss˜Df∨A
s ˜sDcx,A 7→ 0 ss˜Df∨A 7→ 0
then Hδ + δH = id.
Proof. Let MBi be the graded sub-bimodule of Res(ΠB) generated by the basis elements S
B
i , then the
same argument allows us to construct a bimodule (MB1 , δ
B). Similarly, the graded sub-bimodule MA1 of
F!(Res(ΠA)) generated by the subset SA1 , also forms a bimodule (M
A
1 , δ
A) over ΠB.
One can then show that the bimodule (M1, δ) appearing in this lemma is the cone over the isomorphism
γF : (M
A
1 , δ
A) → (MB1 , δB). The lemma then follows. 
Thus, the pair (M,M ′) = (M0⊕M2 , M1) satisfies all three conditions of Lemma 3.62. An application
of Lemma 3.62 allows us to give a quasi-isomorphism
(3.69) p : Res(ΠB,ΠA) = cone
[
F˜!Res(ΠA)
γF˜−−→ Res(ΠB)
] ∼→ Res(ΠB,ΠA)
where Res(ΠB,ΠA) is the reduction obtained by using Lemma 3.62 and 3.68 to ‘kill’ the generators
SB1 ∪ sSA1 in Res(ΠB,ΠA).
Thus Res(ΠB,ΠA) has a basis set consisting of
(3.70) {sDcx,B}x∈R2 ∪ {sDf∨B }f∈Q2 ∪ {s2DfA}f∈Q1 ∪ {sEx,A}x∈R1 ∪ {sDfB}f∈Q2 ∪ {Ex,B}x∈R2
Moreover, the map (3.69) is given by
p(Ex,B) = Ex,B p(sDfB) = sDfB
p(sDf∨A) = β(ss˜Df∨A) p(sDcx,A) = β(s ˜sDcx,A)
p(sDf∨B ) = sDf
∨
B p(sDcx,A) = sDcx,A
p(sEx,A) = sEx,A p(s2DfA) = s2DfA
p(ss˜Df∨A) = 0 p(s ˜sDcx,A) = 0
Now, we show that the composition of (3.65) and (3.69) gives an isomorphism of bimodules. Indeed,
the shift of the dual basis to (3.66) gives the following basis of Res(ΠB)∨[n]
{sn(Ex,B)∨}x∈R2 ∪ {sn(sDfB)∨}f∈Q2 ∪ {sn(sDf∨A)∨}f∈Q1 ∪ {sn(sDcx,A)∨}x∈R1
∪ {sn(sDf∨B )∨}f∈Q2 ∪ {sn(sDcx,B)∨}x∈R2
(3.71)
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With respect to the basis (3.71) and (3.70), the composition
Res(ΠB)∨[n]
ξ˜Bs−n−−−−→ Res(ΠB,ΠA) p−→ Res(ΠB,ΠA)
of (3.65) and (3.69) is then given by the matrix
±1 0 0 0 0 0
0 ±1 0 0 0 0
∗ ∗ ±1 0 0 0
∗ ∗ 0 ±1 0 0
∗ ∗ 0 0 ±1 0
∗ ∗ 0 0 0 ±1

which is therefore an isomorphism of bimodules. This finishes the proof of Lemma 3.61, and hence
Theorem 3.60. 
4. Baues-Lemaire cylinders and variations
In this section, we construct canonical cylinder objects for Sullivan DG categories. This extends and
generalizes the construction in [7] in the case of DG algebras. We also give a “directed” version of
this construction. These constructions are applied to give descriptions of Calabi-Yau completions of DG
categories that are themselves Calabi-Yau.
4.1. Directed Baues-Lemaire cylinder. For any bimodule M ∈ C(Ae) over a DG category A, we
will now define a bimodule M21 over the DG category A q A formed by the disjoint union of A with
itself. For convenience of notation, we will denote this disjoint union as A q A′ to distinguish the second
(identical) copy with the first.
Then the enveloping DG category (A q A′ )e can be written as the disjoint union
(A q A′ )e = (A⊗Aop) q (A⊗A′ op) q (A′ ⊗Aop) q (A′ ⊗A′ op)
The bimodule M21 is then defined as the DG functor
(4.1) M21 : (A⊗Aop) q (A⊗A′ op) q (A′ ⊗Aop) q (A′ ⊗A′ op) (0,0,M,0)−−−−−−→ C(k)
Explicitly, for each object x, y ∈ Ob(A), denote by x′, y′ the corresponding object in the identical copy
A′, then we have
M21(x, y) = M21(x, y
′) = M21(x′, y′) = 0 M21(x′, y) = M(x, y)
Thus, if M is semi-free [resp. Sullivan] over A, then M21 is semi-free [resp. Sullivan] over A q A′.
Now, we consider the tensor category TAqA′(M21), which we call the directed tensor category of
M over A. Notice that, since M21 points from A′ to A in the directed tensor category, there is no
compositions involving two elements from M . Therefore, one has the following simple description of the
directed tensor category
TAqA′(M21)(x, y) = A(x, y) TAqA′(M21)(x′, y′) = A′(x′, y′) = A(x, y)
TAqA′(M21)(x′, y) = M(x, y) TAqA′(M21)(x, y′) = 0
(4.2)
One could write this as
TAqA′(M21) =
[A M
0 A′
]
Therefore, if f : M
∼→ N is a quasi-isomorphism of bimodules, then the explicit description (4.2)
shows that the induced map
(4.3) TAqA′(M21)
∼→ TAqA′(N21)
is a quasi-equivalence of DG categories.
In particular, consider the standard bimodule resolution Res(A) ∼→ A, then the induced map
(4.4) TAqA′( Res(A)21 ) ∼→ TAqA′(A21 )
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on the directed tensor categories is a quasi-equivalence. Thus, if A is Sullivan, the (4.4) gives a canonical
Sullivan resolution of the DG category TAqA′(A21 ).
Definition 4.5. Suppose A is a semi-free DG category, then the DG category
−→
CylBL(A) := TAqA′( Res(A)21 )
is called the directed Baues-Lemaire cylinder of A.
One can slightly modify the construction of the quasi-equivalence (4.4) by shifting the quasi-isomorphism
Res(A) ∼→ A of bimodules by an integer p. Then (4.3) again gives a quasi-equivalence
(4.6) TAqA′( Res(A)21[p] ) ∼→ TAqA′(A21[p] )
Definition 4.7. Suppose A is a semi-free DG category, then the DG category
−→
Cyl
[p]
BL(A) := TAqA′( Res(A)21[p] )
is called the p-shifted directed Baues-Lemaire cylinder of A.
We now give an alternative description of both sides in the quasi-equivalence (4.6). In particular, when
p = 0, this gives a description of (4.4).
Let ~I [p] be the DG category with two objects 0 and 1, such that
~I [p](0, 0) = ~I [p](1, 1) = k ~I [p](0, 1) = k[p]
Thus, ~I [p] is semi-free over the graded quiver [ 0
v−→ 1 ] , where |v| = p. We call ~I [p] the p-shifted directed
interval. When p = 0, we simply call it the directed interval, and denote it as ~I
Then, from the explicit description (4.2) of the directed tensor category, it is easy to see that
(4.8) TAqA′(A[p]) ∼= A⊗ ~I [p]
Thus, if A is semi-free, then (4.4) and (4.8) can be combined to show that the directed Baues-Lemaire
cylinder (Definition 4.5) gives a canonical semi-free resolution
(4.9)
−→
CylBL(A) ∼→ A⊗ ~I
of the tensor product of A with the directed interval ~I. This justifies why we called −→CylBL(A) the ‘directed
cylinder’ in Definition 4.5. The same holds true for the p-shifted case.
To explain why this directed cylinder is called the Baues-Lemaire directed cylinder, we will now give a
more explicit description of it when A is semi-free over a graded quiver (R,Q). In this case, the formulas
for the differentials will be completely parallel to those for the Baues-Lemaire cylinder in [7]. The exact
relation will be explained in the next subsection.
We will work directly with the p-shifted case, since this generality requires no extra effort. Thus,
suppose A = TR(Q) is semifree over a graded quiver (R,Q). Then the standard resolution Res(A) is
semi-free over the basis (2.50). Therefore, the bimodule M21 over A q A′ is also semi-free with the
same basis set, now considered as elements in M21(x
′, y) = M(x, y), x, y ∈ Ob(A). If we rename the
basis elements of Res(A)[p] as [f ] := sp(sDf) and [Ex] := spEx, then the directed tensor category
TAqA′(Res(A)[p]) is semi-free, with a description
(4.10) TAqA′(Res(A)[p]) = TRqR′
( {f}f∈Q ∪ {f ′}f∈Q ∪ {[f ]}f∈Q ∪ {[Ex]}x∈R )
In this description, each arrow f : x → y in the quiver Q determines three generators f, f ′, [f ].
These generators point respectively in the directions f : x → y, f ′ : x′ → y′, and [f ] : x′ → y. The
generators f and f ′ have the same degree as the corresponding arrow f in Q. The generator [f ] has
degree deg([f ]) = deg(f) + p + 1. For each x ∈ R, there is also a generator [Ex] of degree p, pointing
from x′ to x.
Since there is, by definition, an injective map A q A′ → TAqA′(Res(A)[p]), the generators f and f ′
have differentials completely the same as the corresponding generators in A. The extra generators [Ex]
have zero differentials.
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To determine the differentials of the extra generators [f ], suppose that, in the DG category A, we have
d(f) =
∑
I=(i1,...,ir)
aI · gi1 . . . gir
where aI ∈ k are coefficients, and I runs over all composable sequences gi1 . . . gir of arrows in the quiver
Q. Then, the differential of the extra generator [f ] is given by
d([f ]) = (−1)p
(
(−1)p|f |f · [Ex]− [Ey] · f
)
+ (−1)p+1
∑
I=(i1,...,ir)
r∑
j=1
(−1)(p+1)|gi1 ...gij−1 |aI · gi1 . . . gij−1 · [gij ] · g′ij+1 . . . g′ir
(4.11)
When p = 0, this formula is the same as the formula for the differentials of the extra generators in the
Baues-Lemaire cylinder [7]. We explain the exact relation in the next subsection.
4.2. Relation with the original Baues-Lemaire cylinder. Recall that the directed interval ~I is
defined to be the unique DG category semi-free over the quiver [ 0
v−→ 1 ] . This is in contrast to the
(undirected) interval I, which is almost semi-free over the same quiver, except that v is inverted. i.e., we
have I = ~I[v−1].
The interval I is, in fact, a cylinder object for the unit ∗ of the monoidal product ⊗ on dgCatk, in the
sense that there is a factorization of the folding map ∇ = (id, id) : ∗ q ∗ → ∗ into
∗ q ∗ ↪→ I ∼→ ∗
Notice that tensor product of DG categories preserves quasi-equivalences provided that at least one side
of each of the tensor products is k-flat. Therefore, tensoring the above factorization with any DG category
A gives a factorization of the folding map ∇ = (id, id) : A q A → A into
(4.12) A q A → A⊗ I ∼→ A
The map A q A → A in (4.12) is not a cofibration. In order to obtain a cylinder object for A, one
should further factorize this map into a cofibration followed by a weak equivalence.
In the last subsection, we have achieved something similar. Namely, if we consider the directed interval
~I instead of the undirected interval I, then the canonical mapAqA → A⊗~I has a canonical factorization
A q A → −→CylBL(A) ∼→ A⊗ ~I
where the map
−→
CylBL(A) ∼→ A⊗ ~I is given by (4.9). Moreover, if the DG category A is semi-free, then
the map A q A → −→CylBL(A) is a semi-free extension, with an explicit description (4.10).
We wish to have a parallel version of this construction when the directed interval ~I is replaced by the
undirected interval I. Since I is a localization of ~I by inverting the arrow v, it is natural to expect that
the directed Baues-Lemaire cylinder TAqA′(Res(A)) should be replaced by a suitable localization of it.
This is indeed the case.
Definition 4.13. The Baues-Lemaire cylinder of a semi-free DG category A = TR(Q) is the localization
of the directed Baues-Lemaire cylinder
−→
CylBL(A) at the generators [Ex] of (4.10).
CylBL(A) :=
−→
CylBL(A)
[
[Ex]
−1 ]
x∈R
This DG category has the same description as in (4.10) for p = 0, except that the generators [Ex] are
now invertible. i.e., we have
(4.14) CylBL(A) = TRqR′
( {f}f∈Q ∪ {f ′}f∈Q ∪ {[f ]}f∈Q ∪ {[Ex]±}x∈R )
with the same formulas for the differentials of the generators (see (4.11)).
The canonical map
−→
CylBL(A) ∼→ A⊗ ~I for the directed cylinder induces a map
(4.15) CylBL(A) → A⊗ I
by passing to the localizations on both sides.
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Theorem 4.16. The map (4.15) is a quasi-equivalence.
By (4.12) and the discussion that follows, the Baues-Lemaire cylinder is then a cylinder object for A
in the case when A is Sullivan. This justifies the name Baues-Lemaire cylinder of CylBL(A).
To prove Theorem 4.16, we relate the notion of Baues-Lemaire cylinder in Definition 4.13 with the
original Baues-Lemaire cylinder in [7]. To do this, observe that, in the Baues-Lemaire cylinder (4.14)
of A = TR(Q), the generators [Ex] are invertible generators joining distinct objects x′ ∈ R′ and x ∈ R.
Therefore, contracting this arrow does not affect the quasi-equivalence type. This leads to the following
Definition 4.17. The fixed object-set Baues-Lemaire cylinder of a semi-free DG category A = TR(Q),
denoted as CylRBL(A), is the result of contracting the invertible maps [Ex] in the Baues-Lemaire cylinder
CylBL(A) to the identity.
Therefore, the fixed object-set Baues-Lemaire cylinder has an explicit description
(4.18) CylRBL(A) = TR
( {f}f∈Q ∪ {f ′}f∈Q ∪ {[f ]}f∈Q )
where the extra generators have differentials given by (4.11) for p = 0.
In particular, when R = {∗} is a singleton, the DG category A is simply a semi-free DG algebra. Then
the fixed object-set Baues-Lemaire cylinder of A coincides precisely with the original Baues-Lemaire
cylinder in [7].
Now, consider the commutative diagram of canonical maps
CylBL(A) ∼ //

CylRBL(A)

A⊗ I ∼ // A
where the maps indicated with the arrow
∼→ are known to be quasi-equivalences by the above discussion.
Thus, to show Theorem 4.16, one suffices to show that the canonical map CylRBL(A) → A is a quasi-
equivalence.
In the case when R is a singleton, this statement was shown in [7] (see also [4]). In fact, the proof in
[4] carries over mutatis mutandis to the general case of an arbitrary object set R. This completes the
proof of Theorem 4.16.
Remark 4.19. The Baues-Lemaire cylinder (Definition 4.13) can be used to construct mapping cylinders
that factorizes any given DG functor F : A → B between Sullivan DG categories into a composition A ↪→
CylBL(F ) → B where A ↪→ CylBL(F ) is a semi-free extension. This mapping cylinder is defined as a
pushout in the obvious way, in analogy with the topological definition. Using Theorem 4.16, together with
Propositions A.4 and A.8, one can show that the canonical map CylBL(F ) → B is a quasi-equivalence.
Thus, one can replace any DG functor between Sullivan DG categories by a semi-free extension that is
quasi-equivalent to the original DG functor.
4.3. Application to Calabi-Yau completions. Suppose that a finitely Sullivan DG category A has
an m-Calabi-Yau structure [ξA] ∈ HC−m(A), we consider the (p+m+ 1)-Calabi-Yau completion of A.
Choose any representative ξ
(0)
A ∈ X(A) in the double X-complex of the underlying weak m-Calabi-Yau
structure [ξ
(0)
A ] = h([ξA]). Then ξA determines a degree zero closed map
ξˆ
(0)
A s
−m : Res(A)∨[m] → Res(A)
By definition of a Calabi-Yau structure, this map is a quasi-isomorphism. Therefore, the (p+m+ 1)-
Calabi-Yau completion of A is quasi-equivalent to another tensor category
(4.20) Πp+m+1(A) = TA( Res(A)∨[p+m] ) TA(ξˆ
(0)
A s
−m)−−−−−−−−→ TA( Res(A)[p])
Notice that the tensor category TA( Res(A)[p] ) can be written as a pushout
TA( Res(A)[p] ) = colim
[A ∇←− A q A′ (i,i′)−−−→ TAqA′(Res(A)21[p] ) ]
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The last term in this pushout is the p-shifted directed Baues-Lemaire cylinder of A (see Definition
4.7). By the discussion in Section 4.1, this directed cylinder is quasi-equivalent to the tensor product
A ⊗ ~I [p] of A with the shifted interval (see (4.6), (4.8)). Thus, we have
TA( Res(A)[p] ) = colim
[A ∇←− A q A′ (i,i′)−−−→ TAqA′(Res(A)21[p] ) ]
= hocolim
[A ∇←− A q A′ (i,i′)−−−→ A ⊗ ~I [p] ](4.21)
Now, the last diagram is simply given by tensoring A with the diagram[ ∗ ∇←− ∗ q ∗ (i,i′)−−−→ ~I [p] ]
Thus, in order to compute the homotopy colimit in (4.21), we quote the following result in [60, Corollary
6.7].
Proposition 4.22. For any fixed A ∈ dgCatk, the derived tensor product
A⊗L (−) : Ho(dgCatk) → Ho(dgCatk)
preserves homotopy colimits.
Applying this proposition to (4.21), we have
TA( Res(A)[p] ) = A ⊗ hocolim
[ ∗ ∇←− ∗ q ∗ (i,i′)−−−→ ~I [p] ]
= A ⊗ k〈z〉
(4.23)
where z is a degree p element, and the graded associative algebra k〈z〉 is regarded as a DG category with
one object.
In other words, we have
Proposition 4.24. The natural map
TA( Res(A)[p] ) // A⊗ k〈z〉
spEx
 // idx ⊗ z
sp+1Df  // 0
is a quasi-equivalence.
By the above discussion (see (4.20), (4.23)), the (p + m + 1)-Calabi-Yau completion of A is quasi-
equivalent to the tensor product A ⊗ k〈z〉.
(4.25) Πp+m+1(A) = TA( Res(A)∨[p+m]) ∼→ TA( Res(A)[p]) ∼→ A ⊗ k〈z〉
Under this quasi-equivalence, the canonical (p+m+ 1)-Calabi-Yau structure on the (p+m+ 1)-Calabi-
Yau completion of A induces a (p+m+ 1)-Calabi-Yau structure on the tensor product A ⊗ k〈z〉. This
structure has a simple description.
To give this description, we first construct a canonical (p + 1)-Calabi-Yau structure on the algebra
k〈z〉. Consider the reduced bar complex
C
bar
( k〈z〉 ) =
⊕
n≥0
k〈z〉 ⊗
(
k〈z〉[1]
)⊗n
The element z can be regarded as an element (z) in the n = 0 component of the reduced bar complex.
This element is closed in the reduced bar complex and hence defines a class [(z)] ∈ HHp(k〈z〉). The image
under B : HHp(k〈z〉) → HC−p+1(k〈z〉) is then represented by the element
(4.26) B(z) = 1⊗ sz ∈ k〈z〉 ⊗ k〈z〉[1] ⊂ Cbar(k〈z〉) ⊂ Cbar(k〈z〉)[[u]]
Definition 4.27. The fundamental class of the graded associative algebra k〈z〉 is the negative cyclic
class of [B(z)] ∈ HC−p+1(k〈z〉) represented by the element B(z) in (4.26).
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It is easy to see that the fundamental class of k〈z〉 is a (p+ 1)-Calabi-Yau structure on k〈z〉. In fact,
the fundamental class on k〈z〉 can be used to describe the canonical (p+m+ 1)-Calabi-Yau structure on
A⊗ k〈z〉 induced by the quasi-equivalence (4.25).
Proposition 4.28. Under the quasi-equivalence (4.25), the canonical (p+m+ 1)-Calabi-Yau structure
on the (p+m+ 1)-Calabi-Yau completion Πp+m+1(A) corresponds to the class
Sh−( [ξA]⊗ [B(z)] ) ∈ HC−p+m+1(A⊗ k〈z〉)
given by the cyclic shuffle product (2.42) of the given m-Calabi-Yau structure [ξA] ∈ HC−m(A) on A with
the fundamental class [B(z)] ∈ HC−p+1(k〈z〉) on k〈z〉.
Proof. We will work with the reduced bar complexes as models for Hochschild complexes. Then the map
(3.28) is replaced by the map
j′A : C
bar
(A ; Res(A)∨[m+ p] ) → Cbar(TA( Res(A)∨[m+ p] ) )
induced by the inclusion Res(A)∨[m+ p] ↪→ TA(Res(A)∨[m+ p]).
Similarly, the closed map of A-bimodules
A[p] → A⊗ k〈z〉, f 7→ f ⊗ z
induces a closed map of reduced bar complexes
(4.29) j′′A : C
bar
(A;A[p]) → Cbar(A⊗ k〈z〉)
These two maps j′A and j
′′
A induce maps at the homology level, which fit together into a commutative
diagram
(4.30) HH•(A ; A![m+ p] )
j′A

sp[ξˆ
(0)
A ]s
−m−p
∼=
// HH•(A ; A[p] )
j′′A

HH•(TA(Res(A)∨[m+ p]) )
(4.25)
∼=
// HH•(A⊗ k〈z〉)
where the horizontal map in the first row is the map induced by the underlying weak Calabi-Yau structure
[ξ
(0)
A ] ∈ HHm(A) of A. The image of the shifted Casimir element sm+p[θA] ∈ HHm+p(A ; A![m + p] )
under this map is therefore simply given by the p-shift sp[ξ
(0)
A ] ∈ HH•(A ; A[p] ) of this weak Calabi-Yau
structure. This shows that the induced (m+ p+ 1)-Calabi-Yau structure on A⊗ k〈z〉 is given by
(4.31) B ( j′′A( s
p [ξ
(0)
A ] ) ) ∈ HC−p+m+1(A⊗ k〈z〉)
To calculate the element (4.31), we suppose that the class sp[ξ
(0)
A ] is represented by a sum of the
following form in the reduced bar complex
spξ
(0)
A =
∑
(spf0)⊗ f1 ⊗ . . .⊗ fr ∈ Cbar(A ; A[p] )
then the image of this element under (4.29) is clearly given by
j′′A( s
p ξ
(0)
A ) =
∑
(f0 ⊗ z)⊗ (f1 ⊗ 1)⊗ . . .⊗ (fr ⊗ 1) ∈ Cbar(A⊗ k〈z〉 )
In other words, the element j′′A( s
p ξ
(0)
A ) ∈ C
bar
(A⊗ k〈z〉 ) is given by the shuffle product
(4.32) j′′A( s
p ξ
(0)
A ) = sh( ξ
(0)
A ⊗ (z) )
between the elements ξ
(0)
A ∈ C
bar
(A ) and (z) ∈ Cbar( k〈z〉 ), both considered to sit inside the reduced
bar complex C
bar
(A⊗ k〈z〉 ) of A⊗ k〈z〉.
Thus, it suffices to show that the element B( sh( ξ
(0)
A ⊗ (z) ) ) ∈ C
bar
(A ⊗ k〈z〉 ) and the power
series Sh−( ξA ⊗ B(z) ) ∈ Cbar(A⊗ k〈z〉 )[[u]] represent the same class in the negative cyclic homology
HC−m+p+1(A⊗ k〈z〉).
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To this end, we compute the two terms
uB( sh( ξ
(0)
A ⊗ (z) ) ) = (b+ uB)( sh( ξ(0)A ⊗ (z) ) )
and
uSh−( ξA ⊗ B(z) ) = Sh−( ξA ⊗ uB(z) )
= Sh−( ξA ⊗ (b+ uB)(z) )
= Sh−(((b+ uB)⊗ id + id⊗ (b+ uB))( ξA ⊗ (z) ))
= (b+ uB)( Sh−( ξA ⊗ (z) ) )
Notice that the difference
sh( ξ
(0)
A ⊗ (z) )− Sh−( ξA ⊗ (z) )
have zero constant term, and hence is divisible by u. Therefore, we have
B( sh( ξ
(0)
A ⊗ (z) ) )− Sh−( ξA ⊗ B(z) ) = (b+ uB)
(
sh( ξ
(0)
A ⊗ (z) )− Sh−( ξA ⊗ (z) )
u
)
This completes the proof.

4.4. Localized relative Calabi-Yau completion. In the last subsection, we have shown that, if A
has an m-Calabi-Yau structure, then its (m+ p+ 1)-Calabi-Yau completion can be formed by collapsing
the two copies of A in the p-shifted directed Baues-Lemaire cylinder (see (4.21)).
When p = 0, we have seen in Section 4.2 that inverting the generating arrows { [Ex] }x∈R in the directed
Baues-Lemaire cylinder gives the (undirected) Baues-Lemaire cylinder. Thus, replacing the directed
Baues-Lemaire cylinder in (4.21) with the undirected one, we will get a description of a localization of
the Calabi-Yau completion of A. This will be applied in the next section to relate Calabi-Yau completions
with topology.
We start with the following
Definition 4.33. Let A = TR(Q) be finitely Sullivan with a given m-Calabi-Yau structure [ξA] ∈
HC−m(A), we define the localized (m + 1)-Calabi-Yau completion of (A, [ξA]) to be the localized tensor
category
Πlocm+1(A) := TA( Res(A) )[E−1x ]x∈R
By (4.20), the tensor category TA( Res(A) ) represents the (m+1)-Calabi-Yau completion of A. There-
fore, the localized (m+ 1)-Calabi-Yau completion is indeed a localization of the (m+ 1)-Calabi-Yau com-
pletion. Moreover, it is easy to see that the quasi-equivalence type of the localized (m + 1)-Calabi-Yau
completion only depends on the quasi-equivalence type of A.
Now if P loc is formed by inverted some degree 0 generators in a finitely Sullivan DG category P,
then by Proposition (2.48), the canonical map i : P → P loc induces i!(Res(P)) ∼= Res(P loc), and
hence Li!(P) ' P loc. Since the functor Li! : D(Pe) → D((P loc)e) preserves duality between perfect
bimodules, any Calabi-Yau structure on P determines a Calabi-Yau structure on P loc. In particular, for
P = Πm+1(A), this shows that the localized (m + 1)-Calabi-Yau completion Πlocm+1(A) has a canonical
(m+ 1)-Calabi-Yau structure.
As in the last subsection, one can use Theorem 4.16 and Proposition 4.22 to show that
Πlocm+1(A) = colim [A
(id,id)←−−−− A q A′ (i,i
′)−−−→ TAqA′(Res(A))[E−1x ]x∈R ]
' hocolim [A (id,id)←−−−− A q A′ (i,i
′)−−−→ A⊗ I ]
' A ⊗ hocolim [ ∗ (id,id)←−−−− ∗ q ∗ (i,i
′)−−−→ I ]
' A ⊗ k〈z±〉
(4.34)
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Moreover, if we define the fundamental class of the associative algebra k〈z±〉 to be the element B(z) =
1⊗ sz in the reduced bar complex of k〈z±〉 (cf. (4.26) and Definition (4.27)), then we have the following
analogue of Proposition 4.28
Proposition 4.35. Under the quasi-equivalence (4.34), the canonical (m + 1)-Calabi-Yau structure on
the localized (m+ 1)-Calabi-Yau completion Πlocm+1(A) corresponds to the class
Sh−([ξA]⊗ [B(z)]) ∈ HC−m+1(A⊗ k〈z〉)
given by the shuffle product (2.42) of the given m-Calabi-Yau structure [ξA] ∈ HC−m(A) on A with the
fundamental class [B(z)] ∈ HC−1 (k〈z±〉) on k〈z±〉.
Now we will investigate the effect of localization on relative Calabi-Yau completion. Thus, suppose
F : A → B is a DG functor between finitely Sullivan DG categories A = TR1(Q1) and B = TR2(Q2), and
suppose that A has a given m-Calabi-Yau structure [ξA] ∈ HC−m(A).
The underlying weak m-Calabi-Yau structure [ξ
(0)
A ] ∈ HHm(A) then induces a quasi-isomorphism
ξˆ
(0)
A s
−m : Res(A)∨[m] ∼→ Res(A). Consider the composition
(4.36) Res(B)∨[m] (−1)
msmγ∨F s
−m
−−−−−−−−−−−→ F!Res(A)∨[m] F!(ξˆ
(0)
A s
−m)−−−−−−−−→ F!Res(A)
and let Ξ be the cone
(4.37) Ξ := cone [ Res(B)∨[m] (4.36)−−−−→ F!Res(A) ]
then it is clear that the canonical map
(4.38) F˜ : TA(Res(A)) → TB(Ξ)
gives an alternative model for the relative (m+ 2)-Calabi-Yau completion Πm+1(A) → Πm+2(B). This
allows one to make the following
Definition 4.39. The localized relative (m + 2)-Calabi-Yau completion of F : A → B is defined to be
the following localization of (4.38)
F˜ : TA(Res(A))[E−1x ]x∈R1 → TB(Ξ)[E−1x ]x∈R1
and is denoted as F˜ : Πlocm+1(A) → Πlocm+2(B,A).
The discussion following Defintion 4.33 again shows that the localized relative (m + 2)-Calabi-Yau
completion F˜ : Πlocm+1(A) → Πlocm+2(B,A) has a canonical relative (m + 2)-Calabi-Yau structure. The
same is true when we consider deformations of the localized relative (m + 2)-Calabi-Yau completion by
negative cyclic classes. However, the deformation parameters in the localized case is different from those
in the unlocalized case.
Recall that, given a deformation parameter [ηA] ∈ HHm−1(A), the deformed (m + 1)-Calabi-Yau
completion Πm+1(A, ηA) is independent of the choice ηA of representative of [ηA], because any other
choice ηA+d(ζA) determines an isomorphism (3.16). (The integer m in (3.16) should read as m+ 1 here.
Therefore, the bimodule M∨A[m− 1] in (3.16) can be identified with Res(A) in the present context.)
However, if one localizes at the generators Ex of TA(Res(A)), the map (3.16) may not preserve this set
of generators, and thus may not descend to a map on the localizations. This shows that the Hochschild
homology classes HHm−1(A) do not give well-defined deformation parameters of the localized (m + 1)-
Calabi-Yau completion (Definition 4.33).
In particular, in the relative case (Definition 4.39), the relative Hochschild homology classes HHm(B,A)
also do not give well-defined deformation parameters. However, in this case, since we only localize the
generators Ex in TA(Res(A)), one has well-defined deformations provided that one restricts to deformation
parameters of the form
η = (0, ηB) ∈ Cm(B,A)
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In other words, in the localized case, we consider deformation parameters [ηB] ∈ HHm(B), the corre-
sponding map, denoted as
(4.40) F˜ : Πlocm+1(A) → Πlocm+2(B,A; ηB)
will be called the deformed localized relative (m+2)-Calabi-Yau completion of the DG functor F : A → B.
Deformation classes that were zero in the unlocalized case maybe become nonzero in the localized
case. For example, let [ξA] ∈ HC−m(A) be the given m-Calabi-Yau structure on A, then its image
γF ([ξA]) ∈ HC−m(B) under the induced map γF : HC−m(A) → HC−m(B) gives a deformation parameter
for the localized relative (m + 2)-Calabi-Yau completion. This class is zero when passed to the relative
negative cyclic homology HC−m(B,A), but is nonzero in the localized case, and gives a deformation
(4.41) F˜ : Πlocm+1(A) → Πlocm+2(B,A; γF (ξA))
Definition 4.42. The map (4.41) is called the canonically deformed localized relative (m+2)-Calabi-Yau
completion of the DG functor F : A → B.
5. The perversely thickened DG category
In this section, we give the main construction, called the perversely thickened DG category, associated
to pairs (N,M) consisting of a manifold N and an embedded submanifold M of codimension ≥ 2.
We calculate this DG category in two examples: points in the 2-dimensional disk, and links in R3. Both
example give DG categories of interest in contact geometry. We also give a relation with perverse sheaves.
5.1. Adams-Hilton models. In this subsection, we recall some constructions in [1, 2, 34, 20, 32], which
allows one to model topological spaces by DG categories. All topological spaces in this paper are assumed
to be compactly generated and weakly Hausdorff.
First, recall that there is a Quillen equivalence
| − | : sSet // Top : S(−)oo
between the model category sSet of simplicial sets and the model category Top of topological spaces,
where | − | is the geometric realization functor and S(−) is the singular functor. (See, e.g., [28])
IfX is connected and pointed, then there is a simplicial subset ES(X) ⊂ S(X), called the first Eilenberg
subcomplex, whose set ESn(X) at simplicial degree n is defined to be the set of continuous maps |∆n| →
X such that each vertex is mapped to the basepoint ∗ ∈ X. The inclusion ES(X) ↪→ S(X) is a weak
equivalence. i.e., it induces a homotopy equivalence on their geometric realization |ES(X)| ↪→ |S(X)|.
The Eilenberg subcomplex gives a functor ES(−) : Top∗0 → sSet0 from the category Top∗0 of pointed
connected topological spaces to the category sSet0 of reduced simplicial sets, where a simplicial set
X ∈ sSet is said to be reduced if its set X0 at simplicial degree 0 is a singleton. The functor ES(−) is a
right Quillen functor, with left adjoint given by the geometric realization functor | − | : sSet0 → Top∗0.
This Quillen pair
(5.1) | − | : sSet0 // Top∗0 : ES(−)oo
is in fact a Quillen equivalence pair, and hence induce mutually inverse equivalences of homotopy cate-
gories Ho(sSet0) ' Ho(Top∗0). This allows one to model connected pointed topological spaces by reduced
simplicial sets.
Now, given a reduced simplicial set X ∈ sSet0, Kan has constructed in [34] a simplicial group G(X) ∈
sGr, called the Kan loop group, which models the based (Moore) loop space of the topological space
|X| ∈ Top∗0. (see, e.g., [44, 28]) The functor G(−) : sSet0 → sGr has a right adjoint W : sGr → sSet0.
The adjunction
(5.2) G(−) : sSet0 // sGr : Woo
forms Quillen equivalence pair (see [28, Proposition V.6.3]).
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The composition of equivalences of homotopy categories
Ho(Top∗0)
ES(−)−−−−→ Ho(sSet0) G(−)−−−→ Ho(sGr)
allows one to model topological spaces by simplicial groups.
Recall that, for every simplicial commutative algebra A, its Dold-Kan normalization N(A) inherits the
structure of a DG algebra. In fact, the functor N : sAlgk → DGA+k is part of a Quillen equivalence pair
(see [56])
N∗ : DGA+k
//
sAlgk : Noo
We call this Quillen equivalence pair the monoidal Dold-Kan correspondence.
Suppose we are given a simplicial group Γ that corresponds to a topological space X under the Quillen
equivalences (5.2) and (5.1). Then applying the group algebra functor degreewise gives a simplicial
associative algebra k[Γ] ∈ sAlgk. By monoidal Dold-Kan correspondence, the normalization N(k[Γ])
inherits the structure of a DG algebra. This DG algebra is quasi-isomorphic to the chain algebra of the
Moore loop space of X.
Definition 5.3. The image of a connected pointed topological space X under the composition
Ho(Top∗0)
ES(−)−−−−→ Ho(sSet0) G(−)−−−→ Ho(sGr) k[−]−−−→ Ho(sAlgk)
N(−)−−−→ Ho(DGA+k )
is called the Adams-Hilton model of X, and is denoted as AH(X).
Despite the apparently complicated definition, the Adams-Hilton model admit simple descriptions in
many cases. For example, when the space X is simply connected, one can find a 1-reduced simplicial set,
still denoted by X, which represents the homotopy type of X. Then, the Adams-Hilton model of X is
simply given by the cobar construction of the DG coalgebra C∗(X). i.e., we have
AH(X) ' Ω(C∗(X))
This justifies the name ‘Adams-Hilton model’ because this construction was given by J . F. Adams and
P. Hilton [1, 2].
More generally, the cobar construction of Adams and Hilton can be extended to arbitrary reduced
simplcial set X ∈ sSet0. In this case, the non-degenerate simplices of X of degree 1 will contribute
to degree 0 generators in the cobar cosntruction Ω(C∗(X)). It is shown in [32] that, if we invert these
generators, then the resulting DG algebra is the Adams-Hilton model of X. We write this as
(5.4) AH(X) ' Ωloc(C∗(X))
In particular, consider the (r+ 1)-dimensional sphere Sr+1, for r ≥ 0. If we take X to be the reduced
simplicial set with only two non-degenerate simplices, one in degree 0 and one in degree r + 1, then by
(5.4), the Adams-Hilton model of Sr+1 is given by
(5.5) AH(Sr+1) =
{
k〈z〉, |z| = r, if r > 0
k〈z±〉, |z| = 0, if r = 0
Recall that every CW complex X can be written as the direct limit of a sequence of homotopy pushout
qα∈Ir Srα //

qα∈Ir Dr+1α

skr(X) // skr+1(X)
Since every functor in Definition 5.3 preserve homotopy colimits, one can also write the Adams-Hilton
model AH(X) of X as the direct limit of such a successive sequence of homotopy pushout. Combined
with (5.5), this can be used to show (see [33]) that, for a reduced CW complex X (i.e., its 0-th skeleton
sk0(X) is a singleton {∗}), its Adams-Hilton model is almost semi-free, of the form
(5.6) AH(X) = k〈x±1 , x±2 , . . . , y1, y2, . . .〉
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where the generators xi are of degree 0, and the generators yi are of positive degree. Moreover, for r ≥ 0,
the generators in (5.6) of degree r are in bijective correspondence with the CW cells of X of degree r+ 1.
The notion of Adams-Hilton model can be extended to topological spaces that are not necessarily
connected. To do this, one replaces Kan’s loop group functor G(−) with the Dwyer-Kan loop groupoid
functor constructed in [20]. The Dwyer-Kan loop groupoid functor is a functor G(−) : sSet → sGrpd
from the category of (not necessarily reduced) simplicial sets to the category of simplicially enriched
groupoids. It has a right adjoint, which form a Quillen equivalence pair
(5.7) G(−) : sSet // sGrpd : Woo
Applying the k-linearization functor k[−] to a simplicial groupoid Γ gives a category k[Γ] ∈ CatsModk
enriched over simplicial k-modules. Then, applying the Dold-Kan normalization N(−) to each Hom-
complexes in k[Γ] gives a non-negatively graded DG category N(k[Γ]) ∈ dgCat≥0 (see, e.g., [58]). These
construction allows one to define Adams-Hilton models for topological spaces that are not necessarily
connected.
Definition 5.8. The image of a topological space X under the composition
Ho(Top)
S(−)−−−→ Ho(sSet) G(−)−−−→ Ho(sGrpd) k[−]−−−→ Ho(CatsModk)
N(−)−−−→ Ho(dgCat≥0)
is called the Adams-Hilton model of X, and is denoted as AH(X).
In practice, the Adams-Hilton model of any topological space X can be taken to be the disjoint union
of the Adams-Hilton DGA models of the path components of X.
5.2. Calabi-Yau structures on Adams-Hilton models. In [8], Brav and Dyckerhoff constructed a
map
(5.9) α : H∗(X) → HC−∗ (AH(X))
from the homology H∗(X) of any topological space X to the negative cyclic homology HC−∗ (AH(X)) of
its Adams-Hilton model.
This map connects the topology of X with the noncommutative geometry of its Adams-Hilton model.
In particular, Poincare´ duality on X translates to Calabi-Yau structures on AH(X). More precisely, let
X be a closed oriented manifold of dimension n, and let [ξX ] ∈ HC−n (AH(X)) be the image under (5.9)
of the fundamental class [X] ∈ H∗(X). Abusing the terminology, we will still call [ξX ] the fundamental
class of X. Then we have
Theorem 5.10 ([8]). The fundamental class [ξX ] ∈ HC−n (AH(X)) is an n-Calabi-Yau structure on
AH(X).
This theorem extends to the case of manifold with boundary. Thus, let X be a compact oriented
manifold of dimension n, with a boundary ∂X. Then the inclusion ∂X ↪→ X induces a map F :
AH(∂X) → AH(X), called the peripheral map, on their Adams-Hilton models. By functoriality of the
map (5.9), the induced map on the cone gives
(5.11) α : H∗(X, ∂X) → HC−∗ (AH(X),AH(∂X))
Denote by [ξX ] ∈ HC−n (AH(X),AH(∂X)) the image under (5.11) of the relative fundamental class
[X] ∈ Hn(X, ∂X), and still call [ξX ] the relative fundamental class of X. Then we have
Theorem 5.12 ([8]). The relative fundamental class [ξX ] ∈ HC−n (AH(X),AH(∂X)) is an n-Calabi-Yau
structure on the peripheral map F : AH(∂X) → AH(X).
Now we consider Calabi-Yau completions of Adams-Hilton models of manifolds. Suppose that M is
a closed oriented manifold of dimension m, then its Adams-Hilton model AH(M) has a canonical m-
Calabi-Yau structure [ξM ] ∈ HC−m(AH(M)). We can apply the results of Sections 4.3 and 4.4 to study
the Calabi-Yau completion of AH(M). We summarize this into a theorem.
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Theorem 5.13. For p > 0, the (m+p+1)-Calabi-Yau completion of AH(M) is the Adams-Hilton model
of M × Sp+1. i.e., we have
(5.14) Πm+p+1(AH(M)) ' AH(M × Sp+1)
For p = 0. the localized (m + 1)-Calabi-Yau completion of AH(M) is the Adams-Hilton model of
M × S1. i.e., we have
(5.15) Πlocm+1(AH(M)) ' AH(M × S1)
Moreover, under the identifications (5.14) and (5.15), the canonical (m+ p+ 1)-Calabi-Yau structures
on these (localized) completions correspond to the fundamental class on Adams-Hilton model of M×Sp+1.
Proof. By (4.25), the (m+ p+ 1)-Calabi-Yau completion of AH(M) is given by the tensor product
(5.16) Πm+p+1(AH(M)) ' AH(M)⊗ k〈z〉
where z has degree |z| = p.
If p > 0, then by (5.5), the DG algebra k〈z〉 appearing above is the Adams-Hilton model of the
(p+ 1)-sphere.
Now, notice that the Adams-Hilton model of a product of spaces is simply the derived tensor products
of their Adams-Hilton models, i.e.,
(5.17) AH(X × Y ) ' AH(X)⊗L AH(Y )
Combining these results then give (5.14) when p > 0.
When p = 0, one can similarly combine (4.34), (5.5) and (5.17) to show (5.15).
The last statement then follows from Proposition 4.28 and 4.35. 
5.3. Calabi-Yau cospans and gluing. As suggested in the introduction, relative Calabi-Yau structures
can be ‘glued along common boundaries’. To formulate this, one thinks of a relative Calabi-Yau structure
on a DG functor F : A → B as a noncommtative analogoue of a manifold with boundary, where A plays
the role of the boundary. This interpretation is natural in view of Theorem 5.12 Then, one can imitate
the category of cobordism. This leads us to consider cospans of DG categories.
A cospan of DG categories is a DG functor (F2, F1) : A2 q A1 → X . This can be written alternatively
in the form [A2 F2−→ X F1←− A1 ]. We think of this as a cobordism from A1 to A2. This suggests a notion
of composition of cospans. Thus, if we are given two cospans
(5.18) (G3, G2) : A3 q A2 → Y and (F2, F1) : A2 q A1 → X
then their composition is defined to be the cospan
(5.19) [A3 G3−−→ Y G2←−− A2 ] ◦ [A2 F2−→ X F1←− A1 ] := [A3 H3−−→ Y qLA2 X
H1←−− A1 ]
where H1 and H3 are the obvious maps to the homotopy pushout Y qLA2 X .
The analogy with cobordism of manifolds suggests that, if both the cospan (G3, G2) : A3 q A2 → Y
and (F2, F1) : A2 q A1 → X have relative n-Calabi-Yau structures that coincides in some sense on
the ‘common boundary’ A2, then one should be able to glue these to a Calabi-Yau structure on the
composition (H3, H1) : A3 q A1 → Y qLA2 X .
This is indeed true, and is worked out in [8]. More precisely, consider the canonical maps of mixed
complexes
C∗(X , A2 qA1 ) → C∗(A2)[1] and C∗(Y , A3 qA2 ) → C∗(A2)[1]
This allows one to define the following mixed complex
(5.20) C∗(Y/A\X , A3 qA1 ) := cocone [C∗(Y , A3 qA2 ) ⊕ C∗(X , A2 qA1 ) → C∗(A2)[1] ]
By definition, this mixed complex has a canonical maps to the relative Hochschild complexes of both
of the cospans (5.18)
piY : C∗(Y/A\X , A3 qA1 ) → C∗(Y , A3 qA2 )
piX : C∗(Y/A\X , A3 qA1 ) → C∗(X , A2 qA1 )(5.21)
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Moreover, one has a map of mixed complexes (see [8])
(5.22) χ : C∗(Y/A\X , A3 qA1 ) → C∗(Y qLA X , A3 qA1 )
Denote by HC−∗ (Y/A\X , A3 q A1 ) the negative cyclic homology of the mixed complex (5.20). Then
the maps (5.21) and (5.22) allow one to formulate the following theorem proved in [8].
Theorem 5.23 ([8]). Suppose that [ξ] ∈ HC−n (Y/A\X , A3qA1 ) is a class whose projections piX ([ξ]) ∈
HC−n (X , A2qA1 ) and piY([ξ]) ∈ HC−n (Y , A3qA2 ) are relative n-Calabi-Yau structures on both of the
cospans (5.18), then the image χ([ξ]) ∈ HC−n (Y qLA X , A3 qA1 ) under (5.22) gives a relative n-Calabi-
Yau structure on the composition (5.19).
This theorem discusses gluing of Calabi-Yau structures at the level of chain complexes. This implies
a (non-canonical) gluing result at the level of homology.
Corollary 5.24. Suppose that [ξX ] ∈ HC−n (X , A2 q A1 ) and [ξY ] ∈ HC−n (Y , A3 q A2 ) are relative
n-Calabi-Yau structures on the cospans (5.18), whose coboundaries coincide on HC−n−1(A2), i.e., we have
(δ([ξX ]))|A2 = (δ([ξY ]))|A2
then there is a relative n-Calabi-Yau structure on the composition (5.19). Moreover, this structure is
canonical if HC−n (A2) = 0.
Proof. Apply the long exact sequence on negative cyclic homology associated to the distinguished triangle
defining the cocone (5.20). This shows the existence of a class [ξ] satisfying the assumptions of Theorem
5.23. Applying the theorem then proves the claim. 
5.4. The perversely thickened DG category. Let N be a compact oriented manifold of dimension
n, possibly with a boundary ∂N , and let M be a closed oriented manifold of dimension m smoothly
embedded in the interior of N , with an open tubular neighborhood ν(M) ⊂ N . We only consider the
case where M has codimension n−m ≥ 2, and let p := n−m− 2.
Let X = N \ ν(M) be the complement of this tubular neighborhood. Then its boundary ∂X is the
disjoint union of two parts ∂X = ∂N ∪ SM (N), where SM (N) is the total space of the unit conormal
bundle pi : SM (N) → M , which is an Sp+1-bundle over M . Suppose that this Sm+1-bundle is trivial.
We call a trivialization Φ : M × Sm+1 ∼→ SM (N) a normal framing of M ↪→ N .
As explained in the introduction, we will produce a DG category A (N,M ; Φ) by a gluing construction.
First, let AH(M) be the Adams-Hilton model of the manifold M . Consider the directed cylinder over
AH(M)
(5.25) A := AH(M) q AH(M)′ F−→ AH(M)⊗ ~I =: B
where we have notationally distinguished the second identical copy AH(M)′ from the first copy AH(M).
Notice that, since M is a closed oriented manifold of dimension m, it has a canonical m-Calabi-Yau
structure [ξM ] ∈ HC−m(AH(M)). This induces an (m)-Calabi-Yau structure on A, given by
(5.26) [ξA] := ( [ξM ] , −[ξM ] ) ∈ HC−m(AH(M)) ⊕HC−m(AH(M)′) ∼= HC−m(A)
This allows one to apply the results in Section 4.3 and 4.4 to the relative Calabi-Yau completion of
(5.25).
Definition 5.27. The n-dimensional perverse neighborhood of M is the DG category In(M) defined as
follows
(1) If p > 0, then the perverse neighborhood is the relative Calabi-Yau completion
In(M) := Πn(B,A)
(2) If p = 0, then the perverse neighborhood is the canonically deformed localized relative Calabi-Yau
completion (see Definition 4.42)
In(M) := Π
loc
n (B,A; γF (ξA))
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By definition of (localized) relative Calabi-Yau completions, there come with canonical maps
Πn−1(A) =
(
Πn−1(AH(M))
) q (Πn−1(AH(M)′) ) → Πn(B,A)
Πlocn−1(A) =
(
Πlocn−1(AH(M))
) q (Πlocn−1(AH(M)′) ) → Πlocn (B,A)
By Theorem 5.13, the domain of these maps can be identified with the Adams-Hilton models of
M × Sp+1. Therefore, there is a canonical map
(5.28) AH(M × Sp+1) q AH(M × Sp+1)′ (i,i
′)−−−→ In(M)
This map allows us to glue this DG category with the topology of the embedding M ↪→ N .
Thus, returning to the setting of the beginning of this subsection. Then the normal framing Φ :
M × Sp+1 ∼→ SM (N) allows one to identify the Adams-Hilton models AH(M × Sp+1) ' AH(SM (N)).
The decomposition of ∂X into the disjoint union ∂X = ∂N ∪ SM (N) then allows us to give a cospan of
DG categories
(5.29) AH(M × Sp+1) q AH(∂N) (AH(Φ),i∂N )−−−−−−−−→ AH(X)
One can then form the composition of the cospans (5.28) and (5.29). The result is the following
Definition 5.30. The perversely thickened DG category of (N,M,Φ) is the DG category A (N,M ; Φ)
defined as the homotopy pushout
A (N,M ; Φ) := hocolim
[
In(M)
i′←− AH(M × Sp+1) AH(Φ)−−−−→ AH(X)
]
This comes with a canonical map
(5.31) AH(M × Sp+1) q AH(∂N) → A (N,M ; Φ)
called the perverse peripheral map.
Then we have
Theorem 5.32. The perverse peripheral map has a relative n-Calabi-Yau structure. Moreover, if M is
aspherical, i.e., if pii(M) = 0 for all i > 1, then this structure is canonical.
Proof. The perverse peripheral map is the composition of the cospans (5.28) and (5.29). By Corollary
5.24, to give a relative n-Calabi-Yau structure, it suffices to give relative n-Calabi-Yau structures on both
(5.28) and (5.29) whose induced (n− 1)-Calabi-Yau structures on AH(M × Sp+1) agree.
By construction, the cospan (5.28) can be identified with a (localized) n-Calabi-Yau completion, and
therefore has a canonical relative n-Calabi-Yau structure. Moreover, by Theorem 5.13, under this iden-
tification the induced (n − 1)-Calabi-Yau structures on AH(M × Sp+1) is the fundamental class of the
closed oriented manifold M × Sp+1.
The other cospan (5.29) has a relative n-Calabi-Yau structure given by the relative fundamental class
of X. The induced (n − 1)-Calabi-Yau structures on AH(M × Sp+1) is therefore also given by the
fundamental class of M × Sp+1. These two classes therefore coincide in AH(M × Sp+1).
Finally, notice that if M is aspherical, then so is M×S1. Hence HC−n (M×S1) = 0. The last statement
then follows again from Corollary 5.24. 
5.5. Multiplicative preprojective algebra. We compute the perversely thickened DG category for
the case when N is the 2-dimensional disk N = D, and M is a finite set of points M = {p1, . . . , pn} in
the interior of N . In this case, there is a unique trivialization of the conormal bundle of M in N . We
will therefore not mention this trivialization in our notation.
We first compute the 2-dimensional perverse neighborhood of the 0-dimensional manifold M . Since
M is a disjoint union of n points, it suffices to perform this calculation for the case when M has only one
point M = {p1}.
Thus, we first compute the deformed relative 2-Calabi-Yau completion of the map
(5.33) F : A = [ 1 0 ] ↪→ [ 1 a−→ 0 ] =: B
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where the arrow a has degree 0.
The standard resolution Res(A) of A is given by A itself, which is semi-free over the basis set {E1, E0}.
The standard resolution Res(B) of B is semi-free over the basis set {E1, E0, sDa} where the basis element
sDa has differential
d(sDa) = a · E1 − E0 · a
Therefore, the cone
Ξ = cone [ Res(B)∨ γ
∨
F−−→ Res(A)∨ ]
is semi-free over the basis
(5.34) { s(E1,B)∨ , s(E0,B)∨ , s(sDa)∨ , (E1,A)∨ , (E0,A)∨ }
with differentials (see (2.5) and (2.6)) given by
d(s(sDa)∨) = 0 d((E1,A)∨) = 0 d((E0,A)∨) = 0
d(s(E1,B)∨) = (E1,A)∨ + s(sDa)∨ · a
d(s(E0,B)∨) = (E0,A)∨ − a · s(sDa)∨
(5.35)
Rename the basis elements (5.34) as
µ1 := −(E1,A)∨ µ0 := (E0,A)∨
ξ1 := −s(E1,B)∨ ξ0 := s(E0,B)∨
a∗ := s(sDa)∨
(5.36)
The relative Calabi-Yau completion of (5.33) is then has the presentation
(5.37) Π1(A) = k
〈
1
µ1

0
µ0

〉
mapping into
(5.38) Π2(B,A) = k
〈
1
µ1

ξ1
ZZ
a
++ 0
µ0

ξ0
ZZ
a∗
kk
〉
The deformation parameter for the canonically deformed localized relative 2-Calabi-Yau completion
(Definition 4.42) is given by the image of (5.26) under the map γF : HC
−
0 (A) → HC−0 (B). Therefore, it
is represented by
γF (ξA) = E1,B − E0,B ∈ B ⊗Be Res(B)
Therefore, the deformed localized relative 2-Calabi-Yau completion of (5.33)
(5.39) Πloc1 (A) → Πloc2 (B,A; γF (ξA))
is given by the presentation
(5.40) k〈µ±1 〉 q k〈µ±0 〉 −→ k
〈
k〈µ±1 〉
ξ1
 a
--
k〈µ±0 〉
ξ0

a∗
mm
〉
with differentials
d(µ1) = d(µ0) = 0
d(a) = d(a∗) = 0
d(ξ1) = µ1 − a∗a− 1
d(ξ0) = µ0 − aa∗ − 1
(5.41)
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This gives a presentation of the 2-dimensional perverse neighborhood I2({∗}) of 0-dimensional mani-
fold {∗}.
The other ingredient of the perversely thickened DG category (Definition 5.30) of the pair (D2, {p1, . . . , pn})
is the Adams-Hilton model of the complement X = D2 \ ν{p1, . . . , pn} of the tubular neighborhood of
{p1, . . . , pn} in the disk D2. Since X is aspherical, its Adams-Hilton model AH(X) is simply given by
the group algebra of its fundamental group
AH(X) = k[pi1(X)] = k〈T±1 , . . . , T±n 〉
The peripheral maps are specified with
(5.42) AH(∂D2) = k〈Q±〉 Q 7→T1...Tn−−−−−−−−→ k〈T±1 , . . . , T±n 〉 = AH(X)
(5.43) AH(∂ν{pi}) = k〈µ′±i 〉
µ′i 7→Ti−−−−−−−−→ k〈T±1 , . . . , T±n 〉 = AH(X)
Therefore, to compute the perversely thickened DG category A (D2, {p1, . . . , pn}), we form the n-fold
disjoint union of I2({∗}), and glue it with the Adams-Hilton model of the complement X. For notational
convenience, we rename the object 0 in (5.40) as 1′. Thus, in the n-fold coproduct
I2({p1, . . . , pn}) = I2({p1}) q . . . q I2({pn})
the arrows corresponding to the i-th copy of (5.40) will be denoted as µi, µ
′
i, ai, a
∗
i , ξi, ξ
′
i.
Then, the perversely thickened DG category A (D2, {p1, . . . , pn}) is given as the (homotopy) pushout3
of the following diagram
(5.44)
[
I2({p1}) q . . . q I2({pn}) (i
′
1,...,i
′
n)←−−−−−− k〈µ′±1 〉 q . . . q k〈µ′±n 〉
µ′i 7→Ti−−−−−→ k〈T±1 , . . . , T±n 〉
]
A direct calculation of this pushout will then give the following presentation
(5.45) A (D2, {p1, . . . , pn}) =

k〈µ±1 〉
ξ1

a1
!!
· · · k〈µ±n 〉
ξn

anvv
k〈T±1 , . . . , T±n 〉
ξ′1,...,ξ
′
n
VV
a∗1
aa a∗n
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
with differentials
(5.46) d(ξi) = µi − a∗i ai − 1 d(ξ′i) = Ti − aia∗i − 1
It will be shown in Proposition A.21 that the DG category (5.40) is acyclic in positive degree. Therefore,
it is quasi-equivalent to its 0-th homology. We summarize this into the following
Theorem 5.47. The perversely thickened DG category A (D2, {p1, . . . , pn}) of the pair (D2, {p1, . . . , pn})
is given by the k-category
(5.48)
A (D2, {p1, . . . , pn}) =

k〈µ±1 〉
a1
!!
· · · k〈µ±n 〉
anvv
k〈T±1 , . . . , T±n 〉
a∗1
aa a∗n
55

/ (
µi = a
∗
i ai + 1
Ti = aia
∗
i + 1
)
3It follows from Proposition A.8 and A.4 (see also Remark A.9) that the ordinary pushout of this diagram represents
its homotopy pushout. In the remaining of this paper, when we write “(homotopy) pushout”, we will implicitly mean that
the ordinary pushout and the homotopy pushout coincide in that case.
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Moreover, the perverse peripheral map
(5.49) k〈µ±1 〉 q . . .q k〈µ±n 〉 q k〈Q±〉 −→ A (D2, {p1, . . . , pn})
is given by
µi 7→ µi Qi 7→ T1 . . . Tn
This map has a canonical relative 2-Calabi-Yau structure.
We think of the perverse peripheral map (5.49) as sperifiying the non-central coefficients µ1, . . . µn, Q
inside the k-category A (D2, {p1, . . . , pn}). To make these into central coefficients, we perform a boundary
reduction.
Thus, we consider the map k〈µ±i 〉 ↪→ k〈µ±i , νi〉, where νi has degree 1, with differential d(νi) = µi− ti,
for an invertible element ti ∈ k× in the base commutative ring k. One can show that this map is quasi-
equivalent to the peripheral map AH(S1) → AH(D2) associated to the disk D2 with boundary S1 (see
(5.6)). Therefore, it has a canonical relative 2-Calabi-Yau structure.
Similarly, consider the map k〈Q±〉 ↪→ k〈Q±, Q˜〉, where Q˜ has degree 1, with differential d(Q˜) = Q−q,
for an invertible element q ∈ k×. Then this map also has a canonical relative 2-Calabi-Yau structure.
We can use these maps to turn the non-central parameter (5.49) of the perversely thickened DG
category into central ones. Formally, we take the homotopy pushout
k〈µ±1 〉 q . . .q k〈µ±n 〉 q k〈Q±〉 //

A (D2, {p1, . . . , pn})

k〈µ±1 , ν1〉 q . . .q k〈µ±n , νn〉 q k〈Q±, Q˜〉 // A (D2, {p1, . . . , pn})|(t1,...,tn,q)
The result is the DG category
(5.50) A (D2, {p1, . . . , pn})|(t1,...,tn,q) =

•
ν1

a1

· · · •
νn

an
uu•
Q˜
ZZ
a∗1
XX
a∗n
55

with differentials
d(νi) = a
∗
i ai + 1− ti d(Q˜) =
( n∏
i=1
(1 + aia
∗
i )
)− q
This is called the derived (multiplicative) preprojective algebra in [10] because its 0-th homology
(5.51) H0(A (D
2, {p1, . . . , pn})|(t1,...,tn,q) ) =

1
a1

· · · n
an
vv0
a∗1
WW
a∗n
66

/(
ti = 1 + a
∗
i ai
q =
∏n
i=1(1 + aia
∗
i )
)
is essentially isomorphic to the multiplicative preprojective algebra defined and studied in [16]. Precisely,
the total algebra, i.e., the sum of all the Hom-complexes, of (5.51) is isomorphic to the multiplicative
preprojective algebra as an algebra with idempotents.
Since the DG-category (5.50) is defined as a composition of 2-Calabi-Yau cospans, we have the following
Theorem 5.52. The DG category (5.50) has a canonical 2-Calabi-Yau structure.
Notice that a similar result has already appeared in [10, Theorem 1.7]. A conjectural relation with the
present result is also briefly discussed in [10, Section 5.C].
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Remark 5.53. In [10], R. Bezrukavnikov and M. Kapranov constructed higher genus generalizations of
the (derived) multiplicative preprojective algebra. From the point of view of the present paper, these DG
categories can be obtained by gluing ther perverse neighborhood along different gluing patterns. Given
a graph Γ, choose a genus gv for each vertex v ∈ Γ. Suppose v is an nv-valent vertex, then remove nv + 1
disks from the genus g closed surface Σg. Then, glue in the perverse neighborhoods according to the
shape of the graph Γ, as in the following example
• •
•
 
This gives a DG category A (Γ; (gv)v∈Vert(Γ)) defined as a homotopy pushout. For each vertex, there
will be a remaining S1-boundary after the gluing. This induces a map from the Adams-Hilton model
AH(S1) ' k〈µ±v 〉 associated to each vertex v. The collection of these maps can be written as a map
qv∈Vert(Γ) k〈µ±v 〉 → A (Γ; (gv)v∈Vert(Γ))
which has a canonical relative 2-Calabi-Yau structure.
5.6. The link DG category. A link L in R3 can be equivalently thought of as a link L inside a closed
ball N of large radius. Therefore, one can view this to be in the setting of Section 5.4. In this case,
specifying a normal framing Φ is equivalent to specifying a framing of the link L ⊂ R3 in the classical
sense.
We compute in this subsection the perversely thickened DG category for the pair (R3, L). The result is
the link DG category constructed in [5]. This DG category extends the Legendrian DG algebra [45, 46, 24]
of the unit conormal bundle ST ∗LR3 ⊂ ST ∗R3.
As in the last subsection, we first compute the relative 3-Calabi-Yau completion of the directed cylinder
(5.54) A := k〈v±1 〉 q k〈v±0 〉 → A⊗ ~I
By the result of Section 4.1 (see (4.9)), one can take the semi-free resolution
−→
CylBL(A) of the target A⊗ ~I
in (5.54). In other words, consider
(5.55) A := k〈v±1 〉 q k〈v±0 〉 F−→
[
k〈v±1 〉
a ,,
b
%%
k〈v±0 〉
]
=: B
where the generators have degrees |v1| = |v0| = |a| = 0 and |b| = 1, with differential d(b) = v0 · a− a · v1.
To compute the relative 3-Calabi-Yau completion of (5.55), we first notice that the standarad resolution
Res(A) of A is semi-free over the basis {E1, E0, sDv1, sDv0} with differentials
d(sDv1) = v1 · E1 − E1 · v1
d(sDv0) = v0 · E0 − E0 · v0(5.56)
Similarly, Res(B) is semi-free over {E1, E0, sDv1, sDv2, sDa, sDb} with differentials
d(sDv1) = v1 · E1 − E1 · v1
d(sDv0) = v0 · E0 − E0 · v0
d(sDa) = a · E1 − E0 · a
d(sDb) = b · E1 − E0 · b− sDv0 · a− v0 · sDa+ sDa · v1 + a · sDv1
(5.57)
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Therefore, the shifted cone
Ξ = cone
[
Res(B)∨ γ
∨
F−−→ Res(A)∨ ] [1]
is semi-free over the basis
(5.58)
{
sE∨1,A , sE
∨
0,A , s(sDv1,A)
∨ , s(sDv0,A)∨
s2E∨1,B , s
2E∨0,B , s
2(sDv1,B)∨ , s2(sDv0,B)∨ , s2(sDa)∨ , s2(sDb)∨
}
with differentials (see (2.5) and (2.6)) given by
d(s(sDv1,A)∨) = d(s(sDv0,A)∨) = 0
d(sE∨1,A) = −v1 · s(sDv1,A)∨ + s(sDv1,A)∨ · v1
d(sE∨0,A) = −v0 · s(sDv0,A)∨ + s(sDv0,A)∨ · v0
d(s2(sDb)∨) = 0
d(s2(sDa)∨) = −v1 · s2(sDb)∨ + s2(sDb)∨ · v0
d(s2(sDv1,B)∨) = −s2(sDb)∨ · a− s(sDv1,A)∨
d(s2(sDv0,B)∨) = a · s2(sDb)∨ − s(sDv0,A)∨
d(s2E∨1,B) = −s2(sDv1,B)∨ · v1 + v1 · s2(sDv1,B)∨ − s2(sDa)∨ · a− s2(sDb)∨ · b− sE∨1,A
d(s2E∨0,B) = −s2(sDv0,B)∨ · v0 + v0 · s2(sDv0,B)∨ + a · s2(sDa)∨ + b · s2(sDb)∨ + sE∨0,A
(5.59)
Rename the basis elements (5.58) as
µ1 := −s(sDv1,A)∨ µ0 := s(sDv0,A)∨(5.60)
t1 := −sE∨1,A t0 := sE∨0,A(5.61)
a∗ := s2(sDb)∨ b∗ := s2(sDa)∨(5.62)
ξ1 := s
2(sDv1,B)∨ ξ0 := −s2(sDv0,B)∨(5.63)
η1 := −s2E∨1,B η0 := s2E∨0,B(5.64)
Then the relative 3-Calabi-Yau completion of (5.55) then has the presentation
(5.65) Π2(A) =
[
k〈v±1 , µ1, t1〉 q k〈v±0 , µ0, t0〉
]
and
(5.66) Π3(B,A) =
 k〈v±1 , µ1, t1〉
ξ1

η1
VV
a --
b
((
k〈v±0 , µ0, t0〉
ξ0

η0
VVa∗mm
b∗
hh

The deformation parameter for the canonically deformed localized relative 3-Calabi-Yau completion
(Definition 4.42) is given by the image of (5.26) under the map γF : HC
−
1 (A) → HC−1 (B). Therefore, it
is represented by
γF (ξA) = sDv1,B − sDv0,B ∈ B ⊗Be Res(B)
Therefore, the deformed localized relative 2-Calabi-Yau completion of (5.55)
(5.67) Πloc2 (A) → Πloc3 (B,A; γF (ξA))
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is given by the presentations (5.65) and (5.66), with the generators µ1 and µ0 inverted, and with differ-
entials given by
d(v1) = d(v0) = d(a) = 0
d(µ1) = d(µ0) = d(a
∗) = 0
d(b) = v0 · a− a · v1 d(b∗) = a∗v0 − v1a∗
d(t1) = µ1v1 − v1µ1 d(t0) = µ0v0 − v0µ0
d(ξ1) = −a∗a+ µ1 − 1 d(ξ0) = −aa∗ + µ0 − 1
d(η1) = ξ1v1 − v1ξ1 + b∗a+ a∗b− t1
d(η0) = ξ0v0 − v0ξ0 + ab∗ + ba∗ − t0
(5.68)
Now, notice that Πloc2 (A) = k〈v±1 , µ±1 , t1〉 q k〈v±0 , µ±0 , t0〉 is acyclic in positive degree, and is therefore
quasi-equivalent to the alternative presentation
(5.69) Πloc2 (A) =
[
k[v±1 , µ
±
1 ] k[v
±
0 , µ
±
0 ]
]
Similarly, the DG category Πloc3 (B,A; γF (ξA)) also has a simplified form
(5.70) Πloc3 (B,A; γF (ξA)) =
 k[v±1 , µ±1 ]
ξ1

η1
VV
a --
b
''
k[v±0 , µ
±
0 ]
ξ0

η0
VVa∗mm
b∗
gg

This gives a presentation of the 3-dimensional perverse neighborhood
(5.71) I3(S
1) = Πloc3 (B,A; γF (ξA))
Now, we glue this perverse neighborhood with the Adams-Hilton model AH(X) of the link complement
X = R3 \ ν(L). The normal framing Φ specifies a map AH(Φ) : AH(S1 × S1) → AH(X). Since the 2-
torus S1 × S1 is aspherical, its Adams-Hilton model is simply given by its group algebra. i.e., we have
AH(S1 × S1) ' k[λ±, µ±], where µ is the meridian, and λ is the longitude determined by the normal
framing Φ.
The localized 2-Calabi-Yau completion of A can then be identified with the disjoint union AH(S1 ×
S1) q AH(S1 × S1)′, where we identify the generators (v1, µ1, v0, µ0) in (5.69) with the generators
(λ−11 , µ1, λ
′−1
1 , µ
′
1) in the disjoint union AH(S
1 × S1) q AH(S1 × S1)′. For convenience of notation,
rename the object 0 in (5.70) as 1′, and rename the generators accordingly.
Thus, the perversely thickened DG category A (R3, L; Φ) is given by the (homotopy) colimit of the
following diagram
(5.72)
[
I3(S
1)q r. . . qI3(S1) (i
′
1,...,i
′
r)←−−−−−− AH(S1 × S1) q r. . . q AH(S1 × S1) −→ AH(X)
]
where r is the number of components of the link L.
The result of this calculation is summarized in the following
Theorem 5.73. The perversely thickened DG category A (R3, L; Φ) associated to a framed link L ⊂ R3
has the presentation
(5.74) A (R3, L; Φ) =

k[λ±1 , µ
±
1 ]
ξ1

η1
VV
a1
&&
b1

· · · k[λ±r , µ±r ]
ξr

ηr
VV
ar
tt brppAH(X)
ξ′1,...,ξ
′
r

η′1 ...,η
′
r
WW
a∗1
ff
b∗1
^^
a∗r
44b∗r
00

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with differentials given by
d(λi) = d(µi) = d(ai) = d(a
∗
i ) = 0
d(bi) = φi(λi)
−1 · ai − ai · λ−1i d(b∗i ) = a∗i λ−1i − φi(λi)−1a∗i
d(ξi) = −a∗i ai + µi − 1 d(ξ′i) = −aia∗i + φi(µi)− 1
d(ηi) = ξiλ
−1
i − λ−1i ξi + b∗i ai + a∗i bi
d(η′i) = ξ
′
iφi(λi)
−1 − φi(λi)−1ξ′i + aib∗i + bia∗i
(5.75)
where φi : k[µi, λi] → AH(X) is the map of Adams-Hilton models for the inclusion of the i-th torus
boundary of X.
The inclusion S2 → X of a sphere of large radius into X = R3 \ ν(L) induces a canonical map
k〈τ〉
(5.5)∼= AH(S2) → AH(X) where τ has degree 1. This gives a canonical map
(5.76) k[λ±1 , µ
±
1 ]q r. . . q k[λ±r , µ±r ] q k〈τ〉 → A (R3, L; Φ)
Theorem 5.77. The map (5.76) is the perverse peripheral map (Definition 5.30). This map has a
canonical relative 3-Calabi-Yau structure.
It is shown in [5] that the DG category (5.74) is quasi-equivalent to the link DG category constructed
in [5]. In particular, if we denote by A (R3, L; Φ)|{1,...,r}→{1} the DG category obtained by collapsing
the objects {1, . . . , r} in (5.74) to a single object {1}, then we have
Theorem 5.78 ([5]). The endomorphism DG algebra of the DG category A (R3, L; Φ)|{1,...,r}→{1} at
the object 1 is quasi-isomorphic to the Legendrian DG algebra [45, 46, 24] of the unit conormal bundle
ST ∗LR3 ⊂ ST ∗R3.
5.7. Relations with perverse sheaves. In both of the examples in the last two subsections, the
category of finite dimensional modules over the 0-th homology of the perversely thickened DG category
of the pair (N,M) is equivalent to the category Perv(N,M) of perverse sheaves on N constructible with
respect to the stratification {M,N \M}. The case for (N,M) = (D2, {p1, . . . , pn}) was shown in [27],
while the case for (N,M) = (R3, L) was shown in [5] (see also [6]). We show in this subsection that this
result is true in general.
The first step is to compute the 0-th homology of the perverse neighborhood. The result is given by
the following proposition, whose proof is a formalization of the calculations in the last two subsections.
Proposition 5.79. The n-dimensional perverse neighborhood In(M) of any connected closed oriented
manifold M of dimension n− 2 has 0-th homology given by
H0(In(M) ) =
[
k[pi1(M)]⊗ k〈µ±〉
a ..
k[pi1(M)]
′ ⊗ k〈µ′±〉
a∗
nn
] /
I
where I is the ideal generated by
µ = a∗a+ 1
µ′ = aa∗ + 1
λ′a = aλ for all λ ∈ pi1(M)
λa∗ = a∗λ′ for all λ ∈ pi1(M)
Proof. Choose a reduced CW cell structure on M , then by the discussion in Section 5.1, see (5.6), one
can choose an Adams-Hilton DG algebra model A = AH(M) of the form
A = k〈x±1 , x±2 , . . . , z1, . . . zp〉
where we have denoted the top degree generators as z1, . . . , zp. Thus they have degree |zi| = n− 3.
The fundamental class on the Adams-Hilton model A gives rise to a quasi-isomorphism
(5.80) ξˆ : Res(A)∨[n− 2] ∼→ A
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We need to compute the localized relative n-Calabi-Yau completion of the DG functor
A := A q A′ → A⊗ ~I
By (5.80), one can take the following model for the directed cylinder A⊗ ~I.
B = TAqA ( Res(A)∨21[n− 2] )
=
[
A
[E∨0 ],[x
∨
1 ],...,[z
∨
p ] // A′
]
where the generators [E∨0 ], [x
∨
1 ], . . . , [z
∨
p ] are the ones correspondings to the basis element [E
∨
0 ] := s
n−2E∨0 ,
[x∨1 ] := s
n−2(sDx1)∨, etc, in Res(A)∨.
The relative n-Calabi-Yau completion of the inclusoin F : A → B is therefore given by
(5.81) Πn(B,A) =
 A
S3

S4
YY
S1
++
A′
S′3

S′4
XX
S2
jj

where S1, S2, S3, S4, S
′
3, S
′
4 are the sets of generators
S1 = { [E∨0 ], [x∨1 ], . . . , [z∨p ] }
S2 = { sn−1(sD[E∨0 ])∨, sn−1(sD[x∨1 ])∨, . . . , sn−1(sD[z∨p ])∨ }
S3 = { sn−2(E0,A)∨, sn−2(sDx1,A)∨, . . . , sn−2(sDzp,A)∨ }
S4 = { sn−1(E0,B)∨, sn−1(sDx1,B)∨, . . . , sn−1(sDzp,B)∨ }
S′3 = { sn−2(E′0,A)∨, sn−2(sDx′1,A)∨, . . . , sn−2(sDz′p,A)∨ }
S′4 = { sn−1(E′0,B)∨, sn−1(sDx′1,B)∨, . . . , sn−1(sDz′p,B)∨ }
(5.82)
Under the canonical deformation parameter ηB = γF (ξA), the differentials of the degree 1 generators
sn−1(sDzi,B)∨ ∈ S4 and sn−1(sDz′i,B)∨ ∈ S′4 are given by
d(sn−1(sDzi,B)∨) = (−1)n−2
[
sn−2(sDzi,A)∨ + sn−1(sD[E∨0 ])
∨ · [z∨i ] + ξˆ((sDzi)∨)
]
d(sn−1(sDz′i,B)
∨) = (−1)n−2[sn−2(sDz′i,A)∨ − [z∨i ] · sn−1(sD[E∨0 ])∨ − ξˆ((sDzi)∨)](5.83)
In order to compute the 0-th homology, it suffices to consider only the generators of degrees 0 and 1.
In fact, we will perform a simplification of the DG category (5.81), so as to further reduce the number of
such low degree generators.
Consider the following DG subcategory of (5.81)
(5.84) E =

A
S3
 S1 ++
A′
S′3


The subcategory A〈S3〉 is simply the (n−1)-Calabi-Yau completion of A, and is therefore quasi-isomorphic
to A⊗k[µ]. The same is true for A′〈S′3〉. This gives a quasi-equivalence G : AqA′ → A⊗k[µ]qA′⊗k[µ′].
Combining with the quasi-isomorphism (5.80), one has a sequence of quasi-equivalences
E →
[
A⊗ k[µ]
S1 --
A′ ⊗ k[µ′]
]
= TA⊗k[µ]qA′⊗k[µ′](G!(Res(A)∨21[n− 2]) )
ξˆ−→ TA⊗k[µ]qA′⊗k[µ′](G!(A21) )
(5.85)
We denote by ϕ the composition of the quasi-equivalences in (5.85).
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Notice that the bimodule G!(A21) is generated by a single arrow, which we denote as a, modulo the
relations λ′a = aλ for all λ ∈ A. Therefore, we may rewrite the target of (5.85) as
TA⊗k[µ]qA′⊗k[µ′](G!(A21) =
[
A⊗ k[µ]
a --
A′ ⊗ k[µ′]
]/
(λ′a = aλ)
Under this identification, the map ϕ can be rewritten as
ϕ : E =

A
S3
 S1 ++
A′
S′3

 ∼→ [ A⊗ k[µ] a -- A′ ⊗ k[µ′] ]/ (λ′a = aλ)
This image of this map on the degree 0 generators in S1, S3, S
′
3 are given by
ϕ([z∨i ]) = ξˆ((sDzi)
∨)a
ϕ(sn−2(sDzi,A)∨) = −ξˆ((sDzi)∨)µ
ϕ(sn−2(sDz′i,A)
∨) = ξˆ((sDzi)∨)µ′
(5.86)
Now, form the (homotopy) pushout
Π′ := hocolim
[
TA⊗k[µ]qA′⊗k[µ′](G!(A21) )
ϕ←− E ↪→ Πn(B,A; η)
]
Since ϕ is a quasi-equivalence, so is its homotopy pushout ϕ′ : Πn(B,A; η) → Π′. This homotopy
pushout can be presented as
Π′ =
 A⊗ k[µ]
S4
WW
a --
A′ ⊗ k[µ′]
S′4
WW
S2
mm

/
(λ′a = aλ)
Because of (5.86), the formulas (5.83) takes the following form in the pushout Π′
d(sn−1(sDzi,B)∨) = (−1)n−2
[−ξˆ((sDzi)∨)µ+ sn−1(sD[E∨0 ])∨ · ξˆ((sDzi)∨)a+ ξˆ((sDzi)∨)]
= (−1)n−2[−µ+ sn−1(sD[E∨0 ])∨ · a+ 1] · ξˆ((sDzi)∨)
d(sn−1(sDz′i,B)
∨) = (−1)n−2[ξˆ((sDz′i)∨)µ′ − ξˆ((sDzi)∨)a · sn−1(sD[E∨0 ])∨ − ξˆ((sDzi)∨)]
= (−1)n−2ξˆ((sDzi)∨) ·
[
µ′ − a · sn−1(sD[E∨0 ])∨ · −1
]
(5.87)
In the generating set S2, the only degree 0 generator is s
n−1(sD[E∨0 ])
∨, which we denote as a∗. Its
degree one generators are given by [x∨i ]
∨, with differentials d([x∨i ]
∨) = xia∗ − a∗x′i. Therefore, at the
level of 0-th homology, these differentials impose relations λa∗ = a∗λ′ for all λ ∈ H0(A).
The lowest degree elements in the generating sets S4 and S
′
4 are the elements s
n−1(sDzi,B)∨ ∈ S4
and sn−1(sDz′i,B)
∨ ∈ S′4, which have degree 1. Their differentials are given by (5.87). Notice that,
since ξˆ : Res(A)∨[n − 2] → A is a quasi-isomorphism, an A0-bilinear combination of the elements
ξˆ((sDzi)
∨) ∈ A0 is homologous to the identity 1 ∈ A. Therefore, at the level of 0-th homology, the
differentials (5.87), for 1 ≤ i ≤ p, impose relations that are equivalent to the relations
−µ+ a∗a+ 1 = 0 and µ′ − a∗a− 1 = 0
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In other words, we have
H0(Π(B,A; η)) ∼= H0(Π′) = H0
 A⊗ k[µ]
S4
WW
a --
A′ ⊗ k[µ′]
S′4
WW
S2
mm

/
(λ′a = aλ)
∼=
[
A⊗ k[µ]
a --
A′ ⊗ k[µ′]
a∗
mm
]/µ = a∗a+ 1µ′ = aa∗ + 1
λ′a = aλ
λa∗ = a∗λ′

The proof is then finished by localizing the elemnts µ and µ−1. i.e.,
H0(In(M)) = H0(Π
loc(B,A; η)) = H0(Π(B,A; η))[µ−1, µ′−1]

An immediate consequence of this calculation is a description of the 0-th homology of the perversely
deformed DG category. Suppose that the submanifold M has r components M = M1 ∪ . . .∪Mr, Choose
a path γi from the base point of SMiN ⊂ ∂X to the basepoint of X = N \ ν(M). Together with the
normal framing Φ, this induces a map φi : pi1(Mi × S1) → pi1(X) of fundamental groups. Using this
map, one has the following description of H0(A (N,M ; Φ) ).
Theorem 5.88. The 0-th homology of the perversely deformed DG category A (N,M ; Φ) is given by
H0(A (N,M ; Φ) ) =

k[pi1(M1)]⊗ k〈µ±1 〉
a1
$$
· · · k[pi1(Mr × S1)]′ ⊗ k〈µ±r 〉
arss
k[pi1(X)]
a∗1
dd
a∗r
44

/
I
where I is the ideal generated by
µi = a
∗
i ai + 1
φi(µi) = aia
∗
i + 1
φi(λi)ai = aiλi for all λi ∈ pi1(Mi)
φi(λi)a
∗
i = a
∗
iφ(λi) for all λi ∈ pi1(Mi)
Readers who are familiar with the description of perverse sheaves in terms of the variation and canonical
maps between nearby cycle and vanishing cycle functors will find that the formulas µi = a
∗
i ai+1 appearing
in Theorem 5.88 resembles the formula µ = var ◦ can+1. A precise relation can be obtained by appealing
to the topological approach [52] to the nearby cycle and vanishing cycle functors, and is summarized in
the following theorem. The convention for the perversity function in this theorem will be discussed after
the theorem.
Theorem 5.89. If k is a field, then the category Modfd
(
H0(A (N,M ; Φ) )
)
of finite dimensional (left)
modules of the 0-th homology of the perversely thickened DG category is equivalent to the category
Perv(N,M) of perverse sheaves on N with singularities at most along M .
This theorem can be proved by combining Theorem 5.88 with the results in [52]. Recall that [52]
gives a gluing description of perverse sheaves for very general stratifications. We give a brief summary
of this description in our simple case of the stratification N = M ∪ N \M . We will specify our degree
conventions in this summary.
We will work with cohomological grading in the remaining of this subsection. Denote by Dbc(N) the
derived category of sheaves on N with bounded cohomology sheaves that are locally constant of finite
rank. Given a perversity function p : N → Z, we will write p(Y ) = p(dim(Y )) for any manifold Y . Then
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the category Pervp(N,M) of p-perverse sheaves on N with singularities at most along M is defined (see
[35]) to be the full subcategory Pervp(N,M) ⊂ Dbc(N) of complexes F ∈ Dbc(N) of sheaves satisfying
i−1(F) ∈ D≤p(M)c (N) and i!(F) ∈ D≥p(M)c (N)
j−1(F) ∈ D≤p(N\M)c (N) and j!(F) ∈ D≥p(N\M)c (N)
where i : M ↪→ N and j : N \M ↪→ M are the inclusion maps of the strata. Notice that, for the
open inclusion j, we have j−1 = j!. Therefore, the restriction condition on the strata N \M requires the
complex j−1F to be quasi-isomorphic to a locally constant sheaf concentrated in degree p(N).
We will consider ‘middle perversity’. This corresponds to taking p(l) = −l/2. Thus, for our stratifi-
cation, this means p(N \M) = −n/2 and p(M) = −n/2 + 1. However, we will deal with cases when N
is odd dimensional. For this reason, we perform an overall shift, and take p(N \M) = 0 and p(M) = 1.
This guarantees that the perversity function is well-defined in all cases. Moreover, since an overall shift
in the perversity function does not affect the category of perverse sheaves, this convention gives rise to
the usual perverse sheaves of middle perversity in the case when N has even dimension. We will still
call this the ‘middle perversity’, and will always work with this perversity function. The corresponding
category of perverse sheaves will be simply denoted as Perv(N,M).
In [52], MacPherson and Vilonen gave a simple description of the category of perverse sheaves in terms
of a gluing category. In the setting of [52], a space X has a stratification S . Suppose that U ∈ S is an
open strata with complement S, then the gluing categoryM(U, S;T )prescirbes the data required to glue
a local system on U with a perverse sheaf on S. In our case, the stratification is of the form (M,N \M).
Therefore, we may take S = M and U = N \M . Since S = M is itself a stratum, the gluing category
M(U, S;T ) specifies gluing data between local systems on U and S.
The crucial ingredient in the definition of this gluing category is a functor
(5.90) T : Loc(U) → Mor( Loc(S) ) A 7→ [F (A) T−→ G(A) ].
which associates a map of local systems on S to every local system A on U .
Given this functor, one can define the categoryM(U, S;T ) whose objects consist of pairs (A,B), where
A is a local system on U , and B is a local system on S, together with two maps a∗ : F (A) → B and
a : B → G(A) that factorizes the map TA : F (A) → G(A). i.e., we have T = aa∗. Morphisms in the
category M(U, S;T ) are pairs consisting of a map A1 → A2 in Loc(U) and a map B1 → B2 in Loc(S)
make the obvious diagrams commute.
To describe the functor, we first consider the following situation. Let pi : S1 → ∗ be the unique map
from the circle to a point, and consider the derived global section functor
Rpi∗ : Dbc(S1) → Dbc(∗)
Notice that the category of local systems on S1 is equivalent to the category of representations of
k[pi1(S
1)] ∼= k[µ±]. The equivalence Loc(S1) ' Modfd(k[µ±]) is obtained by taking the stalk Gx of a
local system G ∈ Loc(S1) at the basepoint x of S1. Moreover, if we take G to be a local system corre-
sponding to the module V over k[µ±], then its derived global section chain complex is simply given by
(see, e.g. [53, Section II.6])
(5.91) Rpi∗(V ) ' RHomk[µ±]( k, V ) ' [ 0 → V µ−1−−−→ V → 0 ]
which is a complex concentrated in degree 0 and 1.
This complex has an alternative description. Let K := {x} ⊂ S1 =: L be the basepoint of L, and
denote by κ and γ the inclusion maps κ : K ↪→ L and γ : L \K → L. Then, for any complex of sheaves
G on L, there is a canonical triangle
· · · → γ!γ−1G → G → κ∗κ−1G → γ!γ−1G[1] → · · ·
Applying the (exact) functor Rpi∗ gives the following triangle in Dbc(∗)
(5.92) · · · → Rpi∗γ!γ−1G → Rpi∗G → Rpi∗κ∗κ−1G δ−→ Rpi∗γ!γ−1G[1] → · · ·
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If G is the local system corresponding to a module V over k[µ±], then the map Rpi∗G → Rpi∗κ∗κ−1G
in (5.92) corresponds under (5.91) to the map
[ 0 → V µ−1−−−→ V → 0 ] → V
to its degree 0 part.
By uniqueness of cone, the complex Rpi∗γ!γ−1G[1] is quasi-isomorphic to the vector space V con-
centrated in degree 0, and the map Rpi∗κ∗κ−1G δ−→ Rpi∗γ!γ−1G[1] can be identified with the map
µ− 1 : V → V . This gives a description of the functor
T0 : Loc(S
1) → Mor( Loc({∗}) ), G 7→
[
H0
(
Rpi∗κ∗κ−1G
) δ−→ H0 (Rpi∗γ!γ−1G[1]) ]
This functor, together with its linear algebraic description, extends to the case when the point {∗} is
replaced by a manifold S, and the circle S1 is replaced by a trivial S1-bundle pi : L → S over S. Suppose
this bundle has a section s : S → L whose image is denoted by K. Denote by κ and γ the inclusion maps
κ : K ↪→ L and γ : L \K → L. Since L is trivialized by the section s, the category of local systems on
L can again be identified with the category Modfd(k[pi1(S)]⊗ k[µ±]). Under this equivalence, the derived
pushforward of a local system on L under pi : L → S is given by
Rpi∗(V ) ' RHomk[pi1(S)]⊗k[µ±]( k[pi1(S)], V ) ' [ 0 → V
µ−1−−−→ V → 0 ]
The same argument then allows us to give a linear algebraic description of the following functor
(5.93) T0 : Loc(L) → Mor( Loc(S) ), G 7→
[
H0
(
Rpi∗κ∗κ−1G
) δ−→ H0 (Rpi∗γ!γ−1G[1]) ]
This can be summarized as
Proposition 5.94. For any local system G ∈ Loc(L), both the complexes Rpi∗κ∗κ−1G and Rpi∗γ!γ−1G[1]
have homology concentrated in degree 0.
Moreover, under the equivalences of categories
Loc(L) ' Modfd(k[pi1(S)]⊗ k[µ±]) and Loc(S) ' Modfd(k[pi1(S)])
the functor (5.93) sends a module V ∈ Modfd(k[pi1(S)] ⊗ k[µ±]) to the map [V µ−1−−−→ V ] of k[pi1(S)]-
modules.
Now we get back to the situation when S = M is a submanifold of codimension 2 of a manifold N .
Then there is, up to isotopy, a canonical inclusion from the unit normal bundle L := SM (N) to the
complement U := N \M of M in N . We denote this inclusion by iL : L → U . The normal framing Φ of
M ⊂ N gives a trivialization of the bundle pi : L → S. This allows us to define the set K ⊂ L as above,
and hence the functor (5.93). Using this construction, we define (5.90) as the composition
(5.95) T : Loc(U)
i−1L−−→ Loc(L) (5.93)−−−−→ Mor( Loc(S) )
Proposition 5.94 then allows us to give a simple description of this functor. Retain the notation in the
paragraph preceding Theorem 5.88. Then under the equivalence
Loc(U) ' Loc(X) ' Modfd(k[pi1(X)]) , Loc(M) ' Modfd(k[pi1(M1)])× . . .× Modfd(k[pi1(M1)])
the functor (5.95) sends a module V over k[pi1(X)] to the map of modules[
(V, . . . , V )
(φ1(µ1)−1 ,..., φr(µr)−1 )−−−−−−−−−−−−−−−−→ (V, . . . , V )
]
∈ Mor ( Modfd(k[pi1(M1)])× . . .× Modfd(k[pi1(M1)]) )
By the first part of Propsition 5.94, the closed subset K ⊂ L is a perverse link bundle in the sense of
[52, Definition 4.1]. Therefore, one can apply [52, Theorem 4.5] to show that the category Perv(N,M) of
perverse sheaves on N constructible with respect to the stratification {M , N \M} is equivalent to the
gluing category M(U, S;T ) defined above.
By the above description of the functor T , objects of this gluing category can be described as consisting
of a tuple (V,W1, . . .Wr), where V ∈ Modfd(k[pi1(X)]) and Wi ∈ Modfd(k[pi1(Mi)]), together with maps
59
a∗i : V → Wi and ai : Wi → V of k[pi1(Mi)]-modules, such that aia∗i = φi(µi)− 1. (Here, V is regarded
as a k[pi1(Mi)]-module by the map k[pi1(Mi)] → k[pi1(Mi × S1)] φi−→ k[pi1(X)].) In other words, the
gluing category is equivalent to the category of finite dimensional left modules over the k-category
(5.96)

k[pi1(M1)]
a1
!!
· · · k[pi1(Mr)]
aruu
k[pi1(X)]
a∗1
aa
a∗r
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
/
I0
where I0 is the ideal generated by
φi(µi) = aia
∗
i + 1
φi(λi)ai = aiλi for all λi ∈ pi1(Mi)
φi(λi)a
∗
i = a
∗
iφ(λi) for all λi ∈ pi1(Mi)
In this last k-category, the map a∗i ai + 1 is invertible, and commute with all the elements in pi1(Mi).
In fact, a direct calculation shows that its inverse is given by (a∗i ai + 1)
−1 = 1− a∗iφi(µ)−1ai. Since the
k-category described in Theorem 5.88 is obtained from (5.96) by formally adding an invertible variable
µi commuting with pi1(Mi), modulo the relation µi = a
∗
i ai + 1, this does not change the isomorphism
type of the k-categories. This completes the proof of Theorem 5.89.
Remark 5.97. In the construction of the perverse neighborhood (Definition 5.27) of M , we started with
the directed cylinder (5.25) of the Adams-Hilton model AH(M) of M . One could replace the directed
cylinder with the l-shifted directed cylinder. i.e., take B := AH(M) ⊗ ~I [l] in (5.25). We expect that
the resulting (l-shifted) perversely thickened DG category will be related to perverse sheaves of other
perversities.
6. Concluding remarks
We mention some possible relation with other work in the literature. We hope to clarify these relations
in future work.
1. In [5], the link DG categoryA (R3, L; Φ) was constructed as a different homotopy pushout. Namely,
consider the braid group Bn acting on the 2-dimensional disk with n mark points as the mapping class
group. This induces an action on the perversely thickened DG category A (D2, {p1, . . . , pn}). In the case
for points in the disk, we have seen in Section 5.5 that the DG category has homology concentrated in
degree 0. One can therefore consider the braid group action on A˜(n) := H0((D
2, {p1, . . . , pn})). This
action was studied in [27], which gave explicit formula for the action. It turns out (see [5]) that the
perversely thickened DG category for (R3, L) is given by the homotopy pushout
(6.1) A (R3, L; Φ) = hocolim
[
A˜(n)
(β,id)←−−− A˜(2n) (id,id)−−−−→ A˜(n) ]
where β ∈ Bn is any braid that closes to the link L.
This pushout can be heuristically viewed as a gluing construction. To see this, suppose the braid β
is located in the region {x < 0}, and is closed to the link L by letting the two ends of the braid pass
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through the hyperplane {x = 0} and close in the region {x > 0}, and in the following diagram
The hyperplane X0 = {x = 0} separates the solid ball B3 into two regions X≥0 = {x ≥ 0} and
X≤0 = {x ≤ 0}. Both of them contain a closed subset of the link L. The picture shows that both of the
pair (X≥0, L ∩X≥0) and (X≤0, L ∩X≤0) are homeomorphic to (D2, {p1, . . . , pn})× [0, 1]. Similarly, the
pair (X0, L ∩X0) is homeomorphic to (D2, {p1, . . . , pn, p′n, . . . , p′1}).
Heuristically, we think of the pair (D2, {p1, . . . , pn}) × [0, 1] as ‘essentially equivalent’ to the pair
(D2, {p1, . . . , pn}), and hence associate to both (X≥0, L∩X≥0) and (X≤0, L∩X≤0) the perversely thick-
ened DG category A˜(n). Under this association, the gluing of the above diagram could be expressed as
the homotopy pushout (6.1).
This heuristic argument suggests that perversely thickened DG categories should well-behaved under
gluing. In other words, they should form a costack of DG categories on stratified spaces. However, to
make the statement precise, one should associate a DG category to both of the pairs (X≥0, L∩X≥0) and
(X≤0, L ∩X≤0). These pairs are of the form (N × I,M × I), where M ⊂ N is an embedded manifold.
Both N × I and M × I are themselves manifolds with boundary. In the gluing constructions, one will
then encounter manifolds with corners.
Therefore, even in this simple case, it seems to be useful to generalize the notion of relative Calabi-
Yau structure to a “fully extended” one, which covers also manifolds with corners. We expect that the
generalization of the perversely deformed DG category to these contexts will have application to perverse
sheaves with respect to stratifications other than the simple ones of the form (M,N \M) that we consider
in this paper.
2. By construction, the perverse peripheral pair (5.31) always has a relative Calabi-Yau structure (see
Theorem 5.32). By the main result of [9], announced in [8], this induces shifted Lagrangian structures
on the corresponding maps of the derived moduli stacks of pseudo-perfect modules.
V. Shende and A. Takeda obtained a similar result in [55]. Building on the work of D. Nadler [49, 50]
on combinatorial models, called arboreal spaces, of categories of microlocal sheaves. For a manifold M ,
together with a Legendrian submanifold Λ ⊂ ST ∗(M) in the unit cotangent bundle of M , they studied
the sheaf µloc of DG categories of microlocal sheaves on the stratified space X defined as the union of
the zero section M ⊂ T ∗M with the cone in T ∗M over Λ. They showed that the pair (X, µloc) forms a
so-called locally arboreal space, endowed with a natural orientation structure. The orientation structure
then induces shifted Lagrangian structures on the map M(X) → M(∂X) of derived moduli stack of
pseudo-perfect objects induced by the boundary inclusion ∂X ⊂ X.
In particular, they mentioned that the map from the augmentation variety of knot contact homology
to k× × k× can be identified with the map M(X) → M(∂X) in the case when the Legendrian Λ is
given by the unit conormal bundle Λ = ST ∗L(R3) of the given link L. Therefore this map has a canonical
Lagrangian structure.
In view of Theorem 5.78, 5.32 and 5.89, these results are therefore very similar to the results in this
paper. However, it seems that the approach in the present paper is more akin to perverse sheaves rather
than constructible sheaves in general. (See, for example, Theorem 5.89). In particular, it is not clear to
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us what is the role of t-structures in the work of [47, 48, 49, 50, 55]. It would be very interesting to find
a precise relation between loc.cit. and the present work.
3. Recent work [19] of K. Cieliebak, T. Ekholm, J. Latschev and L. Ng used string topology operations
to define a string homology Hstring∗ (K) associated to a codimension 2 submanifold K inside a smooth
n-dimensional manifold Q. For the case when Q = R3 and K is a knot in it, it is proved in [19] that the
degree 0 string homology is isomorphic to the degree 0 knot contact homology.
By the work [14] of Cohen and Ganatra (see also [12]), one can view string topology operations as
structures induced by an underlying Calabi-Yau strucure on a DG category. From this perspective, it
seems useful to clarify whether the string topology operations defining the string homology in [19] can be
interpreted algebraically. In particular, we hope that this clarification would lead to relations between
[19] and the present work.
4. Throughout this paper, we have considered DG categories, i.e., categories enriched over the sym-
metric monoidal model category C(k) of chain complexes over k. However, in all our main constructions,
we have only used some very basic properties of shifts and duality on C(k). Therefore, it seems that there
is a direct generalization to categories enriched over other (stable) symmetric monoidal model categories
[31], such as the category of spectra (see, e.g., [59]). We expect that such generalization would give
spectral enrichments of categories arising in contact geometry. See also [51] for work in this direction.
Appendix A. Some results about homotopy pushout of DG categories
We collect some results about homotopy pushout of DG categories. These results are probably well-
known to experts. However, we have not been able to find an explicit reference. Then, we will use these
results to prove that certain explicitly defined DG functors are quasi-equivalences.
Throughout this paper, when we speak of homotopy pushout, we always mean the total left derived
functor of the pushout functor (see, e.g., [21] for an overview). In the first part of this appendix, we will
give some criteria for a diagram to be adapted under pushout, in the sense of the following
Definition A.1. A diagram [X
f←− Z g−→ Y ] in a model category C is said to be adapted under
pushout if the canonical mapfrom its homotopy pushout to its ordinary pushout is an isomorphism in
the homotopy category Ho(C).
Recall that a model category C is said to be left proper if pushout of a weak equivalence along a
cofibration is still a weak equivalence. If C is left proper, then [X f←− Z g−→ Y ] is adapted under
pushout if at least one of the maps f or g is a cofibration. However, the category dgCatk of all small
DG categories, endowed with Tabuada’s quasi-equivalence model structure [57], is not left proper if k is
not assumed to be a field. The first part of this appendix gives a substitute for left properness that is
sufficient for our purposes.
Definition A.2. Let C be a model category. An object A ∈ C is said to be left proper if, for all trivial
fibration pA : QA
∼ A from a cofibrant object QA, and all cofibrations f : QA ↪→ R, the pushout of pA
along f is a weak equivalence:
AqQA R ∼→ R
Clearly, if C is left proper in the ordinary sense, then every object is left proper. We will see that the
converse is also true (see Corollary A.7), hence no confusion should arise.
We first prove the following
Proposition A.3. Suppose that in the diagram P = [X
f←− Z g↪→ Y ] , the object Z is cofibrant, the
map g : Z ↪→ Y is a cofibration, and the object X is left proper, then P is adapted under pushouts.
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Proof. Factorize the map f : Z → X into Z f˜↪→ X˜ ∼→ X. Consider the following two-step pushout
Z 
 // _

X˜
∼ // // _

X _

Y 
 // W˜ // W
where W and W˜ are defined to be the appropriate pushouts. Then, by definition of left properness of X,
the map W˜ → W is a weak equivalence. Since W˜ represents the homotopy pushout of the diagram P ,
this completes the proof. 
Proposition A.4. Suppose that in the diagram P = [X
f←− Z g↪→ Y ] , both X and Z are left proper
objects, and the map g : Z ↪→ Y is a cofibration, then P is adapted under pushouts.
Proof. Choose replacement P˜ = [X ← QZ ↪→ QY ] of the diagram P . Then Proposition A.3 implies
that the homotopy colimit of P˜ , and hence of P , is represented by the pushout W˜ := colim ( P˜ ).
Next, notice that the map QZ → X can be factorized as a composition QZ
∼ Z f−→ X. Therefore,
W˜ fits into the following two-step pushout diagram.
QZ
∼ // //
 _

Z
f //

X

QY
  // Y˜ // W˜
Then, notice that, by left properness of Z, the map QY → Y˜ is a weak equivalence, hence so is the
canonical map Y˜ → Y .
Therefore, if we let P˜ ′ = [X ← Z ↪→ Y˜ ], then the above two-step pushout shows that colim ( P˜ ′ ) =
W˜ . Moreover, the canonical map P˜ ′ → P , which we have seen to be objectwise weak equivalences, induce
the canonical map W˜ → W , which we have seen to represent the map from the homotopy pushout of P
to the ordinary pushout of P . The proof is therefore complete by applying the following lemma. 
Lemma A.5. Let C be any model category. Suppose Z ↪→ Y˜ is a cofibration, and Y˜ ∼→ Y is a weak
equivalence such that the composition Z ↪→ Y˜ → Y is a cofibration. Then pushout along any map
Z → X induces a weak equivalence X qZ Y˜ → X qZ Y˜ .
Proof. Let Z ↓ C and X ↓ C be the under categories of Z and X respectively. Then pushout determines
a functor
(A.6) X qZ − : Z ↓ C → X ↓ C
This functor has a right adjoint defined by pre-composing with Z → X.
This right adjoint clearly preserves weak equivalences and fibrations. Therefore, this adjunction is
a Quillen adjunction. In particular, the functor (A.6) preserves weak equivalences between cofibrant
objects. This completes the proof. 
Corollary A.7. Let f : Z
∼→ X be a weak equivalence between left proper objects in C, then the pushout
of f along any cofibration Z ↪→ Y is a weak equivalence.
Now, we determine which DG category is left proper when considered to be in the category dgCatk,
endowed with Tabuada’s quasi-equivalence model structure. A sufficient condition is given by the follow-
ing
Proposition A.8. If a DG category A ∈ dgCatk is k-flat, then it is left proper.
Proof. Find a cofibrant resolution pi : Q ∼ A, where Q is also k-flat. Take I to be the class of generating
cofibrations in [57]. Since every cofibration is a retract of a relative I-cell complexes (see [30]), and since
quasi-equivalences are preserved under direct limits, it suffices to consider pushouts of pi along single
I-cell attachments.
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There are two types of such attachments. The first is given by taking the disjoint union with a point,
i.e., F : Q ↪→ Q q ∗. (Here, ∗ refers to the DG category with one object whose endomorphism ring is
k.) In this case, the pushout of pi : Q → A along F is given by Q q ∗ → A q ∗, which is clearly a
quasi-equivalence.
The second type is obtained by attaching a generating arrow f to Q. We write this as F : Q → Q〈f〉
The corresponding pushout of pi along F is then given by p˜i : Q〈f〉 → A〈f〉. Suppose that the arrow
points from x ∈ Ob(Q) to y ∈ Ob(Q). By an abuse of notation, denote the image pi(w) ∈ Ob(A) of an
object w ∈ Ob(Q) still as w. Then for each w, z ∈ Ob(Q), we have
Q〈f〉(w, z) = Q(w, z) ⊕
⊕
n≥1
Q(y, z) · f · Q(y, x) · · · Q(y, x) · f · Q(w, x)
Denoting each summand by Q〈f〉(w, z)(n), then we have
Q〈f〉(w, z)(0) = Q(w, z) Q〈f〉(w, z)(n) ∼= Q(y, z)⊗Q(y, x)⊗(n−1) ⊗Q(w, x)
Moreover, if we let Q〈f〉(w, z)(≤n) to be the sum of all summands from 0 to n, then this forms a filtration
that is preserves by the differential.
The same description also holds forA〈f〉(w, z). The canonical mapQ〈f〉(w, z) → A〈f〉(w, z) preserves
this filtration. By k-flatness of both A and Q, this map induces an isomorphism on the E2-page of the
associated spectral sequence. Since these filtrations are bounded below, this completes the proof. 
Remark A.9. Proposition A.4 and A.8 can be combined to show that if P := [A1 G←− A0 F−→ A2 ] is a
diagram of k-flat DG categories and if either F or G is a cofibration, then the homotopy pushout of P is
represented by the ordinary pushout of P.
We will also encounter situations where, say, F is not a cofibration, but a certain extension (F, F ′) :
A0 q A′0 ↪→ A2 is a cofibration. In this situtation, form the diagram
P ′ := [A1 q A′0 Gq id←−−−− A0 q A′0
(F,F ′)−−−−→ A2 ]
Then it is easy to see that the pushout of P ′ equals the pushout of P. The same is true for homotopy
pushouts. This again shows that P is adapted under pushout.
Now we consider homotopy inversion of degree zero closed morphisms. Recall that the directed interval
~I is the free DG category over the quiver [ • v−→ • ], while the (undirected) interval I is the localization
I = ~I[v−1] (see the beginning of Section 4.2). Specifying a degree zero closed morphism f ∈ A(x, y)0
in a DG category A is equivalent to giving a DG functor fˆ : ~I → A. The DG functor fˆ pass to a DG
functor from I if and only if f is strictly invertible (i.e., invertible in the underlying category Z0(A)).
Thus, inverting the morphism f is equivalent to taking the pushout A[f−1] = colim [ I ← ~I fˆ−→ A ]. For
this reason, we call the following homotopy pushout the homotopy inversion of f
(A.10) A〈f−1〉 := hocolim
[
I ← ~I fˆ−→ A
]
The proposition below concerns homotopy inversion of a degree zero morphism in a non-negatively
graded DG category. In the language of [42, Appendix A.3.2], this proposition amounts to saying that
the symmetric monoidal model category of non-negatively graded chain complexes satisfies the ‘invert-
ibility hypothesis’. However, throughout [42, Appendix A.3], Lurie imposed assumptions on a symmetric
monoidal model category S that guarantee left properness of the model category of S-enriched categories.
Since the category of (non-negatively graded) DG categories is in general not left proper if k is not as-
sumed to be a field, we cannot use the results in loc.cit. directly. Instead, we reproduce the following
proposition, whose proof is parallel to that of [42, Lemma A.3.2.20].
Proposition A.11. Let A be a non-negatively graded DG category. Suppose f ∈ A(x, y)0 is a degree 0
morphism in A whose image in H0(A) is an invertible morphism, then the canonical map A → A〈f−1〉
is a quasi-equivalence.
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Proof. By the Quillen equivalence [58] between the category dgCat≥0 of non-negatively graded DG cate-
gories and the category CatsModk of categories enriched over simplicial k-modules, it suffices to prove the
corresponding statement in CatsModk . Consider the Quillen adjunction [58]
F = k[−] : Cat∆ // CatsModk : Goo
between CatsModk and the category Cat∆ of simplicially enriched categories, endowed with Bergner’s model
structure [11].
Let ~I∆ be the (poset) category [ • v−→ • ], and let I∆ be its localization I∆[v−1]. Then we have
~I = F (~I∆) and I = F (I∆). Like in the case of DG categories, for any P ∈ Cat∆, and any degree zero
morphism g ∈ P(x, y) classified by a simplicial functor gˆ : ~I∆ → P, we denote by P〈g−1〉 the homotopy
pushout
P〈g−1〉 := hocolim [ I∆ ← ~I∆ gˆ−→ P ]
taken in the model category Cat∆.
It is proved in [23] that if g is invertible in pi0(P), then the canonical map P → P〈g−1〉 is a weak
equivalence in Cat∆. We call this the invertibility hypothesis for simplicial sets. (See also [42, Example
A.3.2.18].)
Now, suppose we are given a degree zero morphism f ∈ A(x, y)0 in a categoryA enriched over simplicial
modules, such that f is invertible in pi0(A), then let g ∈ G(A)(x, y)0 be the same morphism, considered
in G(A) ∈ Cat∆. By the above mentioned invertibility hypothesis for simplicial sets, the canonical map
G(A) → G(A)〈g−1〉 is a weak equivalence.
Notice that the simplicial functor gˆ : ~I∆ → G(A) classifing by g is adjoint to the simplicial k-linear
functor fˆ : ~I = F (~I∆) → A classifying f . Therefore, the composition F (~I∆) F (gˆ)−−−→ FG(A) A−−→ A is the
map fˆ : ~I → A. Thus, we have the following two-step homotopy pushout
F (~I∆)
F (gˆ) //

FG(A) A //
∼
A

F (I∆) // F
[
G(A)〈g−1〉] // A〈f−1〉
We consider this as a commutative diagram in Ho(CatsModk). Since F is exact and left Quillen, the left
hand side square represents a homotopy pushout. The composition of the two squares is, by definition,
also a homotopy pushout. Therefore, the right hand side square is also a homotopy pushout. However,
the vertical map FG(A) → F [G(A)〈g−1〉] is a weak equivalence by the invertibility hypothesis for
simplicial sets. Hence so is its homotopy pushout A → A〈f−1〉. This completes the proof. 
Now we will apply these general statements to prove that certain DG functors are quasi-equivalences.
Let A1, . . . , An be DG algebras. Consider the DG category presented by
(A.12) A1 =

A1
ξ1

a1

· · · An
ξn

an
uu•
a∗1
YY
a∗n
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where the generating arrows a1, . . . , an, a
∗
1, . . . , a
∗
n are degrees 0 closed elements, and the arrows ξ1, . . . , ξn
have degree 1, with differential d(ξi) = zi − a∗i ai, for some degree 0 closed elements zi ∈ Ai.
There is a DG functor pi1 : A1 → A2 to the following DG category
(A.13) A2 =

A1
a1

· · · An
an
uu•
a∗1
YY
a∗n
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(zi − a∗i ai)
sending the generators ξi to 0.
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Proposition A.14. The map pi1 : A1 → A2 is a quasi-equivalence.
Proof. We will give a description of the Hom complexes of the DG category A1. There are four kinds
of Hom complexes: A1(i, j), A1(i, 0), A1(0, j), and A1(0, 0). All of them have a similar description. We
consider the case A1(i, j) first.
For r ≥ 0, let Sr be the set of all sequences (i1, . . . , ir) of integers, where ij ∈ {1, . . . , n} for all
1 ≤ j ≤ r, and ij 6= ij+1 for 1 ≤ j ≤ r − 1. Moreover, for j ∈ {1, . . . , n}, denote by Sjr ⊂ Sr the subset
consisting of tuples (i1, . . . , ir) such that ir 6= j. Similarly, denote by iSr ⊂ Sr those such that i1 6= i.
Let iSjr :=
iSr ∩ Sjr .
Then the Hom complex A1(i, j) has a description
(A.15) A1(i, j) =
⊕
r≥0
⊕
(i1,...,ir)∈ iSjr
A˜j · a∗jair · A˜ir · · · A˜i1 · a∗i1ai · A˜i
where A˜l is the DG algebra A˜l := Al〈a∗l al, ξl〉 obtained by freely adjoining the symbols ξl and a∗l al, with
differentials d(a∗l al) = 0 and d(ξl) = zl − a∗l al.
Alternatively, the elements wl = zl − a∗l al and ξl also form a set of semi-free generators of A˜l over Al.
Therefore, we have A˜l = Al ∗ k〈wl, zl〉. Now, if we pass to the quotient pi1 : A1 → A2 by modding out
the ideals generated by the elements zl − a∗l al and ξl, then we simply remove all the occurrences of the
symbols wl and ξl in the description (A.15). Therefore, the Hom complexes A2(i, j) have a description
(A.16) A2(i, j) =
⊕
r≥0
⊕
(i1,...,ir)∈ iSjr
Aj · a∗jair ·Air · · ·Ai1 · a∗i1ai ·Ai
Thus, the proof that A1(i, j) → A2(i, j) is a quasi-isomorphism is complete once we prove that, for
each (i1, . . . , ir) ∈ iSjr , the map
(A.17) A˜j ⊗ A˜ir ⊗ . . .⊗ A˜i1 ⊗ A˜i → Aj ⊗Air ⊗ . . .⊗Ai1 ⊗Ai
is a quasi-isomorphism.
Let V be the complex of k-modules [ 0 → k id−→ k → 0 ] concentrated in degree 0 and 1. Then it is
easy to see that the DG algebra A˜l can be described by
A˜l ∼= Al ⊕ Al ⊗ V ⊗Al ⊕ Al ⊗ V ⊗Al ⊗ V ⊗Al ⊕ . . .
where each summand is a chain subcomplex. Since V is null-homotopic as a chain complex, so is each
component in this description, except the first component Al. Therefore, the canonical map A˜l → Al is
a homotopy equivalence as a map of chain complexes. Since homotopy equivalences are preserved under
tensor products, this completes the proof that the map A1(i, j) → A2(i, j) is a quasi-isomorphism.
For the other types of chain complexes, the proof also follows the same line of argument starting from
the following analogue of the description (A.15).
A1(i, 0) =
⊕
r≥0
⊕
(i1,...,ir)∈ iSr
air · A˜ir · · · A˜i1 · a∗i1ai · A˜i
A1(0, j) =
⊕
r≥0
⊕
(i1,...,ir)∈Sjr
A˜j · a∗jair · A˜ir · · · A˜i1 · a∗i1
A1(0, 0) = k ⊕
⊕
r≥0
⊕
(i1,...,ir)∈Sr
air · A˜ir · · · A˜i1 · a∗i1
(A.18)
One has a similar description for these Hom complexes of A2, by replacing A˜l by Al. The same
argument as above then shows that the canonical map pi1 : A1 → A2 induces quasi-isomorphisms on
these chain complexes. This completes the proof. 
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Next, we consider the following two DG categories.
(A.19)
A3 =

A1
ξ1

a1
  
· · · An
ξn

anvv
k〈T1, . . . , Tn〉
ξ′1,...,ξ
′
n
WW
a∗1
__
a∗n
44

A4 =

A1
ξ1

a1
!!
· · · An
ξn

anvv
k〈T±1 , . . . , T±n 〉
ξ′1,...,ξ
′
n
VV
a∗1
``
a∗n
44

where the generators Ti are closed of degree 0, and the generators ξ
′
i have degree 1, with differentials
d(ξ′i) = Ti − aia∗i − 1.
Clearly, these come with a canonical DG functor A3 → A4. Moreover, there is a DG functor A3 → A1
sending Ti to aia
∗
i + 1 and ξ
′
i to 0.
Assume now that A1, . . . , An are non-negatively graded and k-flat, and suppose that the element
zi ∈ Ai used to specify the differentials of (A.12) are of the form zi = µi− 1 for some invertible elements
µi ∈ (Ai)×0 of degree 0. Then a direct calculation shows that the element aia∗i + 1 is invertible in A2,
with inverse 1− aiµ−1a∗i . Therefore, there is a canonical map A4 → A2 sending Ti to aia∗i + 1 and ξ′i to
0. These maps form a commutative diagram
(A.20) A3 //

A4

A1 // A2
Proposition A.21. All the maps in the commutative diagram (A.20) are quasi-equivalences.
Proof. We have shown that the map A1 → A2 is a quasi-equivalence. To show that the map A3 → A1 is
a quasi-equivalence, we notice that it is the pushout of the quasi-equivalence k〈T1, . . . , Tn, ξ′1, . . . , ξ′n〉 → k
along the map F1 : k〈T1, . . . , Tn, ξ′1, . . . , ξ′n〉 → A3. This last map has an extension
F : k〈T1, . . . , Tn, ξ′1, . . . , ξ′n〉 q A1 q . . . q An → A3
that is a semi-free extension, and hence a cofibration. The claim that A3 → A1 is a quasi-equivalence
then follows by applying the trick described in Remark A.9.
To prove that A3 → A4 is a quasi-equivalence, we notice that this map is the homotopy inversion
map of the generating arrows T1, . . . , Tn. i.e., in the notation of (A.10), we have A4 = A3〈T−11 , . . . , T−1n 〉.
Now, as in the calculation preceeding this proposition, the elements Ti are invertible in H0(A3), with
inverse given by 1− aiµ−1a∗i . Therefore, an application of Proposition A.11 shows that the DG functor
A3 → A4 is a quasi-equivalence. This completes the proof. 
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