ABSTRACT. In many radar scenarios, the radar target or the medium is assumed to possess randomly varying parts. The properties of a target are described by a random process known as the spreading function. Its second order statistics under the WSSUS assumption are given by the scattering function. Recent developments in the operator identification theory suggest a channel sounding procedure that allows to determine the spreading function given complete statistical knowledge of the operator echo. We show it is theoretically possible to identify a scattering function of an overspread target from a single received echo and suggest an estimator for the scattering function.
INTRODUCTION
Radar, sonar and systems alike are among the most essential tools in many applications in astronomy, biology, biomedicine, geography as well as in weather forecasting, remote sensing and communications [2, 5, 7, 10, 22, 34, [37] [38] [39] .
In the classical delay-Doppler radar system, the echo f that is reflected from a target, can be expressed as a superposition of time-frequency shifts of the transmitted waveform g, that is,
where T τ is a time shift operator, M γ is a frequency shift operator and η is the spreading function of the target. If the target has randomly varying components, then η is assumed to be a random process. It is often assumed that the radar environment satisfies the wide-sense stationarity with uncorrelated scattering (WSSUS) assumption [3, 40] . In this case, η satisfies the relation:
where C η is the scattering function of the target. A problem in radar is to determine a target's scattering function C η from the echo f [10, 35] . The classical approach is to use matched filtering. Also, a novel radar architecture has been proposed recently in conjunction with the developments in compressed sensing [17, 23, 25, [30] [31] [32] .
Inspired by recent results in operator identification [20, 22, 26, 28, 29] , we solve the problem of when it is theoretically possible to identify the scattering function C η of an overspread target from a given echo f . Particularly, we show that it is June 28, 2011 . O. Oktay, G. E. Pfander and P. Zheltov are with Jacobs University Bremen. Emails:{o.oktay, g.pfander, p.zheltov}@jacobs-university.de. G. E. Pfander and P. Zheltov acknowledge funding by the Germany Science Foundation (DFG) under Grant 50292 DFG PF-4, Sampling Operators. theoretically possible to identify the targets for which the support of C η is included in a disjoint union of rectangles of total area less than 1. We note that this case might include both underspread and overspread target scenarios.
In Section 3.2 we prove the following theorem.
Theorem 1. Let C η be the scattering function of a radar target for which
Then, we can choose a J-periodic sequence c, and transmit g = k∈Z c k δ kT . With g we can identify the scattering function C η from E f n (t)f 0 (τ ) , where
are the time-shifted versions of the received echo f = Hg.
Based on this result, in Section 4 we propose a procedure for the estimation of the scattering function.
The paper is organized as follows. Section 2 gives an overview of classical delayDoppler radar. In Section 3 we describe the target identification problem and prove Theorem 1. The estimation procedure in Section 4 is followed by our conclusions in Section 5.
OVERVIEW OF RADAR
2.1. Radar preliminaries. The classical scenario in a delay-Doppler radar system is that a testing signal g is transmitted. The signal g might be a short pulse, as well as a wideband linear chirp, coded waveform, pseudonoise sequence, etc. [37, 39] . Then, the received echo f is correlated with the time-frequency shifts of the transmitted signal g, which is known as matched filtering [34, 37] . The target's properties are obtained from the cross ambiguity function
The echo from a point target at a distance d and traveling at a constant speed v, is considered to be of the form f = η 0 g(t − t 0 )e 2πitγ0 , where t 0 = 2d/c, c is the speed of light, γ 0 is the Doppler shift [35] , and η 0 is the reflection coefficient that depends on the distance and the speed of the point target. Thus, if there are N point targets in the range, then the received echo is
In addition to point targets with constant speed, we are also interested in targets with more general properties, such as a fluctuating objects. A fluctuating point target would result in a spread of the Doppler shift. As another example, in planetary radar, the objects of interest are often large in size relative to the radar's capabilities. The echo from a large object is not reflected in the same way from all its parts. Moreover, certain parts of this object may be moving at different speeds, for example, the speed of rotation of a planet at its poles is slower than at the equator [34] . Consequently, it is more realistic to model the echo as a continuous superposition of time-frequency shifts of the transmitted signal g, that is,
where η is referred to as the spreading function of the target. In particular, (4) is a special case where
If we let
then we obtain the linear time variant operator model of the delay-Doppler radar echo,
which is equivalent to (5). Clearly,
where
is the auto ambiguity function of g. The detection quality of the radar, therefore, is strongly related to the properties of the ambiguity function of the chose waveform g. Waveform design is an active field in classical radar, for example, [15, 19, 36, 37] . A recent approach for radar proposes using Compressive Sensing methods, instead of matched filtering, for a few point targets with constant speed, or for targets that have sparse time-frequency representations (sparse η), for example, see [17, 23, 25, [30] [31] [32] .
Randomly varying targets.
Certain characteristic features of a target or a radar scene are often modeled as random processes, for example, sea clutter [4, 18, 24, 40] . In this model, h and η are assumed to be random processes, which are related by (6) .
Let the quantity
denote the correlation function of h, where E {·} denotes expected value. In radar applications, it is often assumed that h(t, τ ) is
(1) zero-mean in both variables, (2) wide sense stationary (WSS) in t, that is,
In other words, h satisfies the prominent WSSUS (wide sense stationary with uncorrelated scattering) assumption, which is equivalent to saying that R h id of the form [3, 40] 
Then, the correlation function of η satisfies
is the scattering function associated with h. The computations above and in the rest of the paper involve delta distribution, thus the convergence and equality of the integrals must be understood in a weak sense. We preserve current notation for clarity and relegate a rigorous treatment of this matter to [33] .
THE TARGET IDENTIFICATION PROBLEM
In radar applications, it is usually assumed that the scattering function C η of a target has its support on a time-frequency rectangle
For instance, in planetary radar, a deep, fluctuating target has a delay depth Θ and a Doppler bandwidth Ω. The degree of dispersion of the echo is quantified by the overspreading factor ΩΘ. A target is said to be underspread if ΩΘ < 1 and overspread if ΩΘ > 1 [2, 3, 34, 35, 40] .
A classical identification problem in radar and communications is to estimate the scattering function of a given randomly varying target, or, equivalently, an linear time variant random channel. The general approach is to transmit a signal g, once or multiple times, and to construct an estimator C η (t, γ) for the scattering function C η (t, γ) using the returning echoes. The literature is extensive, and various ways of constructing estimator have been proposed, for example, [4, 8-10, 12-14, 16, 18, 21, 34, 39] . Obtaining measurements in this way is referred to as channel sounding in communications [1, 6, 11, 14] . The more echoes we use, the better estimators with lower variances we can obtain.
Spreading function analysis.
Let η be the spreading function of a radar target for which
where R = [0, T ) × [0, B), , t j , γ j ∈ Z and JBT = 1. Given η, we define
Clearly,
and, also
For each t fixed, η j (·, t) is supported on [0, B). Therefore, for any x we have the orthonormal expansion (10)
In particular, setting x = x j (t) = t + t j T , we obtained
Scattering function identification.
For the random η j 's, we have
But this is zero unless t j = t l and γ j = γ l , that is j = l, in which case we have
In particular, we conclude that
Furthermore, this immediately implies that
Similarly, for the autocorrelation of h's we have whenever j = l
and, when j = l,
Moreover, as a result of (12), we have
Next, we derive a formula similar to (10) for the scattering functions C ηj .
Theorem 2.
With η j , h j , P hj and C ηj defined as above, we have
where x is arbitrary.
Proof. By equations (10) and (13), we have
the result follows.
Let c be a J-periodic complex sequence. Transmit g = k∈Z c k δ kT and observe echo f = Hg. Also, define
for 0 ≤ t < T and n ∈ Z. Clearly, if h is random, so are f n (t). In fact, for 0 ≤ t, τ < T and n ∈ Z, we have
But, for 0 ≤ t, τ < T ,
where we defined
Using (14) and (16), we obtain (17) 
But, C η (τ, γ) 0 only if 0 ≤ τ < T . Then, C ηj (t − kT − t j T, γ) = 0 if and only if
Since 0 ≤ t < T , we must have that
Therefore, by (18)
Let {c k,l } J−1 k,l=0 be the Heisenberg-Weyl frame for C J , where c k,l (r) = e −2πirl/J c r−k , r = 0, 1, . . . , J − 1, and form a J × J matrix A whose j-th column is c tj ,γj , i.e., A = Öc t1,γ1 |c t2,γ2 | · · · |c tJ ,γJ × Then, (19) can be expressed in the matrix form as (20) [S r (t, γ)]
j=0 . Coefficients c can be chosen so that A * is invertible for any choice of J frame elements as its columns [27] . Moreover, the selection procedure allows to choose c to be unimodular, so that we can rewrite (20) as
, a non-singular diagonal matrix with modulus one components c −tj on the diagonal. Thus C ηj (t, γ) can be recovered pointwise from S r (t, γ), which can be derived by (15) , (16) and (18) . This proves Theorem 1.
SCATTERING FUNCTION ESTIMATION
Since h is a random variable, so are the returned echo f 0 , and its time shifted versions s n . Although we can recover the scattering function ideally from f by Theorem 1, in practice we do not know the value of E f n (t)f 0 (τ ) . Thus, we replace E f n (t)f 0 (τ ) with an estimator. Using this estimator, we can induce a new estimator for the scattering function.
In this subsection, we give a particular estimator for C η . Suppose we have transmitted the signal g = k c k δ kT L times, and recorded and returned echoes f n (t), l = 1, . . . , L of the radar channel, modeled by the operator H. The relationship between f n (t) and H is given by (15) . We define Ü f n by averaging, that is,
n (t).
Subsequently we form the following estimators We refer to [4, 8-10, 13, 14, 16, 18, 21, 34, 39] for other methods of constructing estimators for the scattering function.
CONCLUSION
In this paper, we have shown that it is possible to recover the scattering function C η of possibly overspread targets, using the second order statistics of the returned echoes, provided that supp(C η ) is contained in a union of rectangles of total area 1. Furthermore, we have given a particular recipe of obtaining an estimator for the scattering function from the returned echoes of the transmitted signal.
