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摘要 
在模式分类问题中普遍存在着数据集不平衡的现象，即不同类的样本在数量
和分布上存在较大差异。非平衡数据的分类具有着重要的现实意义，因为少数类
样本通常伴随着高昂的错分代价，错分或遗失这些样本都会对分类结果带来严重
的影响。有学者认为，支持向量机作为处理非平衡问题的理想工具，因其分类决
策过程仅仅受少数支持向量的影响，而与其它样本无关，样本总体的类不平衡对
分类结果的影响有限。然而，实验表明，支持向量机并不总是能很好地解决非平
衡分类问题。本文通过对数据分布的观察，提出类不平衡并非简单地体现为不同
类别样本数量上的差异，更本质地，应该是分界面附近的二类分布密度之比。本
文首先通过人造数据展示了支持向量机并不适于所有非平衡数据的这一内在原
因，从而很好地解释了为什么支持向量机在处理某些非平衡数据时表现突出，而
不适用于其他数据的现象。其次基于反转 K 近邻法和 K 近邻密度估计法估计分
界面附近两类样本密度之比，并选用估计的密度比作为均衡化处理的比例。实验
表明，该方法是有效的，在大部分非平衡数据中取得了较好的效果。 
模式分类中另一个重要问题是多分类特征选择，其设计目的在于为多个子类
寻找一个共同的最优特征子集，本质上是一个多目标优化问题。目前很多研究都
建立在一定存在共同最优特征的前提假设上，寻优方向也仅朝向这些共同特征，
较少考虑对于某些单类判别能力更优的特征，本文针对每一类寻找判别特征，提
出对多分类基因表达数据进行分类别的特征选择，并基于概率组合多分类 SVM
将子 SVM 模型进行结合，取得了较好的分类效果，并大大降低了原问题的求解
复杂度。进一步地，由于同样存在着样本不平衡的问题，本文将前文中分界面附
近密度比例估计法运用于面向局部特征的多分类特征选择中，并在 6 个多类基因
数据上的实验中证明了均衡化处理后的面向局部特征的选择方法能为准确率带
来一定的提升。 
 
关键词：非平衡；密度估计；特征选择 
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Abstract 
Imbalanced data prevalently exist in the pattern classification problems. There are 
big differences in the amount and distribution of different classes, and the 
misclassification often has sharply different impacts for different classes. Therefore, 
how to handle imbalance data is of high practical significance. Support vector 
machine is believed by some scholars as an ideal tool for dealing with the imbalanced 
problem, because the decision-making process is only dominated by a small number 
of support vectors, rather than other ordinary samples. In other words, the degree of 
overall imbalance has limited impact on the classification results. However, in effect, 
SVM not always can well solve the imbalanced classification problem. In this work, 
base on the observation of data distribution, class imbalance should not simply be 
estimated by the differences of sample size of different classes, but also by the density 
of samples near the decision surface. We analyze the immanent mechanism why SVM 
is not suitable for all imbalanced data. In particular, we estimate the density of 
samples near the decision surface with reverse K nearest neighbor and K nearest 
neighbor density estimation, and this can explain why SVM works in some 
imbalanced data, but fails in others. By choosing the estimated ration as the 
proportion of equalization process, we achieve good performance in most imbalanced 
datasets. 
Another important issue in pattern classification is multiple classification feature 
selection methods，which are designed to seek a common optimal feature subset for 
multiple subclasses. Essentially the multi-classification feature selection is a 
multi-objective optimization problem, and the current study is often based on the 
assumption that the common optimal feature exists. As a result, the optimization 
process is directed by these common features, neglecting some features with better 
discriminate ability in some single-class. In the second part of this work, we seek 
discriminative features for each class and propose classificatory feature selection on 
multi-classification on gene expression data, and combine sub SVM models based on 
probability multi-classification SVM, achieving better classification results. This 
method can reduce the complexity of the original problem. However, there are also 
imbalance problems while using the probability combination multi-classification 
SVM. To address this, we apply density estimation method to the local multiple 
classification features selection. The experiments with six gene data demonstrate that 
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the local feature selection method after equalization processing can lead to better 
accuracy. 
Keywords: imbalance; density estimation; feature selection 
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第一章 绪论 
1.1 研究背景及意义 
伴随着科学技术的飞跃发展和人类生活水平的快速进步，原始数据的样本个
数和特征维度也呈现着爆炸式的增长。从日常生活到国家机密，从企业信息到政
府决策支持系统，从微阵列数据分析到大规模知识发现，不同行业和领域都积累
并存储了海量的、不同类型的数据，知识发现和数据工程研究渐渐在各个领域扮
演着重要的角色，而数据挖掘和机器学习技术使人们可以在这些数据中提取出有
意义的信息，也促使着数据挖掘和机器学习迅速发展并成为了一个最具前沿的研
究领域和热点。其中，数据挖掘是从大量样本或者数据库中自动搜索并提取出隐
藏的、过去未知的、有价值的潜在信息[1, 2]的过程，通过统计、在线分析处理、
情报检索、专家系统（依靠过去的经验法则）、机器学习和模式识别等诸多方法
来实现挖掘的目标。 
分类作为数据挖掘和机器学习的重要研究方向，同时分类算法也是数据挖掘
的重要分析工具和方法，得到了广大研究学者的持续关注，产生了各式各样的理
论、模型和算法，已有的相对成熟的分类算法如贝叶斯网络、神经网络、K 近邻、
决策树、支持向量机等都得到了广泛的应用，这些算法促进了信息化社会的发展
和人们生活水平的提高。然而，在分类算法被普遍应用的过程中，分类问题的研
究也不断遇到一些新的问题和挑战。在传统的分类问题研究中，有监督学习中的
标准分类算法是建立在各类样本分布平衡和错分代价相同的前提假设下，并以最
大化预测准确率为目标的。但是在实际问题中，我们得到的原始数据常常是各类
别样本在数量上是不平衡的，且各分类的错分代价也是不一样的。在这种情况下
采用传统的分类算法构建模型就难以得到预期的分类结果。因此，人们需要对这
种不平衡数据进行专门的研究。 
现有非平衡问题的研究主要集中于信息检索和过滤[3]，罕见的甲状腺疾病诊
断[4]，文本分类[5]，信用卡欺诈检测[6]和卫星图像检测石油泄漏[7]等领域中，不平
衡程度由具体数据决定，例如在入侵检测中，真实入侵数据占整体数据的比例不
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到 10%，而在癌症细胞检测中，真实癌症细胞所占比例甚至不到 1%。在垃圾邮
件过滤系统设计问题中，常规邮件的数目 X1远远大于垃圾邮件的数目 X2，例如
1 2: 99 :1X X  。此时，即使将所有的样本预测为常规邮件，那么分类结果也能有
99%的准确率，但在现实应用中这种朴素的分类器是没有用处的，少数类的信息
往往是这个非平衡数据中最有用的信息，也是研究学者的主要探究对象，传统分
类算法在解决非平衡数据分类问题时有其局限性，因此有必要对其进行数据层面
或算法层面的改进，使其更适于解决非平衡数据问题。 
生物医学中的微阵列数据包含了大量的基因（通常是成千上万）和相对较小
的样本（通常少于 100），在这些基因中大部分是与分类不相关、不重要或者是
冗余的特征，因此，在实际应用中（例如癌症和非癌症的判别[8]）选择出利于分
类的判别基因就显得尤为重要，众所周知，支持向量机递归特征消除[9]作为一种
简单有效的后向特征选择方法，被广泛应用于高维生物学数据中，例如基因表达
数据[10, 11]、序列分析[12]和蛋白质质谱数据[13]。SVM 的分类机制决定了 SVM-RFE
设计之初是被用于二分类的特征选择，面对多分类的数据，研究人员[14, 15]通过简
单的一对多方法将 SVM-RFE 用于解决多分类问题，即将一个多分类问题转换成
多个二分类的问题，然而，在这多个二类数据中，对某一个二类数据有效判别的
分类基因在用于其它二分类时却不见得有效。但是现实生活中面临的大多是多分
类的数据，甚至是非平衡的数据，这给学者们的研究带来了一定的困难和挑战，
因此，有学者[16-18]提出多分类 SVM-RFE，为每个子二分类问题建立 SVM 子模
型并做特征选择，对每一个子 SVM 模型的每轮特征选择结果，按照某种方式进
行组合，消除分类能力最弱的一个或几个特征，并重复该过程，直到选出一列最
优的特征子集排序，其中，子模型特征选择结果的组合方法有取各模型的特征权
重最大值、平均值等。 
理论研究表明[19]，不同的类别，对其判别能力最大的特征子集是不同的，有
时候即使在同一个类中，也可能存在不同的区域特征，而这些区域的关键特征又
各不相同。从理论层面上看，多分类的特征选择问题可以看成多目标优化问题，
因为多分类特征选择的过程是寻找使各个类别分类效果都最优的特征子集，也就
是平均值最优。而优化的目标函数包括了每一个子类在内，所选择的特征首先能
够最优化各子分类问题的目标函数，但该方法是建立在这个多分类问题是始终在
同一个特征空间中的前提下的，然而对于不同的类别来说，影响该类分类效果的
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