Abstract. We investigate the relationship between multiplicative unstable cohomolgy operations G 0 (−) → E 0 (−) and formal group laws for a certain important class of theories. As an application we study additive multiplicative idempotents.
Introduction
The Adams operations in K-theory furnish a splendid example of unstable cohomology operations with the additional pleasing property that they are multiplicative. Such operations may be regarded as self ring maps of the homotopy ring space Ω ∞ K = BU ×Z which represents the functor K 0 (−): Spaces → Rings. More generally given a suitably behaved multiplicative cohomology theory G * (−) there is an infinite loop space Ω ∞ G which is a ring up to homotopy such that for any space X there is an isomorphism of rings G 0 (X) ∼ = [X, Ω ∞ G]. Given another such theory E * (−) the multiplicative natural transformations G 0 (−) → E 0 (−) correspond to maps of homotopy ring spaces Ω ∞ G → Ω ∞ E.
Recall from [6] the notion of a detecting category. For a homology theory E * (−), an Edetecting category for a space X is a subcategory C of the homotopy category closed under finite products such that there is an isomorphism τ : colim
where C X is the category with objects the homotopy classes of maps Z → X for Z an object of C and whose morphisms are certain homotopy commutative diagrams. See Section 2 for details. The aim of this paper is to study HRing(Ω ∞ G, Ω ∞ E) = maps of homotopy ring spaces Ω ∞ G → Ω ∞ E = unstable multiplicative operations G 0 (−) → E 0 (−)
for the case when the category of finite products of CP ∞ is an E-detecting category for Ω ∞ G.
Landweber exact theories such as K-theory and Elliptic cohomology satisfy the relevant criteria. It has been described variously in [8] , [9] and [3] how to construct stable cohomology operations from formal group laws and their strict isomorphisms. Stable multiplicative operations have been extensively studied for Brown-Peterson cohomology in [2] and [10] . Unstably one can construct multiplicative families of operations (see [4] and [12] ) using formal group laws and their homomorphisms. Alternatively one can study unstable multiplicative operations on the 0th-cohomology where there is a far more intricate connection with formal group laws which it is the aim of this paper to describe. We separate out the statement of the main theorem for the case of two periodic theories both because of the simplified statement it allows and the importance of such theories. For background on unstable operations we refer the reader to the work of Boardman, Johnson and Wilson [4] and Wilson [13] .
We will be working with one dimensional commutative graded formal group laws. We demand that a formal group law F (x, y) = x + F y = a ij x i y j ∈ R * [[x, y]] is graded by decreeing |a ij | = −2(i + j − 1). Notice that the coefficients of a graded formal group law lie in R * ≤0 , that is they are all in non-positive degrees. A homomorphism from + F to + G will be a power series
The category of such is denoted FGL(R * ) op . Given a formal group law + F over R * and a homomorphism θ : R * → S * we write + θF for the induced formal group law over S * . It is well known that for a complex oriented cohomology theory E * (−) one obtains a formal group law by pulling back an orientation class generating
The following construction is a version of a construction due Thomason [11] extending the work of Grothendieck. Let F : C → Cat be a functor from a category C to the category of small categories Cat. The Grothendieck Construction on F is the category Gr(F ) constructed as follows.
Objects: Pairs (c, x) where c is an object in C and x is an object in F (c) Morphisms: Pairs (θ, φ):
The appropriate category for two periodic theories which we call FG is a quotient of Gr(FGL) where FGL : N PRing → Cat is the functor taking R * to the category F GL(R * ) op and N PRing is the category of non-positively graded rings. The non-periodic case is more subtle and requires a new category VFG more complicated but similar in spirit to FG (see Definition 3.8). Of course for two periodic theories VFG = FG. Having defined VFG appropriately the main theorem is as follows.
Theorem 3.12 Let E and G be multiplicative complex oriented cohomology theories with formal group laws F E and F G respectively. Suppose that
• E * is in even degrees and is a unique factorisation domain.
• G * is in even degrees.
• CP ∞ is a E-detecting category for Ω ∞ G with nice duality Then there is a bijection of sets
For the case G = E this is an equivalence of monoids.
Detecting categories and operations
Let us recall the notion of a detecting category in the sense of [6] and used implicitly in the work of Kashiwabara [7] . Let E * (−) be a homology theory and let C be a full subcategory of the homotopy category which includes the point space pt and which is closed under finite products. For a space X let C X be the category with objects the homotopy classes of maps Z → X for Z an object of C and whose morphisms are homotopy commutative diagrams Z f From now on we will assume that E * (−) and G * (−) are cohomology theories and that C is an E-detecting category for Ω ∞ G and further that E * (Ω ∞ G) and E * (Z) are free over E * for all Z ∈ C. We will refer to this as nice duality.
Note that for
where ψ, − and ψ(α), − are the linear functionals corresponding by duality to ψ and ψ(α) respectively. Note also that since additive operations correspond to primitives in E 0 (Ω ∞ G) we have that ψ is additive if and only if ψ, − annihilates decomposables in E * (Ω ∞ G).
The following Proposition justifies the name detecting category.
Proposition 2.2. Under the above assumption let ψ and ψ be cohomology operations
Proof. For all α ∈ G 0 (Z), Z ∈ C we have
This implies ψ, − = ψ , − so ψ = ψ .
Now we turn to the construction of operations for which we can also use detecting categories. It can be seen that to define ψ : G 0 (−) → E 0 (−) it suffices to define a family of maps ψ Z : G 0 (Z) → E 0 (Z) one for each Z ∈ C such that for any morphism f : Z → Z the following diagram commutes.
For the case when E and G are complex oriented theories and C = CP ∞ some important simplifications can be made. Note that all morphisms in CP ∞ are compositions of ones of the
also has the structure of a coalgebraic ring (Hopf ring) given by
This is of course true whenever E has Künneth isomorphisms for objects of C. These colimit Hopf rings were first considered by Kashiwabara in [7] and the following result is due to him. Recall that for a complex oriented cohomology theory
Proposition 2.4. Let CP ∞ be an E-detecting category for the multiplicative theory G.
So in particular when defining operations it is only necessary to check Diagram (1) on polynomials in G 0 (Z ).
The main theorem
The Grothendieck construction is explained in the introduction. Consider Gr(FGL) where FGL : N PRing → Cat is the functor taking a non-positively graded ring G * to the category F GL(G * ) op . Explicity we have Objects: Pairs (G * , + G ) with G * ∈ N PRing and + G a formal group law over G * Morphisms: Pairs (θ, φ):
Unravelling the definition of composition, paying careful attention to composition in F GL(G * ) op we have
We introduce an equivalence relation on morphisms by
where u ∈ G −2 is the periodicity unit. One can check that ∼ respects composition (see Lemma 3.7 below) allowing us to make the definition we require.
Here now is the statement of the main theorem for two periodic theories, the proof of which is a corollary to the general statement given in Theorem 3.12.
Theorem 3.2. Let E and G be multiplicative two periodic complex oriented cohomology theories with formal group laws F E and F G respectively. Suppose that
• E * is in even degrees and is a unique factorisation domain • G * is in even degrees • CP ∞ is a E-detecting category for Ω ∞ G with nice duality
Then there is a bijection of sets
Remark 3.3. The map θ : G * ≤0 → E * ≤0 coincides with the induced map ψ * : 
are in one-to-one correspondence with Z and it can be shown that there are no non-trivial formal group law homomorphisms φ(x + K y) = φ(x) + θK φ(y) unless θ = ±id. When θ = id there is a formal group law homomorphism for each integer k given by the k-series
) so regarding Z as a monoid under multiplication we have an equivalence of monoids
This is as expected and of course the operation corresponding to k ∈ Z is Adams ψ k (it is enough to have additivity and ψ k (ζ) = ζ ⊗k for ζ a line bundle or equivalently setting
. Now let MP be 2-periodic complex cobordism. We have
which gives rise to operations which seem deserving of the name Adams operations (once again each operations arises from the k-series [k](x)). Compare this with Wilson [13] . Similarly for the two periodic theories E n we get Ando's ψ p k (see [1] ) arising from [p k ](x) ∈ End(F En ). In fact the above description shows E n admits all the Adams operations.
In the above examples the work of Kashiwabara [7] shows that CP ∞ is an appropriate detecting category.
Example 3.5. Unstable genera for families Hopkins defines a genus for families to be a multiplicative map of spectra M → E for M some cobordism theory [5] . Unstably one could consider multiplicative maps Ω ∞ M → Ω ∞ E. For example let MP be 2-periodic complex cobordism, then the Todd genus may be thought of as a ring homomorphism MP 0 (pt) → K 0 (pt) and we can ask how many multiplicative operations MP 0 (−) → K 0 (−) are there 'lifting' the Todd genus? Now
Note that in degree zero θ : MP 0 (pt) → K 0 (pt) agrees with the associated operation. Thus a lift of the Todd genus is defined by θ(u) and the right hand side above consists of formal group law homomorphisms arising in the K-theory case (see Example 3.4). Thus there is a lift of the Todd genus for each integer k. In fact such an operation is just the composite ψ k • T d where
Example 3.6. Chern character As a final example let HP Q be 2-periodic rational homology. According to Theorem 3.2 we have
Analysing the relevant formal group law homomorphisms we see that the right hand side is in one-to-one correspondence with Q (here is it necessary to pay careful attention to ∼). The correspondence is given by: α → (i, φ) where i is the inclusion and φ(x) = u −1 (e αux − 1). The Chern Character is the operation corresponding to 1 ∈ Q.
In order to discuss the general case our first task is to introduce a new category of formal group laws to replace the Grothendieck construction used in the 2-periodic case. Firstly though we need to discuss Verschiebung operators on graded rings. For j ∈ N we define the Verschiebung V j as a functor from graded rings to graded rings as follows. Let R * = ⊕ k R k be a graded ring and set
If j = 0, we set (V 0 R * ) 0 = ⊕ k R k and (V 0 R * ) i = {0} for i = 0. Evidently, we have V 1 = id. For a homomorphism θ : R * → S * we write V j (θ) meaning θ now considered as a homomorphism from V j R * to V j S * . For a formal power series
. Similarly using infix notation for a formal power series
. Now we can define a category V which generalises Gr(FGL). Recall that N PRing is the category of non-positively graded rings. Take: Objects: Pairs (G * , + G ) with G * ∈ N PRing and + G a formal group law over G * Morphisms: Triples (j, θ, φ): (G * , + G ) → (E * , + E ) where
• θ : V j G * → E * is a degree zero ring homomorphism and
Composition of morphism is according to the following rule.
Now we wish to introduce an equivalence relation on morphisms.
Proof. Suppose we have morphisms Φ = (j, θ, φ):
We need to check that for a in G −2k ,
assuming that, for every b in G −2l we have
We can assume that ψ 1 = 0, ψ 2 = 0, and that there exists
. Then by (3) the two series ψ 1 and ψ 2 have the same valuation, and writing
l and α 2 ψ 1 = α 1 ψ 2 whenever |b| = −2l. From this follows that
and the desired equality follows. The other cases of the proof are left to the reader.
The previous Lemma allows us to define a new category VFG as the quotient of V by the relation ∼.
Definition 3.8. VFG = V/ ∼
So we have the same objects as before but the morphism sets are now
Before stating the main result we will need a few technical results. Let denote the lexicographical ordering of k−tupels of integers. For a k-tupel I = (i 1 , . . . i k ) write
Lemma 3.9. Let R * be a graded ring which is a unique factorisation domain. Suppose we have fixed a basis of irreducible homogeneous elements. Let 
By symmetry we have 1 (x 1 ) r (x r ) = 1 (x r ) r (x 1 ) for 2 ≤ r ≤ k. Thus 1 (x) = r (x) for 2 ≤ r ≤ k. Equation (4) implies that 1 is homogeneous. 
Moreover if f is homogeneous of degree 0 then we can assume deg(ϕ) ≥ 0.
Proof. Using Lemma 3.9 there exists (x) such that
with a j , b j homogeneous and a j prime to b j . Set L = lcm{b j } ∈ R −2l which is well defined since λφ(
. By expanding λφ(x 1 ) · · · φ(x k ) and looking at coefficients it can be seen that
When deg(f ) = 0 and deg(ϕ) < 0 write θ = u p αp (α p ∈ N, u ∈ (R * ) × ). Then deg(u) > 0 and deg(uϕ) ≥ 0. So to obtain the statement about degrees we can replace ϕ by uϕ and θ by u −k θ.
Proof. Suppose that φ = 0 and set u(
We can now state the main theorem in its full generality.
Theorem 3.12. Let E and G be multiplicative complex oriented cohomology theories with formal group laws F E and F G respectively. Suppose that
• CP ∞ is a E-detecting category for Ω ∞ G with nice duality.
Proof. We will construct a function
and show it to be a bijection. Let ψ : Ω ∞ G → Ω ∞ E be a multiplicative map or equivalently a multiplicative operation ψ :
or no such a exists. For the latter case let θ : G * → E * be the ring homomorphism determined by ψ on G 0 and zero on non-zero degrees and set τ (ψ) to be the class of (1, θ, 0). For the former case let a ∈ G −2k be such that ψ(ax 1 . . . x k ) = 0. Suppose we have fixed a basis of irreducible homogeneous elements for E * . Write
Using Corollary 3.10 there exists θ a ∈ E * and φ a (
By computing ψ(abx 1 · · · x k+l ) ∈ E 0 ((CP ∞ ) ×k+l ) for ψ(ax 1 · · · x k ) = 0 and ψ(bx 1 · · · x l ) = 0 we see that the power series φ a above is independant of a and we can drop the subscript. The same computation shows that
Since ψ(ax 1 . . . x k ) is homogeneous of degreee zero we can assume that φ is of degree 2j ≥ 0 and using the assignment a → θ a we can define a degree zero ring homomorphism θ : V j G * ≤0 → E * ≤0 . Taking a ∈ G −2k such that ψ(ax 1 · · · x k ) = 0 and using the naturality of φ with respect to the multiplication m : CP ∞ × CP ∞ → CP ∞ one can see that φ satisfies
and so is a homomorphism of formal group laws of the required type. Define τ (ψ) to be the class of (j, θ, φ) in VFG. The only ambiguity here is if the degree of φ is negative and we have a choice of invertible elements to force a positive φ. However any two choices evidently give rise to the same class in VFG.
To show τ is injective suppose τ (ψ) = τ (ψ ) so (j, θ, φ) ∼ (j , θ , φ ). Corollary 3.11 implies ψ(ax 1 . . . x k ) = ψ (ax 1 . . . x k ) for all a ∈ G −2k for all k. By Proposition 2.2 and Proposition 2.4 we then have ψ = ψ .
To show τ is surjective let (j, θ, φ) ∈ VFG((G * ≤0 , F G ), (E * ≤0 , F E )). We need to construct a multiplicative ψ such that τ (ψ) = (θ, φ). For a ∈ G −2k set
Prescribing naturality with respect to projections and diagonals and using
Following the discussion in Section 2 in order to define ψ : G 0 (−) → E 0 (−) it remains only to show that Diagram (1) commutes on polynomials for f = 1 × 1 × · · · × 1 × β × 1 × · · · × 1 where β is the inclusion i : pt → CP ∞ or the multiplication m : CP ∞ × CP ∞ → CP ∞ . For the inclusion this is because the induced map is zero on elements of positive valuation. For the multiplication this follows easily from the fact that φ is a formal group law homomorphism. The operation we have thus defined is multiplicative by construction and additive since ψ, − annihilates indecomposables: indeed for (α, x) and (α , x ) in the augmentation ideal we have
Evidently τ (ψ) ∼ (j, θ, φ) and thus τ is a bijection. The statement about monoids is easy to check.
Remark 3.13. When G and E are two periodic this result reduces to Theorem 3.2 since in this case FG = VFG. To show that the inclusion FG → VFG surjects observe that (j, θ, φ) ∼ (1, θ , φ ) where for a ∈ G −2k we set θ (a) = u k(1−j) θ(a) and φ (x) = u j−1 φ i x i where u ∈ E −2 is the periodicity unit.
Example 3.14. It is easy to see Wilson's unstable Adams operations in MU emerging from the above theorem. We have
) defines an operation ψ k . To compare this with Wilson's analysis observe that
and letting θ(a) = k n a for a ∈ MU −2n consider the triple (1, θ,
k ) which defines the operation which Wilson shows is in fact defined integrally. To see this happening here observe that (1, θ,
Example 3.15. Let us consider unstable multiplicative operations Ell 0 (−) → HP 0 Q (−). We have
When j = 1 associated to each degree zero ring map θ : Z[
] is an exponential map φ satisfying φ(x + y) = φ(x) + θEll φ(y). Taking θ(δ) = u 2 and θ( ) = u 4 we get have that + θEll is the (graded) L-genus and it is well known that φ(x) = u −1 tanh(ux). So we have a Chern character-like operation c :
] we have c(δx 2 ) = tanh 2 (ux). Similarly for θ(δ) = −u 2 /8 and θ( ) = 0 we get have that + θEll is the (graded)Â-genus and φ(x) = u −1 (e ux/2 − e −ux/2 ). As with the Chern character these are not in fact genuinely unstable at all.
Additive multiplicative idempotents
As an application we study additive multiplicative idempotents Ω ∞ G → Ω ∞ G under the conditions of the main theorem. For a discussion of idempotents in the unstable setting we refer the reader again to the work of Boardman, Johnson and Wilson [4] . We call an additive multiplicative idempotent ψ : Ω ∞ G → Ω ∞ G trivial if either ψ = Id or ψ is of the form
Proposition 4.1. Suppose the assumptions of Theorem 3.12 hold and further that G 0 ⊂ Q and G * is generated as a ring by the coefficients of the formal group law. Then there are no non-trivial additive multiplicative idempotents Ω ∞ G → Ω ∞ G.
Proof. Let ψ : Ω ∞ G → Ω ∞ G be an additive multiplicative idempotent not of the form given by (5) . We shall show ψ = Id. Let (j, θ, φ) ∼ τ (ψ) with φ(x) = Lx i + O(x i+1 ). Since ψ 2 = ψ we have (j, θ, φ) • (j, θ, φ) ∼ (j, θ, φ) that is (j 2 , θ • V j θ, θV j φ • φ) ∼ (j, θ, φ)
Taking a ∈ G −2k such that θ(a) = 0 we use the relation just given to establish that i = 1 (so φ(x) = Lx + O(x 2 )) and furthermore that (θ • θ(a))θ(L) = θ(a) (6) and θφ • φ(x) = θ(L)φ(x) (7) (we have omitted the V j as it corrects degree yet clutters the notation).
Writing φ(x) = Lx + i>1 φ i x i it follows from (7) that for i > 1 we have φ i ∈ ker(θ). Now define
Using (6) it can be seen that θ is idempotent. By consideration of degree (recall that deg(φ) = 2j ≥ 0 and that G * is in even non-positive degrees) we see that the only two possibilities for j are 0 and 1. Case 1: j = 1. In this case we must have |L| = 0. Now since G 0 ⊂ Q we have θ = Id: G 0 → G 0 so in particular θ(L) = L and we can extend θ to G * [ L and the coefficients of + θ G . It follows that θ surjects and hence is the identity. Thus ker(θ ) = {0} and φ (x) = x. Moreover (j, θ, φ) ∼ (1, θ , φ ) so ψ = Id.
Case 2: j = 0. In this case we must have |L| = −2. Since V 0 G * is concentrated in degree zero we have θ • θ(a) = θ(a) and θ(L) = 1. The argument is now very similar to the above.
