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This literature review provides an overview of various areas of research in database 
migration. Specific areas which are addressed are legacy migration, migrating between 
different database models, reverse engineering, schema design and translation, and 
security. Additional literature is considered which provides a general overview of the 
topic. Some case study literature is included with an emphasis on library science studies. 
This literature review is then applied to a case study migration project at the University of 
North Carolina at Chapel Hill in order to determine where the literature was helpful and 
where not, as well as where more research may be needed. Conclusions are drawn that 
the theoretical literature is quite comprehensive, but that literature having more practical 
application could certainly be strengthened. 
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Introduction: 
Database migration has been an ongoing issue since data has been collected. 
Inevitably, new systems are designed which are intended to be more efficient, user-
friendly, inclusive, and current than older systems. In some cases, new systems are 
developed simply to replace older systems, and the justification may be new software 
trends, financial constraints or windfalls, new management initiatives, user complaints, or 
other reasons. In other some instances, new systems are developed to replace older ones 
that have become too complex or outdated and which resist further modification and 
evolution. These systems are known as “legacy” systems (Brody and Stonebraker, 1995). 
This rate of upgrading or at least changing from one system to another is not likely to 
slow down anytime soon. In fact, Breeding and Roddy (2003) maintain that the data 
migration process from legacy systems will continue to accelerate in the years to come. 
There are many different areas of ongoing research and implementation in data 
migration. The purpose of this paper is to provide a literature review of some of the key 
secondary sources available for discussion of data migration. In addition to the literature 
review, the paper will also include a case study outlining a migration project performed at 
the University of North Carolina’s Division of Student Affairs. The purpose of 
incorporating such a case study in a literature review is to provide a source for further 
study and research for readers with similar needs and experiences. Simultaneously, this 
study also provides a means by which I was able to evaluate what ideas in the literature 
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are important and relevant, which are deemed ineffective, and where more research is 
needed, thereby focusing my analysis on what would be useful for people who may be 
working on a similar migration scenario. Some of the literature in this review has a direct 
bearing on the case study while other literature has been included for the sake of 
providing a basic grounding in migration research. 
 
The case study: 
The case study in this paper involves a migration which occurred at the University 
of North Carolina at Chapel Hill’s Division of Student Affairs. In some ways, this 
migration is quite typical of the types of migrations performed by small to mid-size 
organizations. I would not classify this kind of migration as moving from a legacy to a 
more modern system, however. The source systems consisted of a combination of 
Microsoft SQL Server and Access databases, while the target platform was an Oracle 9i 
server which was to serve as the backend database for the new system. Although there 
may be some dispute about which of these platforms is preferable under which 
circumstances, most industry experts would likely agree that SQL Server and Oracle are 
essentially competing products, and that neither should be considered an obsolete legacy 
application. A conversion from Access, however, certainly amounts to an upgrade, since 
a platform such as Oracle or SQL Server provides increased levels of security, transaction 
processing, query analysis and optimization, memory pooling and more. In the case of 
UNC’s Division, the justification was purely for financial reasons, since the University 
has a site license for Oracle, but not for SQL Server.  Thus, it was decided that the 
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Division could channel considerable resources to other areas which were initially being 
used to pay for the Microsoft licensing agreement. 
The Division was maintaining a number of database applications in both SQL 
Server and Access. These applications had been used to track all primary student 
information and related demographics. They also included applications for Greek 
organizations on campus; the Campus Y (local YMCA organization); the Student Union 
which tracks many student activities, club memberships, student government and more; a 
mentoring program for female students called Womentoring; and a library database, 
which tracks primarily multi-media checkout, but is not part of the main library database. 
The first five of these databases resided in SQL Server, while the library database was 
originally an Access database. All of these databases had two different front ends. One 
was web-based and used ColdFusion as the development platform. This interface enabled 
public access of the databases. The second interface was based on Microsoft Access, and 
this interface was built primarily for administrative purposes, including report 
development.  
The purpose of the migration was to bring all of these applications into a unified 
platform (namely Oracle). This migration would eliminate the need to maintain multiple 
database applications, which all contained at least some overlapping information such as 
student data. By combining databases and migrating to a new platform, the goal was to 
simplify administration of the end result, to collapse duplicate structures, and to eliminate 
duplicate data, while also providing for a single backend application for all interfaces. At 
the same time, the Division wanted to minimize disruption to users and their interfaces, 
and also allow each department or group within the Division to retain ownership of the 
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data, even though that data was now to be stored in a centralized depository. Current 
interfaces were to be maintained as much as possible so that both ColdFusion and Access 
would continue to serve as the primary interfaces. The expectation was that in the future, 
additional or revised interfaces might also be developed using Oracle Forms and Reports. 
The migration proceeded smoothly for the most part, but there were also lessons learned 
along the way. I will address these subsequent to the literature review.  
At this point it might also be useful briefly to discuss general characteristics of 
these systems. The Student Union database was the source database containing the 
majority of student data including demographics; this was a SQL Server database 
containing about 42,000 records. The Campus Y database and the Greek database were 
also in SQL Server, but they were considerably smaller. The remaining two databases, 
namely Womentoring and the library database resided in Access. All of the databases 
were between 5-7 years old with the exception of the library database, which was only a 
few months old. This particular database had been developed in Access so that the 
development time could be as short as possible. Already during development it was 
known that this database would be migrated to Oracle in the near future. All of the 
databases aside from the student demographics were relatively small, containing several 
hundred or a few thousand records each. Some systems were more complex than others, 
but all contained fewer tables than the migrated Oracle database. The source databases 
each contained between 15 to 25 tables, many of which could be combined during the 
final migration. The Student Union database was likely the most critical, since it 
contained the largest number of student records; moreover, a number of other 
organizations also interfaced with this data. Although all of these databases were 
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mission-critical to an extent, containing as they did data which was invaluable for the 
particular organization in question, it was certainly possible that these databases could be 
down for short periods of time during the migration process. Part of the migration process 
involved minimizing the disruption to the end-users, but that did not mean that this 
migration had to occur in real-time. Every effort would be made to make the interfacing 
and migration between the two systems as seamless as possible, but it was also accepted 
that brief periods of down-time would be part of the process. 
 
Organization of the Literature Review 
The literature review consists of several sections each representing an area of 
research and application in data migration. The amount of information available on data 
migration is staggering, and a complete listing of available resources and literature is 
beyond the scope of this paper. However, I will provide an overview of the trends within 
the literature and will emphasize those areas which relate most strongly to the case study 
at hand. While I want to address those areas most applicable to the case study and 
emphasize those resources with the most practical applications for small-to-mid size 
organizations, I will also provide an overview of other areas of research since it could be 
useful to readers to have both assistance in finding practical resources as well as to gain 
an understanding of the trends within the migration literature as a whole. For example, 
legacy migration from large mainframe applications include additional levels of 
complexity that were not an integral component of the case study. Even though some of 
the principal concerns of legacy migration are not directly relevant to the case study at 
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hand, some of the related literature has been included nevertheless, since a considerable 
amount of literature addresses this issue. 
The primary areas of discussion on data migration encompass the following 
categories: a general overview of data migration with basic technical guidelines, legacy 
migration, reverse engineering, schema design and translation, case studies of specific 
platforms or technologies as well as case studies specific to the Library Science (LS) 
field, and security. Real-time migration will not be covered in depth in the literature 
review, although it is certainly important and worthy of research. It was simply not 
applicable to the UNC case study at the point time of this writing. Succinctly stated, the 
main thrust of this particular research involves working in a distributed environment and 
accessing data across this environment in real-time. There may be multiple disk drives, 
multiple servers, multiple database platforms, and operating systems, all supporting large 
volumes of data access and what is termed as “process migration” across these different 
media. Finding methodologies for minimizing bottlenecks and providing the fastest 
possible I/O is the foundation of this new area of research, but it is not relevant for the 
case study at hand, since this system migrates diverse systems into a single, unified 
Oracle platform residing on a single server with a relatively small number of records. 
 
A General Overview of Database Migration 
Although the vast majority of literature included in this review is relatively recent, 
I also include several articles from earlier years which provide useful insights into the 
early stages of data migration. The research of Housel et al.’s 1974 paper at IBM is one 
such example where some of the main issues in data migration are summarized and future 
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research areas are suggested. Their stated principal reasons for data migration have 
remained true and are as applicable today - at least at a general level - as they were 30 
years earlier. These reasons include  1) a change in the hardware system, 2) conversion 
from one system to another, 3) a change in the structure or program as a result of 
modified application requirements, and 4) the addition of an application to an existing 
database. Other significant early contributions include Fry (1970) and McGee (1970), 
who suggest the creation of a data and storage structure definition language. 
Alternatively, Young (1970) proposes a procedural data structure mapping technique 
whereas Sibley and Taylor (1970) suggest a similar technique, but propose using a non-
procedural approach. Another important contribution was a PhD dissertation by Smith 
(1971) who began to address generalized issues of data translation. A common feature of 
the 1970s research is a focus on the definition of common languages for the purpose of 
defining data, storage, and mapping processes. Housel et al. (1974) see this as a potential 
problem since “requiring users to redefine their database and storage structures in terms 
of a complex language for the purpose of conversion makes the procedure difficult to be 
accepted by users in practice” (p. 159). They then define the major tasks involved in a 
migration project, including the definition of applications, translation of the data, and 
program conversion and development. They submit to the necessity of a certain level of 
human intervention required in this kind of complex project, but they also propose to 
automate certain tasks such as data translation, which can be aided through a high-level 
translation language. Although their paper does not propose a specific language, it does 
include the requirements for such a language including a number of categories in the 
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mapping of source to target applications as well as for the purpose of validity checking 
once the data has been imported. 
Youn and Ku (1992) provide a concise but rather insightful overview of many of 
the main issues of data migration along with some helpful examples. The article contains 
many of the primary issues that should be considered during migration. They initially 
define the process of migration as moving data from a source to a target database – which 
can actually consist of multiple databases in each case. What makes this process difficult 
and, therefore, worthy of research and analysis, is the fact that the source and target are 
rarely identical. Specifically, this means that in most cases, decisions will be made along 
the way to identify which structures and data will be needed in the target system, whether 
they will need to be transformed in any way, and what changes may need to be addressed 
in the target system. Some fields may be discarded, others collapsed. Multiple data 
sources may be combined, be they individual tables or whole databases. Business rules 
will be analyzed and re-evaluated for currency. When the source and target are 
structurally different or when data is inconsistent across multiple data sources, then many 
decisions have to be made as to how the data can be transferred most reliably, and how to 
eliminate or at least minimize the possibility of data transmission errors. Consequently, 
Youn and Ku discuss extraction and loading, followed by transformation and data 
integration. As part of initial planning process, they emphasize the necessity of 
developing a conceptual model of the source system which can then be used to develop a 
model of the target system. (The importance of schema integration is also addressed by 
Elmasri, Navathe, and Larson (1984, 1986)). Youn and Ku then provide several useful 
examples to illustrate their guidelines and to emphasize the importance of understanding 
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whether the source and target are using similar or different domains. They also 
underscore potential value inconsistencies and identify the mapping tables that can be 
used to help translate values across inconsistent data sources. Additionally, they discuss 
loading data from primary and secondary sources, and address the fact that lookup tables 
should be loaded before primary data tables so that referential integrity can be enforced 
with the data. This becomes even more crucial if the target system is not a single 
database, but rather is a distributed system that spans several applications. Other issues 
such as field mappings of identical or different names between source and target are 
addressed as well as considering collapsing some entities into a superclass where 
appropriate. I found a great deal of overlap between their basic guidelines and the 
decisions made in the case study, which will be addressed at the conclusion of the 
literature review.  
Hudicka (1999) also provides a good overview of the phases for data migration. 
His breakdown may be slightly different than Youn and Ku’s, but both articles provide 
useful starting points. Hudicka points out that in the case of migrating from legacy 
systems which are based on hierarchical databases, the migration process needs to be 
planned especially carefully, since many of these systems do not enforce referential 
integrity, while two cornerstones of this older structure – de-normalization and 
redundancy – are in precise contradiction to more modern relational theory. He then 
argues for a number of different phases each of which should be completed before 
proceeding to the next phase. In the pre-strategy phase, the project manager should 
identify the number of legacy systems, and count their data structures. Interfaces should 
also be identified at this point, if possible. In the subsequent strategy phase, users should 
  
11
quantify the data they expect to be dealing with by creating reports that provide row 
counts, column counts, and related statistics pertaining to the source data. Then, in the 
pre-analysis phase, it should be determined who will perform which subsequent tasks. It 
would also an advantageous time to create a staging area in the new system (for example 
in Oracle) which can be used for testing purposes; it can also be used  for allowing users 
to work early on with the new system by spreading out the learning curve as much as 
possible. The analysis phase should consist of one or more checklists of source data 
which are supposed to be migrated. In addition, user feedback sessions should also be 
analyzed here to incorporate specific requirements. The design phase should include the 
mapping of key constraints and performing data mappings from the logical to the 
physical model. The subsequent testing phase should deal with both logical and physical 
(syntactical) errors. Once test data has been migrated, basic questions should be 
addressed: 
? How many records were supposed to be created? 
? How many were actually created? 
? Did the data migrate to the correct fields? 
? Was the data formatted correctly? 
 
Other questions not addressed by Hudicka, but also important as a result of the case study 
would be: 
 
? Does the source data contain null values? And if so, how successful was their 
migration? 
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? Did the precision of numerical values migrate correctly? 
? If key constraints caused errors, can it be determined which values caused these 
errors? 
 
Hudicka also points out that the best test for data mapping is to “unleash users on 
the populated target data structures as soon as possible” (in the section on Pre-
Test/Test/Implementation) since users are likely most familiar with the data and the 
nuances of existing relationships. He then concludes with the revision and maintenance 
phase, and argues briefly in favor of data transformation tools – assuming that the project 
is sufficiently large to justify the expense. 
Kelly and Nelms (2003) take a slightly different approach in their industry article. 
Although some of the issues are similar to those raised by Youn and Ku, Kelly and 
Nelms also discuss methods of auditing the data to ensure that the migration occurs 
accurately. They argue that this checking process can occur in different ways, either 1) 
after the data has been migrated, 2) by checking the data while it is being migrated, or 3) 
by reviewing the methodological approach of management for the migration process. All 
approaches can be valid and effective, although the third assumes that management has 
an effective methodological approach in place. Option 1 can also work, but it may require 
additional down-time which may not be possible in all working environments. Hence, 
they focus primarily on option 2: checking the data while the migration process takes 
place. Although the overall method they use is sound and effective, they suggest using 
Microsoft Excel as a comparison tool for reviewing source and target data  I think that 
using a database – even a smaller application such as Access – would be more efficient in 
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the long run and that comparison of records within tables would be simpler and more 
effective using this approach. They acknowledge the fact that in Excel they are limited to 
about 65,000 rows which is a plausible amount for some applications, but certainly not 
larger databases. In broad terms, the article addresses several main issues: 1) Using the 
old and new systems for data comparisons, 2) determining differences between the old 
and the new systems, 3) dealing with issues of live data changed during the migration 
process, and 4) the accuracy of cut-off parameters which determine which data should be 
included in the migration. For all of these sections some examples are provided.They 
conclude that the download of the old data should occur as close as possible to the time 
of the data migration into the new system. Although this is true, they might also have 
addressed such issues as transaction concurrency, performing regular updates, and 
backup/restore mechanisms that could aid in the process of dealing with live data. 
Moriarty and Hellwege also address data migration (1998), but part of their 
discussion involves considerations of migrating data into a data warehouse. In general, 
their perspective deals with larger amounts of data. They distinguish between straight 
data conversion, on the one hand, involving migration from one system to another from 
the second type of migration which is essentially continuous. In this type of migration, 
data is moved from time-to-time between applications. The difference in these 
approaches becomes more apparent the more frequent these migrations occur to the point 
that the migration is present constantly, so that data could be migrated in real-time. In 
such instances, real-time migration may involve the acquisition and transformation of 
data from many applications. As the frequency of migration flow increases so does the 
necessity of constant error reporting and setting data quality tolerances. 
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Migration Between Different Database Models 
Another important research area is the consideration of migration from relational 
to object-oriented databases. Monk et al. provide a sound foundation in their 1996 article 
on the topic. Not all environments are suitable for this type of migration, since many 
migrations remain relational or object-oriented rather than changing from one system to 
the other. In cases where the programming model changes, however, there are two main 
approaches. First, one can consider implementing a layer of object-orientation on top of 
the relational database backend. Crowe (1993) along with Hardwick and Spooner (1989) 
provide instances where this kind of approach can function effectively. The IRIS system 
is another such example which is described by Wilkinson et al. (1990) and Fishman 
(1987). In this example, an object-oriented DBMS is developed on top of an existing 
relational DBMS. The advantage of such an approach is that the relational data is still 
accessible as relational data; the disadvantage is the inefficiency of having to translate 
data manipulation language (DML) commands between the two layers. The second 
approach is to implement more of a migration rather than simply to overlay an interface. 
In this case, relational technology is migrated to objects (Monk, 1990). The most 
significant step in this process is to derive an object-oriented scheme from a relational 
scheme from the existing source system. Chiang (1994), Hainaut (1991) and Premerlani 
et al. (1994) have researched this area of reverse engineering relational databases to 
extract an ER model for evolutionary purposes. The natural extension of this research is 
to transform the ER (or EER) model into an object-oriented schema. 
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Legacy Migration 
Much of the literature on data migration is quite rightly devoted to legacy 
migration. There are many legacy applications still in use today, and these applications 
are often very large and very complex. Migrating these systems can be a time-intensive 
and extremely costly undertaking, so it stands to reason that organizations seek ways to 
simplify the migration process and to make it as cost-effective as possible. Another 
important reason of the ubiquity of the literature on this topic is due to issues of ‘risk.’ 
There may be significant risk in leaving applications as they are with the implication that 
they may become increasingly outdated, cumbersome, and unmanageable. At the same 
time, there is also considerable risk involved in migration, as a result of down-times, 
unexpected disfunctionality as a result of the migration, as well as data loss and 
corruption. There are many case studies on the topic, some of which will be discussed 
briefly in the section on case studies. And even though the migration of the UNC case 
study did not proceed from a legacy application, some of the literature is very insightful 
for planning a successful database migration. Examples of careful planning, the provision 
of GUI interface applications, and the importance of staging areas, were all under 
consideration during the case study. 
Hasselbring et al. (2004) present a concise overview of the reasons why legacy 
systems cannot simply be replaced, but need to be an integral part of the migration 
process: 
1. Legacy systems represent substantial investments which cannot simply be 
disposed of 
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2. Business usually must continue during the migration process. Substantial down-
time is often not an option since the business may be dependent on the legacy 
system. 
3. Legacy software is often the only place where certain business logic is 
documented. The absence of formalized documentation often means that 
developers must use a legacy system to reengineer business logic into a new 
system. These systems differ substantially from modern enterprise architectures 
since the presentation, business logic, and data access tiers are generally all part 
of the same tier. 
 
Legacy system migration often encompasses a great number of research areas including 
reverse engineering, business reengineering, schema mapping, application development, 
and translation. Current practical solutions often involve what is known as “wrapping” 
(Wu et al, 1997), whereby an existing application is maintained, but given a “new and 
improved” look – such as GUI interface.  This approach for legacy applications is also 
known as “screen scraping,” where the text-based front end is replaced by a GUI 
interface. Noffsinger, Niedbalski, Blanks, and Emmart describe this approach in their 
article entitled “Legacy object modeling speeds software integration.” (1998) They also 
discuss legacy migration from a number of different perspectives including engineering, 
system, software, evolutionary, managerial, and maintenance. They present a framework 
for each of these perspectives and argue that by using this framework, the legacy system 
will operate normally while the target system is developed independently. The overall 
problem with their approach, though, is that the proposed framework is presented at too 
  
17
high a theoretical level to be useful in practice: no consideration is given to the actual 
migration of the data. Ganti and Brayman (1995) provide more practical guidelines in 
focusing their efforts on migrating in a distributed environment. Under their approach, 
the business is first examined, and the business processes themselves are reengineered as 
required. Although they point out that disruption should be kept to minimum when 
migrating from the legacy to the target system, they have no convincing suggestions 
about how to go about minimizing the downtime.  
Brodie and Stonebraker propose an approach called the “Chicken Little 
Methodology” (1995) – an eleven-step strategy for migration, employing a series of 
gateways. With this approach, the legacy and target systems are operated in parallel 
during the operation. The target system is small at the outset, but grows during the 
migration process until it replaces the legacy system. For example, a “forward gateway” 
is created which enables the legacy application access to the new system. At the same 
time, there is also a “reverse gateway” for the target application to have access to the 
legacy system. The authors recognize the overall complexity of this system, though, and 
submit that this complexity still presents a technical problem and ongoing research 
challenge.  
Wu et al. (1997) outline another approach called the “Butterfly Methodology”, 
which questions the necessity of the “Chicken Little Methodology” of running both the 
legacy and the target application in parallel during migration. They propose an iterative 
solution consisting of five phases:  
1) determine the semantics of the legacy system and develop the target schema;  
2) build a sample datastore in the target system based upon target sample data;  
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3) migrate all components (except for the data) to the target system;  
4) gradually migrate the data and start to train users on the target system; and  
5) retire the legacy system and begin using the target system.  
 
The authors then go into further detail and break down each of these phases into 
more specific components; however, they provide no concrete examples or practical 
guidelines on how each of these phases is to be achieved. Overall, the approach seems 
comprehensive and sound, but it could realistically only be applied by a seasoned 
database administrator who has had ample experience with general migration procedures. 
Finally, the authors also provide a useful list of tools that could be used for migration in 
general, including tools for project management, justification, understanding the legacy 
system, and developing the target system. 
There are numerous other significant contributions to the literature by additional 
authors. Emmrich et al. (2001) discuss the integration of multiple legacy applications 
with several new target applications. Their primary concern is the minimalization of the 
number of adapters that need to be used by introducing an intermediate data format. The 
adapters in question are essentially software programs that provide different translational 
layers between data formats. Stevens and Pooley (1998) develop the idea of “re-
engineering patterns” which emphasize process patterns for migration paths. Their 
emphasis on this path rather than on the target architecture reflects the importance of 
migration. Bergey et al. (1997) also provide a useful contribution with their checklists 
which help guide IT personnel in the migration process to transform a legacy system into 
a modern target architecture. They provide a comprehensive view of system evolution, 
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but without concentrating on any legacy or target architectures specifically. Ratib et al. 
(2003) discuss the migration of image data from a series of legacy applications into a 
commercial application. This discussion is not very specific in technical detail, but they 
do emphasize the importance of the planning process in order to minimize the financial 
impact of a large data migration. They provide a sketch of the overall project plan, 
including interim solutions that were needed to address various stages during the 
migration. From a technical perspective this article offers little assistance, but those 
interested in considering a large data migration — in particular, one dealing with medical 
imaging or with large numbers of image files in general — may find this discussion 
useful for the early planning stages. What makes this research significant is that it 
highlights some of central issues in legacy migration, namely planning carefully, utilizing 
a staged approach via gateways or adapters, running applications in parallel, and 
providing GUI interfaces in order to add a “new and improved” look to an older 
application. All of these points address the unique issues which may be involved in 
dealing with applications that contain massive amounts of data, legacy code, and 
historical structures — all of which may be mission-critical to the successful functioning 
of an organization. 
 
Reverse Engineering 
This area of research is also related to legacy migration research and has been 
ongoing since the 1980s, but it is becoming increasingly important, given that there is a 
greater shift from older systems towards web-based user interfaces. Many migration 
projects undertake some degree of reverse engineering which Chikofsky and Cross 
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(1990) define as “analyzing a subject system to identify its current components and their 
dependencies, and to extract and create system abstractions and design information” (p. 
13). The concept of reverse engineering in itself is quite broad and includes a number of 
different areas of research and implementation. Griswald (1991), for example, discusses 
formal transformation while Rich and Willis (1990) focus on pattern recognition 
approaches to reverse engineering. In this approach, the authors recognize commonly 
used programming techniques and their article focuses methods of finding and 
categorizing these, and subsequently building a hierarchical structure to describe the 
program itself. Other approaches include function abstraction (Hausler et al, 1990) as 
well as information abstraction (Chen, 1990), and reuse-oriented methodologies 
(Biggerstaff, 1992). Hausler et al. explore an approach that allows for the creation of an 
abstraction algorithm which can provide the basis for automating abstraction in the 
program as a whole. Chen uses a methodology whereby relational information is 
extracted from a system and stored in a database for the purpose of applying this 
information to perform additional extraction tasks on the application.   
Biggerstaff (1992) discusses the discovery of human-oriented concepts and the 
assignment of those concepts to their implemented counterparts, which he considers the 
“concept assignment problem.” By using this approach, he argues that one can aid 
understanding in relating the structure of a program to one’s human conceptualized 
knowledge of the world.  Müller et al. (2000) argues that the focus of software 
development is shifting from brand new construction to maintenance and evolution. I 
believe that this realization is significant because it recognizes the inherent value in older 
systems and indicates that this value should be captured as much as possible rather than 
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simply be discarded or replaced by newer systems. Focusing primarily on new 
development does provide the industry with valuable development skills, but at the same 
time, Müller et al. also assert the significant worth in legacy systems such as defining 
business practices, determining business rules, and tracking historical development, as 
well as decision processes that cannot simply be addressed with a new system. Although 
the intent of our case study was to create a new system, there is certainly an element of 
evolution inherent in the process as well, and so I would concur that a refocusing on 
maintenance may be quite significant in the future with re-engineering as a possible 
means to achieve this maintenance process. 
Buss and Henshaw (1992) provide a useful overview of reverse engineering. 
Although some of the discussion includes a rather specific case study, the introduction is 
general and informative. They distinguish reverse engineering from forward engineering 
and discuss related issues such as re-documentation, design recovery, and restructuring. 
They also relate the design and re-engineering process to the software life cycle, which is 
a useful integration for those familiar with this formalized approach. Finally, they provide 
a relatively extensive list of why reverse engineering can be difficult, and when to 
consider the process at all. 
Müller et al. (2000) write a thorough introduction to basic issues of reverse 
engineering. Part of their article focuses on code migration and part on data migration, 
and in this regard they suggest that the former is much more defined in current research 
than the latter, since very often the code is the only reliable source of information about a 
given system when adequate documentation has not been maintained. This fact has 
encouraged a number of researchers to emphasize the code as an area of unintended 
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documentation and historical significance. At the same time, although the code does 
contain valuable information, the authors also argue that some potentially valuable 
information is not contained in the code. Examples are architecture and design trade-offs, 
engineering constraints, as well as the fact that the application domain typically exists 
only in the minds of the developers. Over time, this information deteriorates as people 
leave, documents are lost, and overall complexity increases (Lehman, 1980). 
Consequently, Müller et al. argue that there needs to be a concerted effort to make 
explicit, record, and update mappings between the application and the implementation 
domain. The issue of traceability remains paramount. This process can be achieved 
through two means: 1) there must be an organizational emphasis on continuous program 
understanding rather than trying to perform the reverse engineering as an ad-hoc process, 
and 2) the process must become more mature and replicable, with the implication of an 
increased focus on automation tools that can accelerate the process of preserving current 
structural thinking in terms of business rules, constraints, and design-trade-offs. These 
tools would essentially create a script that discerns patterns in design. The authors also 
discuss issues specific to database reengineering which has become more significant 
since the problems of Y2K, the European currency conversion, and the general migration 
to Web-based systems have become significant research areas. The Y2K problem 
revolved around the observation that in many applications, dates were stored as a two-
digit year – which worked fine during the late 20th century –  but which naturally became 
problematic in any kind of calculation where it was significant to know to which century 
the year was referring. Finding all instances of these kinds of calculations in a program 
and determining the effect it might have, was a perfect example of the importance of 
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reverse engineering. The conversion to the Euro dealt with a host of other issues, such as 
1) making sure that all currency in an application was converted in exactly the same way, 
2) dealing with currencies from Italy and Spain whose  units had never used decimal 
currency, 3) changing threshold values, business rules, and report parameters which were 
often part of the code, not just of the data, 4) realizing that data pollution was always a 
risk by making sure that all values of a currency were converted in a given system, and 5) 
dealing with historical data prior to the changeover. In addition, the increased emphasis 
on data warehouses as a means of creating strategic decision support systems has also 
motivated interest in the area of migration automation tools. The two main processes with 
respect to database reengineering are 1) data analysis followed by 2) conceptual 
abstraction where the results of the analysis are generally modeled into some kind of ER 
diagram. 
Waheed (2000), among others, is a strong proponent of using various tools for re-
engineering or reverse engineering applications. There exists a general consensus that the 
source code often contains the only reliable source for documenting requirements, and 
Waheed argues that it is this code – whether proprietary or some type of commercial 
source code – to which various tools can be applied to transform at least part of the code 
into some type of abstract model for clearer understanding. These tools generally parse 
the source code, store it in a database, and then apply various queries or transformation to 
the code in order to extract a more comprehensive meaning to the code. 
Another useful source for information about reverse engineering is a bibliography 
by M. G. J van den Brand et al. (1997). The work is relatively short, and provides little 
actual content analysis, but it does present the broad issues in reverse engineering and 
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then categorizes the available literature which can be invaluable for exploring this 
research area and related topics more in-depth. Overall, more than twenty different topics 
within reverse engineering are covered ranging from introductory papers to 
maintainability and restructuring as well as information about specific programming 
languages. In addition to the formally published literature, some web sites are also 
provided, although many of these are already out-of-date. The work is nevertheless useful 
as a starting point in understanding and researching the primary issues of reverse 
engineering. 
 
Schema Design and Translation 
Working with models of various types in databases is essential. Using models is 
the only means by which complex systems can realistically be understood. Developers 
need to work with entities and relationships, logical and physical models, and source and 
target schemas. Ideally, the person or group planning a data migration would have the 
target model(s) from previous development phases of the source system, but this may not 
always be the case. Alternatively, the models may be considerably out-of-date, which 
may mean that they are deceptive or a waste of time. A number of individuals have 
addressed the extraction of logical structure from relational schemas. Markovitz and 
Makowsky (1990), as well as Davis and Arora (1988), have discussed such a 
methodology. Dumpala and Arora (1983) also suggest methods of translating relational, 
hierarchical, and network schemas to the ER model. Additional work has been done to 
map schemas between two different data models directly as is the case with the research 
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by Zaniolo (1979). Similarly, Biller (1988) suggests the use of an intermediate form 
when mapping one scheme to another by using a semantic data model (1979). 
Abu-Hamdeh et al. (1994) follow in this tradition, but extend the functionality of 
schema translation further. They, too, wish to express the schema of one model in another 
data model, but they propose to automate this process to an extent by first using an 
intermediate step where a list of facts is created from the first schema, and this list of 
facts is then translated into the second schema. This process can be automated and can 
then translate existing schemas without added information. They suggest using an ER 
model as the interim step, since the ER model is a superset of the three traditional data 
models. The only difficulty is, they argue, that ER models have no standard data 
definition language (DDL) for expressing schemas. Consequently, the authors suggest 
using TXL – a source-to-source translation system developed by Cordy, Halpern-Hamu, 
and Promislow (1991) – for implementing these transformations. Succinctly stated, the 
function of the TXL is to parse the source schema, transform it and then unparse it into 
the new schema. They provide concrete examples of several different types of table 
definitions and show how this transformation could take place. The process seems well-
reasoned and could certainly be useful, although there are certainly tools available which 
perform these translations for users. Some examples of such tools are provided in Lau et 
al’s article “Migrating E-commerce Database Applications to an Enterprise Java 
Environment” (2001). However, tools of this nature can be expensive, and if the project 
is sufficiently large and complex, using this approach for in-house schema translation 
may prove to be a cost-effective alternative to expensive translation software. 
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Johannesson (1994) discusses schema integration by emphasizing structural 
manipulation and consolidation dealing with more efficient methods of schema design as 
a whole. The concept of schema integration itself was introduced by Batini (1986), who 
suggested that it can be divided into three phases, namely, schema comparison, schema 
conforming, and schema merging. The difficulty in integrating schemas stems from the 
fact that two schemas can model the same world, but can be created quite differently. 
There can be differences in terminology, structures, and focus. For example, two objects 
can refer to the same concept, but might be named differently – in this case the objects 
would be synonyms. Or, possibly more confusing, two objects might be named similarly, 
but could, in fact, be referring to different concepts, in which case they would be 
homonyms. More concretely, the focus of one person entity might be on physical 
attributes, while the focus of another person entity by the same name might be on social 
characteristics. Differences in such schemas are often represented through a numerical 
measure that capture the distance between schemas and structural constructs 
(Bouzhegoub, 1990 and Fankhauser, 1993), but Johannesson’s approach is to consider 
using a semantically rich modeling formalism to support the schema integration process. 
For example, by utilizing the foundations of case grammar and the related model of 
conceptual graph theory, Johannesson argues that a richer formalism can be represented. 
What may simply be represented as two entities with a relationship in an ER diagram can 
now be extended to include more concrete direction by association with the nominative, 
accusative, or possessive case.  He argues that the use of case grammar from linguistic 
studies can assist considerably in providing enhancements to the useful but limited 
associations provided by models using ER diagrams. He makes a compelling case, but 
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the argumentation is complex overall which he himself admits when he says that the 
question remains how practical it is to follow the approach outlined in this paper. 
A related topic is considered by Chung and Mah (1995) in their discussion of 
schema integration for the purpose of creating a common interface for a multi-database 
system. Although this approach does not entail migration per se, it is in essence a type of 
precursor for migration. The purpose of migration can sometimes serve  to upgrade an 
old system to a newer one, but it can also be applied to combine multiple systems into a 
unified whole – which was the goal behind the UNC case study presented in this paper. 
Considering approaches for schema integration, then, can be considered a step in the 
migration process of collapsing several databases into one. If the schemas are unified, 
then one can develop a global schema for the new migrated application. Chung and Mah 
argue for the use of the “unified model” approach, proposing two advantages: first, it 
allows for high-level expressiveness necessary for effective query integration. At the 
same time, it allows for simple query translation, since the global query language 
proposed for this purpose is SQL/X, which is SQL compatible. The unified model allows 
for nested tables (i.e., classes), a set of values (multivalued attributes), procedures, and 
hierarchies all of which extend the functionality of the relational model. As with 
Johansson, the argumentation is fairly complex, but the authors make a good case for 
using this approach in schema integration.  
 
Case Studies of Specific Platforms or Software Migrations 
There are numerous case studies of specific migration examples and instances of 
migrations that are meant to provide guidelines for developers when migrating from one 
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platform to another. Although there are far too many case studies to list in this literature 
review, I will provide several examples of sources which discuss common migration 
platforms that developers may be using. I chose several representative articles that 
discuss case studies that incorporated issues raised thus far, namely schema conversion, 
legacy system migration, and business logic integration. In addition, I also included 
several case studies of technologies that are especially current at the time of this writing, 
namely JAVA-based applications as well as XML, the latter which many view holding 
significant promise for future inter-application communication. Also, it should be noted 
that case studies are often part of other articles as well – including those in this review – 
but that in those articles the case study tends to be an example of a concept or idea rather 
than an end in itself. In the examples listed below, the purpose is first and foremost to 
demonstrate a specific instance of newly-developed software or a technology which is the 
foundation of the case study. The first group provides examples of platform or specific 
software case studies while the second group focuses on examples specific to the library 
science (LS) field. 
Lau et al. (2001) discuss one such case study in a case report for migrating E-
commerce database applications from an IBM Net.Commerce platform to a Java-based 
WebSphere Commerce Suite. The article is insightful in a number of ways. First, the 
authors briefly describe the advantages of the Java 2 Enterprise Edition (J2EE) platform 
over traditional client/server environments. They argue that because of the middle-tier 
server, some of the development complexity is removed by not forcing the developer to 
be conversant with the entire backend application. Rather, this tier shields clients from 
interaction with the backend system and allows for the use of thin-clients. Furthermore, 
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they also stress the popularity of this platform since it is based on the open standards of 
XML and Java and provide for a general level of simplicity – at least for the 
programmers at the thin-client level. The authors provide a simple but useful overview of 
the Java Bean system and then proceed to outline the basic migration steps. They also 
provide several easily understandable examples that are quite helpful. For instance, the 
example of converting traditional SQL to Java Bean coding is helpful as is the example 
of a Net.Data macro function block. The article certainly does not take the place of more 
in-depth reading, but for this particular platform migration, it does provide a useful 
overview.  
Hasselbring et al. (2004) present a paper on “how to re-use elements of legacy 
systems within multi-tier architectures” (p. 1). They discuss a methodology for Dual 
Business Logic (Dublo) which implements business logic in two places: the legacy code 
and the new middle-tier level of the enterprise application. They argue that while this 
duplication seems to contradict the end goal of clear separation, this approach 
nevertheless allows for a smooth migration from the legacy to the new system. They first 
spend a substantial amount of time formulating the technology selection process they 
went through and justify the decisions they made. Subsequently, they outline the actual 
solution for this approach which is to “formulate business logic in a new business logic 
tier; write a legacy adapter for access by the new business logic to the existing legacy 
business logic; use this adapter for database access” (p. 6). The result is that the database 
is only accessed directly via the existing legacy business code.   
Cohen and Feldman (2003) demonstrate a specific system called MIDAS which is 
designed to convert parts of the application logic from the procedural style of the 
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hosting program in a legacy system to the declarative style of SQL. The system is well 
documented and contains a number of code examples that help to illustrate their 
approach. The outcome is that a small set of transformations is often sufficient for high-
quality translation. The authors state that the system was designed to aid in the migration 
from network to relational models, but they maintain that the same approach could also 
be applied to migrating to or from object-oriented databases. 
Munir et al. (2002) provide another case study which may be of interest to users 
considering an Oracle/XML migration. As XML becomes more of an accepted standard, 
an increase in this area of research is likely. The authors consider the possibility of 
migrating their data at CERN from their current system to an Oracle-based application, 
which incorporates capabilities for XML. They outline current limitations of Oracle XML 
components, and then go on to describe their project and suggest which stages would be 
required for a successful migration from their current system (called Objectivity) to 
Oracle. Munir et al. also discuss the way in which objects could be mapped into XML 
and how a DTD might be structured against which the XML would be validated. The 
basic transformation steps are outlined with several helpful diagrams. Their approach is 
intended for anyone considering an XML-based migration, so for that subset of 
individuals, it may be a valuable addition for planning a successful migration. 
 
Case Studies of LS Systems 
I have chosen to separate out case studies in library science (LS), since readers in 
this field may be more likely to find this paper since it was written in an Information and 
Library Science School. These systems do not necessarily differ from other environments 
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in the needs to be addressed during a migration, but separating these case studies out may 
still be useful for librarians wishing to find resources specific to their area.  
Copeland, Farmer, and Smith (1997) provide a very basic overview of the 
migration process in a LS environment. They discuss considerations for bibliographic 
data as well as circulation transactions, reserve, and acquisition data. They also outline 
basic scheduling of tasks such as data extraction and loading, interface development, 
testing, and training. However, the article stresses considerations that should be observed 
with old (legacy) system vendors and those of the new application. There is not much 
consideration that much of the migration work might be done in-house, and so the 
technical assistance in this article is essentially nonexistent. At the same time, the reality 
is that today’s libraries deal with a large number of different databases and that vendors 
will frequently be involved in this process. So, the article could indeed serve as a good 
introduction for non-technical readers who may be considering a database migration in a 
LS environment. 
Qin Zhu (2004) provides another overview of the migration process of performing 
a data migration in a LS environment. Although this article is domain-specific, it does 
emphasize the significance of planning, which is certainly applicable to all domains 
during data migration. Zhu identifies the stages of migration as system selection, 
implementation planning, system profiling, data conversion, training, and publicity. Some 
of these areas are not technical, but are simply practical aspects to making the process a 
success from start to finish. Zhu then emphasizes two categories within this list, namely 
system profiling, and data conversion. The concept of profiling relates more to methods 
of configuring a server in an LS environment and the ways in which different areas of the 
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library may be impacted by this process, including cataloging, acquisitions and ordering, 
authority control, serials control, circulation policies, and user control. I found this 
portion of the discussion certainly very domain-specific, as was the next section on 
moving data into the target system. The article underlines the importance of planning also 
addressed elsewhere, but for an LS systems migration it could be an informative 
resource. 
Rioux (2001) reports on a migration of bibliographic data from published articles, 
which her department performed of bibliographic data from published articles at the 
Woods Hole Oceanographic Institution. This was a case study of a relatively small 
application which was migrated for access to the web. I decided to include this article 
because I found certain similarities to the case study at UNC, even though the general 
scope of Riuox project was considerably smaller and simpler. They did, however, migrate 
data from an Access database to an Oracle-based system, although they also used more 
automated tools to perform the migration.  It appeared that the old system was not really 
a relational database, since she talks about having up to twenty keyword fields and is 
keeping data from different groups of years in different tables rather than using a more 
normalized structure to maintain all records which are structurally similar in the same 
table. Riuox also addresses some basic steps that were performed before extraction and 
conversion could occur - in particular, “cleaning” the data, which involved keyword 
expansion and code elimination from an older legacy system. In dealing with the oldest 
set of bibliographic records to be migrated, she also found that the database table was 
different from the more recent database tables, such that this structure had to be 
manipulated and matched to the new system prior to migrating that data. The article as a 
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whole is quite domain-specific, but for individuals seeking to migrate data into a database 
with a MARC format, it may be worth at least perusing this article as a case history. 
Alan (2002) describes the migration process within the serials department of Penn 
State’s library, where data from two older systems was migrated to a more current 
application. He emphasizes a point stressed in earlier research that there can be 
complications in library data migrations– especially when migrating from older legacy 
systems, since some of these tend to be lax in enforcing data integrity (Hudicka, 1999).  
There is another danger in that a system migration can often be too focused on the new 
system and on determining system requirements rather than directing adequate effort 
towards data migration, testing, and verification. This view is also consistent with that of 
Müller (see above in Reverse Engineering section), who suggested that emphasis should 
be redirected in educational curricula to focus on maintenance to compliment 
development. Although Alan does not provide many concrete examples and technical 
specifics of the actual data migration, he does provide some helpful suggestions to the 
department considering this type of migration. 
  
1) Migration should be viewed as a continuous process rather than as a one-time event. 
This foresight would shorten the time needed during the migration and allow 
documentation and requirement to be current while allowing systems to evolve. This 
view is also mirrored by Perez (1999).  
2) Database clean-up should be a continuous process so that at migration time as much 
accurate data as possible can be migrated; 
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3) If an outside vendor is used, then this review process should include requirements on 
data migration and, ideally, show experience with both the old and the new systems;  
4) A methodical approach to testing the migrated data needs to be in place. 
5) A protocol for documenting and reporting problems to IT staff and/or vendors should 
be developed. 
 
 
Security 
The literature on database security in general is quite extensive, although issues 
referring to data migration and paradigm changes in security - where there needs to be a 
shift in defined groups, users, and permissions due to structural differences between the 
source and target systems - are considerably more limited. Brooks (1999) provides an 
industry perspective which incorporates useful guidelines that can be helpful during a 
migration. Although his approach deals primarily with setting up a security management 
system across multiple databases in order to simplify user, group, and role management, 
the issues raised are applicable to any system in which the security paradigm changes 
significantly between an older and a newer implementation. Issues such as user and group 
profiles, user administration and authentication, roles, and administrative functionality 
are all considered. The article is also a case study of the Tivoli Management environment, 
which attempts to establish role-based access control and also incorporates a migration 
tool that can assist in recognizing and mapping out security administration policies 
between a source and a target system. In short, the purpose is to provide secure 
  
35
delegation of administrative permissions, and the article can thus be helpful in providing 
an overview of some of the principal issues involved in security management. 
Bi (1999) proposes a more refined approach for security on web databases. She 
addresses some of the principal issues of web databases, but argues that traditional 
security approaches may no longer be sufficient. She proposes a “web databases security 
server”, which has a multitude of functions beyond traditional database authentication. 
With this approach, users do not log directly into the databases; rather, they log onto the 
security server which will log them into the database. This server also handles denials of 
service prevention and provides mandatory access control – a method which differs from 
the more traditional discretionary access control by not providing users particular rights 
to tables, but rather by providing objects within the database with security levels and 
users with clearance levels. Other components relevant for the web database security 
server are setting up time-out user contexts (related to session management) and work 
flow control where denial of service prevention is invoked after a maximum number of 
transaction processes have been achieved. Bi’s approach is an interesting overview, but 
none of the technical methodology is provided on how this secure web server is designed 
to function. Nevertheless, it does provide a succinct summary of the issues and concerns 
involved in current web database applications that might be an issue during a migration to 
an online environment. 
Agrawal et al. (2003) provide another direction that could also have some 
eventual applicability to the UNC case study. As systems become increasingly large and 
distributed, the data in those systems should not necessarily be accessible by all in an 
equal manner. More specifically, they use an example from medical research, whereby a 
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researcher may want to ascertain the ways in which individuals with a certain genetic 
sequence might react to a particular drug. The researcher needs to identify how many 
people reacted to the drug in different ways, but, at the same time, the privacy concerns 
of individuals should also be strictly maintained. Consequently, the authors propose an 
approach of “minimal necessary information sharing” which supercedes the traditional 
approach of using a “trusted third party.” They propose several algorithms that might 
assist in this process, but also recognize this as an area in which significant future 
research is needed.  
 
Relating the Literature to the case study 
A degree of overlap was found between the review literature and the UNC case 
study. In general, the more practical articles seem to apply more directly to this study, 
since the literature – which tends to be more theoretical – also tends to focus on larger 
systems and migrating from one or more legacy platforms. In the planning stage of the 
migration process, there was considerable consistency with articles such as the overview 
articles by Youn and Ku (1992). The UNC Division had to identify the data sources, 
consider domain similarities of the databases, and plan for a methodology of extraction 
and loading as well as consider transformation issues of the data. In some cases, for 
example, there were value inconsistencies that had to be addressed. The simplest example 
would be that one database identified gender as “1”, “2”, or “3” for “male”, “female”, or 
“unknown”, respectively. Another simply used the identifying codes of “F” and M” and 
contained NULL values for unknown gender instances. These value inconsistencies had 
to be transformed with SQL statements that would migrate values into the new 
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application by transforming each set of values from the source databases into a unified set 
of values in the target system. 
Another issue addressed by Youn and Ku was the order in which data would need 
to be migrated. Since one would generally want to make an effort to enforce referential 
integrity when storing data, they point out that it is necessary to store data from lookup 
tables first before loading the related data. Or, to speak in more general terms, data 
containing primary keys needs to be loaded first, so that subsequent data from tables 
containing foreign keys can be loaded afterwards, which will allow the database to check 
for referential integrity. This is one of the primary approaches in loading data to check for 
validity and consistency. In the UNC case, the target system was a single database 
application, but the source consisted of a series of applications. In this scenario, it 
becomes even more important to validate the data during migration, since different data 
sources are likely to contain different design specifications and requirements, and data 
may not be consistent with respect to the new system without undergoing a thorough 
transformation process. 
A matter emphasized by Johannesson (1994) with respect to schema integration 
was also applicable in the case study. He points out that part of the integration process 
involves dealing with differences in terminology, structure, and focus between schemas. 
In our case, an example of this problem was the use of the “organization” entity. One 
database tracked students and the organizations of which they were part on and off 
campus. Here, the organizations which were being tracked were organizations in a 
relatively broad sense. They could be any kind of organization on campus, a nonprofit off 
campus, and even a business that sponsors events in which students might participate. 
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Another database that was part of the migration process was a database that dealt 
exclusively with Greek affairs, and so the organizations listed in this database were only 
sororities and fraternities on campus. Clearly these two groups have in common that they 
are both organizations of a kind, but the Greek database dealt with a small subset of 
organizations only from the Student Union database. The focus of the information being 
tracked was different. The more general Student Union database was designed to capture 
information specific to all organizations, such as address, size, campus location, leaders, 
etc. The Greek database was to capture information such as chapter headquarter, local 
and regional presidents, campus membership size, and fees. Because of these differences 
in focus, design decisions had to be made that would either collapse these two related 
(albeit differently-focused) entities, or would combine some of the data and maintain 
other data separate. This kind of decision is not one that can always be made by the 
database developers. It can necessitate returning to users and getting feedback about how 
they might respond to either the integrated or the separated approach. It also requires on-
site expertise of the original developer, who should have an intimate understanding of the 
data and the preferences of the source database users. 
The necessity of using existing database models or developing new ones for 
understanding a source system and relating it to a target system are essential. At UNC’s 
Division there were no models in place from the original database design. Although some 
basic development tools were available to create physical models from existing 
databases, there were no logical ER models that could be used as a reference tool. 
Fortunately, the original developer was on hand and was involved in the migration 
process, and without that resource, understanding the database would have been 
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significantly more difficult. Since the original models were not in place, some degree of 
reverse engineering was required to ascertain original design requirements. For example, 
there was no documentation regarding security of any of the original source databases. 
Consequently, by looking at various interfaces – both in Microsoft Access and in 
ColdFusion, it was possible to determine some of the original intent regarding security. 
We were able to determine users and groups as well as the permissions that had been 
assigned to various group levels. By looking at the web interface and comparing that 
functionality to the Access interface, we could determine which features were geared 
towards the wider web-based community and what functionality was designed to be 
administrative. By considering various existing reports, we could also begin to 
understand the intent of each source database and to determine what emphasis was being 
placed on different outcome areas. Sifting through some of the Visual Basic and 
ColdFusion code was also instrumental to the reverse engineering process. In addition to 
providing basic interface functionality, the code also supported providing field 
requirements and data validation, which was helpful for understanding the source data 
and relationships. In some cases, even the absence of validation could be telling. For 
example, in one of the databases there were several fields intended to store date 
information. The field name even included the “date” designation; however, these fields 
were only set up as character fields and did not support consistent date information. Some 
of the record data included specific dates, but other instances only contained a month or 
year or some other combination. For the purpose of querying and reporting, these fields 
would be virtually useless. However, the lack of validation also suggested that this data 
was probably not particularly valuable because of its complete disregard for consistency.  
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Müller et al. (2000) provide a helpful overview of the process of reverse 
engineering in general and of the considerations with respect to data and structural 
analysis in a data migration project. They argue that the process consists of two steps: the 
data analysis phase, followed by the conceptual abstraction. We used precisely this 
approach in the UNC case study as well. First we looked at the data in the existing source 
database and attempted to interpret and relate the various physical objects. Then, in the 
absence of original source models, a conceptual abstraction was created in the form of an 
ER diagram. The process was iterative until a fuller understanding of the old systems and 
the new proposed system emerged. 
A number of articles stressed the importance of utilizing test data during the 
migration process. One such instance is Rioux (2001), who describes the approach 
undertaken in her department in migrating a bibliographic database to become a web-
based application. The UNC Division also focused considerable effort on the testing 
phase of the migration process. They compared record counts, looked at source and target 
data for consistency, analyzed numerical data for identical data types and decimal levels, 
checked for null values in the old and new systems, and spot-checked entire records for 
accuracy. They also allowed end users of the original source system to view the migrated 
data in the new environment to find any inconsistencies. Similarly, Hudicka (1999) 
suggests setting up the target platform early and working in that environment as soon as 
possible. I also agree with this approach, and found it quite useful during the case study 
migration. The original designer had considerable experience with SQL Server and 
Access, but was just beginning the learning process for the Oracle platform. My 
background was stronger with Oracle than with SQL Server, and so I was able to provide 
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some initial guidance for setup, administration, and basic scripting of the target database. 
For both of us involved in the migration, though, having the opportunity to set up a 
staging area on the target platform was invaluable. We could work early on with test data, 
write scripts and modify them as needed and were able to work in all three environments 
(Access, SQL Server, and Oracle) regularly to learn how they were different from each 
other. 
Kelly and Nelms (2003) provide a useful guide to some of the issues involved in 
checking the migrated data. They provide several instances of when the data can be 
checked and bring up considerations of any migration. Field name differences or 
redundancy is an issue, as is the determination of which fields actually contain useful 
data. They also point to an issue that could potentially be overlooked, namely the 
accuracy of cut-off parameters that determine which data should be included in the 
migration. For example, in our case study, we wanted historical records, but only those 
going back to a certain point in time. Failure to use the correct parameters in the 
translation query would undoubtedly have incorrectly included additional historical 
records that were beyond the desired record set. Similarly, we only wanted certain 
student data relating to very recent terms, although we did want basic student information 
from terms going further back. This kind of migration can be tricky, since we wanted 
somewhat different timeframes for related data. We wanted to know which students were 
present during the particular terms in question, and also wanted some basic historical data 
about students beyond those terms. Cut-off parameter had to be planned and either 
written as query criteria or incorporated as inner vs. outer joins. 
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While some of the literature was useful for and applicable to the case study, other 
literature was less applicable, but could certainly be used in other scenarios. There is 
considerable room for additional research and helpful guidelines in planning for and 
undertaking successful database migration. The literature often treats data migration as if 
it were an ideal case. There is general acknowledgement that the entire process is difficult 
and requires careful planning, but there are also issues which are not addressed 
thoroughly, but which still can have considerable impact on successful migration. For 
example, in the UNC case study, we needed to migrate student data from the various 
source databases into the Oracle-based target database. Each of these databases maintains 
its own student data, and this data was by no means consistent between the databases. It 
was decided to create a unique numerical identifier within the target database, which also 
existed in the source databases. However, each source database had its own identifier for 
a particular student, so the logical choice was to use another identifier which was 
common to all of the databases in order to match up students across different databases 
and generate a single unique record. Even though the university has such an identifier – 
the PID – this identifier was not being used for all students in all databases. Other fields 
were considered (such as first name, middle, last name, date of birth or email address), 
but not all databases included this information. In fact, there was no combination of fields 
which could be used consistently to match up data in order to migrate student information 
reliably and consistently. Consequently, only two options remained: 1) to try to locate 
PID information for these students by using another (external) database that could be 
used to update missing information, or 2) to manually look up the information and edit 
the records as needed.  
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The UNC Division opted to try the first method initially, not relishing the idea of 
having to update even a subset of the 42,000 student records manually. They therefore 
found another external source and updated existing student records by using a 
comparative query using email address as the unique identifier. This approach was by no 
means completely successful, but it did provide about 95% of the records with PIDs. The 
remaining records then had to be updated manually since no other identifier could be 
used to match up with other source tables. This final task was tedious, but unavoidable. It 
is not a subject which appears to be directly worthy of research. However, some of the 
literature (Alan, 2002 and Müller, 2002) does stress that migration should be an ongoing 
process. Planning, maintaining, as well as keeping accurate and consistent records should 
be a continuous goal. For the first part of the case study where alternate data sources were 
needed, though, it would be useful in general for developers and users to consider 
exhausting other data sources first in order to make the underlying data as reliable as 
possible before migrating it to a new system. What should be stressed as well, though, is 
that the development of any database should include steps for migration. In some ways, 
this approach may appear defeatist, since it implies that part of the planning process for 
any database includes the realization of its eventual retirement, but this also 
acknowledges that technologies, priorities, and demands change over time. It is a realistic 
approach which accepts the notion that growth and change are an integral and inevitable 
part of database development of any kind.  
Another area that had to be addressed during the case study migration was 
security. In the source systems there were two levels of security. The first level assumed 
that any user wanting to have access to the database over the web was required to log in 
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after they set up an account within the database. This provided users with certain basic 
rights to areas of the database for which a web interface had been developed. The second 
level of security was provided for users of the Access/SQL Server interface. Users were 
required to login to the databases through SQL Server, but no specific security was set up 
for the Access interfaces. Rather, the reasoning was that basic network security would 
suffice, and if users had access to shared drives and folders on a server, this would 
provide adequate security within any given department.  
In migrating data to the Oracle server, however, the issue was more complex 
because both the database structures and the data would need to be shared and accessed 
by individuals from multiple departments within the Division. Users wanted to maintain 
their own data and not have people from other departments be able to view or change 
data unless absolutely necessary. From an interface perspective, users wanted as little 
disruption as possible, and also wanted the interfaces to remain as consistent as possible 
from what they had experienced in the past. Consequently, the following possibilities 
were proposed. 
The database would be developed within an administrative schema, and then each 
department within the division would be given access to specific tables and views 
through user and group schemas as needed. This approach worked well at the table level, 
such that each department had access to the common tables as well as to their specific 
tables. This approach, however, did not address structures that would be shared, even 
though all of the data should not necessarily be shared. For example, even though all 
departments deal with a number of organizations, they should only be able to see their 
own organizations and not those entered by other departments. The same would be true 
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of student records. Two solutions were suggested that might handle this situation. The 
first would be to identify each record with a department and then to restrict access to that 
record through code to the designated department. The second possibility was to partition 
the tables and store each department’s data within a different table partition. Although the 
purpose of partitioning is generally seen as dividing data across several disc volumes to 
increase I/O, this approach also seemed to be a viable application for the shared data 
security considerations in the case study. 
Contributions by such authors as Bi (1999) and Brooks (1999) provide helpful 
background for making decisions regarding security implementations. Although they 
were not directly applicable to the UNC case study during the initial design phases, 
research of this type may become increasingly relevant as the databases grow within the 
UNC Division and as web access increases over time. There is certainly a great deal of 
literature regarding database security in general, but for the specific area of database 
migration much more research is needed. When migrations occur from one source 
application to another, the security issues may not be that involved, but when multiple 
systems are combined into a larger application as was true of the UNC case study, then 
the security issues of each system need to be addressed and can result in more complex 
security paradigms. More effective methods of addressing this type of security 
consolidation should be addressed in future research. 
 
Conclusion 
The overall goal of this paper has been to provide a literature review of some of 
the key areas in migration research and then to discuss the relevance of that research to a 
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specific case study. The amount of literature dealing with data migration on such topics 
as schema translation, migration tools, and reverse engineering is extensive. There is also 
a great deal of literature specific to migrating from legacy applications as more and more 
organizations are either upgrading or changing their applications to provide simpler GUI 
or web-based support. In addition, there are also numerous case studies that outline 
approaches that users have applied in migrating from one system or platform to another. 
Some case studies involve specific vendor technologies, while others involve 
organizational-specific technologies that have been developed with the intent to assist 
with a particular problem in database migration. For the most part, the literature is quite 
theoretical and useful primarily to researchers wishing to extend their own areas of 
research. Some sources do provide practical insight and guidelines about specific 
migration approaches, but these sources tend to use the practical side to demonstrate a 
theoretical construct. The literature which tends to be the most practical is vendor-
specific documentation that will discuss a practical solution to one or more migration 
issues. At the same time, though, the research advances the field and allows new 
companies to emerge based on cutting-edge research and existing vendors to improve 
their offerings in response to research demands. Finally, the research tends to focus on 
very large applications – which is understandable, since these, as the most complex and 
most expensive projects, may by applying current research to an organization in order to 
reduce its overall labor investment and financial burden when undertaking a large 
migration project. 
Incorporating the UNC case study into this paper represents an attempt to 
demonstrate the applicability of the theory into a practical application of data migration. 
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This case study is one of many on the subject, but it differs in that its purpose was not to 
demonstrate a singular problem in database migration or to demonstrate a new 
technology, but rather to show how the available literature might be considered in 
handling a successful migration. Thus, this literature review can serve others to find the 
best approach for their own specific projects, in determining which characteristics are 
important in a migration project and how the literature can be used to identify those 
characteristics. For example, users might consider the overall size and complexity of the 
project to determine how best to approach the planning process. They might consider 
whether their project is primarily a change from one system to another or more of a 
consolidation from multiple systems into a unified new application. Similarly, if the 
source system is a legacy system this would naturally lead users into the legacy migration 
literature. In addition, the existence of database models should either be verified, or else 
new models should be developed. If no models exist, then reviewing the reverse 
engineering literature could be especially beneficial. Also having the original 
developer(s) of the source system on hand might be extremely useful in order to assist in 
understanding any undocumented code, business logic, or system requirements. 
Another related area of considering the literature would be how that literature 
could best be used to implement a migration project. If the user is relatively new to the 
concept of migration, a good overview of the trends in migration may be a useful starting 
point. Not only will the user benefit from this introduction, but they will also recognize 
certain trends that others have addressed and considered worthwhile. The general 
introductory literature will provide users with the principal issues such as data cleansing 
and accuracy, legacy migration, transformation methods, schema development, code 
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analysis, automation, and security. It will help them to determine where their own 
theoretical and practical shortcomings may lie, and how to fill in those gaps. It may also 
be useful to consult particular case study literature, be it from library science, medical 
imaging, business and industry, or any other area. Although some of the issues remain the 
same between domains, case studies can provide a useful and more tangible approach 
into a topic by letting the user approach the topic from a familiar specialty. Particular 
issues of interest may not have been addressed in each domain, but it can still serve as a 
useful point of departure for further research and understanding. Then, one can move into 
other areas of research and even other domains as understanding grows. 
As for my own experiences with the UNC case study, I found the literature both 
helpful and, at the same time, lacking. Much of the literature is insightful, well-written, 
and provides a good foundation for ongoing discussion. The theoretical literature is quite 
strong, and a large number of research areas and approaches are discussed. The more 
practical side of migration, however, seemed somewhat limited. I was left with the 
impression that researchers often felt that very practical guidelines should be provided by 
the vendors for a specific platform and that these practical guidelines were not worthy of 
research. Consequently, the systems that are generally discussed are very large, very 
complex systems with massive migration projects. Certainly, these systems deserve 
considerable attention since any migration which involves these kinds of systems will be 
very complex, time-consuming, and expensive. At the same time, though, it would also 
appear that the practical literature should be strengthened. Although some issues may be 
platform- and vendor-specific, there are also areas that have not been addressed 
adequately. For example, security is an integral part of migration, but I found very little 
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information about security paradigms in a migration that involved a consolidated 
approach as in the scenario of the UNC case study. Likewise, I found several interesting 
introductory articles, but they were generally very brief. I think adding more in-depth, 
pragmatic literature in the form of an entire volume or an edition of introductory articles 
would go a long way in satisfying this current shortcoming in the review literature. In 
most other respects, the database migration literature is vast and encompasses a wide 
variety of topics. This review and incorporated case study represents a first attempt to 
summarize some of the research trends and sources and demonstrates the ways in which  
this literature can be helpful in an actual migration project.  
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