Abstract-Multimedia applications like face recognition and facial expression recognition inherently rely on the availability of a large amount of labeled data to train a robust recognition system. In order to induce a reliable classification model for a multimedia pattern recognition application, the data is typically labeled by human experts based on some domain knowledge. However, manual annotation of a large number of images is an expensive process in terms of time, labor and human expertise. This has led to the development of active learning algorithms, which automatically identify the salient instances from a given set of unlabeled data and are effective in reducing the human annotation effort to train a classification model. Further, to address the possible presence of multiple labeling oracles, there have been efforts towards a batch form of active learning, where a set of unlabeled images are selected simultaneously for labeling instead of a single image at a time. Existing algorithms on batch mode active learning concentrate only on the development of a batch selection criterion and assume that the batch size (number of samples to be queried from an unlabeled set) to be specified in advance. However, in multimedia applications like face/facial expression recognition, it is difficult to decide on a batch size in advance because of the dynamic nature of video streams. Further, multimedia applications like facial expression recognition involve a fuzzy label space because of the imprecision and the vagueness in the class label boundaries. This necessitates a BMAL framework, for fuzzy label problems. To address these fundamental challenges, we propose two novel BMAL techniques in this work: (i) a framework for dynamic batch mode active learning, which adaptively selects the batch size and the specific instances to be queried based on the complexity of the data stream being analyzed and (ii) a BMAL algorithm for fuzzy label classification problems. To the best of our knowledge, this is the first attempt to develop such techniques in the active learning literature.
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I. DYNAMIC BATCH MODE ACTIVE LEARNING
Mathematical Formulation: Consider a BMAL problem which has a current labeled set L t and a current classifier w t trained on L t . The classifier is exposed to an unlabeled video U t at time t. The objective is to select a batch of images B from the unlabeled video in such a way that the classifier w t+1 , at time t + 1, trained on L t ∪ B has maximum generalization capability. An efficient strategy to ensure this condition is to minimize the entropy of the updated learner on the remaining |U t − B| images. Considering the specific challenges of face based biometric data, it may also be useful to select points from the sparsely populated regions of the unlabeled set, which lie away from the main stream of points.Thus, a logical strategy to guide the point selection process, is to select a batch of points so as to maximize the following score function:
The first term denotes the distance of every selected image from other images in the unlabeled set while the second term quantifies the entropy (uncertainty) of the updated model on the unselected images. Since the batch size m is unknown and flexible, the obvious solution to this problem is to select all the images in the data stream for manual annotation. However, this incurs huge labeling effort and defeats the basic purpose of active learning. To prevent this, we modify the objective by imposing a penalty on the batch size as follows:
The penalty term ensures that only the relevant, informative images (for which the density and entropy terms outweigh the penalty term) get selected in the batch. We define a binary vector M with |U t | entries, where the entry M i denotes whether the unlabeled image x i will be included in the batch (M i = 1) or not (M i = 0). With this definition, the batch size m equals the zero-norm of the vector M . Replacing the zeronorm by its tightest convex approximation, the one norm, we derive an equivalent optimization problem in terms of the L1 regularization:
subject to the constraint: M j ∈ {0, 1}. We relax the constraint and solve for a local optimum using the Quasi Newton method (the weight parameters are set using the performance on a validation set). Thus, solving for a single vector M enables us in identifying the batch size m (= j M j ) and the data points to be selected for manual annotation (by setting the top m entries in M as 1 to greedily recover the integer solution). The computational complexity is O(n 2 ) (where n is the number of images in the unlabeled video), which is the same as existing state-of-the-art static BMAL schemes where the batch size needs to be pre-specified. A similar dynamic batch selection strategy can be developed with any other objective function deemed suitable for a given application. A sample result is depicted in Figure 1(a) , which plots the complexity of an unlabeled video stream on the x-axis (represented by the percentage of unknown subjects in the video as compared to the current labeled set) and the batch size computed by the algorithm on the y-axis. It is evident that with increasing complexity of the video stream, the learner automatically decides on a larger batch size. Thus, the framework enables the active learner to automatically adapt to the complexity of the data stream through the chosen batch size.
II. BATCH MODE ACTIVE LEARNING FOR FUZZY LABEL PROBLEMS Mathematical Formulation:
Similar to the previous problem setting, we are given a training set L t and an unlabeled video U t at time t. Both the training and the unlabeled sets have fuzzy class labels. However, only the labels of the training points are known. To select a batch of samples A for manual annotation, we focus on selecting the samples with high information content (depicted by their entropy values). We also factor in a redundancy criterion (based on Euclidean distance) which ensures that the selected samples do not furnish similar/overlapping information. The score of a set of points A is therefore expressed as:
where E(x i ) is the fuzzy entropy of the unlabeled frame x i (computed using membership functions) and D denotes the Euclidean distance of the point x i from the already selected set
Since the goal is to select a batch of points with high aggregate uncertainty scores and high distance among them, the optimal batch selection condition can be expressed as the following optimization problem (where k is the pre-specified batch size):
Due to the exponential nature of the search space, exhaustive search techniques are not feasible. However, it can be proved that the objective function S(A) is sub-modular and monotonically non-decreasing. Thus, a greedy algorithm can be used to derive an efficient solution with a performance guarantee of (1 − 1 e ) ≈ 63% of the optimal. Figure 1 (b) presents a comparative analysis of the proposed fuzzy BMAL algorithm against its crisp (non-fuzzy) counterpart and Discriminative BMAL, which is the state-of-the-art non-fuzzy BMAL algorithm. We note that the proposed fuzzy BMAL approach achieves comparable performance to the state-of-the-art algorithm. However, the optimization problem in the discriminative algorithm is non-convex and needs to be solved using iterative techniques like Quasi-Newton. It also requires the classification model to be retrained in every iteration during batch selection and is hence computationally very intensive. The proposed approach is solved using a greedy technique and achieves comparable performance to the stateof-the-art BMAL technique at a significantly lower running time. We also note that although the crisp version of the proposed method achieves comparable performance as the fuzzy version, the fuzzy version has a much lower label complexity, which is the primary goal in active learning. Our results also corroborated the efficacy of the proposed fuzzy algorithm over random sampling. These results show tremendous promise in using fuzzy theory concepts for batch mode active learning in multimedia problems like expression recognition, where there is an inherent imprecision and vagueness in the class label definitions.
III. FUTURE WORK
As part of our future work, we plan to develop a BMAL framework for multimedia applications with hierarchical label spaces (e.g. facial expression recognition where a base expression like happy can have sub-classes like merry, delighted, amused, triumphant, jubilant and exonerated). Further, stateof-the-art techniques on batch mode active learning involve severe computational overhead and also do not provide any theoretical guarantees on the solution obtained by the convex relaxations of the corresponding NP-hard optimization problems. We intend to develop novel BMAL algorithms which are computationally efficient and also have provable performance guarantees.
