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THE SAITO MODULE AND THE MODULI OF A GERM OF
CURVE IN
(
C2, 0
)
YOHANN GENZMER
Abstract. We study properties of the module of vector fields tangent to a
given germ of curve in the complex plane C2. As a consequence, we obtain a
conjectural algorithm to compute the generic dimension of this moduli space.
For some families of curves, we proved that this algorithm provides the correct
dimension.
Introduction.
The number of moduli of a germ of curve S in
(
C2, 0
)
is basically the number of
parameters on which depends a topologically universal family for S. The determi-
nation of this number goes back to the work of Sherwood Ebey in 1965 [7] who delt
with the irreducible curves, these having only one irreducible component. Ebey
proved that the moduli space of S carries a complex structure compatible with a
non separated topology and computed the number of moduli for a particular topo-
logical class of curve, namely, the one given by the equation y5 = x9. In 1973, in
[25], Oscar Zariski proposed various approaches to obtain the number of moduli
for irreducible curve beyond the case treated by Ebey. He introduced most of the
concepts on which the forthcoming works relied. In 1978, Delorme [5] studied ex-
tensively the case of an irreducible curve with one Puiseux pair. In 1979, Granger
[13] and later, in 1988, Briançon, Granger and Maisonobe [2] produced an algorithm
to compute the number of the moduli space of a non irreducible quasi-homogeneous
curve. In 1988, Laudal, Martin and Pfister in [19], improved the work of Delorme
and gave an explicit description of a universal family. From 2009, in a series of
papers [14, 15, 16], Abramo Hefez and Marcelo Hernandes improved by a lot the
previous studies and achieved the analytical classification in the irreducible case :
their algorithmic approach provided in particular the number of moduli.
In 2010 and 2011, in [10, 11], Emmanuel Paul and the author described the moduli
space of a topologically quasi-homogeneous curve S as the spaces of leaves of an
algebraic foliation defined on the moduli space of a foliation whose analytic invariant
curve is precisely S. These works initiated an approach based upon the theory of
foliations, which is at stake here. In 2019, in [8], the author gave an explicit formula
for the number of moduli for a curve S, generic in its topological class : this formula
involves only very elementary topological invariants of S, such as, the topological
class of its desingularization.
The aim of this article is to investigate the full general case, that is the number of
moduli of a germ of curve in the complex plane, and more specifically, for a curve
1
2 YOHANN GENZMER
generic in its topological class. We emphasize that our objective is far from being
not as ambitious as a complete analitycal classification, which would require at least
some deep algorithmic procedures, but is rather to obtain a geometric interpretation
of these moduli and a procedure to compute their number which requires only basic
topological invariants.
This work follows the ideas introduced in [8] and illustrated in [9].
Section 1 establishes an extension to the reducible case of the result of Ebey [7,
Theorem 4] concerning the structure of the moduli space of an irreducible curve.
As noticed by Ebey himself at the end of its article, its “machinery” deriving from
the theory of algebraic groups and depending on the groups being solvable and con-
nected, it cannot be carried over to mutiple component curves. Here, we overcome
this issue by considering not only curves but curves enriched with a marking which
allows us to recover the necessary connexity. As Ebey, we use an adapted complete
topological invariant - the semi ring of values - introduced by R. Waldi [23] and
some of its properties identified by M. Hernandes and Emílio de Carvalho in [17].
Section 2 and 3 are intended to develop the study of the module Der (S) of vector
fields tangent to S, on which depends the computation of the number of moduli of
S. The starting point is a remark of K. Saito in [21], that, highlighted the freeness
of this module - which is specific to the curves embedded in the complex plane. In
section 2, the existence of a flat basis of DerS is shown in the generic situation, that
is, a basis, which admits an analytic extension as a basis for the module Der (C)
where C are curves in a neighborhood of S. In section 3, we proceed with the precise
description of the various possibilities for this flat basis.
Finally, Section 4 deals with our original aim. As a consequence of section 2 and
3, we establish some formulas for the generic number of moduli of some families of
topological class of curves.
1. Moduli space of m arked curve.
Throughout this article, S stands for a germ of singular curve in the complex plan(
C2, 0
)
. In particular, its algebraic valuation is at least 2. From now on, we fix a
decomposition of S in irreducible components
S = S1 ∪ · · · ∪ Sr
where r is the number of irreducible components. Here and subsequently, Comp (S)
stands for the set of the irreducible components of S.
Let C be a germ of curve topologically equivalent to S by a germ of homeomorphism
of the ambient space
(
C2, 0
)
denoted by h. The application h induces a bijective
map
σh : Comp (S)→ Comp (C)
Two such homeomorphisms h and h′ are said to be equivalent if and only if
(1.1) σh = σh′ .
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Definition 1. A curve marked by S is a couple
(
C, h
)
where C is curve topolog-
ically equivalent to S and h a class of homeomorphism between C and S for the
equivalence relation defined as above. We will denote by Top• (S) the set of curves
marked by S.
The group Diff
(
C2, 0
)
of germs of automorphisms of the ambient space
(
C2, 0
)
acts
on the set Top• (S) by
φ ·
(
C, h
)
=
(
φ (C) , h ◦ φ−1
)
.
In what follows, the quotient of Top• (S) by Diff
(
C2, 0
)
will be denoted by
M• (S)
and will be refered to as the marked moduli space of S. Although M• (S) cannot be
endowed with a complex structure by some general statements about group actions,
the following result provides such a structure. Indeed, generalizing a result of Ebey
[7], we obtain the
Theorem 1. The set M• (S) can be identified with the quotient of a complex con-
structible set by an action of a connected solvable algebraic group.
This result still holds if we drop the assumption of S being a plane curve. Since
the general proof consists at most in increasing the complexity of the notations,
we state Theorem 1 and prove it only for a curve embedded in the complex plane.
We still follow Theorem 5 in [7] in observing that a connected solvable algebraic
action on a complex constructible set admits a complete transversal, that is a sub
constructible set in correspondance one to one with the orbits of the action. Thus,
from Theorem 1, M• (S) inherits of the complex structure of this transversal. Its
compatible topology is just the quotient topology : in most case, it is not separated
( see for instance [14, 15] ).
The goal of the current section is to prove Theorem 1.
1.1. The ring of of functions of
(
C, h
)
. Let
(
C, h
)
be in Top• (S) and
γC =
{
γc : t ∈ (C, 0)→
(
C2, 0
)}
c∈Comp(C)
be any system of parametrizations of the irreducible components of C. From the
marking h of C, we derived a morphism of rings defined by{
C [[x, y]] → (C [[t]])r
u →
(
γ⋆σh(Si)u
)
i=1,··· ,r
.
which factorizes in an epimorphism
(1.2) E(C,h) : OˆC =
C [[x, y]]
(f)
→֒ (C [[t]])r
where f is any reduced equation of C and OˆC is the completion of OC =
C{x,y}
(f) .
The following result is classic. For the convenience of the reader, we will give some
enclosed short ideas of the proof.
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Lemma 1. Let
(
C, h
)
and
(
C, h′
)
be two marked curves in Top• (S) . The following
propertie are equivalent
(1)
(
C, h
)
and
(
C′, h′
)
are analytically equivalent by a morphism preserving the
marking
(2) the images of the epimorphisms (1.2) associated to both curves are conju-
gated by a diagonal formal automorphism of (C [[t]])
r
.
Proof. It follows easily that the first property implies the second. We are reduced
to prove the converse. Let γC and γC′ be some systems of parametrizations of
the respective curves C and C′. A diagonal automorphism of (C [[t]])r, that is a
element of
(
D̂iff (C, 0)
)r
, denoted by (φi (t))i=1,··· ,r conjugates the image of the
epimorphims E(C,h) and E
(
C′ ,h′
). Thus, by definition, there exist two vanishing
formal series α and β in C [[x, y]] such that(
x
(
γσh(Si)
)
(φi (t))
)
i=1,··· ,r
=
(
α
(
γ
′
σ
h
′ (Si)
)
(t)
)
i=1,··· ,r
(1.3) (
y
(
γσh(Si)
)
(φi (t))
)
i=1,··· ,r
=
(
β
(
γ
′
σ
h
′ (Si)
)
(t)
)
i=1,··· ,r
The formal application Hˆ0 = (α, β) maps C
′ to C and preserves the markings.
First, we will show that Hˆ0 is actually invertible. Writing the relations (1.3) in the
other way yields a formal map Hˆ1 such that Hˆ0 ◦Hˆ1 preserves each parametrization
of γC up to the action of a diagonal automorphism still denoted by (φi)i=1,...,r. Let(
h00 h01
h10 h11
)
be the linear part of Hˆ0 ◦ Hˆ1.
• If the curve C admits a singular component, say σh
(
S1
)
, some coordinates
may be chosen so that it is parametrized by
t→ (tn, tm + · · · )
such that n does not divide m. Expanding the relation
(1.4) γσh(S1) (φ1 (t)) = H0 ◦H1
(
γσh(S1) (t)
)
leads to the relations
φ1 (t)
n =h00t
n + h01 (t
m + · · · ) + · · ·
φ1 (t)
m + · · · =h01t
n + h11 (t
m + · · · ) + · · ·
from which it can be seen that h00 6= 0, h01 = 0 and h11 6= 0.
• If the curve C admits only regular components, it must admit at least two
since it is singular. The invertibility of the linear part of Hˆ0◦Hˆ1 is obtained
much the same way as before applying the relation (1.4) to the couple of
parametrizations
t→ ((t, 0) , (0, t)) or t→ ((t, 0) , (t, tn)) , n ≥ 2
depending on whether or not the two regular components are transverse or
not.
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To finish the proof, we prove that Hˆ0 can be chosen convergent. Let f and f
′ be
convergent equations of C and C′. Since Hˆ0 conjugates the curves, there exist a
formal unit uˆ such that
f ◦ Hˆ0 = uˆf
′.
Therefore, the couple
(
Hˆ0, uˆ
)
is a formal solution of the equation
f (X,Y ) = Zf ′ (x, y) ,
where X, Y and Z are unknown functions. According to Artin’s theorem [1], the
above equation admits a convergent solution (H0, u) as tangent as necessary to
the formal one. Hence, H0 is invertible, conjugates C and C
′ and preserves the
marking. 
1.2. The tropical semiring of values of
(
C, h
)
. Following [17], we consider ΓC
the set defined by
ΓC = {ν (G)|G ∈ OC} ⊂
(
N
)r
where N = N ∪ {∞} and ν is the valuation defined by
ν (G) =
(
νt=0
(
γ⋆σh(Si)G
))
i=1,...,r
.
Notice that this set depends on the curve C but also on its marking.
The set ΓC inherits of a semiring structure defined by
α⊕ β = (min {αi, βi})i=1...r α⊙β = (αi + βi)i=1...r
where we defined k+∞ =∞. ΓC is also partially ordered by the product order ≤.
The quadruplet (ΓC ,⊕,⊙,≤) is the tropical semiring of values of
(
C, h
)
.
Definition 2. A element α ∈ ΓC is said irreducible if and only if
(α = a+ b with a, b ∈ ΓC) =⇒ α = a or α = b.
It is said to be absolute if for any proper subset J of the set
(1.5) Iα = { i ∈ {1, . . . r}|αi 6=∞} ,
the following set
(1.6) FJ (α) = {a ∈ ΓC | ∀i ∈ Iα \ J, ai > αi and ∀i /∈ Iα \ J, ai = αi}
is empty.
The following result gathers some known properties of the semiring of values.
Theorem 2 ([4, 17, 23]). Two germ of plane curves are topologically equivalent if
and only if they share the same semiring of values [23]. More precisely, if C1∪C2∪
· · ·∪Cr and C′1∪C
′
2 ∪· · ·∪C
′
r are two curves with same semiring, then there exists
an homeomorphism φ of the ambient space
(
C2, 0
)
such that for any i
φ (Ci) = C
′
i.
Moreover,
(1) ΓC has a conductor, i.e, there exists a minimal σ ∈ ΓC such that σ+N
r
⊂
ΓC [4].
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(2) The set g of irreducible absolute points of ΓC is finite and minimaly gener-
ates ΓC as semiring [17].
(3) Any family G of OC such that ν (G) = g is a minimal standard basis of OC
as defined in [17].
Example 1. Let C be the curve
{
y
(
y2 − x3
)
= 0
}
parametrized by
t
γ1
−→ (t, 0) and t
γ2
−→
(
t2, t3
)
Figure 1.1. Semiring of values the curve
{
y
(
y2 − x3
)
= 0
}
.
The conductor σ of ΓC is (3, 5). The set of absolute points of ΓC is
{(1, 2) , (2, 4) , (3,∞) , (∞, 3)} .
Since (2, 4) = 2× (1, 2), the set that minimaly generates ΓC as semiring is
g = {(1, 2) , (3,∞) , (∞, 3)} .
1.3. Trunctation and conductor. To simplify our presentation in this section, C
is supposed to be irreducible. The following lemma allows us to truncate elements
in the ring of functions of C.
Lemma 2. Suppose that G =
∑∞
k=0 akt
k is an element of OC ( resp. of its com-
pletion OˆC). Then the truncation of G at any rank p ≥ σ − 1 belongs to OC (resp.
to OˆC) i.e,
∀p ≥ σ − 1,
p∑
k=0
akt
k ∈ OC , (resp. OˆC)
Proof. An inductive argument on the rank k ≥ p + 1 shows that there exists a
formal series Fˆ ∈ C [[x, y]] such that
γ⋆Fˆ =
∞∑
k=p+1
akt
k.
since p+ 1 ≥ σ. Now, following [20, Theorem 1, p.493], if G is convergent, so is Fˆ
and, in any case, evaluating γ⋆
(
G− Fˆ
)
yields the lemma. 
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1.4. Γ−reduction. We introduce here the notion of Γ−reduction. This process
will allow us to construct normal forms for a system of generators of OˆC .
Let us consider Γ any semigroup in N
r
. Let P = (Pi)i=1,...,r be a family of r finite
subsets of N such that for any i, ∞ ∈ Pi.
Definition 3. The family (Pi)i=1,...,r is Γ-reduced if for any r-uple n = (ni)i=1,...,r ∈∏
i=1,...,r Pi , one has either n = (∞,∞, · · · ,∞) or n /∈ Γ. A Γ−reduction of P is
an elementary transformation of the r−uple P of the following form : suppose
that n 6= (∞,∞, · · · ,∞) and n ∈ Γ ∩
∏
i=1,...,r Pi. Consider an integer i such that
ni 6=∞. Then the family P
(1) =
(
P
(1)
i
)
i=1,...,r
defined by{
P
(1)
j = Pj for j 6= i
P
(1)
i = Pi \ {ni}
is called a Γ−reduction of P. To keep track of a Γ−reduction, we denote it by
P = P (0)
n,i
−−→ P (1).
The following lemma is obvious
Lemma 3. For any P , there exists a finite sequence of Γ−reductions
P = P (0)
n0,i0−−−→ P (1)
n1,i1−−−→ · · ·
n
q−1,iq−1
−−−−−−→ P (q).
such that P (q) is Γ−reduced.
Example 2. Let us consider the semiring ΓC given in (1) and P
(0) given by
P
(0)
1 = {∞, 2} P
(0)
2 = {∞, 2, 3, 4} .
The point (∞, 3) belongs to ΓC ∩ P1 × P2. So, the transformation
P (0)
(∞,3),2
−−−−−→ P (1) = ({∞, 2} , {∞, 2, 4})
is a ΓC−reduction of P
(0). Now, (2, 4) ∈ P
(1)
1 × P
(1)
2 ∩ ΓC , thus
P (1)
(2,4),2
−−−−→ P (2) = ({∞, 2} , {∞, 2})
is a second ΓC−reduction. Notice that, one can choose also
P (1)
(2,4),1
−−−−→ P (2)
′
= ({∞} , {∞, 2, 4}) .
Both P (2) and P (2)
′
are ΓC−reduced.
1.5. Parametrization of the set Top• (S). According to [23], the curves of
Top• (S) share the same semiring of values ΓS . Let g =
{
g1, · · · , gq
}
be the set of
irreducible and maximal points of Γ and G =
{
G1, · · · , Gq
}
⊂ OC such that for all
i,
ν
(
Gi
)
= gi.
Lemma 4. Among the family G, there are exactly two elements whose linear parts
are independant.
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Proof. Assume that C contains an irreducible singular component, say σh
(
S1
)
, and
consider some coordinates (x, y) such that it is parametrized by
t→ (tn, tm + · · · ) , n ∤ m
Evaluating the valuation of the coordinates functions x and y, we obtain that ΓS
contains two points of the form
(1.7) ν (x) = (n, · · · ) ∈ Γ and ν (y) = (m, · · · ) ∈ ΓS .
If the linear parts of the Gi’s are dependant two by two, then the set of valuations
of the complete ring generated by G can contains either (n, · · · ) or (m, · · · ) or none
of them, but certainly not both. However, according to Theorem 2, the complete
ring generated by G and C is the whole ring of functions OˆC , which contradicts
1.7. If C contains two smooth components, transversal or not, a contradiction
can be obtained in much the same way by considering coordinates in which these
components are written
t→ ((t, 0) , (0, t) , · · · ) or t→ ((t, 0) , (t, tn) , · · · ) , n ≥ 2.
Finally, the existence of a third element Gi with a non trivial linear part would
contradicts the minimality of the family g. 
Changing the numbering of the elements in g, we may assume the two elements
identified by the above lemma are G1 and G2. Since ΓS has a conductor σ =
(σ1, · · · , σr), Lemma 2 yields truncations of G1 and G2. We keep on denoting it by
(1.8) Gi =
max(σ1−1,g
i
1)∑
k=gi1
ai1kt
k, · · · ,
max(σl−1,gil)∑
k=gi
l
ailkt
k, · · · ,
max(σr−1,gir)∑
k=gir
airkt
k

for i = 1, 2 where ai
lgi
l
6= 0. We are going to normalize the expression of Gi in order
to make it unique and depending only on
(
C, h
)
. The first normalization is the
following : for i = 1, 2 let us consider the smallest li such that g
i
li
6=∞, we impose
that
ailigili
= 1.
To go further in the normalization, we will use ΓS−reduction. For i = 1, 2 let us
consider P i =
(
P i1 , . . . , P
i
r
)
defined by
P il =
[
max
(
σl − 1, g
i
l
)
, σl − 1
]
∩ N ∪ {∞} if l 6= li
P il =
[
max
(
σl − 1, g
i
li + 1
)
, σl − 1
]
∩N ∪ {∞} .
We choose a sequence of ΓS−reductions of P
i
P i = P i,(0)
n0,k0−−−→ P i,(1)
n1,k1−−−→ · · ·
n
qi−1
,kqi−1
−−−−−−−−→ P i,(qi)
such that
• for all t ∈ {0, · · · , qi − 1} ,
(nt)kt 6= g
i
kt
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which is always possible since gi is absolute in ΓS : indeed, if for any u,
(nt)u = g
i
u, then nt ∈ F{li}
(
gi
)
which is impossible, since by definition the
latter is empty.
• minnt = min
{
min k| k ∈
∏
l=1,...,r P
t,(i)
l ∩ ΓS
}
.
Now, let us show how the ΓS−reduction
P i,(t)
nt,kt−−−→ P i,(t+1)
allows us to normalize Gi. Since, nt ∈ Γ, there exists a sum of the form
W i,(t) =
∑
β∈N2
w
i,(t)
β
(
G1
)β1 (
G2
)β2
such that ν
(
W i,(t)
)
= nt and the coefficient of t
(nt)kt in the ktht component is equal
to 1. The difference
Gi − ai
kt(nt)kt
W i,(t)
belongs to OˆC , its valuation is still gikt and the coefficient of t
(nt)kt in the ktht
component vanishes. Doing so along the whole process of ΓS−reductions for any
element Gi, i = 1, 2 , we obtain a normalized family of generators {nG1, nG2} such
that
• ai
ligili
= 1, i = 1, 2.
• the familly Qi where Qil =
{
k ∈ P il
∣∣ ailk 6= 0} ∪ {∞} , l = 1, . . . , q is ΓS−
reduced.
• the generators in G are written
(1.9) nGi =
∑
k∈Qi1
ai1kt
k, · · · , tg
i
li +
∑
k∈Qi
li
ailikt
k, · · · ,
∑
k∈Qir
airkt
k

Notice that this process depends only on ΓS . The main feature of these normalized
basis is that their parameters
(
ailk
)
are unique: indeed, nGi and nGi′ being two
normalized generators, we consider the valuation of the difference. By definition, it
is an element of ΓS . By construction of the normalized family, it is also an element
of
∏
l=1,...,rQ
i
l. Since Q
i is ΓS−reduced,
nGi and nGi′ are equal. Therefore the
normalized basis is unique and we can consider the following embedding
MS : Top
• (S) →֒
∏
l,i=1,2
C♯Q
i
l
that associates to a curve C ∈ Top• (S), the ordered coefficients of the elements of
a normalized family of generators of
{
G1, G2
}
Example 3. We go on with the example (1). One has
ν (x) = (1, 2) ν (y) = (∞, 3)
One can consider the following family of generators{
G1 =
(
a111t+ a
1
12t
2, a122t
2 + a123t
3 + a124t
4
)
, G2 =
(
0, a213t
3 + a214t
4
)}
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with a111 6= 0, a
1
22 6= 0, a
2
13 6= 0. The first step of the normalization leads to a basis
of the form{
G1 =
(
t+ a112t
2, a122t
2 + a123t
3 + a124t
4
)
, G2 =
(
0, t3 + a214t
4
)}
.
We follow the ΓS−reduction of Example (2) to normalize G1. Using the notation
of the latter example,
P
(0)
1 = {∞, 2} P
(0)
2 = {∞, 2, 3, 4} ,
we use the ΓS−reduction
P (0)
(∞,3),2
−−−−−→ P (1) = ({∞, 2} , {∞, 2, 4}) .
Observing that ν
(
G2
)
= (∞, 3) yields the transformation
G1 − a123G
2 =
(
t+ a112t
2, a122t
2 + 0× t3 +
(
a124 − a
1
23a
2
14
)
t4
)
.
and the new generator G1
G1 =
(
t+ a112t
2, a122t
2 + a124t
4
)
.
Now, ν
((
G1
)2)
= (2, 4) and the ΓS−reduction
P (1)
(2,4),2
−−−−→ P (2) = ({∞, 2} , {∞, 2}) G1 −
a124
(a122)
2
(
G1
)2
leads to
G1 =
(
t+ a112t
2, a122t
2
)
.
Notice that G2 is already normalized since (∞, 4) /∈ ΓS . The family G and C
generates the image of E(C,h) as complete ring and its elements are unique and
depends only on
(
C, h
)
. Indeed, for instance, if in the mentionned image one can
find an other element G1′ of the form
(
t+ a1′12t
2, a1′22t
2
)
, then the difference
G1 −G1′ =
((
a1′12 − a
1
12
)
t2,
(
a1′22 − a
1
22
)
t2
)
belongs to the image of E(C,h), which would imply that, unlessG
1 = G1′ , (2, 2) , (∞, 2)
or (2,∞) belong to ΓS , which is impossible.
1.6. Top• (S) as a constructible set. In this section, we are going to prove the
Proposition 1. The image of
MS : Top
• (S) →֒
∏
i=1,2, l=1···r
C♯Q
i
l = A (S)
is a constructible analytic set, i.e, a finite union of finite intersections of algebraic
subsets and complements of algebraic subsets of the affine set A (S) .
Proof. Consider an element of A (S) and the family G = {nG1, nG2} associated as
in (1.9). The complete ring generated by G and C is the completion of the ring of
a plane curve C with r components C1, · · · , Cr given by the coordinates of G. Fix
some i in {1, . . . , q}. We begin by proving that gi ∈ ΓC is a constructible condition.
Choose any reduced equation hi (x, y) of the curve⋃
j /∈I
gi
Cj .
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If Igi is empty, choose simply hi = 1. Consider the set of expressions of the form
(1.10) hi
(
nG1, nG2
)
×
∑
(k,l)∈N2
βkl
(
nG1
)k (nG2)l
where the βkl’s are variables. We assume that the valuation of
hi
(
nG1, nG2
) (
nG1
)k (nG2)l
is not bigger than the conductor σ of ΓS and consequently the number of sums of
the form (1.10) is finite. It follows easily that gi ∈ ΓC is equivalent to the existence
of a family of coefficients {βkl}kl so that the expression (1.10) has a valuation equal
to gi. Let
Lip,c
(
{βkl}kl ,
{
P il
}
l=1,...,r,i=1,2
)
be the coefficient of tc in the pth component of (1.10). These are linear forms
if the variables {βkl}kl. The condition g
i ∈ ΓC is equivalent to require that for
p = 1 . . . r, the linear form Lip,gip
is linearly independent of the forms Lip′,c for
p′ = 1, . . . , r and c < gip′ . The latter condition is constructible one on the coefficients{
P il
}
l=1,...,r,i=1,2
since it can be expressed using the ranks of the minors of the
matrix of these linear forms. It follows that g ⊂ ΓC and thus
ΓS ⊂ ΓC
is a constructible condition. We can now proceed analogously to prove that ΓS = ΓC
is a constructible condition : indeed, according to [17], providing that ΓS ⊂ ΓC ,
the equality ΓS = ΓC is equivalent to the equality
ΓS ∩
r∏
i=1
[
0, σi
]
= ΓC ∩
r∏
i=1
[
0, σi
]
which induces a finite set of conditions, that can be proven to be constructible in
the same way as above. 
Example 4. Let us still consider the curve S =
{
y
(
y2 − x3
)
= 0
}
. The map MS
associates to a curve C an element
(
a112, a
1
22, a
2
14
)
in C3 such that
G =
{
nG1 =
(
t+ a112t
2, a122t
2
)
, nG2 =
(
0, t3 + a214t
4
)}
generates the complete ring of function on C. Obviously, by construction a122 6= 0.
Clearly, any curve associated to a ring generated by such a family admits a semiring
of values that contains (1, 2) and (∞, 3) . Now if one considers, the polynomial
function
P (X,Y ) =
(
a122
)4
Y 2 − 2
(
a122
)2
a214X
2Y +
(
a214
)2
X4 − a122X
3,
then
ν
(
P
(
nG1, nG2
))
= (3,∞) .
Therefore, in any case, ΓC contains (1, 2) , (∞, 3) and (3,∞) . Thus ΓC contains
ΓS . It can be checked that a
1
22 6= 0 is the sole condition to ensure that actually, the
following equality holds
ΓC = ΓS .
Thus the image of MS is the constructible set C
⋆ × C2.
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1.7. Action on Top• (S). The group (Diff (C, 0))
r
acts on the image of MS in
A (S) the following way : given a point in a ∈ A (S), consider its corresponding
couple of generators {
nG1, nG2
}
.
Consider an element φ ∈ (Diff (C, 0))r then right compose nG1 and nG1 by φ ;
truncate the obtained expression as in (1.8) and apply the process of normalization
following a sequence of ΓS−reductions initially fixed. In the end, the coefficients of
the new normalized couple of generators corresponds to the action of φ on a.
Let us denote by Diffc (C, 0) the quotient of Diff (C, 0) by the normal subgroup of
elements of the form
t→ t+ utc + · · · .
It is a simple matter to see that the previous action factorizes through
(1.11)
r∏
i=1
Diffσi (C, 0) .
Since the group (1.11) is a connected solvable algebraic group, Theorem 1 follows
from Lemma 1 and the previous constructions.
Example 5. Let us compute the action described above for the example
(1.12) S =
{
y
(
y2 − x3
)
= 0
}
we are following since the very beginning. The set Top• (S) is viewed as the con-
structible set C⋆ × C2 and the action of
Diff3 (C, 0)×Diff5 (C, 0)
can be computed as follows : consider the generators
G =
{(
t+ a112t
2, a122t
2
)
,
(
0, t3 + a214t
4
)}
corresponding to the point a =
(
a112, a
1
22, a
2
14
)
and an element of Diff3 (C, 0) ×
Diff5 (C, 0)
φ =
(
ut+ vt2, at+ bt2 + ct3 + dt4
)
.
Composing the elements of G by the conjugacies and applying the normalization
described in the section before yields the following action
φ · a =
(
ua112 +
v
u
+ 2b
a214
a2a122
+ 5
b2
a4a122
− 2
c
a3a122
, a2a122, aa
2
14 + 3
b
a
)
.
It can be seen that the quotient reduces to a point. As a matter of fact, the curve
(1.12) has no moduli [11].
The space M• (S) is now endowed with a complex structure. The remainder of the
article aims to determine its generic dimension. In order to reach this purpose,
subsequently, we proceed to the study of the module of vector fields tangent to
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2. Optimal vector field for a germ of curve S.
Let S be a germ of curve in
(
C2, 0
)
and f a reduced equation of S. Throughout
this article, Der (S) will stand for be the O(C2,0)− module of vector fields tangent
to S. It will be called the Saito module of S in reference to [21]. Associated to the
latter, we consider the following analytical invariant
Definition 4. The Saito number of S is the integer
s (S) = min
X∈Der(S)
ν (X) ,
where ν is the valuation defined by
ν (a∂x + b∂y) = min (ν (a) , ν (b)) .
According to [21], the Saito module of S is a free O(C2,0)− module of rank 2. If
{X1, X2} is one of its basis, said to be a Saito basis for S, it is easily seen that the
number of Saito of S satisfies
s (S) = min (ν (X1) , ν (X2)) .
Following again [21], {X1, X2} is a Saito basis for S if and only if there exists a
germ of unit u such that
(2.1) X1 ∧X2 = uf,
where ·∧ · stands for determinant of the vector fields in any given coordinates. The
property (2.1) will be referred to as the criterion of Saito. Evaluating the valuation
of (2.1) gives the inequality
(2.2) ν (X1) + ν (X2) ≤ ν (X1 ∧X2) = ν (f) = ν (S) .
In particular, one has
(2.3) s (S) ≤
ν (S)
2
.
Definition 5. A vector field X ∈ Der (S) is said to be optimal for S if ν (X) =
s (S) .
Example 6. Let S be the double cusp given by
S =
{(
x2 − y3
) (
y2 − x3
)
= 0
}
.
Then an optimal vector field can be given by
X =
(
2x2 +
5
2
y3 −
9
2
x3y
)
∂x +
(
3xy − 3x2y2
)
∂y.
In particular
s (S) = 2.
Proposition 2. If X is optimal for S, then there exists a vector field Y such that
{X,Y } is a Saito basis for S.
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Proof. Let {X1, X2} be any Saito basis for S. There exist two functions ui such
that
X = u1X1 + u2X2.
Since ν (X) = s (S) = min (ν (X1) , ν (X2)), for some i, say i = 1, ui is a unit and
ν (Xi) = s (S), Then, using (2.1) yields
X ∧X2 = u1uf.
and thus, {X,X2} is a Saito basis for S. 
Let the mapE be any composition of elementaries blowing-ups of points over
(
C2, 0
)
denoted by
E :
(
M, D =
N⋃
i=1
Di
)
→
(
C2, 0
)
The elementary decomposition of E is denoted by
E = E1 ◦ E2 ◦ · · · ◦ EN .
In particular, E1 is the single blowing-up of 0 in
(
C2, 0
)
. Here, D stands for the
exceptional divisor of E, D = E−1 (0), and
D =
N⋃
i=1
Di
is its decomposition in irreducible components. Given a curve S, its strict transform
by E, denoted by SE, is the closure of the pre-image of S \ {0} by E,
SE = E−1 (S \ {0}).
For a given curve C in M and a point c ∈ D, (C)c stands for the germ of C at c.
For any point c ∈ D, νc is the valuation corresponding to the algebraic multiplicity
at c. When c = 0 ∈
(
C2, 0
)
we wil denote the valuation simply by ν.
For any germ of vector fieldX at the origin of C2, there exists a unique meromorphic
vector field, denoted by E−1 (X) such that
dE
(
E−1 (X)
)
= X ◦ E.
The support of the poles of E−1 (X) is contained D. For any p ∈ D, there exists
a local reduced equation u (resp. uv) of D locally around p and an integer m ∈ Z
(resp. m and n in Z) such that
umE−1 (X)
(
resp. umvnE−1 (X)
)
is locally holomorphic and does not vanish identically along any local component
of D. The vector field obtained this way will be denoted by
(
XE
)
p
or simply
XE. It is well defined up to the multiplication by a local unit. In particular,
the foliaiton induced by XE is well defined and depends only on X and E : it is
known as the saturation of E−1 (X) . Notice that if X (0) = 0 then E−11 (X) extends
holomorphically along E−11 (0).
If X is a vector field, we denote by
SE,X
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the union of SE and of the component of D which are generically invariant by the
foliation induced by XE.
Definition 6. A germ of vector field Y at p is said to be dicritical along a divisor
Σ if Y is generically transverse to Σ. If Y is a germ of vector field in
(
C2, 0
)
, then
Y is said simply dicritical if Y E1 is dicritical along the divisor E−11 (0).
Let X be an optimal vector field for S. Suppose that X is dicritical, then X can be
written in some coordinates (x, y)
X = R (x, y) (x∂x + y∂y) + (· · · )
where R is an homogeneous polynomial function of degree s (S) − 1 and (· · · )
stands for higher order terms. Let Y be such that {X,Y } is basis of Der (S). For
any couple of non-vanishing functions (a, b), the initial part of aX + bY , that is its
homogeneous part of smallest degree in, is written
a (0)R (x, y) (x∂x + y∂y) + b (0)Y
(s(S)).
where Y (⋆) is the homogeneous part of degree ⋆ of Y. If Y (s(S)) is radial - tangent
to (x∂x + y∂y) - then for a and b generic, aX+ bY is still dicritical. If not, then for
a and b generic, aX + bY is not dicritical. Which is why, we consider the following
definition
Definition 7. S is said to be of radial type if the generic optimal vector field for
S is dicritical.
In general, it is important to consider only the generic type of the optimal vector
field. For instance, if S is the curve {xy = 0} , then for any α and β, the vector
field
αx∂x + βy∂y
is optimal. However, it is not dicritical if and only if α 6= β.
2.1. Flat Saito basis. In this section, we are going to identify a open dense set
U ⊂M• (S) for which, the Saito basis of C ∈ U , can be extended locally around C
in M• (S) into a family of Saito basis. Further on, an example will illustrate that
this property holds only generically.
Theorem 3. There exist an open dense set U ⊂M• (S) on which the Saito number
is constant. More precisely, for any C ∈ U , there exists a germ of analytical family
of vector fields
c ∈ (M• (S) , C) 7→ Xi (c) , i = 1, 2
such that for any c, the family {X1 (c) , X2 (c)} is a basis of Saito for c with
∀c ∈ (M• (S) , C) , ν (X1 (c)) = s (c) .
Proof. Let C ∈M• (S) . Consider a versal deformation of C
(Σ, C) ⊂
(
C2+N , 0
) π
−→
(
CN , 0
)
,
versal for topologically trivial deformations of C and for which the singular locus
of Σ is {0} × CN : it is enough to consider the versal deformation of any reduced
equation of C and to restrict it to the associated µ−constant stratum. We fix an
open neighborhood C2+N ⊃ U ∋ 0 on which Σ and C are well defined. For technical
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reason, we add to Σ an hyperplan and consider Σ ∪ {x = 0}, which is denoted by
Σ◦. In what follows, fΣ stands for a reduced equation of Σ. Let Der (Σ
◦) denote
the sheaf over U of vector fields tangent to Σ◦. The kernel of the evaluation map
Der (Σ◦)
dπ(·)
−−−→ (ON+2)
N
is the sheaf Der↑ (Σ◦) of vertical vector fields tangent to Σ◦. If (x, y, t1, · · · , tn)
stands for some local coordinates on which π is the projection of the variables ti,
then a section of Der↑ (Σ◦) is written
a (x, y, t1, · · · , tn) ∂x + b (x, y, t1, · · · , tn) ∂y
where a and b are holomorphic functions. Since Der (Σ◦) is coherent, so is Der↑ (Σ◦) .
Note that if X is a section of Der↑ (Σ◦), then for any t ∈ π (U), X |π−1(t) is tangent
to Σ◦t = π
−1 (t) ∩ Σ◦. Fix a system of generators
(2.4) {X1, · · · , Xn}
of Der↑ (Σ◦) (U) . We are going to use the following remark which is just a con-
sequence of the coherence property : for any open set V ⊂ U , the vector fields
X1|V , · · · , Xn|V generates Der
↑ (Σ◦) (V) . Moreover,
(1) if V does not meets Σ◦ then Der↑ (Σ◦) (V) is the set of all holomorphic
vertical vector fields on V .
(2) if V meets the smooth part of Σ◦, then Der↑ (Σ◦) (V) is freely generated by
x ∂∂x and
∂
∂y where (x, y) is a local system of coordinates for which x = 0 is
an equation of the trace of Σ◦ on V .
Let us consider ν = mini=1,...,n νx,y (Xi) where
νx,y (a∂x + b∂y) = min (νx,y (a) , νx,y (b))
and νx,y (·) is the valuation of the ring C {t1, · · · , tn} {x, y} . Suppose it is reached
by, say, X1. All the X
′
is cannot vanish identically on Σ
◦ because for instance
∂ (xfΣ)
∂x
∂y −
∂ (xfΣ)
∂y
∂x
is a section of Der↑ (Σ◦) that does not vanish identically on Σ◦. Assume Xj does
not vanish identically on Σ◦. Considering if necessaryX1+Xj , we can suppose that
X1 does not vanish identically on Σ
◦. Suppose now that there exists X˜1 such that
X1 = hX˜1 where h is an holomorphic map with h (0) = 0. Since h cannot vanish
identically on Σ◦, ˜X1 =
X1
h is still tangent to Σ
◦ which contradicts the minimality
of the valuation of X1. In particular, the singular locus of X1 is of codimension 2.
Now, if there exists j 6= 1 such that
X1 ∧Xj ≡ 0
then, by division, there exists φ such that Xj = φX1, which contradicts the mini-
mality system of generators in (2.4). Thus, for any j 6= 1, there exists a function
gj 6≡ 0 such that
(2.5) X1 ∧Xj = xfΣgj .
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Consider a point p in the zero set Z (g1, . . . , gn) of the ideal (g1, . . . , gn). If p is not
in Σ◦ then that would give a point where locally all the generators of Der↑ (Σ◦)p are
tangent two by two, which is impossible in view of the remark (1) above. Therefore,
Z (g1, . . . , gn) ⊂ Σ
◦.
We are going to improve the above inclusion by showing that
Z (g1, . . . , gn) ⊂ {0} × C
N .
First, consider the following set
∆1 =
{
t ∈
(
CN , 0
)∣∣π−1 (t) ⊂ Z (g1, . . . , gn)} .
It is a closed analytic subset of
(
CN , 0
)
and we remove π−1 (∆1) of U . Now, suppose
that on some fibers π−1 (t), the intersection
∆2 = Z (fΣ) ∩ Z (g1, · · · , gn) ∩ π
−1 (t)
contains some non isolated points. Then there is an irreducible factor h of fΣ such
that h divides gi for any i. Therefore, on π
−1 (t) one has
X1 ∧Xi = h
2 (· · · ) .
Since, the X ′is are tangent to h = 0, any couple of element in Der
↑ (Σ◦) has a
contact of order 2 locally around the zero of h, which is impossible according to the
remark (2) above. Therefore, ∆2 contains only isolated points and shriking a bit U
if necessary, we can suppose that
Z (g1, · · · , gn) ∩ U ⊂ {0} × C
N
At the level of the ideals, the inclusion above ensures that there exists M ∈ N such
that
(x, y)M ⊂ (g1, . . . , gn)
As a consequence, there exists a relation of the following form
xM =
N∑
i=1
higi
and considering Y =
∑N
i=1 hiXi and the relation (2.5) yield a vector field Y in
Der↑ (Σ◦) (U) such that
X1 ∧ Y = fΣx
M+1.
Notice that X1 and Y are both tangent to x = 0. Let us write in coordinates
X1 = xa
1 (x, y, t)
∂
∂x
+
(
b10 (x, t) + xb
2
1 (x, t)
) ∂
∂y
Y = xa2 (x, y, t)
∂
∂x
+
(
b20 (x, t) + xb
2
1 (x, t)
) ∂
∂y
.
Suppose that νx
(
b10
)
≤ νx
(
b20
)
and consider
Y˜ =
1
x
(
Y −
b20
b10
X1
)
.
Notice that Y˜ is holomorphic removing if necessary some fibers π−1 (t) for t in some
closed analytic sets of CN related to the zeros of b10 (0, t). Moreover, one has
X1 ∧ Y˜ = fΣx
M .
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Since X1 is tangent to x = 0 and since its singular locus has codimension 2, Y˜ is
also tangent to x = 0. The process can be repeated and finally, one obtains two
vertical vector fields X and Y tangent to Σ such that
X ∧ Y = fΣ.
Now, the valuation of X and Y are locally constant and we can choose an open set
of U on which it is constant. Moreover, according to the criterion of Saito, for any
t, X |π−1(t) and Y |π−1(t) consists in basis of the module of Saito of Σt. Doing so in
a neighborhood of any point C ∈ M• (S) yields a open dense set U in M• (S) on
which the theorem holds. 
From now on, a curve C in M• (S) will be said generic if it belongs to the open set
identified in the theorem above : in that sense, for a generic curve C in its moduli
space, we will be allowed to consider a analytical family of Saito basis following any
topologically trivial deformations of C.
Example 7. Consider the union of four regular transversal curves. Up to some
changes of coordinates, it can be written
C = {xy (y + x) (y + αx) = 0}
where α 6= 0, 1. It can be seen [10] that it admits a versal deformation for the
topologically trivial deformations of the form
Σ = {F (x, y, z) = xy (y + x) (y + zx) = 0} ∈
(
C3, (0, 0, α)
)
.
The basis highlighted in Theorem 3 can be explicited in the above coordinates as
X1 = x∂x+ y∂y, X2 = ∂xF∂y − ∂yF∂x.
In this case, X1 and X2 can be defined in a whole neighborhood of (0, 0, α) . In
general, the situtation is not so favourable.
Example 8. Consider the union of five regular transversal curves, which is written
C = {xy (y + x) (y + αx) (y + βx) = 0} .
with α 6= 0, 1 and β 6= 0, 1, α. A versal deformation of C is written
Σ =
{
F (x, y, z, u, v) = xy (y + x) (y + zx)
(
y + ux+ vx2
)
= 0
}
∈
(
C6, (0, 0, α, β, 0)
)
.
For the curve C, which corresponds to the parameter (α, β, 0), a basis of the Saito
module Der (C) is given by
X1 = x∂x+ y∂y, X2 = ∂xF∂y − ∂yF∂x.
However, this basis cannot be extended, in the whole neighborhood of (α, β, 0) .
Indeed, since X1 has a valuation equal to one, then its number of Saito is also equal
to 1,
s
(
Σ|t=(α,β,0)
)
= 1.
However, it can be seen that for any v 6= 0, the number of Saito of Σ|t=(α,β,v)
jumps, and
s
(
Σ|t=(α,β,v)
)
> 1.
Indeed, consider a vector field X tangent to Σ|t=(α,β,v) . If its valuation is smaller
than 1, then it is dicritical . Thus it is written
X = k (x∂x + y∂y) + (· · · )
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where k is a non vanishing constant. Following [6], X is linearizable and in some
coordinates in which X is linear, the curve C becomes exactly the union of five
germs of straight lines, which is impossible if v 6= 0. Actually, it can be seen that if
v 6= 0 then
s
(
Σ|t=(α,β,v)
)
= 2
and an optimal vector field for S is written
X = (x+ ǫy) (x∂x + y∂y) + (· · · )
where ǫ 6= 0, 1.
2.2. Saito basis for S, S ∪ l and S ∪ l1 ∪ l2.. The process described below allows
us to obtain a Saito basis for Sfrom a Saito basis for S ∪ l or S ∪ l1 ∪ l2 where the
curves l1 and l2 are generic regular curve. This trick has been already introduced
in the proof of Theorem 3. Moreover, throughout this article, it will be often a key
argument.
Let S be a germ of curve and l be a germ of smooth curve that is not a component
of S. Let {X1, X2} be a Saito basis for S ∪ l. The Saito criterion is written
(2.6) X1 ∧X2 = ufL
where u is a unity, f a reduced equation of S and L a reduced equation of l. Let
us consider a local system of coordinates (x, y) in which L = x. Then, for i = 1, 2,
the vector field Xi can be written
Xi = xai∂x +
(
b0i (y) + xb
1
i
)
∂y.
where b0i depends only on the variable y. Considering if necessary a generic change
of basis
{αX1 + βX2, uX1 + vX2}
where
∣∣∣∣ α βu v
∣∣∣∣ 6= 0, one can suppose that
ν (Xi) = s (S ∪ l) and νy=0
(
b01 (y)
)
= νy=0
(
b02 (y)
)
.
In particular, the quotient
b01
b02
extends holomorphically at (x, y) = (0, 0) as a unit.
The relation 2.6 leads to
(2.7)
(
X1 −
b01
b02
X2
)
x︸ ︷︷ ︸
X′1
∧X2 = uf,
where X ′1 extends holomorphically at (0, 0) . Since L = 0 is not a component of S,
the vector field X ′1 leaves invariant S. Applying the Saito criterion to 2.7 ensures
that {X ′1, X2} is a Saito basis for S.
Now, it can be seen that
ν (X ′1) ≥ ν (X1)− 1 = s (S ∪ l)− 1.
Since, ν (X2) = s (S ∪ l), one has
s (S) ≥ s (S ∪ l)− 1.
20 YOHANN GENZMER
Assume moreover, that S is not of radial type but S ∪ l is. By definition, X1 and
X2 are dicritical. Thus, the homogeneous part of degree s (S ∪ l) of Xi is written
X
(s(S∪l))
i = Ri (x∂x + y∂y)
Therefore the homogeneous part of degree s (S ∪ l)− 1 of X ′1 is
(2.8)
1
x
(
R1 −
b01
b02
(0)R2
)
(x∂x + y∂y) .
If the above expression does not identically vanish, then X ′1 would be dicritical.
Since X2 is dicritical too, S would be of radial type, which is impossible. Thus, the
homogeneous part 2.8 vanishes and ν (X ′1) ≥ s (S ∪ l) . Since ν (X2) = s (S ∪ l) one
has finaly
s (S) = s (S ∪ l) .
The same arguments allows us to link the Saito number of S and the one of S∪l1∪l2
where l1 and l2 are two germs of transverse smooth curves that are not components
of S. The idea is here to adapt the previous construction to a system of coordinates
(x, y) in which l1 = {x = 0} and l2 = {y = 0}. Finally, we obtain the following
Proposition 3. Let l1 and l2 be two germs of transverse smooth curves that are
not components of S. Then
(1) In any case, s (S) ≥ s (S ∪ l1)− 1 and s (S) ≥ s (S ∪ l1 ∪ l2)− 1.
(2) If S is not of radial type but S ∪ l1 is then
s (S) = s (S ∪ l1) .
The process described above can be reversed. Consider a Saito basis {X1, X2} for
S. Changing of basis if necessary, one can consider that
ν (X1) = ν (X2) .
Let l be a smooth curve and L a reduced equation of l. Fix a coordinates (x, y) in
which l has a parametrization of the form
γ (t) = (t, ǫ (t)) , t ∈ (C, 0) .
Permuting the role of X1 and X2 if necessary, we can suppose that the quotient
X1 (γ) ∧ γ
′
X2 (γ) ∧ γ′
extends holomorphically at t = 0, as a function φ (t) . Finally, in the coordinates
(x, y) , the family
(2.9) {X1 − φ (x)X2, LX2}
is a Saito basis for S ∪ L.
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3. Generic element in Ω1 (logS) and generic Saito Basis.
In (2.3), we remark that
s (S) ≤
ν (S)
2
.
In this section, we will prove that for a curve S generic in its moduli space the
latter inequality is essentially reached, as it will be stated in Theorem 3.
3.1. Generic value of s (S). Let us consider {X1, X2} a Saito basis for S with
ν (X1) ≤ ν (X2). We may assume that X1 has only an isolated singularity. Let E1
be the single blowing-up at 0. The total space of the blowing-up will be denoted
by M1,
E1 : (M1, D1)→
(
C2, 0
)
.
The exceptional divisor D1 can be covered by two open sets U1 and U2 and two
charts (x1, y1) and (x2, y2) defined respectively in some neighborhoods of U1 and
U2 such that
y2 = y1x1 x2 =
1
y1
and E1 (x1, y1) = (x1, y1x1) .
Let ΘS be the sheaf on M1 of vector fields tangent to E
(−1)
1 (S). Let ω be a
1−form with an isolated singularity dual to the vector field X1, that is, such that
ω (X1) = 0: if, in some coordinates, X1 is written
X1 = a∂x + b∂y,
one can choose
ω1 = ady − bdx.
We denote by B the basic operator : this is a morphism of sheaves B : ΘS → Ω
2
defined by
B (T ) = LTE
⋆
1ω ∧ E
⋆
1ω
where Ω2 is the sheaf on M1 of holomorphic 2-forms and LT is the Lie deriviative
with respect to the vector field T.
Lemma 5. B (ΘS) ⊂ Ω
2
(
−nD1 − S
E1
)
where
• n = 2νD1 (E
⋆
1ω) if X1 is dicritical and n = 2νD1 (E
⋆
1ω) + 1 if not, where
νD1 stands for the order of vanishing along D1
• Ω2
(
−nD1 − SE1
)
is the sheaf of 2−forms that vanish along D1 and SE1
with at least respective orders n and 1.
Proof. It is a computation which can be performed in local coordinates. If X1 is
dicritical along D1, then out of Sing
(
XE11
)
, one can write
E⋆1ω = ux
p
1dy1,
where u is a local unit and p = νD1 (E
⋆
1ω) . A local section T of ΘS is written
T = αx1∂x1 + β∂y1 .
Thus, applying the morphism B yields
B (T ) =
(
u2x2p1 ∂x1β
)
dx1 ∧ dy1.
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If X1 is not dicritical along D1, then out of Sing
(
XE11
)
, one can write
E⋆1ω = ux
p
1dx1.
the
B (T ) =
(
u2x2p+11 ∂y1α
)
dx1 ∧ dy1.
Finally, along a regular point of SE1 , the computations are the same as the one just
above with p = 0. 
Notice that if c is not a tangency point between XE11 and D1, then at the level of
the stack, one has
(B (ΘS))c =
(
Ω2
(
−nD1 − S
E1
1
))
c
,
thus the two sheaves B (ΘS) and Ω
2
(
−nD1 − S
E1
1
)
are essentially equal.
The proof of the next lemma is an adaptation of the theory of infinitesimal defor-
mations of foliations developped in [12].
Lemma 6. The map in cohomology induced by the inclusion of Lemma 5
H1 (M1,ΘS)
B
−→ H1
(
M1,Ω
2
(
−nD1 − S
E1
1
))
is the zero map.
Proof. Let us denote by ΘX1 the sheaf of tangent vector fields to the foliation
induced onM1 by X
E1
1 . Following [12] ( Theorem 1.6 ), one has the following exact
sequence
(3.1) H1 (M1,ΘX1)→ H
1 (M1,ΘS)
D
−→ H1 (M1,Hom (ΘX1 ,ΘS/ΘX1)) .
In this sequence, H1 (M1,ΘX1) is the space of infinitesimal deformation of the
foliation induced by XE11 , H
1 (M1,ΘS) the space of infinitesimal deformation of
SE1 and D the map in cohomology induced by the morphism of sheaves
ΘS
D
−→ Hom (ΘX1 ,ΘS/ΘX1)
defined by D (T ) = (X 7→ π [X,T ]) where [·] stands for the Lie bracket and π the
quotient map ΘX1 → ΘS/ΘX1 . We assume that S is generic in its moduli space
M• (S) . In particular, Theorem 3 ensures that any small deformation of SE1 can be
followed by a deformation of XE11 . As a consequence, any infinitesimal deformation
of SE1 can be followed by an infinitesimal deformation of XE11 . In other words, the
cohomological map
H1 (M1,ΘX1)→ H
1 (M1,ΘS)
is onto. Thus the map D is the zero map. Notice that at the level of the stack, the
map D is onto at any regular point for XE11 . Now, let us consider a covering {Ui}i∈I
of M1 and an element in {Tij}ij ∈ Z
1
(
M1, {Ui}i∈I ,ΘS
)
. Since D ({Tij}) = 0
there exists {τi}i ∈ Z
0
(
M1, {Ui}i∈I ,Hom (ΘX1 ,ΘS/ΘX1)
)
such that
[Tij , ·] = τj − τi.
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Now, consider a covering of Ui \ Sing
(
XE11
)
=
⋃
k∈K Uik by open sets Uik such
that D is onto on Uik. By construction, on any Uik there exists a section Tik of ΘS
such that
τi = [Tik, ·] .
Therefore, on Uik ∩ Uik′ , [Tik, ·] = [Tik′ , ·]. Thus, appyling B yields
B (Tik) = B (Tik′)
which leads to a global 2−forms Ωi defined on Ui \ Sing
(
XE11
)
which can be
extended to Ui since Sing
(
XE11
)
is of codimension 2. By construction,
B (Tij) = Ωj − Ωi,
which is the lemma. 
The open sets U1 and U2 defined at the beginning of this section, are Stein, as open
set in C. Thus, following [22], they admit a system of Stein neighborhoods. Since
Ω2
(
−nD1 − S
E1
1
)
is coherent, we deduce that there is a covering {U1,U2} of M1
that is acyclic for Ω2
(
−nD1 − S
E1
1
)
. Therefore, one can compute the cohomology
using this covering and thus
H1
(
M1,Ω
2
(
−nD1 − S
E1
1
))
= H1
(
{U1,U2} ,Ω
2
(
−nD1 − S
E1
1
))
(3.2)
which is the quotient
H0
(
U1 ∩ U2,Ω2
(
−nD1 − S
E1
1
))
H0
(
U1,Ω2
(
−nD1 − S
E1
1
))
⊕H0
(
U2,Ω2
(
−nD1 − S
E1
1
)) .
Lemma 7. Let us denote f1 =
f◦E1
x
ν(S)
1
where f is an equation of S. If there exists a
Laurent series
∑
aijx
i
1y
j
1 with a0,−1 6= 0, such that
•
(∑
aijx
i
1y
j
1
)
f1x
k
1dx1 ∧ dy1 ∈ H
0
(
U1 ∩ U2,Ω2
(
−kD1 − S
E1
1
))
•
[(∑
aijx
i
1y
j
1
)
f1x
k
1dx1 ∧ dy1
]
= 0 ∈ H1
(
M1,Ω2
(
−kD1 − S
E1
1
))
then
k ≥ ν (S) .
Proof. The global sections of Ω2
(
−kD1 − S
E1
1
)
on each associated open sets are
written
Ω2
(
−kD1 − S
E1
1
)
(U1) =
{
f (x1, y1) f1x
k
1dx1 ∧ dy1
∣∣ f ∈ O (U1)}
Ω2
(
−kD1 − S
E1
1
)
(U2) =
{
g (x2, y2) f2y
k
2dx2 ∧ dy2
∣∣ g ∈ O (U2)}
Ω2
(
−kD1 − S
E1
1
)
(U1 ∩ U2) =
{
h (x1, y1) f1x
k
1dx1 ∧ dy1
∣∣h ∈ O (U1 ∩ U2)}
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where f2 =
f◦E2
y
ν(S)
2
. Therefore, the cohomological equation induced by the equality
(3.2) is written
h (x1, y1) f1x
k
1dx1 ∧ dy1 = g (x2, y2) f2y
k
2dx2 ∧ dy2
−f (x1, y1) f1xk1dx1 ∧ dy1
which is equivalent to
(3.3) h (x1, y1) = y
k−ν(S)−1
1 g
(
1
y1
, y1x1
)
− f (x1, y1)
The hypothesis of Lemma 7 induces that if we set h to be the series
∑
aijx
i
1y
j
1 then
the equation above has a solution. In particular, the monomial a0−1y1 has to appear
in the Laurent expansion of one of the two terms of the expression at the right.
This is equivalent to say that the following system has a solution in N2{
0 = j
−1 = j − i+ k − ν (S)− 1
⇐⇒
{
j = 0
i = k − ν (S)
.
Thus, k ≥ ν (S). 
Theorem 4. For S generic in its moduli space M• (S), one has
s (S) ≥

⌊
ν(S)
2
⌋
if S is not of radial type
⌈
ν(S)
2
⌉
− 1 else
.
In a given moduli space M• (S) , the lower bound above holds only for the generic
point. For instance, the Saito number of an union of any number of germs of
straight lines is one, since the radial vector field is in the Saito module, whereas
its algebraic multiplicity goes to infinity with the number of components. Even if
the curve S is irreducible, one cannot drop the assumption of S being generic in its
moduli space, as it can be seen in the following example due to M. Hernandes : let
S be the curve {
yp − xq + xp−2yq−2 = 0
}
with p ∧ q = 1 and 4 < p < q. The curve S is irreducible. Its algebraic multiplicity
is equal to p whereas its Saito number s (S) is equal to 2 regardless the value of p.
Indeed, an optimal vector field X1 can be written
X1 =
(
y +
(p− 2) (q − 2)
pq
xq−4yp−3
)
(px∂x + qy∂y)
+
(p− 2) q − 2p
q
xq−2∂y − (p− 2)
(p− 2) q − 2p
pq
xp−3yq−3∂x.
Proof. Suppose, first that X1 is dicritical. Then, the valuation of E
⋆
1ω along D1
satisfies
νD1 (E
⋆
1ω) = ν (X1) + 1.
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Let us suppose that in the coordinates (x1, y1), the point (0, 0) is regular for X
E1
1
and that f1 ◦ E does not vanish at (0, 0). The image of the vector field T =
x1
y1
∂y1
by B is written
B (T ) = u2xn1
1
y1
dx1 ∧ dy1 + · · ·
where u is a unit. Moreover, this image as an element of the coohomolgy group
H1
(
M1,Ω2
(
−nD1 − S
E1
1
))
has to be the zero cocycle according to Lemma 6.
Thus, Lemma 7 ensures that n ≥ ν (S) , which is also written
s (S) = ν (X1) ≥
ν (S)
2
− 1.
Thus, if X1 is dicritical the theorem is proved.
Suppose now that X1 is not dicritical. Then, νD1 (E
∗
1ω) = ν (X1) . Let us suppose
that (0, 0) is a singular point of XE11 . Locally around (0, 0), E
⋆
1ω can be written
E⋆1ω = x
νD1 (E
⋆ω)
1 (y
a
1 (· · · )dx1 + x1 (· · · )dy1)
where a is some positive integer. Let us write
f1 = y
b
1 (· · · ) + x1 (· · · )
where b is some positive integer. Considering the meromorphic vector field T =
x1
y2a−b1
∂
∂x1
, we apply the operator B
1
f1
B (T ) = (2a− b)
xn1
y1
dx1 ∧ dy1 + x
n+1
1 (· · · ) .
Suppose that there exists a singular point such that 2a 6= b. Then, Lemma 7 ensures
that n ≥ ν (S) , which is written
(3.4) s (S) = ν (X1) ≥
ν (S)− 1
2
.
If the equality 2a = b is true for any singular points, then ν (S) is even. Thus, the
theorem is proved when
• ν (S) is odd
• or ν (S) is even and for some singular points of XE11 , one has b 6= 2a.
• or if S is radial.
Suppose that ν (S) is even and S is not radial. Consider a Saito basis {X1, X2} for
S with ν (X1) = ν (X2). If ν (X1) =
ν(S)
2 then the property is proved. Therefore,
assume that ν (X1) ≤
ν(S)
2 − 1. Let l be a generic smooth curve. Using the
construction introduced at (2.9), we obtain a Saito basis for S ∪ l of the form
{X1 − φX2, LX2} .
If ν (X1 − φX2) = ν (X1) then
ν (X1 − φX2) ≤
ν (S)
2
− 1 <
ν (S ∪ l)− 1
2
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which contradicts (3.4), ν (S ∪ l) being odd. Therefore, ν (X1 − φX2) ≥
ν
2 and
since ν (LX2) ≥
ν
2 and ν (X2) ≤
ν(s)
2 − 1, changing of basis if necessary, we obtain
a Saito basis {X ′1, X
′
2} for S ∪ l with
ν (X ′i) =
ν (S)
2
both of these vector fields being non dicritical. According to the Saito criterion
(2.1), the homogeneous part of degree ν(S)2 of the vector fields X
′
i satisfy
X
′( ν(S)2 )
1 ∧X
′( ν(S)2 )
2 = 0.
Using again the construction (2.9 ), we add one more curve l transverse to l to the
curve S ∪ l and obtain a family
{X ′′1 = X
′
1 − ψX
′
2, X
′′
2 = LX
′
2}
where ψ is some function and L is a reduced equation of l.
• if X ′′1 is not radial, then l being a smooth curve, for the corresponding
singular point, one has b = 1 6= 2a. Therefore, applying Proposition 3, we
are lead to
s (S) ≥ s (S ∪ l ∪ l)− 1 ≥
ν (S) + 2
2
− 1 =
ν (S)
2
.
• Assume X ′′1 is radial. If ν (X
′
1 − ψX
′
2) = ν (X
′
1) =
ν(S)
2 then(
X
′( ν(S)2 )
1 − ψ (0, 0)X
′( ν(S)2 )
2
)
∧X
′(ν(S)2 )
2 = 0
and X ′2 is radial, which is impossible. Thus ν (X
′′
1 ) ≥
ν(S)
2 + 1. Since
ν (LX ′2) ≥
ν(S)
2 + 1 one has
s (S) ≥ s (S ∪ l ∪ l)− 1 ≥
ν (S)
2
+ 1− 1 =
ν (S)
2
.

3.2. Generic Saito basis. The generic lower bound of Theorem 4 induces some
properties for a Saito basis of a generic curve. In this section, we explore some of
them.
Lemma 8. Let S be a generic curve in its moduli space and let {X1, X2} be a Saito
basis for S. Then ν (X1) + ν (X2) is equal to ν (S) or ν (S)− 1.
Proof. We recall that the sum ν (X1) + ν (X2) cannot exceed ν (S) as noticed at
(2.2). Remark also that, regardless its value, the integer ν (X1) + ν (X2) cannot be
made smaller by a change of Saito basis. Thus, it is enough to prove the lemma
for a given basis to prove it for any basis. If ν (S) is odd, Theorem 4 gives the
inequalities
ν (Xi) ≥
ν (S)− 1
2
, i = 1, 2
and thus ν (X1) + ν (X2) ≥ ν (S)− 1, which is the lemma.
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If ν (S) is even, adding a generic line l to S yields a Saito basis of S ∪ l for which,
in view of the previous arguments - ν (S ∪ l) is odd - , one has
ν (X1) + ν (X2) ≥ ν (S ∪ l)− 1 = ν (S) .
By the process described in (3), the induced Saito basis {X ′1, X2} of S satisfies
ν (X ′1) + ν (X2) ≥ ν (X1) + ν (X2)− 1 ≥ ν (S)− 1,
which ends the proof of the lemma. 
The next lemma ensures basically that both inequalities identified in Theorem 4
cannot be reached at the same time.
Lemma 9. Let S be a generic curve of radial type. Then there is no non dicritical
vector field X in Der (S) with ν (X) =
⌊
ν(S)
2
⌋
.
Proof. Consider an optimal dicritical vector field X1 and X2 a vector field such
that {X1, X2} is a Saito basis of S. If ν (S) is even, then ν (X1) ≥
ν(S)
2 − 1. If
ν (X1) ≥
ν(S)
2 then ν (X2) >
ν(S)
2 or X2 is dicritical. In any case, there cannot be
non dicritical vector field in Der (S) with valuation ν(S)2 . If ν (X1) =
ν(S)
2 − 1 then
either X
ν(X1)
1 ∧ X
ν(X2)
2 = 0 or ν (X2) ≥
ν(S)
2 + 1. Again, in any case, the same
conclusion occurs. Finally, if ν (S) is odd, the same arguments remain valid. 
In the proposition below, we are going to identify precisely the type of Saito basis
that may occur for a generic curve. In the statement of the theorem, we introduce
some notations for the identified classes.
Theorem 5. Let S be a curve generic in its moduli space. Then there exists a
Saito basis {X1, X2} for S with one of the following forms
• if ν (S) is even
(E) : ν (X1) = ν (X2) =
ν(S)
2 and X1 and X2 are non dicritical.
(Ed) : ν (X1) = ν (X2)− 1 =
ν(S)
2 − 1 and X1 and X2 are dicritical.
(E′d) : ν (X1) = ν (X2)− 2 =
ν(S)
2 − 1 and X1 is dicritical but not X2.
• if ν (S) is odd
(O) : ν (X1) = ν (X2)− 1 =
ν−1
2 and X1 and X2 are non dicritical.
(Od) : ν (X1) = ν (X2) =
ν−1
2 and X1 and X2 are dicritical.
(O′d) : ν (X1) = ν (X2)− 1 =
ν−1
2 and X1 is dicritical but not X2.
Moreover, if the Saito basis is of type (E) or (Od) then the generic Saito basis is
respectively of type (E) or (Od). Finally, in any case, if {X1, X2} is a generic Saito
basis for S then there exists an holomorphic function h such that
{X1, X2 − hX1}
has one of the above type.
If the Saito basis of S has one of the form given by Theorem 5, we will say that the
basis is adapted.
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Remark 1. One of the main interest of adapted Saito basis is their behavior with
respect to the blowing-up. For instance, suppose that S has an adapted Saito basis
of type (Ed) . Then, blowing-up the relation which consists in the criterion of Saito
(2.1) yields
det (dE1) · E
−1
1 (X1) ∧E
−1
1 (X2) = u ◦ E1f ◦ E1.
where x1 is a local equation of D1, f an equation of S and u a unit. Now, both X1
and X2 are dicritical and of respective valuations
ν(S)
2 − 1 and
ν(S)
2 . Thus, one can
divide the relation above as below
E−11 (X1)
x
ν(S)
2 −1
1
∧
E−11 (X2)
x
ν(S)
2
1
=
1
det (dE1)
u ◦ E1
f ◦ E1
x
ν(S)−1
1
.
Since det (dE1) = x1, we are lead to the equality
XE11 ∧X
E2
2 = u ◦ E1
f ◦E1
x
ν(S)
1
.
Therefore, according to the criterion of Saito, the family
{(
XE11
)
c
,
(
XE22
)
c
}
is a
Saito basis for
(
SE1
)
c
for any c ∈ D1 - but not necessarly adapted . It is a simple
matter to check that the latter proprety holds for any type of Saito basis
Proof of Lemma 5. Let us consider a Saito basis of S
{X1, X2} .
and suppose that ν (X1) ≤ ν (X2)
Suppose first ν (S) even. If X1 is not dicritical then according to Theorem 4 and
(2.3), ν (X1) =
ν(S)
2 . Therefore, ν (X2) =
ν(S)
2 and, considering if necessary X2 +
αX1 for a generic value α ∈ C, one has
(E)
ν (X1) = ν (X2) =
ν(S)
2
X1 and X2 are non-dicritical.
Now, if X1 is dicritical, then it implies that ν (X1) =
ν(S)
2 − 1 : indeed, if ν (X1) =
ν(S)
2 then ν (X2) =
ν(S)
2 ; X2 would not be dicritical since ν (X1) + ν (X2) = ν (S)
and thus X2 would be a non dicritical optimal vector field for S which is impossible
according to Lemma 9. Thus, ν (X1) =
ν(S)
2 − 1. Following Lemma 8, one has
ν (X2) =
ν (S)
2
or
ν (S)
2
+ 1.
If ν (X2) =
ν(S)
2 + 1 then X2 is not dicritical, since X1 is dicritical. Thus, one has
(E′d)
ν (X1) = ν (X2)− 2 =
ν(S)
2 − 1
X1 is dicritical but not X2.
If ν (X2) =
ν(S)
2 , then X2 is dicritical, and thus
(Ed)
ν (X1) = ν (X2)− 1 =
ν(S)
2 − 1
X1 and X2 are both dicritical.
THE SAITO MODULE AND THE MODULI OF A GERM OF CURVE IN
(
C
2, 0
)
29
Suppose now ν (S) odd. In any case, ν (X1) =
ν(S)−1
2 . Suppose X1 dicritical. If
ν (X2) =
ν(S)−1
2 then X2 is dicritical, and thus
(Od)
ν (X1) = ν (X2) =
ν(S)−1
2
X1 and X2 are dicritical.
If ν (X2) =
ν(S)+1
2 then X2 is not dicritical, and therefore the basis satifies
(O′d)
ν (X1) = ν (X2)− 1 =
ν(S)−1
2
X1 is dicritical and X2 is non-dicritical.
Finally, suppose that X1 is not dicritical. If ν (X2) =
ν(S)+1
2 then the basis satifies
(O)
ν (X1) = ν (X2)− 1 =
ν(S)−1
2
X1 and X2 are non-dicritical.
It remains to exclude the possibility that X1 is not dicritical and ν (X2) =
ν(S)−1
2 ,
for which ν (X1)+ν (X2) = ν (S)−1. To do so, consider a generic line l. The multi-
plicity of S∪ l is even, thus we can apply the results above to reach a contradiction.
Suppose first that the basis of Saito of S ∪ l
{
X l1, X
l
2
}
has the form
ν
(
X l1
)
= ν
(
X l2
)
=
ν (S) + 1
2
,
none of these vector fields being dicritical. Let us consider some coordinates in
which l = {x = 0} and let us written
X li = xAi
∂
∂x
+ (yαibi (y) + xBi)
∂
∂y
with bi (0) 6= 0. By symmetry, one can suppose α1 ≤ α2. Thus, the family{
X l1, X
l
2 =
1
x
(
X2 − y
α2
α1
b2
b1
X1
)}
is a Saito basis for S such that
ν
(
X l1
)
+ ν
(
X2
l
)
≥
ν (S) + 1
2
+
ν (S) + 1
2
− 1 = ν (S) ,
and therefore, one cannot have ν (X1) + ν (X2) = ν (S) − 1 for some other Saito
basis.
Suppose that the Saito module for S ∪ l has the form
ν
(
X l1
)
= ν
(
X l2
)
− 1 =
ν (S) + 1
2
− 1
both vector fields being dicritical. As before, let us consider some coordinates in
which l = {x = 0} and let us written
X li = xAi
∂
∂x
+ (yαibi (y) + xBi)
∂
∂y
with bi (0) 6= 0.
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(1) if α1 ≤ α2 then the induced Saito basis
{
X l1, X
l
2
}
for S satisfies ν
(
X l1
)
=
ν(S)−1
2 . Therefore,
ν
(
X2
l
)
=
ν (S)− 1
2
or
ν (S) + 1
2
.
In any case of the alternative above, there is no non dicritical vector fields
of multiplicity ν(S)−12 in the Saito module of S, which is a contradiction
with the property of X1.
(2) if α1 > α2 then the induced basis
{
X
l
1, X
l
2
}
satifies ν
(
X
l
1
)
= ν(S)−12 and
thus
ν
(
X
l
1
)
+ ν
(
X l2
)
≥
ν (S) + 1
2
+
ν (S)− 1
2
= ν (S)
which is as before, impossible.
Finally, suppose that the Saito basis of S ∪ l has the form
ν
(
X l1
)
= ν
(
X l2
)
− 2 =
ν (S) + 1
2
− 1
with X1 dicritical and X2 not dicritical.
(1) if α1 ≤ α2 then the induced basis
{
X l1, X
l
2
}
of the Saito module of S
satisfies ν
(
X l1
)
= ν(S)−12 . Therefore,
ν
(
X2
l
)
=
ν (S)− 1
2
or
ν (S) + 1
2
.
In any case of the alternative above, there is no non dicritical vector fields
of multiplicity ν(S)−12 in the Saito module of S, which is a contradiction
with the property of X1.
(2) if α1 > α2 then the induced basis
{
X
l
1, X
l
2
}
satifies ν
(
X l2
)
= ν(S)+12 + 1
and thus
ν
(
X
l
1
)
≤ ν (S)−
(
ν (S) + 1
2
+ 1
)
=
ν (S)− 3
2
that is impossible.

S
Saito
basis
(E) (Ed) (E
′
d) (O) (Od) (O
′
d)
ν (Xi) 1 1 3 3 1 3 1 2 2 3 1 2
Table 1. Examples of curves with different type of Saito basis.
Finally, using the same kind of arguments as the one above, one can show that
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Lemma 10. If S is of type (O) then S ∪ l is of type (E) . If S is of type (Ed) or
(E′d) then S ∪ l is of type (Od) or (O
′
d).
The proof is left to the reader.
3.3. Optimality after blowing-up. The property below ensures that, under a
specific assumption, one can find an optimal vector which keeps on being optimal
after one blowin-up.
Proposition 4. Let X1 be a generic optimal vector field for S. Suppose that
(⋆) there exists a germ of regular curve l such that
(
SE1,X1
)
c
∪(
lE1
)
c
has not a Saito basis of type (E′d).
Then there exists a vector field X1 optimal for S such that
(
XE11
)
c
is optimal for(
SE1,X1
)
c
.
Proof. Let {Y1, Y2} be an adapted Saito basis for S. If νD1 (Y1) = νD1 (Y2) - which
is satisfy when the basis is of type (E), (Od) or (O
′
d) - then for α and β generic
αY E11 + βY
E1
2 = (αY1 + βY2)
E1
and
νc
(
(αY1 + βY2)
E1
)
= s
(
SE1,Y1
)
since, according to Remark (1),
{(
Y E11
)
c
,
(
Y E22
)
c
}
is a Saito basis for SE1,Y1 .
Thus, in that case, setting X1 = αY1 + βY2 yields the lemma.
Now, suppose that νD1 (Y1) < νD1 (Y2) . Suppose first that ν (S) is odd then S is of
type (O) . Let us consider a curve l satisfying the hypothesis of the current lemma.
According to Lemma (10), an adapated Saito basis
{
Y l1 , Y
l
2
}
is of type (E) thus
ν
(
Y l1
)
= ν
(
Y l2
)
=
ν (S) + 1
2
.
Applying the process introduced in (3), we are lead to an adapted Saito basis for
S of the form {
Y1 =
Y l1 − φY
l
2
L
, Y l2
}
where L stands for a reduced equation on l. Notice that
(3.5) ν
(
Y1
)
=
ν (S)− 1
2
< ν
(
Y l2
)
=
ν (S) + 1
2
Morover,
{(
Y1
)E1
c
,
(
Y l2
)E1
c
}
is a basis for SE1 ∪D1. Now, suppose that
νc
((
Y1
)E1)
≥ νc
((
Y l2
)E1)
+ 1
therefore,
νc
(
LE1
(
Y1
)E1)
≥ νc
((
Y l2
)E1)
+ 2
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and
(
SE1
)
c
∪ D1 ∪ l
E1 has a Saito basis of type (E′d) since
{
LE1Y1,
(
Y l2
)E1}
is a
Saito basis for the latter curve. That is impossible. Hence,
(3.6) νc
((
Y1
)E1)
≤ νc
((
Y l2
)E1)
and, according to (3.5) and (3.6), X1 = Y1 satisfies the conclusion of the lemma.
Now, finally, if ν (S) is even then S is of type (Ed) or (E
′
d). Therefore, S ∪ l is of
type (Od) or (O
′
d) and the arguments above can be reproduced. 
Corollary 1. If any component of SE1,X1 satisfies the hypothesis (⋆) of Proposition
4, then there exists a vector field X1 optimal for S such that, for any c,
(
XE11
)
c
is
optimal for
(
SE1,X1
)
c
.
Proof. Indeed, for any point c in the tangent cone of S, consider X1,c given by
Proposition 4 for the curve
(
SE1,X1
)
c
. Then for a generic family of complex number
{αc}, the vector field
X1 =
∑
αcX1,c
satisfies the property. 
3.4. Base of type (⋆d) and (⋆
′
d). Beyond the example (8), the curve S defined by
S =
{
y5 + x5 + x6 = 0
}
belongs to the generic component of the moduli space of five smooth and transversal
curves. Some associated optimal vector field X1 can be written
X1 =
(
1
5
xy −
1
25
x2y +
6
125
x3y +
36
125
x4y
)
∂x +
(
1
5
y2 +
216
625
x3y2
)
∂y
whose initial part is written
(3.7)
y
5
(x∂x + y∂y) .
Thus X1 is dicritical of multiplicity 2. However, after one blowing-up X
E1
1 is not
transverse to D1 at every-point : indeed, following (3.7), it is tangent to D1 at the
point corresponding to the direction y = 0. Hence, in that case, we have
Tan
(
XE11 , E
−1
1 (0)
)
= {(x1 = 0, y1 = 0)} 6= Tan
(
SE1 , D1
)
= ∅.
The example above leads us to introduce the following definitions.
Definition 8. A curve S of radial type whose {X1, X2} is a generic basis of
the Saito module, is said to be of pur radial type if the support of the divisor
Tan
(
XE11 , E
−1
1 (0)
)
is equal to the support of the divisor Tan
(
SE1 , D1
)
. If S is
not pur radial, then the non empty set
SuppTan
(
XE11 , E
−1
1 (0)
)
\ SuppTan
(
SE1 , D1
)
is called the set of free points of X1
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Notice that by construction of X1, in any case, the inclusion
SuppTan
(
SE1 , D1
)
⊂ SuppTan
(
XE11 , E
−1
1 (0)
)
holds. The interest of this definition relies on the fact that it allows to state a
characterization of the curves admitting a basis of type (E′d) or (O
′
d).
Theorem 6. The following properties are equivalent :
(1) S is of pur radial type.
(2) S admits a Saito basis of type (E′d) or (O
′
d).
Proof. We begin by proving (2) =⇒ (1) . Assume S admits an adapted Saito basis
of type (E′d) or (O
′
d). According to Remark 1, for any point c ∈ D1, the family{(
XE11
)
c
,
(
XE12
)
c
}
is a Saito basis of the germ of curve
(
SE1
)
c
. Let c ∈ D1 \ Tan
(
SE1 , D1
)
. Suppose
first that c /∈ Sing
(
E−11 (S)
)
. Then following (1), the determinant XE11 ∧X
E1
2 is a
unity at c. Now, X1 is dicritical and X2 is not, thus in local coordinates (x, y) at c
in which x = 0 is local equation of D1, we can write
XE11 ∧X
E1
2 = (u∂x+ v∂y) ∧ (ax∂x+ b∂y)
= avx− bu
therefore u is a unity andXE11 is transverse toD1. Suppose now that c ∈ Sing
(
E−11 (S)
)
.
Since c ∈ D1 \ Tan
(
SE1 , D1
)
then SE1 is regular and transverse to D1. Now, con-
sidering local coordinates (x, y) in which xy = 0 is a local equation of E−11 (S)c
yields
XE11 ∧X
E1
2 = (u∂x+ vy∂y) ∧ (ax∂x+ by∂y)
= avxy − buy
which has to be of the form (unity)×y according to the criterion of Saito. Therefore,
u is a unity and XE11 is still transverse to D1, which completes the proof of the
inclusion
SuppTan
(
XE11 , E
−1
1 (0)
)
⊂ SuppTan
(
SE1 , D1
)
.
Finaly, let c be in the support of Tan
(
SE1 , D1
)
. If c is in the singular set of SE1 then(
XE11
)
c
is singular. If not, then
(
SE1
)
c
is regular and tangent to D1. Therefore, if(
XE11
)
c
is singular then c belongs to SuppTan
(
XE11 , E
−1
1 (0)
)
. If it is regular then
it leaves invariant SE1 , thus it is tangent to D1 at c, which concludes the proof of
statement.
We now proceed to the proof of (1) =⇒ (2). Let {X1, X2} be an adapted Saito
basis of type (E′d) or (O
′
d). Let us write
(3.8) X1 = h1 (x∂x+ y∂y) + · · · .
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The hypothesis is equivalent to assume that the zeros of hE11 coincide with the
support of the divisor Tan
(
SE1, D1
)
. Assume first that ν (S) is odd. According to
Proposition (5), the valuation of X1 is
ν (X1) =
ν − 1
2
.
Now, if X2 is not dicritical, then ν (X2) =
ν+1
2 . Indeed, if ν (X2) is equal to
ν−1
2 ,
X
(ν−12 )
1 ∧X
( ν−12 )
2 6= 0 gives ν (X1 ∧X2) = ν−1 which contradicts (2.1). Therefore,
the basis {X1, X2} is of type (O′d) and the proposition is proved. Assume X2 is
dicritical and ν (X2) =
ν−1
2 . As in (3.8), we write
X2 = h2 (x∂x+ y∂y) + · · ·
and
h2 = q2 · h2
qE12 does not vanich on SuppTan
(
SE1 , D
)
. By hypothesis, for generic values of α
and β, the zeros of (
αh1 + βq2h2
)E1
are in the support of Tan
(
SE1 , D1
)
. Since the zeros of hE11 are in the support
of Tan
(
SE1 , D1
)
, it can be seen that the function q2 has to be a constant, and
moreover, there exists a constant u such that
h2 = uh1
Thus the basis {X1, X2 − uX1} is of type (O
′
d) .
Assume now that ν (S) is even and consider a smooth curve l which is attached to
a point in Tan
(
SE1 , D1
)
after on blowing-up. Let {X1, X2} be an adapted Saito
basis for S ∪ l. Consider some coordinates in which l = {x = 0} and write
Xi = xAi
∂
∂x
+ (yαibi (y) + xBi)
∂
∂y
with bi (0) 6= 0. Since ν (S ∪ l) is odd, a few cases may occur :
(1) The basis is of type (O). Then, ν (X1) = ν (X2) − 1 =
ν
2 . If α1 ≤ α2 the
family {
X1, X2 =
1
x
(
X2 − y
α2
α1
b2
b1
X1
)}
is a Saito basis for S with
ν (X1) =
ν
2
and ν
(
X2
)
≥
ν
2
− 1.
If ν
(
X2
)
= ν2 − 1 then α1 = α2 and the component of smallest degree of
X2 is the one of
X1
x , which is impossible since X2 cannot be non dicritical
as S is radial. If α2 > α1 or ν
(
X2
)
≥ ν2 , then S would admit a Saito basis
with two vector fields of multiplicities bigger than ν2 , which is impossible.
Finally, the basis cannot be of type (O) .
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(2) Assume it is of type (Od) but not of type (O
′
d). According to the odd case
done above, X1 cannot be pur radial. Thus up to some changes of basis,
we can suppose that the tangent cone of X1 and X2 contains some points
out of Tan
(
SE1 , D1
)
. We may assume also that α1 = α2. Therefore, we
obtain a Saito basis for S ∪ l of the form{
X1, X2 = xX2
}
As S∪l is not pur radial and x = 0 is attached to some points in Tan
(
SE1 , D1
)
,
the tangent cone of X2 is not contained in Tan
(
SE1 , D1
)
, which contradicts
the fact that S is pur radial.
(3) Finally, S∪l admits a Saito basis of type (O′d), {X1, X2} with X1 pur radial
and ν (X1) = ν (X2)− 1 =
ν
2 . If α2 > α1 then{
X1, X2 =
1
x
(
X2 − y
α2
α1
b2
b1
X1
)}
is a Saito basis for S with
ν (X1) =
ν
2
and ν
(
X2
)
≥
ν
2
which is impossible. Thus α2 ≤ α1 and{
X1 =
1
x
(
X1 − y
α1
α2
b1
b2
X2
)
, X2
}
is a Saito basis for S of type (E′d).

3.5. Cohomology of ΘS. As we will explain in the next section, the cohomology
of the sheaf ΘS computes the generic dimension of M
• (S). The proposition below
prepares an inductive formula - on the length of the reduction process of S - for
this dimension by giving expressions for dimH1 (D1,ΘS) depending on the type of
the Saito basis of S.
Proposition 5. The dimension of the cohomology group H1 (D1,ΘS) can be ob-
tained from the multiplicities of an adapted Saito basis of S the following way
(1) If ν (X1) + ν (X2) = ν (S) then
dimH1 (D1,ΘS) =
(ν1 − 1) (ν1 − 2)
2
+
(ν2 − 1) (ν2 − 2)
2
(2) If ν (X1) + ν (X2) = ν (S)− 1 then
dimH1 (D1,ΘS) =
(ν1 − 1) (ν1 − 2)
2
+
(ν2 − 1) (ν2 − 2)
2
+ ν (S)− 2− ν0
where νi = ν (Xi) , i = 1, 2 and ν0 = ν
(
gcd
(
X
(ν(X1))
1 , X
(ν(X2))
2
))
.
Proof. The proof of the first equality is in [8]. Below, we only give a proof of the
second equality. Let us consider the standard system of coordinates defined in a
neighborhood of D1 and introduced in section 3.1
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One can compute the cohomology using the associated covering and thus
(3.9) H1 (D1,ΘS) = H
1 ({U1, U2} ,ΘS) =
H0 (U1 ∩ U2,ΘS)
H0 (U1,ΘS)⊕H0 (U2,ΘS)
.
The task is now to describe in coordinates each H0 involved in the quotient above.
To deal with H0 (U1,ΘS), we start with the basic Saito relation
(3.10) X1 ∧X2 = uf.
As ν1 + ν2 = ν − 1, blowing-up the relation above yields in the first chart
X˜11 ∧ X˜
1
2 = u
⋆x21f˜ ,
where X˜i =
X⋆i
x
νi−1
1
. Let Y be a section of TS on U1. By definition, there exists
k1 ∈ O (U1) such that
Y ∧ X˜11 = k1x1f˜ ,
hence (
x1Y − k1
1
u⋆
X˜12
)
∧ X˜11 = 0.
Assume X1 is not dicritical. Then, X˜1 has only isolated singularities and there
exists h1 ∈ O (U1) such that
x1Y = k1
1
u⋆
X˜12 + h1X˜
1
1 .
If now X1 is dicritical, then
X˜1
x1
extends analytically along D1 and has only isolated
singularities. Therefore, there still exists h1 ∈ O (U1) such that
x1Y = k1
1
u⋆
X˜12 +
h1
x1
X˜11 .
Since, x1Y and X˜2 are tangent to D1, x1 divides h1. We thus get
H0 (U1, TS) =
{
Y =
1
x1
(
φ11X˜
1
1 + φ
1
2X˜
1
2
)∣∣∣∣ φ1i ∈ O (U1)Y extends analytically along D1
}
.
We now proceed to analyse the second condition highlighted above. To do so, let
us write
Xi = X
νi
i +X
νi+1
i + · · ·
where Xdi stands for the homogeneous component of Xi of degree d. Since ν1+ν2 =
ν − 1, (3.10) shows that
Xν11 ∧X
ν2
2 = 0
and we can write
Xνii = δiX0
where X0 = gcd (X
ν1
1 , X
ν2
2 ) and {δi}i=1,2 are homogeneous functions such that
δ1 ∧ δ2 = 1.
The expression of Y can be expanded with respect to x1 in
Y =
1
x1
∑
i=1,2
(
φ1,0i (y1) + x1 (· · · )
)
︸ ︷︷ ︸
φ1
i
(
δ˜iX˜10 + x1 (. . .)
)
︸ ︷︷ ︸
X˜1
i
.
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Thus the condition Y being extendable along D1 reduces to∑
i=1,2
φ1,0i δ˜i = 0.
We proceed analogously for the open sets U2 and U1 ∩U2 and obtain the following
description
H0 (U1, TS) =
Y 1 = 1x1 ∑i=1,2φ1i X˜1i
∣∣∣∣∣∣ φ
1
i ∈ O (U1)∑
i=1,2 φ
1,0
i δ˜i = 0
 ,
H0 (U2, TS) =
Y 2 = 1y2 ∑i=1,2φ2i X˜2i
∣∣∣∣∣∣ φ
2
i ∈ O (U2)∑
i=1,2 φ
2,0
i δ˜i = 0
 ,(3.11)
H0 (U1 ∩ U2, TS) =
Y 12 = 1x1 ∑i=1,2φ12i X˜1i
∣∣∣∣∣∣ φ
12
i ∈ O (U1 ∩ U2)∑
i=1,2 φ
12,0
i δ˜i = 0
 .
We may now compute the number of obstructions involved in the cohomological
equation describing the quotient (3.9), namely,
Y 12 = Y 2 − Y 1.
In view of the description above, the cohomological equation splits into the system
φ12i =
φ2i
yνi1
− φ1i , i = 1, 2
which we filter with respect to x1 obtaining
φ12,0i =
φ2,0i
yνi1
− φ1,0i , i = 1, 2(3.12)
φ12,1i =
φ2,1i
yνi1
− φ1,1i , i = 1, 2(3.13)
where φ⋆i = φ
⋆,0
i + x1φ
⋆,1
i , ⋆ = 1, 2, 12. Let us analyse the system (3.12). Since
the δ˜i’s are relatively prime, the conditions involved in the description of the co-
homological spaces (3.11) ensures that there exists analytical functions φ˙⋆,0 such
that
φ⋆,01 = φ˙
⋆,0δ˜2 and φ
⋆,0
2 = −φ˙
⋆,0δ˜1.
for ⋆ = 1, 2, 12. Thus, the system (3.12) reduces to the sole equation
φ˙12,0 =
φ˙2,0
y
ν1+ν(δ2)
1
− φ˙1,0.
Writing the Taylor expansion of the above functions yields the relation∑
k∈Z
φ12k y
k
1 =
∑
k∈N
φ2ky
−k−ν1−ν(δ2)
1 −
∑
k∈N
φ1ky
k
1
which implies φ12k = 0 for −ν1 − ν (δ2) + 1 ≤ k ≤ −1. The system (3.13) involves
two independant cohomological equations. We can proceed analogously to the
arguments above to identify (νi−1)(νi−2)2 i = 1, 2 , respectively, for the equation
i = 1, 2. The formula (2) of the Proposition follows from the relation ν (δ2) =
ν2 − ν0. 
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Notice that the second case of Proposition 3 may occur when S is of type (Od) or
(Ed). In that case, it can be seen that ν (X1) − ν0 is the number of free points of
X1.
4. Dimension of the moduli space of a curve with many branches.
4.1. Generic dimension of M• (S). From [8], it follows that the generic dimen-
sion of M• (S) has a cohomological expression, actually,
dimgenM
• (S) = dimH1 (D,ΘS)
for S generic in its moduli space. Following still [8], there is a decomposition of
H1 (D,ΘS) along the process of desingularization which goes as follows : let us
decompose E as
E = E1 ◦ E
1
and denotes by D1 the exceptionnal divisor of E1. In this decomposition, E1 is the
minimal process of reduction of SE1 ∪ D1. Now, it can be seen that it induces a
cohomological decomposition
(4.1) H1 (D,ΘS) = H
1 (D1,ΘS)⊕H
1
(
D1,ΘSE1∪D1
)
which, thanks to Proposition 5, allows us to compute the dimension of H1 (D,ΘS)
inductively on the length of the process E.
4.2. A formula for the algebraic multiplicity of vector field. Let E be the
minimal process of blowing-ups consisted in a desingularization of S. The irreducible
component Di is obtained by the blowing-up of some point ci in some infinitesimal
neighborhood of 0 ∈ C2. Let us denote by Si the trace of the strict transform of S
at ci. By construction, S1 = S.
Recall that a process of blowing-ups E′
E′ :
(
M′, D′ = E−1 (0)
)
→
(
C2, 0
)
is said to be dominated by E if there exists a process of blowing-up E′ such that
E′◦E′ = E. The curve SE is an union of smooth branches attached to some regular
point of D. We denote by ni the number of such branches attached to Di.
Below, we reproduce some material from [18].
The valence val (d) of an irreducible component d of D is the number of irreducible
components of D, which intersect d. The integer valX (d) refers to the non-dicritical
valence, which is the number of non-dicritical components for XE that intersect d.
Let M be the sheaf generated by the global function E∗h with h ∈ O(C2,0) and
h (0) = 0. It is a simple matter to get the following decomposition
M = O
(
−
N∑
i=1
ρEi Di
)
,
The integer ρEi is known as the multiplicity of Di in E. This is also the multiplicity
of a curve whose strict transform by E is smooth and attached to a regular point
of Di.
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The following definition is introduced in [18].
Definition 9. Let X be a germ of vector field given by
ω = a (x, y) ∂x + b (x, y) ∂y
(1) Let (S, p) be a germ of smooth invariant curve. If, in some coordinates, S
is the curve {x = 0} and p the point (0, 0), then the integer ord0b (0, y) is
called the indice of X at p with respect to S and is denoted by
Ind (X,S, p) .
(2) Let (S, p) be a germ of smooth non-invariant curve. If, in some coordinates,
S is the curve {x = 0} and p the point (0, 0), then the integer ord0a (0, y)
is called the tangency order of X with respect to S and is denoted
Tan(X,S, p).
The following equality is proved in [18] and specializes to a result of [3] if XE is
non-dicritical along any component of D.
Proposition 6. The multiplicity of X satisfies the equality
ν (X) + 1 =
N∑
i=1
ρEi ǫ
E
i
where
(1) if Di is non-dicritical, ǫ
E
i = −valX (Di) +
∑
c∈Di
Ind
(
XE, Di, c
)
.
(2) if Di is dicritical, ǫ
E
i = 2− valX (Di) +
∑
c∈Di
Tan
(
XE, Di, c
)
.
Note that this formula still holds if E is any morphism composed of blowing-up.
4.3. Topology of the generic element is the Saito module. In this section,
we go further in the study of the optimal vector field of a generic curve. Our aim is
to describe most of its topological characteristics, which can be encoded in the list
of integers ǫEi associated to Proposition 6. From the values of these integers , we
propose a procedure to compute the generic dimension of M• (S) for some families
of curves S.
4.3.1. S is a union of smooth transversal curve. If S is a single smooth curve then
there are coordinates (x, y) in which
S = {x = 0} .
Thus, the family
{∂y, x∂x}
is an adapted Saito basis for S of type (O) . If S is the union of two smooth
transversal curves then there are coordinates (x, y) in which
S = {xy = 0} .
Thus, the family
{x∂x, y∂y}
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is an adapted Saito basis for S of type (E) . If S is the union of three smooth
transversal curves then there are coordinates (x, y) in which
S = {f = xy (x+ y) = 0} .
The family
{X1 = x∂x + y∂y, X2 = ♯df = ∂xf∂y − ∂yf∂x}
is a Saito basis for S. Since ν (X1) = ν (X2)− 1 = 1, X1 is dicritical but not X2, S
is of type (O′d) . If S is the union of four smooth transversal curve then there are
coordinates (x, y) in which
S = {f = xy (x+ y) (x+ ay) = 0}
for some a /∈ {0, 1} . Hence, the family
{X1 = x∂x + y∂y, X2 = ♯df}
is a Saito basis for S. Since ν (X1) = ν (X2)− 2 = 1, X1 is dicritical but not X2, S
is of type (E′d) .
Now suppose that S is a union of r smooth and transversal curves with r ≥ 5.
Theorem 7. The curve S is of type (Od) or (Ed). Moreover, the generic optimal
vector X1 is completely regular after a single blowing-up and has
⌈
ν(S)
2
⌉
− 2 free
points.
Proof. Suppose X1 non dicritical, then according to Proposition 6 applied to the
single blowing-up E1, one has
(4.2) ν (X1) + 1 =
∑
c∈D1
Ind
(
XE11 , D1, c
)
.
For any point c in the tangent cone of S,
(
SE1,X1
)
c
is thus a union of two transversal
smooth curves. Therefore, the index Ind
(
XE11 , c,D1
)
is at least one since
(
XE11
)
c
has to be singular which ensures that
(4.3)
∑
c∈D1
Ind
(
XE11 , D1, c
)
≥ n1.
On the other hand, by definition of X1,
(4.4) ν (X1) ≤
n1
2
.
The equality 4.2 and the inequalities (4.3) and (4.4) are incompatible with n1 ≥ 5,
and thus X1 is dicritical. Now, any component of S
E1 is a single regular curve.
Since the union of two transversal curve is not of type (E′d), any component of S
E1
satisfies the hypothesis (⋆) of Propostion 4. As a consequence, we can consider
X1 to be not only optimal for S but also optimal after one blowing-up. Since any
component of SE1,X1 are regular curve, whose Saito number are equal to 0, the
vector field XE11 is regular in the neigborhood of any point in the tangent cone of
S. Finally, there exists Y such that {X1, Y } is an adapted Saito basis. Thus, after
one blowing-up, one can write
XE11 ∧ Y
E1 = f˜
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where f is a reduce equation of S. Therefore, out of the tangent cone of S, XE11 is
regular since f˜ does not vanish, and thus XE11 is completely regular.
Now, following again Proposition 6, one has⌈
ν (S)
2
⌉
= ν (X1) + 1 = 2 +
∑
c∈D
Tan
(
XE11 , D1, c
)
.
The above relation concludes the proof of the theorem since, here, any tangency
point between XE11 and D1 is a free point, Tan
(
SE11 , D1
)
being empty. 
As a consequence, we recover a classical result of Zariski concerning the generic
dimension of the moduli space of S [25]: S being the union of r smooth transversal
curves, its multiplicity is r. Now according to Theorem 7, the Saito basis of S
satisfies
ν (X1) =
{
r
2 − 1 if r is even
r−1
2 else
and ν (X2) =
{
r
2 if r is even
r−1
2 else
.
Moreover, by construction, the integer ν0 identified in Proposition 5 satisfies
ν0 = ν (X1)− (number of free points)
=
{
r
2 − 1
r−1
2
−
(⌈ r
2
⌉
− 2
)
= 1.
Now, following Propostion 5 and Section 4.1, the dimension of M• (S) is equal to{
1
2
(
r
2 − 2
) (
r
2 − 3
)
+ 12
(
r
2 − 1
) (
r
2 − 2
)
+ r − 3 = 14 (r − 2)
2 if r is even(
r−1
2 − 1
) (
r−1
2 − 2
)
+ r − 3 = 14 (r − 1) (r − 3) if r is odd
which coincide with the results in [25].
4.3.2. S has a lot of smooth components. In this section, we are going to apply our
strategy to a family of non irreducible curve of a special kind. First, we require
that the number of branches is as big as necessary : in other words, each ni are
going to be supposed as big as necessary. Second, we require that each valuation
ν (Si) is odd.
The next statement identifies the topological type of a generic optimal vector field
for S: this description relies on the proximity matrix P associated to E as intro-
duced in [24]. This matrix encodes the combinatory datas attached to the process
E.
Theorem 8. Let {X1, X2} be a generic adapted Saito basis for S. Then
(1) S is of type (Od).
(2) For any process of E′ dominated by E and for any point c ∈ D′, we have
νc
(
XE
′
1
)
= s
((
SE
′
)
c
)
.
In other words, not only X1 is optimal fo S but its blowing-up is also optimal
for the corresponding blowing-up of S.
42 YOHANN GENZMER
(3) The integers ǫEi = ǫ
E
i (X1) satisfy the system
P−1
 ǫ
E
1
...
ǫEN
 =

⌈
ν(S1)
2
⌉
...⌈
ν(SN )
2
⌉

(4) The number of free points of X1 is equal to ǫ
E
1 − 2.
Remark 2. Notice that, a posteriori, Theorem 8 holds for any Saito basis of S.
Proof. The proof is mostly an induction on the length N of the process of reduction.
The case N = 1 is Theorem 7. Let us now write
E = E1 ◦ E
1
Using the same argument as in the proof of Theorem 7, one can see that if the n1 is
big enough then X1 is dicritical. Now since the chosen basis is adapted, the remark
(1) ensures that the blown-up basis{(
XE11
)
c
,
(
XE12
)
c
}
is a Saito basis of
(
SE1
)
c
at any point c. Regardless S being of type (Od) or (O
′
d),
the equality νD1
(
E−11 (X1)
)
= νD1
(
E−11 (X2)
)
ensures that for a generic choice of
α and β, the vector field
αX1 + βX2
is optimal for S and its blowing-up
(αX1 + βX2)
E1
c
is optimal for
(
SE1
)
c
. If no confusion is possible, we still denote X1 the generic
choice αX1 + βX2. Not only (X1)c is optimal but{(
XE11
)
c
,
(
XE12
)
c
}
is also a Saito basis of
(
SE1
)
c
. By induction,
(
SE1
)
c
is of type (Od) thus any Saito
basis is actually adapted, so is the basis above. Applying inductively the same
argument, we obtain that for any point c′ the familly
(4.5)
{((
XE11
)E1
c
)
c′
,
((
XE12
)E1
c
)
c′
}
is an adapted Saito basis of
((
SE1
)E1
c
)
c′
. Aat each point si which are an attaching
point of D1 to the exceptional divisor of E
′, the curve
(
SE
)
si
is empty. Therefore,
both vector fields of the family (4.5) are locally regular at si. As a consequence,
choosing generically α and β if necessary, we can suppose that the vector field((
XE11
)E1
c
)
si
=
(
XE1
)
si
THE SAITO MODULE AND THE MODULI OF A GERM OF CURVE IN
(
C
2, 0
)
43
is transverse to both local component of D at si. Now, writing the Hertling formula
(6) for X1 with respect to E yields the relations⌈
ν (S1)
2
⌉
= ν (X1) + 1 =
N∑
i=1
ρEi ǫ
E
i(4.6) ⌈∑N
i=1 ρ
E
i ni
2
⌉
= 2 +
∑
c∈D1
Tan
(
XE1 , D1, c
)
︸ ︷︷ ︸
ǫE1
+
N∑
i=2
ρEi ǫ
E
i
Since, XE1 is generically transverse to D1 and transverse to both components of D
at each si, the integer
∑
c∈D1
Tan
(
XE1 , D1, c
)
corresponds exactly to the number
of free points counted with multiplicities. Moreover, applying inductively property
(3) of the theorem, we deduce that the sum
N∑
i=2
ρEi ǫ
E
i
depends only on the integers ν (Si) for i ≥ 2, which means only on the integers ni’s
for i ≥ 2. Thus, while n1 goes to infinity, the number of free points of X1 has to go
to infinity too. In particular, it cannot be equal to 0 and thus X1 is not pur radial,
which proves the statement (1) of the theorem ; (3) follows from the fact that the
extracted matrix of P(
P
)
ij
= (P )(i+1,j+1) , 1 ≤ i, j ≤ N − 1
is the proximity matrix of E1 and from the fact that 4.6 is the first line in the linear
relation of (3) ; (2) and (4) follows both from the arguments above. 
Corollary 2. Suppose that ν (S1) is even and ν (Si) still odd for i ≥ 2. Then S is
of type (Ed) and the properties (2), (3) and (4) of Theorem 8 holds.
Proof. Again, the proof is mainly an induction on the length of the desingulariza-
tion. Let {X1, X2} be an adapted Saito basis. The same initial argument as the
one in the proof of Theorem 7 ensures that, n1 being big, X1 is dicritical. For any
point c in the tangent cone of S1 and for a generic smooth curve attached to c, the
curve
(
SE11 ∪ l
)
c
satisfies the hypothesis of Corollary 2. Applying inductively the
corollary ensures in particular that,
(
SE11 ∪ l
)
c
is of type (Ed) . From Corollary 1,
we deduce that X1 is optimal and for any c ∈ D1,
(
XE11
)
c
is optimal too. Now,
according to Remark 2,
(
XE11
)
c
satisfies the conclusion of Theorem 8. Finaly, the
same arguments as before, starting from the relation 4.6 applied to S1, leads to the
proof of Corollary 2. 
Corollary 3. If S has a lot of components, all of them being smooth, and ν (Si)
is odd for i ≥ 2 then there exists an algorithm to compute the generic dimension of
M• (S) .
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Proof. Indeed, S satisfies the hypothesis of Theorem 8 or Corollary of 2. Thus,
Proposition 7 provides a formula for the dimension of dimH1 (D1,ΘS). Moreover,
for any point c in the tangent cone of S,
(
SE1 ∪D1
)
c
satisfies the hypothesis of Cor-
rollary 2. Therefore, we obtain an inductive formula based upon the decomposition
7. 
Example 9. Let us consider the curves
S =
2N∏
i=1
(y + aix)
2M+1∏
i=1
(
y + bix
2
)
where the coefficients are generic. For such curves, the matrix of proximity is
written
P =
(
1 −1
0 1
)
.
Besides, the integers n1 and n2 and the multiplicities are written
n1 = 2N, n2 = 2M + 1, ν (S1) = 2N + 2M + 1, ν (S2) = 2M + 1.
Applying Theorem 8 yields the relation(
ǫE1
ǫE2
)
=
(
1 −1
0 1
)(
N +M + 1
M + 1
)
=
(
N
M + 1
)
.
Therefore, Proposition 5 provides the dimension
dimH1 (D1,ΘS) = (N +M − 1) (N +M − 2) + 2N +M − 3.
Now, the curve SE1 ∪ D1 is an union of 2M + 2 smooth and transversal curves.
Thus, following Theorem 7, the checked dimension is written
dimH1
(
D1,ΘSE1∪D1
)
= M2.
Finaly, the generic dimension of the moduli space of S is
dimgenM
• (S) = N2 + 2NM + 2M2 −N − 2M − 1.
4.3.3. An algorithm. We are conviced that a slightly more sophisticated version of
Theorem 8 should hold in full generality. From this observation, we produced an
algorithm in which we implemented, among other procedures, a conjectural formula
for the generic dimension of the moduli space for any curve. It can be found here
https://perso.math.univ-toulouse.fr/genzmer/
It runs on Sage 9.*.
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