With the rapid development of grid-connected wind power, analysing and describing the probability density distribution characteristics of wind power fluctuation has always been a hot and difficult problem in the wind power field. In traditional methods, a single distribution function model is used to fit the probability density distribution of wind power output fluctuation; however, the results are unsatisfying. Therefore, a new distribution function model is proposed in this work for fitting the probability density distribution to replace a single distribution function model. In form, the new model includes only four parameters which make it easier to implement. Four statistical index models are used to evaluate the distribution function fits with the measured probability data. Simulations are designed to compare the new model with the Gaussian mixture model, and results illustrate the effectiveness and advantages of the newly developed model in fitting the wind power fluctuation probability density distribution. Besides, the fireworks algorithm is adopted for determining the optimal parameters in the distribution function model. The comparison experiments of the fireworks algorithm with the particle swarm optimization (PSO) algorithm and the genetic algorithm (GA) are carried out, which shows that the fireworks algorithm has faster convergence speed and higher accuracy than the two common intelligent algorithms, so it is useful for optimizing parameters in power systems.
Introduction
Owning to the increased efficiency of clean energy, and the need to reduce pollution and fuel consumption, development in renewable energy sources, including wind power plants, is of great significance [1] . With wind generation technologies improving, this form of energy production becomes a valuable alternative to conventional energy sources [2] . The proportion of energy generated by wind is increasing due to recent technology and efficiency improvements, as well as government funding [3] . A challenge in using wind power is the uncertainty in the wind resource. [4] . The output of wind power is limited by the wind speed, which is different from a conventional synchronous generator, and the unit output has strong random, undulating and intermittent characteristics [5] . Therefore, large-scale wind power access system brings severe challenges to the safe and stable operation of the power grid.
In wind power systems, large disturbances such as short circuit faults often occur in addition to small wind power disturbances during regular wind speed operation. These disturbances increase wind power randomicity, thus leading to instability of the power systems when wind power is connected to electricity grid. As the wind power capacity of the grid increases, more and more attention has been paid to the possible impact caused by wind power randomicity [6] . Random wind power fluctuation is considered the main factor which affects the quality of power systems; therefore, the wind power fluctuation characteristics are the basis for further research. The analysis of the wind power output characteristics is another way to cope with the uncertainty of wind power effectively [7, 8] . Moreover, the wind power fluctuation impact on the power grid can be more clearly demonstrated by analyzing the fluctuation characteristics. In fact, the wind power fluctuation characteristics could also be used in wind farm planning as a forecasting technique, because the output duration curve could be forecast from studying wind power fluctuation. The reason for the inaccurate forecasting of wind power is that we still cannot accurately grasp the fluctuation characteristics of wind power. So, research on the fluctuation characteristics of wind power has an important significance not only for overcoming the harmful effect caused by wind power connected to the electricity grid, but also for improving the prediction accuracy of wind power.
Currently there are mainly two ways of describing wind power randomicity. One is on the basis of stochastic sequences, and the other is on the basis of probability density function. In recent years the probability density function methods based on statistical theory have become very widespread in investigating the wind power fluctuation characteristics and its quantitative analysis [9] [10] [11] [12] . The influence of wind power fluctuation on stability of power systems has attracted more and more attention along with increasing scale of the wind power integration. Therefore, describing the probability density distribution characteristics of wind power fluctuation has always been a challenge in grid-connected wind power operation analysis. The central idea is that the probability distribution of wind power fluctuation is fitted by a theoretical distribution function curve, realizing that the wind power change law is described by the existing distribution function model. Lin et al. [13] adopted the minute-scale as an index for depicting the wind power fluctuation and discovered that the t location-scale distribution can serve to describe the wind power fluctuation law of minute scale component. They had also come to similar conclusions based on power data of the European wind farms [14] . Zhang et al. [15] and Yang et al. [16] described the change law of wind power prediction error using the normal distribution and optimized beta distribution model, and the wind power fluctuation range was estimated from the distribution function characteristics. Xia and his collaborators [17] analyzed the probability distribution law of short-term power sags in wind power, and employed the generalized Pareto distribution for modeling the probability distribution characteristics. Zhang et al. [18] divided the probability density distribution of wind power prediction error by interval, and proposed a multi-objective optimal economic dispatch model. Zhou and Liu et al. [19, 20] used normal distribution function model for modeling the wind power time series output with different methods.
In the above studies, the authors chosen the probability density distribution function with the optimal fits. However, fitting effects are also restricted by the subjective classification of the indicators and the type of the chosen distribution functions. Meanwhile, some studies have demonstrated that the wind power fluctuation varies with different space and time, and the global optimal probability density distribution function of the same fluctuation indicator is not always the same [16, 21, 22] . Fan et al. [23] utilized the normal distribution to express the wind power prediction error distribution, but the distribution curve of the distribution function model is much more different from that of the prediction error. Vladislovas and his collaborators [24] investigated wind power density distribution at location with low and high wind speeds using the Weibull model and provided four numerical methods for evaluating Weibull parameters. Pishgar-Komleh and others [25] applied Weibull and Rayleigh distribution functions to find out the best fitting tool in order to determine the wind power density Sustainability 2019, 11, 5512 3 of 16 and the available energy. However, it can be observed from the results that at some wind speeds there are significant errors between the models and the observed data.
The above studies exhibit the problems associated with wind power fluctuation characteristics based upon probability density function analysis. The distribution function model may fit several distributions which occur in the actual wind farm poorly, so only the distribution function models with relatively fine fitting effect can be chosen to characterize the wind power fluctuation. Other work [26] indicates that the overall wind power fluctuation distribution cannot be satisfied with a single specific distribution function model when analyzing the wind speed and wind power scatter plot of the actual wind farm. However, there is no in-depth study on reasons for this and improvement measures. Over the past years, a Gaussian mixture model has been applied in grid-connected wind power operation analysis owning to its flexibility [27] [28] [29] . Cui et al. [27] presented a Gaussian mixture model to fit probability density distribution instead of a single distribution function model; the model works well and is applicable to large-scale wind farms. Likewise, Ge et al. [28] used the Gaussian mixture model for the wind power forecast error model, and the suitability of the model was verified. Liu et al. [29] proposed a probabilistic modeling method based on the expectation constraint maximization algorithm to improve the simulation accuracy of the weighted Gaussian mixture model.
However, the Gaussian mixture model has more parameters, making implementation more complicated and increasing the amount of computation.
Addressing the shortcomings in previous work, a new distribution function model with four parameters is established in this paper in order to better fit the probability density distribution of wind power fluctuation. The parameters in the model are captured through the fireworks algorithm. The model validity is verified based on six simulation experiments and the fireworks algorithm superiority is demonstrated through comparison experiments.
This study provides a modeling method for the probability distribution of wind farm group output power fluctuation, which makes up for the deficiency of a quantitative method for describing the wind power fluctuation, thus is an important supplement in this field. The proposed model also provides an analytical tool and prediction technology for wind farm construction planning. Besides, the work offers a more rapid and effective optimization method for finding model parameters.
Problem Statement and the New Distribution Model
As an example case, the measured data from a wind farm group is considered and its wind power fluctuation probability distribution is analyzed. The wind farm group includes 7 wind farms, and its capacity is 450 MW. Figure 1 provides the wind power probability density distribution at 5 min/ point sampling interval of the wind farm group. The above studies exhibit the problems associated with wind power fluctuation characteristics based upon probability density function analysis. The distribution function model may fit several distributions which occur in the actual wind farm poorly, so only the distribution function models with relatively fine fitting effect can be chosen to characterize the wind power fluctuation. Other work [26] indicates that the overall wind power fluctuation distribution cannot be satisfied with a single specific distribution function model when analyzing the wind speed and wind power scatter plot of the actual wind farm. However, there is no in-depth study on reasons for this and improvement measures. Over the past years, a Gaussian mixture model has been applied in grid-connected wind power operation analysis owning to its flexibility [27] [28] [29] . Cui et al. [27] presented a Gaussian mixture model to fit probability density distribution instead of a single distribution function model; the model works well and is applicable to large-scale wind farms. Likewise, Ge et al. [28] used the Gaussian mixture model for the wind power forecast error model, and the suitability of the model was verified. Liu et al. [29] proposed a probabilistic modeling method based on the expectation constraint maximization algorithm to improve the simulation accuracy of the weighted Gaussian mixture model.
As an example case, the measured data from a wind farm group is considered and its wind power fluctuation probability distribution is analyzed. The wind farm group includes 7 wind farms, and its capacity is 450 MW. Figure 1 provides the wind power probability density distribution at 5 min/ point sampling interval of the wind farm group. It is observed from Figure 1 that the probability density distribution curve shows a downward trend as a whole, but it is not monotonically decreasing. The probability density distribution It is observed from Figure 1 that the probability density distribution curve shows a downward trend as a whole, but it is not monotonically decreasing. The probability density distribution characteristics of wind power fluctuation are of "trailing" property. Owning to the "trailing" distribution characteristics, some researchers have chosen single distribution functions such as normal distribution, t location-scale distribution, generalized extreme value distribution and Weibull distribution for the purpose of fitting wind power probability density distribution [12] [13] [14] [15] [16] [17] [18] [19] 24, 25] .
However, the experimental results in the literatures have validated that (1) the single distribution function has a poor effect in fitting the probability density distribution of wind power fluctuation;
(2) the variation law of wind power fluctuation is not consistent with a single distribution function;
(3) when the "fluctuation smoothing effect" of the wind farm group cannot completely eliminate the fluctuation characteristics of a wind farm power output, the output fluctuation characteristics of the wind farm group will not satisfy a specific distribution function.
Therefore, in the literatures [27] [28] [29] the Gaussian mixture model is presented for fitting wind power fluctuation probability density distribution instead of those single distribution function models. The mathematical expression of the Gaussian mixture model is:
where a i , b i and c i are distribution parameters of the Gaussian mixture model. Later in Section 4, statistical indexes are used to make a quantitative comparison of how well different distribution function models fit the data. Compared with a single distribution function, the fitting effect of the Gaussian mixture model is obviously much better, and the advantages are more prominent. But the model is at least the second-order, so no less than 6 parameters need to be solved. For the fifth-order model, 15 parameters need to be solved, resulting in much more computation.
In this paper, a new distribution function model is proposed to fit the measured power probability distribution data of wind farm groups, and the model includes only four parameters, which will greatly reduce the complexity and computation.
A New Distribution Model
As analysed previously, the measured data indicates that wind power fluctuation probability density distribution takes on an overall declining trend, and has "trailing" property. Therefore, consider the following function that defines the domain (0, ∞) [30, 31] :
. µ 1 , µ 2 ,α and γ are constants, µ 1 and µ 2 are for regulating the
From (3) we can know that α is the normalization coefficient, and rearranging this:
Sustainability 2019, 11, 5512
of 16
The derivative of f (x) is:
then Equation (5) is rewritten as:
The roots of the equation h(x) = 0 represents the extremum positions of f (x), and their properties will affect the shape of f (x).
The Shape of the Function f (x)
As
The shape of the function f (x) is closely related to the properties of roots of h(x) = 0 and the function value at x = 0.
For example, when (2) is turned into the following:
Let the derivative of f (x) in (8) be equal to zero,
then the roots of the above equation are:
So, the shape of f (x) is single-peak passing through the origin. After analyzing the other cases in the same way, there are five shapes possible for f (x) [26] as shown in Figure 2 and described below:
(i) When µ 1 = γ= 0, f (x) is of single-peak shape and passes through the origin (curve 1 in Figure 2 );
(ii) When h(x) = 0 has one positive real root, f (x) is of single-peak shape without passing through the origin (curve 2 in Figure 2 );
(iii) When h(x) = 0 has three unequal positive real roots, f (x) is of double-peak shape without passing through the origin (curve 3 in Figure 2 );
(iv) When h(x) = 0 has three distinct real roots, and the two are positive, f (x) is of one and a half peak shape (curve 4 in Figure 2 );
(v) When h(x) = 0 has no positive roots, or has two equal positive real roots and the third root is no more than zero, f (x) is of non-peak shape (curve 5 in Figure 2 ).
From the above analysis we can see that there are several shapes for the function f (x) including non-peak, single-peak, double-peak and so on, naturally including the probability distribution with the "trailing" property, thus the function can be adopted to describe the wind power fluctuation probability density distribution.
(iii) When ( ) 0 h x = has three unequal positive real roots, ( ) f x is of double-peak shape without passing through the origin (curve 3 in Figure 2 ); (iv) When ( ) 0 h x = has three distinct real roots, and the two are positive, ( ) f x is of one and a half peak shape (curve 4 in Figure 2 );
(v) When ( ) 0 h x = has no positive roots, or has two equal positive real roots and the third root is no more than zero, ( ) f x is of non-peak shape (curve 5 in Figure 2 ).
From the above analysis we can see that there are several shapes for the function ( ) f x including non-peak, single-peak, double-peak and so on, naturally including the probability distribution with the "trailing" property, thus the function can be adopted to describe the wind power fluctuation probability density distribution.
Fireworks Algorithm

Introduction to Fireworks Algorithm
The fireworks algorithm is a novel swarm intelligence algorithm with an explosion searching mechanism, that can be used to search for global optimal solution. The fireworks algorithm shows very excellent performance and high computational efficiency, and thus, has gradually become a proven swarm intelligence algorithm [32, 33] .
When a firework is set off, the local space around the firework will be filled with a shower of sparks. Figure 3 provides two common cases for a firework explosion, and fireworks with different quality will produce different effects when they explode. Good fireworks produce more sparks, and the range of sparks produced in the explosion is also relatively concentrated. On the contrary, poor fireworks produce fewer sparks, and the range is relatively dispersed. In this way the fireworks algorithm establishes a mathematical model by simulating the exploding behavior of fireworks in the air. The algorithm has formed an explosive search method by introducing random factors and selection strategy, and thus developed into a global probability searching method which can work out the optimal solution for complicated optimization problems. Therefore, the explosion process of a firework can be regarded as a search in the local space around a specific point [32] . 
Fireworks Algorithm
Introduction to Fireworks Algorithm
When a firework is set off, the local space around the firework will be filled with a shower of sparks. Figure 3 provides two common cases for a firework explosion, and fireworks with different quality will produce different effects when they explode. Good fireworks produce more sparks, and the range of sparks produced in the explosion is also relatively concentrated. On the contrary, poor fireworks produce fewer sparks, and the range is relatively dispersed. In this way the fireworks algorithm establishes a mathematical model by simulating the exploding behavior of fireworks in the air. The algorithm has formed an explosive search method by introducing random factors and selection strategy, and thus developed into a global probability searching method which can work out the optimal solution for complicated optimization problems. Therefore, the explosion process of a firework can be regarded as a search in the local space around a specific point [32] .
Without loss of generalization, the optimization problem to be solved usually can be transformed into the following minimization optimization problem:
where, J(x) is the objective function, and Ω is the feasible region of solutions. The ultimate objective of working out the optimization problem (11) using the fireworks algorithm is searching for a point x i in Ω, and making x i obtain a minimal fitness value at a global scope.
In our work, we take the performance index function as the fitness function, so our goal is to get the optimal value of the model parameters so that the performance index function value is the smallest, that is, the fitness value is the smallest. Therefore, the fireworks with better fitness value in the fireworks algorithm refer to the fireworks with smaller fitness value, i.e., the parameters obtained with smaller fitness value. When these fireworks explode, the more sparks and the smaller explosion amplitude are produced. More sparks can avoid the sparks always swing near the optimal value, and cannot find the optimal value accurately. Smaller explosion amplitude can converge to each extremum more effectively and find the optimal solution ultimately. So, this principle is based on the type of problems to be solved and the fitness function design method. To sum up, for the fireworks with small fitness function value, more sparks and smaller explosion amplitude are generated; for the fireworks with larger fitness function value, the fewer sparks and the larger explosion amplitude are generated. Without loss of generalization, the optimization problem to be solved usually can be transformed into the following minimization optimization problem:
where, ( ) J x is the objective function, and Ω is the feasible region of solutions. The ultimate objective of working out the optimization problem (11) using the fireworks algorithm is searching for a point i x in Ω , and making i x obtain a minimal fitness value at a global scope.
In our work, we take the performance index function as the fitness function, so our goal is to get the optimal value of the model parameters so that the performance index function value is the smallest, that is, the fitness value is the smallest. Therefore, the fireworks with better fitness value in the fireworks algorithm refer to the fireworks with smaller fitness value, i.e. the parameters obtained with smaller fitness value. When these fireworks explode, the more sparks and the smaller explosion amplitude are produced. More sparks can avoid the sparks always swing near the optimal value, and cannot find the optimal value accurately. Smaller explosion amplitude can converge to each extremum more effectively and find the optimal solution ultimately. So, this principle is based on the type of problems to be solved and the fitness function design method. To sum up, for the fireworks with small fitness function value, more sparks and smaller explosion amplitude are generated; for the fireworks with larger fitness function value, the fewer sparks and the larger explosion amplitude are generated.
Generally, the fireworks algorithm consists of explosion operator, mutation operation, mapping rules and selection strategy. The explosion operator mainly includes explosion intensity, explosion amplitude and displacement operation. Mutation operation is primarily Gaussian mutation operation. Mapping rules mostly include modulo operation rules, specular reflection rules and random mapping rules. Selection strategies primarily contain selection distance and random selection. The framework of the fireworks algorithm is shown in Figure 4 . Generally, the fireworks algorithm consists of explosion operator, mutation operation, mapping rules and selection strategy. The explosion operator mainly includes explosion intensity, explosion amplitude and displacement operation. Mutation operation is primarily Gaussian mutation operation. Mapping rules mostly include modulo operation rules, specular reflection rules and random mapping rules. Selection strategies primarily contain selection distance and random selection. The framework of the fireworks algorithm is shown in Figure 4 . 
Algorithm Flow
The fireworks algorithm starts iteration and makes use of explosion factor, mutation factor, mapping rule and selection strategy in turn until the termination condition is reached, i.e., the precision requirement of the problem is satisfied or the maximum times of function valuation is 
The fireworks algorithm starts iteration and makes use of explosion factor, mutation factor, mapping rule and selection strategy in turn until the termination condition is reached, i.e., the precision requirement of the problem is satisfied or the maximum times of function valuation is achieved. The fireworks algorithm includes the following steps:
(1) Some fireworks are generated randomly in a given solution space, and each firework represents a solution in the solution space.
(2) Calculate the fitness value of each firework according to the fitness function and generate sparks according to the fitness value. The better the fitness value is, the more sparks are produced.
(3) Sparks are generated in the radiation space of the fireworks (the explosion amplitude of a firework is determined by the fitness function value, the smaller the fitness value, the smaller the explosion amplitude, and vice versa). Then each spark represents a solution in the solution space. In order to ensure population diversity, it is necessary to make appropriate variation for the fireworks, such as Gaussian mutation.
(4) Calculate the optimal solution of the population and determine whether or not it satisfies the requirement. If satisfied, stop searching, otherwise continue iterating. The initial values of the iteration are the solutions obtained from this cycle.
The basic flow of the fireworks algorithm is shown in Figure 5 . 
Statistical Index Models to Analyze Distribution Function Fits
When the probability density function method is used to study the wind power fluctuation characteristics, a theoretical distribution function is chosen for describing wind power fluctuation. The fitting effect of the distribution function can be quantified by means of residual sum of squares (RSS), root mean square error (RMSE), determination coefficient and adjusted determination coefficient, etc. RSS and RMSE are used to calculate the fitting error value between the distribution function model and wind power fluctuation probability density distribution, reflecting the fitting effect from the error aspect. Determination coefficient and adjusted determination coefficient can be 
When the probability density function method is used to study the wind power fluctuation characteristics, a theoretical distribution function is chosen for describing wind power fluctuation. The fitting effect of the distribution function can be quantified by means of residual sum of squares (RSS), root mean square error (RMSE), determination coefficient and adjusted determination coefficient, etc. RSS and RMSE are used to calculate the fitting error value between the distribution function model and wind power fluctuation probability density distribution, reflecting the fitting effect from the error aspect. Determination coefficient and adjusted determination coefficient can be used to characterize the effectiveness of the distribution function model fit through changing data sets.
(1) Residual Sum of Squares (RSS) RSS represents the squared sum of the errors between sample data of each array and the mean of the data, reflecting the discrete case of each sample. Define the variable E RSS to express the RSS index value.
where, y i is the corresponding function value of the distribution model at one level,ŷ i is the wind power probability at the same level, P Cap is the installed capacity. Simply speaking, the smaller the RSS of a set of data, the better the fitting effect of the distribution function model.
(2) Root Mean Square Error (RMSE) RMSE represents the error between the estimated values of the model and the original values. The closer to 0 the RMSE value, the better the fitting effect of the model. Define the variable E RMSE to express RMSE index value, whose computational formula is:
(
3) Determination Coefficient
Determination coefficient is a statistic which makes comparison among models, and directly judge whether the fitting is good or bad. Define R to represent the determination coefficient, whose computational formula is:
where, E SSR represents a square sum of the difference between the original data and the distribution model data, E SST represents a square sum of the difference between the original data and the mean y i . The range of R is [0,1], the closer to 1, the stronger the model's ability to explain the samples, the better the model fits with the data.
1) Adjusted Determination Coefficient
Adjusted determination coefficient is used to evaluate merits and drawbacks of the distribution model. But as the number of independent variables increases, R will continue to increase. Therefore, in order to achieve comparative fairness, it is necessary to consider the influence of the number of distribution parameters when comparing the fitting effect of the distribution function models with different number of distribution parameters. Define the variable R a to express the index value of the adjusted determination coefficient.
where, n is the dimension of data, and p is the number of the parameters in the model. The range of R a is [0,1], the closer to 1, the better. In this work, the above four evaluation indexes will be used to make a quantitative comparison for the fitting effects among different distribution function models.
Numerical Simulation Verification and Validation
This section outlines our simulation verification and validation process. Using measured data, we calculated the probability level for fluctuations in the wind power output. Then, we used the proposed new distribution model for fitting the probability density distribution of wind power fluctuation.
First, we select the performance index function for the studied problem as follows:
and take the new distribution function model to replace y i ,
where, s i refers to the wind power value.
Our goal is to use the proposed distribution model to fit the wind power probability density distribution by finding optimal parameters µ 1 , µ 2 , γ and β to make J minimum. These parameters are optimized through the fireworks algorithm. Using the fireworks algorithm, the parameters are viewed as the fireworks in the algorithm. The number of parameters is the same as the dimension of each firework. The performance index function is taken as the fitness function in the fireworks algorithm, and the sparks after the fireworks explodes can be used as the next generation fireworks. Evaluate their fitness values, if the current fireworks make the fitness value the minimum, then it stops exploding. The fireworks at this time are the optimal solution to the studied problem, that is, the best parameter values. Then, the model is closest to the wind power probability density distribution.
In the simulations we measured the output power of seven wind farms (W1, W2, . . . , W7) for every 5 min interval. The research objective is be able to analyze single wind farms to large-scale wind farm groups, so in this work the probability density distribution research will gradually converge from a single wind farm with small capacity to large-scale wind farm group. The convergence principle is to gradually converge the wind farms in the order of their installed capacity from small to large [34] .
To verify the proposed distribution model (NDM), we compare it with the second-order Gaussian mixture model (SGDM) and the fifth-order Gaussian mixture model (FGDM) by fitting the wind power fluctuation probability density function for each to the wind farm fluctuation data distribution (PFDD).
In the simulation results for each optimized solution using these methods is shown for the wind farm configurations in Figure 6a -f, which represent the fitting with the wind power fluctuation probability density distribution for the wind farm groups. W1-W2 means the convergence of wind farms W1 and W2, W1-W3 means the convergence of wind farms W1, W2 and W3, and so on.
Meanwhile, four statistical index values (E RSS , E RMSE , R and R a ) of the three models are listed in Tables 1-6 , and the run times (t/s) of three models are also recorded when conducting simulation experiments. Table 7 offers the parameter values of the proposed wind power probability distribution model. In order to prove the superiority of the fireworks in the convergence speed and error accuracy, our optimization methodology was compared with the particle swarm optimization (PSO) method and the genetic algorithm (GA) method by doing additional simulations, and the data used is from the convergence of wind farms W1-W7. The convergence rate can be measured by the number of iterations, and error precision is defined as the same form as the performance index function (J = n i=1 ( y − y i ) 2 ).
The results are listed from Figures 7-9 . The convergence speed and error precision for three intelligent algorithms are listed in Table 8 .
In the simulation results for each optimized solution using these methods is shown for the wind farm configurations in Figure 6 (a)-(f), which represent the fitting with the wind power fluctuation probability density distribution for the wind farm groups. W1-W2 means the convergence of wind farms W1 and W2, W1-W3 means the convergence of wind farms W1, W2 and W3, and so on. The convergence speed and error precision for three intelligent algorithms are listed in Table 8 . The convergence speed and error precision for three intelligent algorithms are listed in Table 8 . The convergence speed and error precision for three intelligent algorithms are listed in Table 8 . 
Results Discussion
Observing Figure 6a -f in the simulation results, three distribution models can all fit the wind power fluctuation probability density distribution. However, it is obvious that our new model has the best fits with the actual data distribution among the three models. On the whole, the fifth-order Gaussian distribution model is relatively better than the second-order Gaussian distribution model in goodness of fit. At the same time, we noticed that when fitting the convergence for wind farms W1-W7, goodness of fit for the second-order Gaussian distribution model is almost the same as the fifth-order Gaussian distribution mode, which illustrates that potentially only the second-order Gaussian mixture distribution model is needed to fit the data.
Moreover, it is seen from Tables 1-6 that E RSS and E RMSE of the new distribution function model are the smallest of the three cases, and R and R a of the new distribution model are closest to 1. In fact, if R and n are fixed, according to the formula R a = 1 − (1 − R) 2 n−1 n−1−p , the adjusted determination coefficient R a increases as the number p of the model parameters decreases. Therefore, the fewer parameters the model has, the closer R a approaches 1. The parameters of the new model are the fewest, so it is most beneficial for calculating R a .
Furthermore, it is worth highlighting from Tables 1-6 that in six wind power groups, the run time of our new model is much shorter than that of the two others, and that is because the number of the parameters in the new distribution model is the lowest of three models, which makes the calculation much easier, indicating the superiority of the new distribution model.
In addition, we can also see from Figure 6a -f that with the gradual expansion of the wind farm group, the probability of zero output is gradually reduced. This is because when the output of one wind farm is zero, the output of another wind farm is possibly not zero due to the intermittentity and randomness of wind energy. Consequently, they can compensate for each other.
Finally, from the comparison results in Figures 7-9 and Table 8 , it can be seen that the convergence speed of the fireworks algorithm is the fastest among the three intelligent algorithms. For the fireworks algorithm only about 20 iterations are needed to achieve the stable error precision, followed by the PSO algorithm, which needs 44 iterations, and then the GA, which needs 91 iterations to converge. The convergence speed of the fireworks algorithm was obviously outstanding, and the success lies in a good design of the explosion process and a proper method for selecting locations. The search mechanism of the fireworks algorithm is efficient, while the GA needs to select, copy and mutate operations, so the number of iterations is the largest. From Table 1 we also notice that the error precision of the fireworks algorithm is the smallest, and the error level reaches 10 −6 . Although the GA has more iterations, its error precision is smaller than that of the PSO algorithm.
Conclusions
In this paper, we propose a new modeling approach for the wind power fluctuation probability density distribution in wind farm groups. We devise a new distribution function model, and use a fireworks algorithm to obtain optimal values of the parameters. Simulations were implemented to compare our methodology with existing methods.
Compared with the Gaussian mixture model proposed in the literature [27] , the new developed model contains only four parameters to be determined, so it is simpler to implement, decreasing greatly the run time in six different output cases. The probability distribution model can be used to fit the measured probability data of wind farm groups with different output, and has a better goodness of fit for wind power fluctuation in comparison with the Gaussian mixture model. We use four statistical indexes to evaluate the new distribution model, and the errors are the smallest and the coefficients are closest to 1 among the three distribution models. Hence, the new distribution function model is more suitable for describing and analyzing the wind power fluctuation probability density distribution characteristics.
The fireworks algorithm has faster convergence speed and higher accuracy than the PSO algorithm and GA method in optimizing the parameters of the distribution models. So, it can be adopted for determining the parameters in a distribution model for fitting wind power fluctuation when speed and accuracy is required. The algorithm was able to find the distribution parameters to make a timely estimate of the power system fluctuation which could be invaluable for forecasting the effect on the power grid.
In order to further improve the practicability of the model, we will consider applying our new model in wind power forecasting and wind farm planning in future work.
