We establish a functional large deviation principle and a functional moderate deviation principle for Markov-modulated risk models with reinsurance by constructing an exponential martingale approach. Lundberg's estimate of the ruin time is also presented.
Introduction

Markov-modulated risk model
Firstly, let us introduce the Markov-modulated risk model (cf. [13] ). A process {N(t), t ≥ 0} is said to be a point process if
where {T l , l ≥ 1} is a sequence of stopping times such that T 1 > 0 almost surely (a.s.), T l < T l+1 on {T l < ∞} for any l ≥ 1, and lim l→∞ T l = ∞ a.s. A point process {N(t), t ≥ 0} is said to be a Markov-modulated Poisson process if it is a doubly stochastic Poisson process with intensity λ J (t) , where J = {J (t), t ≥ 0} is an irreducible continuous-time Markov chain with finite state space E and the λ i , i ∈ E, are positive numbers, i.e. the conditional characteristic function of {N(t), t ≥ 0} has the following expression:
A reinsurance policy is a measurable function from R : [0, ∞) × [0, ∞) → [0, ∞) which satisfies 0 ≤ R t (α) ≤ α, where R t (α) = R(t, α). The condition 0 ≤ R t (α) ≤ α represents the part of the claim that the company pays when a claim of size α occurs at time t.
A Markov-modulated risk process with a reinsurance policy R is defined by
where x > 0 is the initial capital; p R (t) = pt − q R (t) is the deterministic premium, p is a constant premium rate which has the form
for some relative safety loading κ > 0, and q R (t) is the premium up to time t paid by the insurer to the reinsurer which has the form q R (t) = (1 + η) 
R T l (U l )
is the aggregate claims process, {R T l (U l ), l ≥ 1} is the sequence of claims, N(t) is the claims number process, which is a doubly stochastic Poisson process with intensity λ J (t) , and J = {J (t), t ≥ 0} is an irreducible continuous-time Markov chain with finite state space E. The Markov-modulated risk process with reinsurance is a generalization of the classical case. For example, if G i = G and λ i = λ for all i ∈ E, and {U l , l ≥ 1}, {N(t), t ≥ 0}, and J are independent, then S R (t) is the classic case. Recently, Macci and Stabile [13] studied the large deviations and ruin probability of the Markov-modulated risk process with reinsurance and obtained a functional large deviation principle for the classic case. Large deviations of some risk processes and applications of large deviations to insurance have received much attention in the research literature; see, for example, [1, p. 306] , [2] , [6] , [9, p. 85] , [12] , [13] , and [14] . In this paper we present an exponential martingale method to establish large deviations and moderate deviations for risk processes, and obtain the functional large deviation principle, the functional moderate deviation principle, and Lundberg's estimate of the ruin time for the Markov-modulated risk process with reinsurance.
The rest of the paper is organized as follows. In Subsection 1.2 we introduce some large deviations terminology, the Gärtner-Ellis theorem, and a result on functional large deviations used in this paper. In Section 2 we construct an exponential martingale associated with the Markov-modulated risk model which plays an important role in this paper. The functional large deviation principle is established in Section 3. The moderate deviations are studied in Section 4. In Section 5 we give an estimate for the ruin probability (Lundberg's estimate) using the exponential martingale method. 
Preliminaries
In this subsection we introduce large deviations (cf. [4, Chapter 2] and [5, Chapter 4] ). Let S be a metric space with metric d, and let {Y α : α > 0} be a family of S-valued random variables. Denote the law of Y α by µ α . Let λ(α) be a sequence of positive real numbers satisfying λ(α) → ∞ as α → ∞.
(i) A function I (·) : S → [0, +∞] is said to be a rate function if it is lower semicontinuous and it is said to be a good rate function if its level set {x ∈ S : I (x) ≤ a} is compact for all a ≥ 0.
(ii) The family of probability measures {µ α : α > 0} (or the family {Y α : α > 0}) is said to satisfy a large deviation principle (LDP) with speed λ(α) and rate function I (·) if, for any closed set F and open set G in S,
In short form, we say that (µ α , I (·), 1/λ(α)) satisfies an LDP.
(iii) The family {µ α : α > 0} is exponentially tight with speed 
Exponential martingale and Laplace functional
The main purpose of this section is to construct an exponential martingale associated with the Markov-modulated risk model with reinsurance and to calculate the Laplace functional of the model. 
Theorem 2.1. (i) Set
M t := S R (t) − t 0 ∞ 0 R u (x)G J (u) (dx)λ J (u) du. Then {M t , G t , t ≥ 0} is a martingale, where G s = σ (N (u), u ≤ s) ∨ σ (J (u), u ≥ 0) ∨ σ (U l , l ≤ N(s)). (ii) If, for some δ > 0, sup i∈E ∞ 0 e δx G i (dx) < ∞ then, for any measurable function θ(t) satisfying sup t≥0 θ(t) < δ, Z θ t := exp t 0 θ (u) dS R (u) − t 0 ∞ 0 (exp{θ (u)R u (x)} − 1)G J (u) (dx)λ J (u) du is a {G t }-martingale. Equivalently, E exp t 0 θ (u) dS R (u) J = exp t 0 ∞ 0 (exp{θ (u)R u (x)} − 1)G J (u) (dx)λ J (u) du .
Proof. (i) For any s < t,
SinceÑ (u) is a doubly stochastic Poisson process with intensity λ J (s+u) ,Ñ (u) − λ J (s+u) is an {F u := F s+u , u ≥ 0}-martingale and so
where L u = L u − L u− . Therefore, the conditional expectation E(exp{L t } | J ) of exp{L t } with respect to σ (J (s), s ≥ 0) satisfies the following equation:
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we have
which implies that
where 
Large deviations
In this section we establish a functional LDP for the process S R (t). In order to obtain the LDP of S R (t), Macci and Stabile [13] introduced the following two assumptions.
(H1) LetR : [0, ∞) → [0, ∞) be a measurable function. Then, for all ε > 0, there exists t ε such that, for all t ≥ t ε , we have
(H2) For all r > 0,
We will prove that 
Since, for any j ∈ E,
under assumptions (H1) and (H2), (3.1) implies that (see [13] for detail), for any j ∈ E and any θ ∈ R, 
Therefore, (3.2) implies that
By the Gärtner-Ellis theorem (cf. [4, p. 43]), 
where the matrix T = (t lk ) 1≤l, k≤m satisfies t lk = 1 for l ≤ k and t lk = 0 for l > k, we obtain the conclusion of the lemma from the contract principle. 
Theorem 3.1. Let assumptions (H1) and (H2) hold. Then {P((S R (αt)/α) t∈[0,1] ∈ ·), α > 0} satisfies the LDP on D([0, 1]) with speed α and rate function I (ld) defined by
Then, by the maximum inequality for a martingale, we have, for any β > 0,
Now letting α → ∞ firstly, δ ↓ 0 secondly, and β → ∞ finally, we obtain (3.3).
Moderate deviations
In this section we establish a functional moderate deviation principle for the process S R (t). Throughout this section, {a(t), t ≥ 0} denotes a positive function satisfying
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We introduce the following assumptions. 2 } < β < 1. Since {J (t), t ≥ 0} is a uniformly ergodic Markov process with finite state space E, the following result is known (cf. [10] and [15] ).
Lemma 4.1. Let P (t) = (p ij (t)) i,j ∈E = e tQ be the semigroup of the Markov chain J . (i) There exists c > 0 such that, for any function f on E,
(ii) For any j ∈ E and any function f on E,
(iii) For any i ∈ E and any function f on E, 
Lemma 4.2. Let assumptions (H3) and (H4) hold. SetS R (·) = S R (·) − E π (S R (·)).
Then, for any j ∈ E, θ ∈ R, and t > 0,
where σ 2 = σ 2 1 + σ 2 2 and
Proof. By Theorem 2.1, for any θ ∈ R, t > 0, and α > 0,
and, for all j ∈ E,
By Hölder's inequality,
, where 1/p + 1/q + 1/r = 1, p > 1, q > 1, and r > 1. From assumption (H3), we have
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where A = sup i∈E {λ i 
Since, for any r, θ ∈ R, there exists a constant M > 0 such that, for all α ≥ M,
where δ > 0 satisfies assumption (H4), then, for any r, θ ∈ R,
Therefore, for all p > 1,
F. GAO AND J. YAN which implies the following upper bound:
Now let us show the lower bound. Again, by Hölder's inequality,
, where 1/p + 1/q + 1/r = 1, p > 1, q > 1, and r > 1. From assumption (H3), we also have R u (x)+m(u)(x +1) ≥R(x), and so, for all
Then by Lemma 4.1 we have
Therefore, for any q > 1,
that is, for any q > 1,
which implies the following lower bound: 
Therefore, by Lemma 1.2 and Lemma 4.3, we only need to prove the exponential tightness, i.e. for any t ∈ [0, 1] and any η > 0,
By Theorem 2.1, for any β ∈ R, (Z β t ) −1 Z β t+s , s ≥ 0, is a martingale under probability P(· | J ). Then by the maximum inequality for a martingale we have, for any β > 0,
where
Now letting α → ∞ firstly, δ ↓ 0 secondly, and β → ∞ finally, we obtain
Similarly, we can obtain
The proof of (4.1) is completed.
By inf sup 0≤t≤1 |f (t)|≥r I (md) (f ) = r 2 /2σ 2 for any r > 0, we have the following corollary, which gives a moderate deviation estimate of the aggregate claims process. log P sup
An estimate for the ruin probability
The ruin time and the ruin probability are defined by
Macci and Stabile [13] proved, by the large deviation approach (cf. [8] ), that if
holds then there exists w R > 0 such that
In this section we give an estimate for the ruin probability (Lundberg's estimate) using the exponential martingale method. Proof. Without loss of generality, we assume that 0 < R < ∞. By Theorem 2.1, for any β ∈ R, Here we present a numerical example in which we calculate R in Theorem 5.1. We consider the proportional policy (see [9, p . 509] and [13] Let λ 1 = 1 and λ 2 = 2, and let G 1 and G 2 be the exponential distributions with parameters 1 and 2, respectively. Then the corresponding stationary distribution is (π 1 , π 2 ) = ( Therefore, R ≥ 1 2 , and corresponding ruin probability ψ(x) ≤ e −x/2 .
