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1.  Introduction 
Music plays an important role in people’s life. Lots of people have their own way to 
organize their music, and some of them enjoy tagging the music based on the mood of the 
music. iTunes and other music websites also allow people to tag the music they have 
purchased with mood labels. It would be better if the systems could automatically 
recommend the mood labels for users so that they will not get stuck when trying to figure 
out an appropriate word to describe the music.  
 
The function mentioned above requires a system that can automatically analyze the 
emotion or mood of a particular piece of music. In order to achieve this, we have to 
model the music first. There are two kinds of popular music emotion models. The first 
kind of model believes that emotions are continuous, for example, Thayer’s model[1], 
where the music is expressed by two-dimensional vectors. The alternative considers 
emotions are discrete. MIREX Mood, for instance, which is widely accepted by music 
mood classification community, believes emotions are discrete variables. 
 
After modeling the emotions of music, we can try to analyze the emotions for each piece 
of music. Lyrics and tunes are informative about emotions and most of the approaches 
analyze the music based on these two parts. Chen et al.[2]  used rhythmic features and 
support vector machine algorithm to classify the music. Hahn et al.[3] built a music mood 
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classification system only using intro and refrain parts of lyrics. They claimed the intro 
part and the refrain part have the most important emotional information of the music. 
 
Many of the current studies use whole music tracks to extract audio features, which is 
computationally expensive. It requires large memory space and considerate amount of 
time for pro-processing. On the other hand, as for lyrics, many studies only analyze parts 
of them in their model, leaving out some underlying information underused. Thus this 
paper tries to classify the mood of the music based on whole lyrics and mini audio tracks. 
We focused on comparing the performance between features extracted from lyrics and 
features extracted from audio files. And we tried to find out the appropriate ways to deal 
with these two types of features. 
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2. Literature Review 
This chapter reviews the prior research about modeling emotion in music, automatically 
recognizing emotion in music, audio feature extraction, and multi-class classification.  
 
2.1 Modeling Emotion in Music 
People have been studying emotions for decades. There are two popular views among the 
academic community. 
The first group of people believe that emotions are discrete. For more than 40 years, Paul 
Ekman has supported this idea, and he also believes emotions are measurable and 
physiologically distinctive[4]. Another similar study is from Handel[5]. His participants 
from the study were shown pictures of distinct facial expressions, and their experience of 
emotion matched the emotional tags assigned to the images. Handel classified the 
emotions into six basic emotions based on his study: anger, disgust, fear, happiness, 
sadness and surprise. The famous music mood classification community, the Music 
Information Retrieval Evaluation eXchange also applied discrete emotion modeling 
during its annual MIREX Mood Classification Task. This model classified emotion into 
five distinctive groups and each group contains five to seven related emotions. This 
model was also applied in this paper.  
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An alternative view is that emotional expressions are created through motion (face, body, 
etc.), and since motion is in continuous space, each point of that space is a state of 
emotion. So emotions are not categorical classes anymore; they are moments on an ever-
changing range of possible movements. A very famous music mood model under this 
view is the Thayer’s model[3]. His model is a two-dimensional model. The music mood is 
expressed by vector of arousal and valence. Arousal stands for the strength of emotion 
felt by the listener while listening to a particular piece of music while valence indicates 
the extent to which a listener incorporates pleasantness or unpleasantness. A disadvantage 
of this kind of model is that arousal and valence are not actually independent and they 
impact each other in some way. 
 
2.2 Automatically Recognizing Emotion in Music 
Music emotion recognition and classification is widely applied in music retrieval, music 
recommendation, and other music-related applications. Basically people try to improve 
music retrieval systems via two approaches, which is related to the two music emotion 
models mentioned in the previous section.  
 
The first approach uses the categorical emotion model and tries to classify the music into 
several different classes. Chen et al.[4] proposed a recommendation system which 
included a music emotion classification section. They used tempo and lyrics to determine 
the mood. They used beats per minute as the rhythmic feature of music and used words 
and phrases as another part of the features. Then they applied the support vector machine 
algorithms on these features to classify the music. Kim et al.[5] proposed a purely lyrics-
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based music mood classifier. They used a so-called partial syntactic analysis system to 
select and reduce features from lyrics. The system focused on four scenarios in the lyrics: 
negative word combination, time of emotions, emotion condition change and 
interrogative sentence. After extracting the right features from the lyrics, they applied 
NB, HMM, and SVM machine learning methods and got an accuracy of 58.8%. Hahn et 
al.[6] built a music mood classification system only using intro and refrain parts of the 
lyrics. They believe the intro part creates the atmosphere of the music and the refrain part 
has the most important key-word of the music. They used term count as feature and 
classified 57% music correctly on the test dataset. 
 
The second approach uses the continuous emotion model. For example, Yang et al.[7] 
tried to solve the classification problem by using the Thayer’s arousal-valence emotion 
model. They formulated it as a regression problem and tried to predict the arousal and 
valence values for each piece of music. They applied the principal component analysis to 
reduce the correlated impact between arousal and valence. They also used the RReliefF[8] 
to select features and eventually get an R2 statistics of  58.3%. 
 
There are also other approaches such as music highlight detection from Lee et al.[9] He 
used a formula to detect and calculate the highlight of the music and classified the music 
into three emotions. However, the two major approaches mentioned above have better 
performance and are more generalized. 
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2.3 Audio Feature Extraction 
Audio feature extraction plays an important part in tasks such as audio processing, music 
information retrieval and audio synthesis. MPEG-7[10] and Cuidado[11] are two widely 
used audio feature sets.  They contain a great number of descriptors to measure audio 
content  
These descriptors are divided into low-level descriptions and high-level descriptions.  
 
The low-level audio descriptors (LLD) are descriptors with a lower semantic hierarchy. 
These descriptors have strict definitions so different feature extraction software will have 
LLDs with same values. LLDs includes waveform, power values, power spectrum, attack 
time, temporal centroid, and harmonicity of signals. 
 
Among High-level descriptions(HLD), all of them fall with a higher semantic hierarchy. 
The extraction performance of high level descriptions depends on the software and the 
algorithms used. One example of HLD is the Melody descriptor. It has two approaches to 
describe monophonic melodies. 
 
Low-level descriptors are widely used for music classification. For instance, Eyben[12] 
used more than sixty LLDs for their initial experiment on voice emotion classification. 
They also used high-level descriptors such as equivalent sound level, which is the mean 
of frame-energy converted to dB. However, the performance of these HLD highly 
depends on the categories that the audio belongs to. They used Thayer’s two dimensional 
continuous space model to represent music mood and got a good classification 
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performance. Mckinney[19] compared a set of low-level features, MFCC and 
psychoacoustic features on music classification and found that low-level works well with 
classical music. Psychoacoustic features are powerful with speeches and MFCC is good 
at crowd noise. 
 
2.4 Multi-class Classification 
A Binary classifier can classify elements into two classes according to some rules. 
However, when there are more than two target classes to classify, it becomes a multi-
class classification problem. There are two principal ways to apply regular algorithms on 
multi-class classification problems[13]. One of them is called One-vs-All Classification 
(OVA). A one-versus-all strategy involves training N binary classifiers (one per class), 
and then predicting the class with the greatest confidence value. During the training 
process, each category-specific classifier is trained on a binary labels---all training set 
instances belonging to the class are positive instances and all other instances are negative 
instances. While training each binary classifier, the training labels are converted to 
positive and negative labels for the target class. In this paper we used a similar strategy to 
OVA but has different evaluation procedures.  
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3. Methodology 
3.1 Dataset 
The dataset used in this paper contains 903 pieces of music and it classified the emotions 
of music in the same way as the Music Information Retrieval Evaluation eXchange 
community did. As described in Table 1, emotions are classified into five distinctive 
groups and each group contains five to seven similar emotions. Pearson’s correlation, an 
agglomerative hierarchical clustering procedure[20] and Ward’ s criterion[21] were used for 
clustering. There is high levels of synonymy within each cluster and low levels of 
synonymy across clusters[20]. The dataset is nearly balanced across clusters: 18.8% cluster 
1, 18.2% cluster 2, 23.8% cluster 3, 21.2% cluster 4 and 18.1% cluster 5. The dataset also 
contains all the lyrics and thirty seconds clips for each piece of music. The thirty-second 
mini samples are mostly chorus of the music with a sample rate of 44.1 kHz. 
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Cluster1  Cluster2  Cluster3  Cluster4  Cluster5  
Rowdy Amiable/Good 
Natured 
Literate Witty Volatile 
Rousing Sweet Bittersweet Humorous Fiery 
Confident Fun Autumnal Whimsical Visceral 
Boisterous Rollicking Brooding Wry Aggressive 
Passionate Cheerful Poignant Campy Tense/anxious 
  Wistful Quirky Intense 
   Silly  
Table-1. The MIREX Music Emotion Model 
 
3.2 Lyrics Feature Extraction 
This paper used several methods to extract features from lyrics: 
(1) Unigrams: equals to bag of word representation. Each feature is a single word. Value 
will be true if the word appears in the document, otherwise it will be false. 
(2) Bigrams: similar to unigrams, except checks for adjacent pairs of word. 
(3) Trigrams: similar to unigrams, except checks for three consecutive words. 
One nice thing about these N-gram extraction methods is that they remember the order. 
Since “to the” means something different from “the to”, bigrams and trigrams are able to 
represent phrases and collocations of words. 
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(4) Stretchy Patterns: stretchy patter method extracts features like “N-Grams with gaps”. 
Stretchy pattern has two major parameters: pattern length and gap length. And it can 
represent words that are close together but not directly adjacent.  
 For example, in the sentence “I love the United States of American”, stretchy pattern 
method can extract features such as “I [GAP] American”. Methods such as regular 
expression might be able to do the similar things. In this case however, stretchy pattern is 
efficient because the lengths of the sentences in the lyrics are usually short. 
Besides the above method, punctuations were also included as features because they can 
express emotions well.  
 
3.3 Audio Feature Extraction 
This paper used a set of low-level audio features for audio features extraction. The reason 
of not using high-level features is that computing high-level features varies from different 
extracting software. Only the results of some of the high-level features are standardized. 
However, different extraction algorithms and implementation can be found and the 
extraction performance depends on the algorithms used. What is more, the results of the 
extraction of high-level features cannot be expressed using standard Arff format or Xrff 
XML format. So in order to compare the different extracting approaches in a general way, 
we only implemented the low-level audio features. 
Here is the list of the MPEG-7 and Cuidado audio features this paper chose to use: 
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Name Description 
Spectral Centroid The center of the power spectrum. This measure decides whether a 
piece of music gives people an impression of “brightness”. 
Spectral Roll-off 
Point 
It measures the point where 85% of the beats(A beat is a basic unit of 
time) is at lower frequencies of the power spectrum. This measure 
can distinguish voiced music from unvoiced. Most of the energy that 
unvoiced music contains is in the high-frequency range while most 
of the energy for voiced music is in lower range. 
Spectral Flux  It measures the amount of spectral change in a signal by calculating 
the change in the magnitude spectrum at a frame to frame basis. It 
determines the timbre of an audio signal. 
Compactness  It measures the noisiness of a signal. It compares the components of 
windows’ magnitude spectrum with its neighbor windows’ 
magnitude spectrum. 
Spectral 
Variability 
It calculates the standard deviation of the magnitude spectrum. A 
study[22] shows that this measurement relates to the level of 
depression of a audio track. 
Root Mean 
Square 
RMS is used to calculate the average of values over a certain period 
of time. It measures the power of a signal. 
Fraction of Low   This feature indicates the extent of a signal being quiet compared to 
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Energy Windows the rest of the signals. It calculates the fraction of the last 100 
windows which has a lower RMS than the mean of the RMS of the 
last 100 windows.  
Zero Crossings This feature indicates the frequency and the noisiness. It counts the 
number of times when the waveform changes. 
Strongest Beat In the music theory, the beat is the basic unit of time. The feature of 
Strongest Beat finds the strongest beat in a signal per from the beat 
histogram per minute. 
Beat Sum This feature indicates the how important the regular beats are in a 
signal. It counts the sum of all entries from the beat histogram. 
Strength Of 
Strongest Beat 
This feature indicates how strong the strongest beat is from the beat 
histogram. It compares the strongest beat with the rest of the beats. 
Strongest 
Frequency Via 
Zero Crossings 
This feature finds the strongest frequency component of a signal by 
using the number of zero-crossings. 
Strongest 
Frequency Via 
Spectral Centroid 
This feature finds the strongest frequency component of a signal by 
using spectral centroid. 
Strongest 
Frequency Via 
This feature finds the strongest frequency component of a signal by 
finding the FFT beat with the strongest power. 
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FFT 
Partial Based 
Spectral Centroid 
This feature calculates the center of mass of partials bins as the 
spectral centroid. 
 
Partial Based 
Spectral Flux 
This feature finds the correlation between adjacent frames. It uses 
bins in peak. 
  When the number of bins changes, bins in the bottom will be 
matched sequentially. 
Peak Based 
Spectral 
Smoothness 
This feature calculate the spectral smoothness from partial bins in 
peak. 
Relative 
Difference 
Function 
This feature detects the start of a musical note or other sound by 
analyzing the logs of the derivative RMS. The musical note refers to 
a sign used to represent the relative duration in music notation. Stave, 
for example, is a type of music notation. And A, B, C, D, E, F and G 
are typical musical notes used in stave. And this feature will find the 
beginning of these notes. 
Table-2. 18 Major Features 
Besides the above 18 major features, 70 derivative features are also included: 
Derivative of 
Spectral Centroid 
Running Mean of 
Spectral Centroid 
Standard Deviation 
of Spectral Centroid 
Derivative of 
Running Mean of 
Spectral Centroid 
Derivative of 
Spectral Roll-off 
Point 
Running Mean of 
Spectral Roll-off 
Standard Deviation 
of Spectral Roll-off 
Derivative of 
Running Mean of 
Spectral Roll-off 
Derivative of 
Standard Deviation 
of Spectral Roll-off 
Derivative of 
Running Mean of 
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Point Point Point Point Compactness 
Derivative of 
Spectral Flux 
Running Mean of 
Spectral Flux 
Standard Deviation 
of Spectral Flux 
Derivative of 
Compactness 
Derivative of 
Spectral Variability 
Running Mean of 
Compactness 
Running Mean of 
Spectral Variability 
Derivative of 
Running Mean of 
Spectral Variability 
Derivative of Root 
Mean Square 
Running Mean of 
Root Mean Square 
Derivative of 
Running Mean of 
Root Mean Square 
Derivative of 
Fraction Of Low 
Energy Windows 
Running Mean of 
Fraction Of Low 
Energy Windows 
Derivative of Zero 
Crossings 
Running Mean of 
Zero Crossings 
Derivative of 
Running Mean of 
Zero Crossings 
Derivative of 
Strongest Beat 
Running Mean of 
Strongest Beat 
Derivative of 
Running Mean of 
Strongest Beat 
Derivative of Beat 
Sum 
Standard Deviation 
of Beat Sum 
Derivative of 
Running Mean of 
Beat Sum 
Derivative of 
Strength Of 
Strongest Beat 
Running Mean of 
Strength Of 
Strongest Beat 
Standard Deviation 
of Strength Of 
Strongest Beat 
Derivative of 
Running Mean of 
Strength Of 
Strongest Beat 
Derivative of 
Strongest Frequency 
Via Zero Crossings 
Running Mean of 
Strongest Frequency 
Via Zero Crossings 
Derivative of 
Running Mean of 
Strongest Frequency 
Via Zero Crossings 
Standard Deviation 
of Strongest 
Frequency Via Zero 
Crossings 
Derivative of 
Strongest Frequency 
Via Spectral 
Centroid 
Running Mean of 
Strongest Frequency 
Via Spectral 
Centroid 
Standard Deviation 
of Strongest 
Frequency Via 
Spectral Centroid 
Derivative of 
Strongest Frequency 
Via FFT Maximum 
Running Mean of 
Strongest Frequency 
Via FFT Maximum 
Standard Deviation 
of Strongest 
Frequency Via FFT 
Maximum 
Derivative of 
Running Mean of 
Strongest Frequency 
Via FFT Maximum 
Derivative of Partial 
Based Spectral 
Centroid 
Running Mean of 
Partial Based 
Spectral Centroid 
Standard Deviation 
of Partial Based 
Spectral Centroid 
Derivative of 
Running Mean of 
Partial Based 
Spectral Centroid 
Derivative of Partial 
Based Spectral Flux 
Running Mean of 
Partial Based 
Spectral Flux 
Standard Deviation 
of Partial Based 
Spectral Flux 
Derivative of 
Running Mean of 
Partial Based 
Spectral Flux 
Derivative of 
Standard Deviation 
of Partial Based 
Spectral Flux 
Derivative of Peak 
Based Spectral 
Smoothness 
Running Mean of 
Peak Based Spectral 
Smoothness 
Standard Deviation 
of Peak Based 
Spectral 
Smoothness 
Derivative of 
Running Mean of 
Peak Based Spectral 
Smoothness 
Derivative of 
Relative Difference 
Function 
Running Mean of 
Relative Difference 
Function 
Standard Deviation 
of Relative 
Difference Function 
Derivative of 
Running Mean of 
Relative Difference 
Function 
Derivative of 
Standard Deviation 
of Relative 
Difference Function 
Table-3. 70 Derivative or Functional Features 
 
For each of the feature above, the average and the standard deviation were calculated 
over all windows for each piece of music. Data of average and standard deviation for 
each feature per window were not calculated because only the overall mood of the music 
determines the cluster a piece of music belongs to. 
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3.4 Modeling 
Learning from the One-vs-All (OVA) strategy, N binary classifiers were built for the 
classification of N target classes. The target classes are the five clusters of emotions. We 
chose to use clusters instead of emotion label for the following reasons: 
(1) Emotions were classified into one cluster because they have a high level of similarity. 
For example, quirky and whimsical from cluster 4 both can describe odd behaviors 
according to Merriam-Webster dictionary. So it will be too difficult for our classifier to 
predict if we use these emotions as target classes. 
(2) When using binary classifier, for each emotion, there are about 4% positive instances 
and 96% of negative instances. For each cluster however, there are about 20% positive 
instances and 80% negative instances. So we tried to use a relatively balanced dataset and 
not to bias our model toward the negative instances too much because predicting positive 
instances precisely is what we want. 
 
Since there are five clusters, and we want to compare performance between classifiers 
based on lyrics and based on audio tracks, and because we tried two ways to fit the audio 
features into machine learning models, 15 binary classifiers were totally built. The first 
five of them were build based on binary features from lyrics. The second five of them 
were built with numeric audio features.  The last five of them were built with binary 
audio features from discretization. What is more, one thing different from OVA is that we 
calculated the performance measurements for each binary classifier instead of calculating 
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the overall performance because this helped us to better understand the difference of 
musical mood classification with different information sources.   
 
We chose to use Naïve Bayes as the algorithm for classification because Naïve Bayes 
works well with a great number of weak predictors which is just the case we were facing. 
And dealing well with multiple labels (as opposed to binary variables) is another 
advantage of Naïve Bayes[14]. Naïve Bayes naturally supports multi-class classification. 
However, there is evidence that ensembles of binary classifiers can potentially improve 
the performance over a multi-class classifier[26]. Binary problems are usually less 
complicated and have a relatively clear boundary which makes the classification easier[27]. 
What is more, when using a group of binary classifiers, mistakes of a single classifier 
have a smaller impact on the final results. Thus we chose to use N one-vs-all classifiers 
for this classification task. Although Naïve Bayes assumes that attributes are independent 
which does not hold true in our case, there is a study showing that this only has very 
limited impact on its performance[15]. 
 
For binary features, the Bernoulli Naïve Bayes model was used: 
The binary classifier will assign a cluster  𝑦 = 	𝐶%  
𝑦 = 	 arg	max%⊂{-,..,0} 	𝑝(𝐶%) 𝑝 𝐹6	 𝐶%)768-  
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where Fi is a value of a feature in the feature set. And  
𝑝 𝐹6	 𝐶%) = 	 𝑝%696(1 − 𝑝%6)(-<9=)768-  
where 𝑝%696 is the probability that class 𝐶% generating 𝐹6. 
For numeric features, Gaussian Naïve Bayes Model was used: 
Gaussian model assumes all variables are normal distributed. And it estimates the 
conditional probability as follows: 
𝑝 𝐹6 = 𝑓	 	𝐶 = 	𝐶%) = 	 12𝜋𝜎6%B ℯ<-B(9<D=EF=E )G 
Where 𝜇6% is the mean of feature 𝐹6	associated to class 𝐶% and 𝜎6% is the standard 
deviation of feature 𝐹6	associated to class 𝐶%. 
Once we have calculated the 𝑝 𝐹6	 𝐶%),	The classifier assign a cluster  𝑦 = 	𝐶% in the 
same way as the classifier for binary features. 
 
Besides the Gaussian Model, we also tried the discretization with Fayyad and Irani 
minimum description length principle criterion[23]. By discretizing the numeric features 
into one or two intervals we obtained binary features which can be applied on Bernoulli 
Naïve Bayes model. Fayyad and Irani criterion uses mutual information between the 
features and the target classes to find the best cut point of the interval. It is possible for 
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this criterion to choose no cutting and let the feature only have one value. And sample 
features obtained by this discretization might like Table 4 or Table 5:  
 
Label Count 
“(-infinite-
22]” 
80 
“[22-
infinite)” 
823 
Table-4. Sample feature I obtained from discretization 
 
Label Count 
“All” 903 
Table-5. Sample feature II obtained from discretization 
 
3.5 Feature Selection 
As for text-features extracted from lyrics, because both the features and the target class 
are binary variables, the following formula was performed to calculate the correlation 
coefficient between each feature and the target class: 
Correl F, C = 	 (𝐹 − 𝐹)(𝐶 − 𝐶)(𝐹 − 𝐹)2 (𝐶 − 𝐶)2 
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Where F stands for the feature value for each instance and C stands for the class value for 
each instance. Features were ranked based on correlation coefficient and about 20% 
features with lowest correlation coefficient were abandoned for each classifier. 
 
In the audio feature dataset, for each binary classifier, the target class is dichotomous 
variable(categorical variable  with two categories), and the audio features are numeric 
variables. So point-biserial correlation coefficient[17] was calculated for feature selection.   
Suppose the cluster variable C has a value of 1 and 0. And we divide the dataset into two 
groups. Group 1 has the cluster value of 1 and group 2 receive the value 0. For each 
continuous feature variable F, the point-biserial correlation coefficient is calculated as 
follows: 
𝑅𝑐𝑓 = 	𝑀1 − 𝑀0𝑆𝑛 𝑛1𝑛0𝑛2  
Where Sn is the sum of the standard deviation for each instance of variable F: 
𝑆𝑛 = 	 1𝑛 𝐹𝑖 − 𝐹 2𝑛𝑖81  
M1 is the mean value of variable F for all instances in group 1, and M0 is the mean value of 
variable F for all instances in group 2. n1 is the number of instances in group 1, and n0 is the 
number of instances in group 2. And n is the total number of instances.  
 
After calculating the point-biserial correlation coefficient, about 20% of the features with 
the lowest correlation coefficient in each binary classifier were abandoned. 
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The dataset was divided to perform 10-fold cross-validation, and the feature selection 
was only performed on the training data. Feature selection was not performed on features 
obtained by discretization because the correlation between the target class and the 
features had already been considered during the discretization. And the discretization 
filter only learned the information of intervals from training set and performed what it 
had learned on the test set. 
 
3.6 Evaluation 
For each binary classifier, the test result is similar to Table 6 
 Predict Cluster X Predict Not Cluster 
Is X True Positive(TP) False  Negative(FN) 
Not X False Positive(FP) True Negative(TN) 
Table-6 An sample output of a binary classifier  
The precision is: UVUVWXV 
The recall is: UVUVWXY 
The F-measure is: 2	×	 [\]^6_6`7∗\]^bcc[\]^6_6`7W\]^bcc 
The accuracy is: UVWUYUVWXVWUYWXY 
Because we are using a very unbalanced dataset to predict cluster, in our case precision 
tends to be low and accuracy will be high. In order to better measure the performance of 
our model, Kappa measurement was also introduced. 
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Kappa coefficient is a metric which measures the agreement between two raters for 
categorical variables[16]. For our binary classifiers, Kappa coefficient compares the 
observed accuracy with random chance accuracy (excepted accuracy). It shows how 
closely the instances classified by our model matched the ground truth. 
Kappa coefficient ranges from 0 to 1 and it was calculated as follows: K = 	𝑝e − 𝑝]1 − 𝑝]  
Where 𝑝e is the observed accuracy and it equals to the accuracy we have calculated 
above. 𝑝] is the random guess accuracy and 𝑝] = 	𝑇𝑃 + 𝐹𝑁𝑁 ∗	𝑇𝑃 + 𝐹𝑃𝑁 + 𝐹𝑁 + 𝑇𝑁𝑁 ∗ 𝐹𝑃 + 𝑇𝑁𝑁  
where  N = TP + FP + TN + FN 
 
There is not a standard interpretation of Kappa coefficient, but Landis and Koch’s 
paper[18] showed a general evaluation criterion of that: 
Kappa Agreement 
<0 Less than random chance 
0.01-0.20 Slight agreement 
0.21-0.40 Fair agreement 
0.41-0.60 Moderate agreement 
0.61-0.80 Substantial agreement 
0.81-0.99 Almost perfect agreement 
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                 Table-7. Landis and Koch’s Kappa evaluation criterion  
 
For each binary classifier, we ran a ten-folds cross validation to test the performance of 
these classifiers. Here is the test results: 
 
Test results for classifier with features extracted from lyrics: 
Cluster Precision Recall Accuracy F-measure Kappa 
1 33.3% 25.3% 76.42% 0.288 0.150 
2 35.4% 27.4% 77.74% 0.309 0.179 
3 47.3% 36.7% 75.19% 0.414 0.260 
4 36.7% 30.4% 74.20% 0.332 0.174 
5 41.7% 21.5% 80.40% 0.283 0.183 
AVG 38.88% 28.26% 76.79% 0.3252 0.19 
Table-8. Result for features extracted from lyrics before feature selection 
 
Cluster Precision Recall Accuracy F-measure Kappa 
1 41.3% 33.5% 78.51% 0.370 0.242 
2 42.2% 32.9% 79.62% 0.370 0.251 
3 58.8% 51.2% 79.90% 0.547 0.420 
4 45.4% 38.7% 77.18% 0.418 0.278 
5 48.3% 26.4% 81.62% 0.341 0.245 
AVG 47.2% 36.54% 79.37% 0.410 0.287 
Table-9. Result for features extracted from lyrics after feature selection 
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From Table 8 and Table 9 we can see that feature selection strategy has successfully 
improved the performance. The average kappa value was improved from 0.19 to 0.287. 
Instances were classified better than random guess. Since the positive instances in the 
dataset are always the minority, limited information can be learned about the target 
classes. So the overall performance of this model is moderate. We found that the 
classifier which predicted the cluster 3 has a relatively good performance and the features 
in that classifier have a relatively higher correlation with the target class. This is because 
that cluster 3 contains emotions about sorrow. And sorrow is usually repeatedly and 
directly expressed in the lyrics. For example, Knobloch[24] and Keen[25] have shown that 
love-lamenting is a major topic of lyrics of popular music. Looking into the lyrics of that 
topic we found sorrowful emotion is expressed in a very direct way. Same thing happens 
in our feature table.  Features of “of [GAP] she”, “i [GAP] lost”, “she [GAP] her”, 
“girl_who” all have high correlations with cluster 3. In contrast, emotions from other 
clusters such as intense, silly and fun are expressed euphemistically in the lyrics. And a 
generally lower correlation coefficients between these clusters and all features was 
observed in our dataset. 
 
Test results for audio features with Gaussian model: 
Cluster Precision Recall Accuracy F-measure Kappa 
1 24.1% 55.9% 58.47% 0.336 0.100 
2 22.2% 77.4% 46.17% 0.343 0.084 
3 24.5% 65.9% 57.03% 0.358 0.127 
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4 31.1% 27.2% 71.87% 0.291 0.116 
5 31.5% 46.6% 72.09% 0.376 0.185 
AVG 26.68% 54.6% 61.63% 0.34 0.12 
Table-10.  Result for Gaussian model with audio features before feature selection 
 
Cluster Precision Recall Accuracy F-measure Kappa 
1 22.7% 50.6% 58.25% 0.313 0.072 
2 22.3% 77.4% 46.84% 0.346 0.090 
3 24.9% 65.9% 57.70% 0.361 0.132 
4 31.9% 27.2% 72.31% 0.294 0.123 
5 30.9% 47.2% 71.43% 0.374 0.199 
AVG 26.54% 53.66% 61.31% 0.33 0.12 
Table-11.  Result for Gaussian model with audio features after feature selection 
 
From Table 10 and Table 11 we can find that Gaussian model with audio features has a 
poor performance. The model classified the instances slightly better than random guess 
and feature selection did not improve the perofrmance at this time. There are two major 
reaons for this poor performance: 
(1) We performed the Shapior-Wilk tests on each audio feature in our dataset and found 
that 10 out of 18 major features are far away from normal distribution. And nearly 60% 
audio features totally were rejected by Shapior-Wilk test to have a normal distribution. 
However, Gaussian model makes the assumeption that all features are distributed 
according to normal distribution. As a result, our model estimated the conditional 
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probability 𝑝 𝐹𝑖 = 𝑓	 	𝐶 = 	𝐶𝑘) inaccurately and made the result far away from the 
ground truth. 
(2) We only extracted the low-level descriptors for the classification. However, models 
with good classification performance usually use both low-level descriptors (LLD) and 
high-level descriptors (HLD). For example, Eyben[12] extrated nearly 300 audio features 
with the combination of LLD and HLD to classify the singing voice. Comparing to that, 
we could extract more informaiton from our dataset by including more features.  
 
We also performed the discretization on the audio features using Fayyad and Irani 
criterion. And we built classifiers based on the binary features obtained from 
discretization. Table 12 shows the test result for these classifiers. 
 
Cluster Precision Recall Accuracy F-measure Kappa 
1 28.5% 71.8% 60.8% 0.408 0.200 
2 37.0% 74.9% 63.7% 0.495 0.261 
3 46.4% 74.0% 73.4% 0.570 0.352 
4 36.5% 76.7% 62.7% 0.495 0.262 
5 32.5% 68.7% 68.5% 0.440 0.265 
AVG 36.18% 73.22% 65.82% 0.416 0.268 
Table-12. Result for features obtained from discretization 
 
Although discretization may throw away some discriminative information[15], it provides 
a better way to fit our audio features into Naïve Bayes model. And the test result proves 
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that our strategy of extracting audio features did acquire some useful information so that 
the classifiers can have a performance similar to the performance of our lyrics-based 
classifiers. 
 
However, there is still room for improvement. From Table 12 we find that these 
classifiers have relatively low precisions and high recalls. This is because music from 
different clusters share some common characteristics and we lack other features that can 
distinguish them. For example, music from cluster 1 and music from cluster 5 are both 
likely to have high mean of compactness. This is because compactness measures the 
noisiness while music from cluster 1 could be rowdy and music from cluster 5 might be 
intense and both of them are noisy.  So when the target class is cluster 1, the classifier 
might predict positive when it meets an instance from cluster 1 or from cluster 5. This 
theory was also proved when we calculated the correlations between clusters and features. 
Some of the features have high correlations with several clusters while many of others 
have low correlations with all futures. In a word, distinguishing between certain clusters 
is difficult because they are related and are therefore associated with similar feature 
values. 
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4. Conclusion 
Music is an important element in people’s life. Tagging or classifying music based on its 
emotions automatically is many music applications and websites are trying to achieve 
now. In this paper we tried to solve this problem by extracting information from lyrics 
and audio tracks. First we chose to use a very popular music emotion model -- MIREX 
Music Mood model which treats the emotions as discrete variables and classifies the 
mood of music into five distinctive groups based on their similarity. We used a dataset 
with 903 piece of music along with their lyrics, thirty-seconds audio samples and 
classified labels. For each distinctive groups, we built three binary classifiers. The first 
one had features extracted from lyrics. The second was built with feature extracted from 
audio files and fit them into normal distribution and the last one used binary features 
which were obtained from doing a discretization on audio features. Different feature 
selection strategies were applied for different classifiers. We used Naïve-Bayes algorithm 
to train and test our model. Several metrics were introduced to measure the model’s 
performance. The experiment result shows that lyrics-based classifiers have performance 
similar to classifiers using features from discretization. The experiment result also shows 
that certain cluster is expressed more directly in the lyrics. What is more, fit low-level 
features into normal distribution resulted poor performance and we found that the main 
reason is most of the features are not normal distributed. Lastly, distinguishing between 
certain clusters is difficult because they are associated with similar feature values. 
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Feature work might consider trying different ways to model emotion in music to find the 
best fit for music mood classification. Additionally, it might be helpful to explore 
complicated high-level audio features and their derivatives for this classification task. 
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