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Single-Molecule Studies of Rad4-Rad23 Reveal a Dynamic DNA Damage Recognition 
Process 
Muwen Kong, PhD 
University of Pittsburgh, 2017 
Nucleotide excision repair (NER) is an evolutionarily conserved mechanism that processes helix-
destabilizing and/or -distorting DNA lesions, such as UV-induced photoproducts. As the first step 
towards productive repair, the human NER damage sensor XPC-RAD23B needs to efficiently 
locate sites of damage among billons of base pairs of undamaged DNA. In this dissertation, we 
investigated the dynamic protein-DNA interactions during the damage recognition step using a 
combination of fluorescence-based single-molecule DNA tightrope assays, atomic force 
microscopy, as well as cell survival and in vivo repair kinetics assays. We observed that quantum 
dot-labeled Rad4-Rad23, the yeast homolog of human XPC-RAD23B, formed nonmotile 
complexes on DNA or conducted a one-dimensional search via either random diffusion or 
constrained motion along DNA. Using atomic force microscopy, we studied binding of Rad4 
lacking the β-hairpin domain 3 (BHD3) to damage-containing DNA and found that this structural 
motif is non-essential for damage-specific binding or DNA bending. Furthermore, we 
demonstrated that deletion of seven residues in the tip of β-hairpin in BHD3 increased Rad4-Rad23 
constrained motion at the expense of stable binding at sites of DNA lesions, without diminishing 
cellular UV resistance or photoproduct repair in vivo. These results suggest a distinct intermediate 
in the damage recognition process during NER, allowing dynamic DNA damage detection at a 
distance. Finally, we explore existing physical models and examples of subdiffusive motion, and 
discuss a model in which constrained motion by Rad4-Rad23 on DNA may be driven by 
conformational changes of the protein.  
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1.0  INTRODUCTION 
Despite the continuous assaults suffered from endogenous and exogenous agents, all living 
organisms on this planet, regardless of how brief their lifespan, strive to pass on their complete 
and intact genetic information to the next generation. With genome integrity constantly under 
threat, a complex network of DNA repair pathways, as a part of the sophisticated DNA damage 
response, has emerged and evolved over billions of years. While each mammalian cell encounters 
~104 – 105 DNA lesions per day (1), the system of distinct yet complementary repair mechanisms 
allows efficient recognition and repair of an incredibly wide spectrum of DNA damage. These 
lesions range from oxidative or alkylating base damage and mismatched bases, to bulky DNA 
adducts and single- or double-stranded breaks. The Nobel Prize in Chemistry 2015 was awarded 
to Thomas Lindahl, Paul Modrich, and Aziz Sancar, in recognition of their pioneering work on 
dissecting the molecular mechanisms of base excision repair (BER), mismatch repair (MMR), and 
nucleotide excision repair (NER), respectively.  
1.1 NUCLEOTIDE EXCISION REPAIR 
The year 1964 marked a milestone for the emerging field of nucleotide excision repair (NER). 
Richard Setlow, Paul Swenson, and William Carrier (Oak Ridge National Laboratory), Paul 
Howard-Flanders and his postdoctoral fellow Richard Boyce (Yale University), as well as Philip 
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Hanawalt, a former graduate student of Setlow’s, and his graduate student David Pettijohn 
(Stanford University) independently reported findings that elucidated aspects of a novel DNA 
repair mechanism for UV-induced DNA lesions in E. coli (2). In the decade following the 
discovery of enzymatic photoreactivation in 1949 by Renato Dulbecco (3) and Albert Kelner (4), 
the notion of a putative light-independent dark repair was suggested by Robert Haynes and others, 
based on the observation that survival and yield of mutations in UV-irradiated cells were 
influenced by post-treatment conditions (5). Subsequently in 1964, seminal work by Setlow and 
Carrier showed that UV-induced thymine dimers were removed in a time-dependent manner from 
acid-insoluble high molecular weight DNA in the form of short oligonucleotides that were 
recovered from the acid-soluble fraction from bacteria (6). This finding was corroborated by a 
similar observation made independently by Howard-Flanders and Boyce using the K-12 strain of 
E. coli (7). At the same time, using tritium-labeled 5-bromouracil followed by CsCl density 
gradient to examine DNA replication in E. coli post-UV-irradiation, Hanawalt and Pettijohn 
demonstrated non-conservative synthesis of short single-stranded DNA (ssDNA) (8). Even though 
the molecular underpinnings of bacterial nucleotide excision repair would not be delineated for 
another two decades through the work of Aziz Sancar and others, the discoveries made by the 
pioneering laboratories of Setlow, Howard-Flanders, and Hanawalt shed the first rays of light on 
the mysteries of dark repair.  
1.1.1 Overview 
The earliest evidence of NER in mammalian cells was presented by Robert Painter and Ronald 
Rasmussen shortly after the discovery of bacterial NER (9). Soon after, James Cleaver showed 
that cells from patients with the hereditary disease xeroderma pigmentosum (XP) (see 1.2.1 below) 
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were deficient in repair synthesis after UV irradiation, strongly suggesting a connection between 
the genetic disorder and deficiencies in NER (10). In the five decades that followed, generations 
of researchers dedicated their careers to dissecting the mechanism of NER and understanding its 
roles in cancer.  
Ultraviolet (UV) light from solar radiation is the most pervasive environmental DNA-
damaging agent, capable of inducing ~100,000 lesions per cell per hour (11). UV irradiation of 
DNA produces predominantly two types of lesions, cyclobutane pyrimidine dimers (CPDs) and 6-
4 pyrimidine-pyrimidone photoproducts (6-4PPs), at a ratio of approximately 3 CPD : 1 6-4PP 
(12). While NER is primarily tasked with the repair of UV-induced photoproducts, the pathway is 
capable of recognizing a broad spectrum of bulky DNA lesions including liver carcinogen 2-
acetylaminofluorene (AAF) adducts (13), psoralen mono-adducts (14), anti-cancer drug cisplatin 
intra-strand crosslinks (15), environmental mutagen polycyclic aromatic hydrocarbon 
benzo[α]pyrene diol epoxide (BPDE) adducts (16),  among many others (17). 
NER can be initiated via two separate mechanisms, transcription-coupled NER (TC-NER) 
(Figure 1.1) or global genome NER (GG-NER) (Figure 1.2), depending on how DNA damage is 
recognized. These two sub-pathways then converge and proceed through damage verification, 
assembly of incision complex, excision, repair synthesis and ligation (Figure 1.3). Although the 
general principle of ‘recognize, remove, and restore’ applies to both prokaryotic and eukaryotic 
NER, the latter is significantly more complicated and tightly regulated: the eukaryotic GG-NER 
is orchestrated by over 30 different factors whereas the same process in prokaryotic cells can be 
carried out by only 6 proteins. The following sections provide a review of the current 
understanding and model of the eukaryotic NER pathway.   
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1.1.2 Initiation of TC-NER 
First observed in the laboratory of Philip Hanawalt (18), TC-NER serves to preferentially initiate 
repair of RNA polymerase-blocking lesions in the transcribed strand, allowing interrupted 
transcription and gene expression to resume (Figure 1.1). In mammalian cells, damage recognition 
in TC-NER is effectively accomplished by the way of a lesion-stalled RNA polymerase II (RNA 
Pol II) (19). Cockayne syndrome protein B (CSB, ERCC6) is a DNA-dependent ATPase that 
translocates along DNA with the transcription machinery (20). Upon transcription arrest at the site 
of lesion, interaction of CSB with the transcription elongation complex is stabilized (21), while 
CSB actively changes DNA conformation by wrapping DNA around itself (22). At the site of 
stalled RNA Pol II, CSB also functions to recruit other core NER factors, the Cockayne syndrome 
WD repeat protein A (CSA, ERCC8) complex, and histone acetyltransferase p300 (23). The CSA 
complex, an E3 ubiquitin ligase (CRL4CSA) consisting of CSA, DDB1, cullin 4A (Cul4A), and 
regulator of cullins 1 (Roc1/Rbx1), associates with COP9 signalosome (CSN) (24) and regulates 
degradation of its substrate CSB through the ubiquitin-proteasome pathway (25). Nonetheless, in 
cooperation with CSB, the CSA complex is indispensable for recruitment of transcription factor 
IIS (TFIIS), XPA Binding Protein 2 (XAB2), and high mobility group nucleosome-binding 
domain-containing protein 1 (HMGN1) (23). More recently, it’s been shown that CSA also recruits 
the UV-stimulated scaffold protein A (UVSSA) following UV-irradiation (26). UVSSA interacts 
with the elongating RNA Pol II, and together with its interaction partner ubiquitin carboxyl-
terminal hydrolase 7 (USP7), work to promote stabilization of CSB via deubiquitination (27-29). 
With the major protein components identified, it remains unclear how the arrested RNA Pol II, 
which occupies a footprint of ~35 nucleotides around the lesion (30), allows access of the lesion 
by the core NER complex (31). To date, several mechanisms have been proposed, including: 1) 
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TFIIS-mediated backtracking of RNA Pol II, which may require upstream nucleosome sliding 
facilitated by HMGN1 and p300 (30); 2) transcription factor IIH (TFIIH)-induced 
phosphorylation-dependent conformational change of RNA Pol II, through the cooperative 
recognition of the stalled polymerase and transcription bubble by XPG and CSB (32); and 3) poly-
ubiquitination and proteasome degradation of RNA Pol II, perhaps as a last resort (33).  
 
Figure 1.1: Initiation of transcription-coupled repair. 
Adapted with permission from (34). 
 
1.1.3 Initiation of GG-NER 
For the rest of the genome that is not being actively transcribed, initiation of GG-NER relies on 
damage recognition through specific binding of the UV-damaged DNA-binding protein (UV-
DDB) complex or the heterotrimeric complex XPC-RAD23B-CETN2 (35) (Figure 1.2).  
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Figure 1.2: Initiation of global genome repair.  
Adapted with permission from (34). 
 
 
To ensure efficient repair of CPDs, the UV-DDB complex, first arrives at sites of damage 
and stimulates repair by recruiting XPC (36-40). UV-DDB, consisted of DDB1 and DDB2 
subunits (41), binds tightly to CPDs and 6-4PPs as well as abasic sites and mismatches (42). It has 
been shown that upon damage recognition through multiple kinetic intermediates and 
conformational proofreading, UV-DDB forms stable dimer of dimers on DNA at sites of lesion 
(43,44). In addition, UV-DDB also forms an E3 ubiquitin ligase complex CRL4DDB2 with Cul4A 
and Roc1/Rbx1 (45). Like the CRL4CSA complex, the E3 ligase activity of CRL4DDB2 activated by 
the dissociation of CSN and neddylation of Cul4 by the ubiquitin-like protein NEDD8 (24,46). 
Substrates targeted for ubiquitination by the CRL4DDB2 E3 ligase include the DDB2 subunit, XPC, 
as well as members of the histone octamer for nucleosome relaxation (47-51). UV-induced 
CLR4DDB2-mediatated ubiquitination of XPC has been suggested to play a critical role in the 
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efficient lesion hand-off from UV-DDB to XPC (52), degradation of XPC for recruitment of 
downstream NER factors (53,54), and protection of DDB2 from excessive ubiquitination and 
degradation (55). Other post-translational modifications that regulate DDB2 stability include 
deubiquitination by USP24 (56) and poly-ADP-ribosylation (PARylation) by poly(ADP-ribose) 
polymerase 1 (PARP1) (57,58). 
 
Figure 1.3: Post-damage recognition steps of mammalian NER.  
Adapted with permission from (34). 
 
 
In association with XPC (59,60), RAD23A/B are two human homologs of the S. cerevisiae 
Rad23 (60) and functionally interchangeable in NER. They both stimulate repair (61,62) and 
protect XPC from proteasome degradation (63,64). While both RAD23A and RAD23B associate 
with XPC with similar affinities, RAD23B is ~10-fold more abundant in vivo, therefore leading to 
mostly XPC-RAD23B complexes being observed (64). Besides their roles in NER, RAD23A/B 
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also participate in cellular functions such as protein degradation as well as cell cycle control and 
apoptosis (65). Centrin-2 (CETN2), a calcium-binding protein also involved in centrosome-related 
structures, binds to XPC through a domain near the disordered C-terminus of XPC and stimulates 
NER (66-70). The XPC complex has long been considered the main initiator of GG-NER (71) and 
its binding to damaged DNA, which coincides with the dissociation of RAD23B (72), a 
prerequisite for subsequent assembly of core NER factors (73-75). Consistent with the versatile 
role that NER plays in removing structurally distinct lesions, early studies showed XPC binds 
avidly to 6-4PP, BPDE, cholesterol, cisplatin adducts, thymine glycol, small DNA bubbles and 
loops, but curiously not CPDs (76-84). To explain the diversity in the chemical structures of 
binding substrates, it was suggested that, as a first step in damage recognition, XPC specifically 
binds to locally destabilized DNA helical regions (81,85). Such proposition was corroborated by 
the co-crystal structure of Rad4-Rad23 (Figure 1.4), the S. cerevisiae homologs of human XPC-
RAD23B (60,86,87), in complex with a 24-bp DNA duplex harboring a CPD lesion opposite of a 
pair of mismatched thymidines (88). Structural evidence reveals that Rad4 inserts a β-hairpin 
between the two strands of DNA at the site of CPD, causing the opposite bases in the undamaged 
strand to flip out, which are then stabilized by the hydrophobic amino acids in the protein (88). 
Furthermore, the Rad4-DNA structure helps explain the lack of specificity of XPC towards CPD, 
for CPD alone only causes mild distortions in the DNA helix (89). A recent high-throughput 
affinity-purification mass spectrometry study has identified physical interactions between XPC-
RAD23B and PARP1/2 (90). PARylation of both subunits of the complex by PARP1 has been 
demonstrated (91). Other previously identified post-translational modifications of XPC also 




Figure 1.4: Crystal structure of Rad4-Rad23 in complex with CPD-containing DNA duplex (PDB: 
2QSG).  
 
1.1.4 Damage Verification and Assembly of Pre-Incision Complex 
TFIIH can be recruited to the site of lesion through interactions with both the N- and C-terminal 
regions of XPC (73,74,95-97). TFIIH, a 10-subunit general transcription factor consisting of the 
7-member core (XPB, XPD, p8/TTDA, p34, p44, p52, and p62) and the trimeric cyclin-dependent 
kinase (CDK)-activating kinase (CAK) complex (CyclinH, CDK7, MAT1), is involved in both 
basal transcription and NER (98). Both XPB and p62 subunits have been implicated in TFIIH 
interactions with and recruitment by XPC (95,99,100). CAK, while essential for transcription 
initiation, negatively regulates NER (101), therefore must dissociate from TFIIH during repair 
(102). XPB (ERCC3, 3’-5’) and XPD (ERCC2, 5’-3’) are helicases of opposite polarities (98). It 
has been suggested that the ATPase activity and a subsequent conformational change of XPB that 
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result in DNA opening are essential in recruitment and positioning of TFIIH (75,103,104). In 
contrast, the helicase activity of XPD is believed to be indispensable for NER (105) and 
responsible for the observed 5’-3’ scanning by TFIIH on DNA (106). Indeed, crystal structures of 
XPD and its homologs revealed that the protein contains an ARCH domain and a 4Fe-S cluster, 
which form an opening sufficient only for ssDNA to pass through (107-110), supporting the 
hypothesis where damage verification involves stalling of a translocating XPD at the site of lesion 
(106,111). The ARCH domain plays a role in anchoring CAK to TFIIH (112). The presence of 
CAK negatively regulates the helicase activity of XPD and therefore inhibits NER (112), 
consistent with the previous finding that NER is driven by dissociation of CAK (102). With DNA 
partially unwound for damage verification by TFIIH, replication protein A (RPA) and XPA are 
recruited to protect exposed ssDNA and further stabilize the complex (74,113). Now considered a 
central player in coordinating the NER complex, XPA not only interacts with almost every NER 
factor (114), including DDB2 (115), XPC-RAD23B (116,117), TFIIH (118-120), RPA (121-125), 
XPF-ERCC1 (126-128), and PCNA (129), but also recognizes certain lesions and structural 
features in DNA (130-136). The importance of XPA during damage verification was highlighted 
by a recent study where XPA was found to effectively stimulate TFIIH scanning on undamaged 
DNA and promote TFIIH stalling in the presence of a bulky lesion (137). With XPA in place at 
the 5’ side of the TFIIH-induced DNA bubble and RPA cooperatively bound to undamaged ssDNA 
(138), structure-specific nucleases XPF-ERCC1 and XPG can be oriented (139) and recruited to 
the complex by XPA (126-128) and TFIIH (97,140-142), respectively. 
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1.1.5 Excision, Repair Synthesis, and Ligation 
Dual incision in the damaged-strand at the 5’ and 3’ of the lesion is carried out by XPF-ERCC1 
and XPG, respectively. Each individually unstable (143,144), XPF (ERCC4) and ERCC1 stabilize 
each other by forming obligate heterodimers of XPF-ERCC1 (145) and perform the 5’ incision 
with the same structure specificity towards 3’ ssDNA overhangs as their S. cerevisiae homologs 
Rad1-Rad10 (146-149). In contrast, XPG (ERCC5) cleaves at the 3’ junctions of 5’ ssDNA 
overhangs (150). Remarkably, it has been shown that the 5’ incision by XPF-ERCC1 is made first 
in the absence of the 3’ incision by XPG, requiring only the presence of XPG at the complex (151). 
This 5’ incision allows repair synthesis to begin, before XPG initiates the 3’ incision, which is 
potentially activated by the arrival of the DNA polymerase (151). Such coordinated sequential 
incision mechanism allows repair synthesis to initiate from the 3’-OH resulting from the XPF-
ERCC1 cleavage and minimizes the time, following the release of the TFIIH-bound damage-
containing ssDNA (152), when a gapped (22-30 nt) DNA repair intermediate is present (153). 
Initial evidence suggested that either of the B family polymerases pol δ or pol ε could carry out 
repair synthesis in conjunction with the replication factor C(RFC) complex and proliferating cell 
nuclear antigen (PCNA) (154). It was later found that gap filling could involve three different 
polymerases recruited through different mechanisms: pol ε appears to be responsible for 50% of 
all repair synthesis, while pol δ and the Y family error-prone trans-lesion synthesis polymerase pol 
κ account for the rest (155,156). The same complexity is also involved in the last step of NER, 
ligation of the nick in DNA after repair synthesis, where either DNA ligase I or DNA ligase IIIa-
XRCC1 is needed in a cell-cycle-dependent manner (157).  
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1.2 DISEASES ASSOCIATED WITH NER 
1.2.1 Xeroderma Pigmentosum (XP) 
Initially described by professor of dermatology Moriz Kaposi in 1874, xeroderma pigmentosum is 
a rare autosomal recessive disorder that affects approximately 1 in 1,000,000 people in the United 
States (158) and western Europe (159), and 1 in 22,000 in Japan (160). Skin of XP patients is 
extremely sensitive to UV exposure and develops hyper- and hypo-pigmentation in sun-exposed 
areas (161). Since the first piece of evidence linking XP to defective DNA repair presented by 
James Cleaver in 1968 (10), it has been established that there exist eight complementation groups 
of XP, named XP-A through XP-G and XP-V (161). These group names correspond to seven 
different NER gene products, XPA (162), XPB/ERCC3 (163,164), XPC (86), XPD/ERCC2 
(165,166), DDB2 (XPE) (167), XPF/ERCC4 (145), XPG/ERCC5 (168), as well as polymerase 
η (XP-V) (169,170), which can correct (complement) the defective repair in vivo in add-back 
experiments. Loss of GG-NER can lead to an accumulation of lesions in the genome, resulting in 
increased mutagenesis.  
A 2011 study of 106 XP patients examined at the NIH Clinical Center between January 
1971 and December 2009 indicated that those under the age of 20 have 10,000-fold increase in 
non-melanoma skin cancer (NMSC) and 2,000-fold increase in melanomas (171). In addition to 
UV-exposed tissues, XP patients are also at higher risk for cancers in the brain and the central 
nervous system (172). Finally, 30% of XP patients also exhibit progressive neurodegeneration 
symptoms (173). The median age of death for XP patients was found to be between 29 and 37 
years, depending on whether they had neurodegeneration (171). The 2011 study also showed that 
XP-C was the most common complementation group, accounting for 43% of the cohort (171). 
 13 
Even though XP-C patients often do not exhibit extreme sun sensitivity or neurological 
abnormalities (174), they are more likely to develop skin cancers at an earlier age than patients in 
complementation groups XP-A, XP-B, XP-D, and XP-G (171). A 2016 study of 89 XP patients in 
the UK under long-term follow-up, of which 28 (31%) where diagnosed with XP-C, also identified 
a higher susceptibility of XP-C patients to severe ocular problems (175). With most of the disease-
associated mutations found in the XPC gene resulting in protein truncations because of nonsense 
mutations, frameshifts, deletions, insertions, or splicing mutants, only five cases of missense 
mutations have been identified so far. They are: Pro334His in XP1MI (176), Tyr585Cys in 
XP107BR (175), Trp690Ser in XP13PV (177), Pro703Leu (178), and Thr738Ala (179). 
1.2.2 Cockayne Syndrome, UV-Sensitive Syndrome, and Trichothiodystrophy 
Cockayne syndrome (CS) is a neurodevelopmental disorder with a progeroid phenotype whose 
patients have an average life expectancy of just 12 years (180). While patients with CS are also 
UV-sensitive, unlike XP, their skin does not exhibit pigmentation changes after sun-exposure 
(181). Furthermore, CS patients do not appear to have an increased risk of cancer (180). Instead, 
symptoms of CS include retinopathy, microcephaly, demyelination, as well as retardation of 
growth and development (181). Mutations in CSA and CSB, which result in defective TC-NER, 
lead to a wide range of symptoms observed in CS patients (181). UV-sensitive syndrome (UVSS) 
is another autosomal recessive disorder related to deficiencies in TC-NER (19). Only 8 patients 
who show mild symptoms in cutaneous photosensitivity have been identified with UVSS (31). 
Mutations in CSA (182), CSB (183), and UVSSA (29) genes have all been shown to give rise to 
UVSS. Characterized by sulphur-deficient brittle hair and nail, patients with trichothiodystrophy 
(TTD) exhibit additional symptoms including developmental delay, short stature, ichthyosis, and 
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varying degrees of photosensitivity (184). Mutations in the p8/TTDA subunit of TFIIH have been 
identified in mildly photosensitive TTD-A patients (185), whereas mutations in the TTDN1 gene 
have been associated with non-photosensitive TTD patients (186,187). Finally, it is important to 
note that, due to their essential functions in both transcription initiation and NER damage 
verification, helicases XPB and XPD are often implicated in phenotypes combining symptoms of 
XP and CS or TTD (XP/CS) (181).  
1.3 DAMAGE RECOGNITION BY XPC-RAD23B AND RAD4-RAD23 
1.3.1 XPC-RAD23B and Rad4-Rad23 
As reviewed above in 1.1.3, Rad4-Rad23 is the S. cerevisiae homolog of the human XPC-RAD23B 
(60,86,87). Rad4 (754 a.a.) and Rad23 (398 a.a.) share 27% and 30% sequence identity with XPC 
(940 a.a.) and RAD23B (409 a.a.), respectively. Rad33, a functional homolog of CETN2, is also 
involved in NER (188) and interacts with Rad4 to form the Rad4-Rad23-Rad33 complex (189). 
Rad23 participates in NER by stabilizing Rad4, stimulating specific binding of the Rad4-Rad23 
complex to damaged DNA, and targeting ubiquitinated proteins for proteasomal degradation 
(190,191). Cellular concentration of Rad23 (~1.1 × 104 copies/cell) is more than 10-fold excess 
over that of Rad4 (~880 copies/cell), suggesting that all soluble Rad4 molecules are likely in 
complex with Rad23 (192).  In another parallel to XPC-RAD23B, Rad4-Rad23 has been shown to 
preferentially bind to DNA containing 6-4PPs, AAF adducts, fluorescein-modified bases, and 
bubbles  (193-196). Finally, Rad4 is also known to recruit TFIIH through interactions with its Tfb1 
(p62) and Ssl2 (XPB) subunits (197,198). The highly conserved functional features of these two 
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eukaryotic NER damage recognition complexes make Rad4-Rad23 an ideal subject of research on 
the topic of damage recognition, providing insightful results that are highly relevant to further 
understanding of the human XPC-RAD23B counterpart.  
1.3.2 Molecular Mechanism of Damage Recognition 
Solved in 2007, the crystal structure of Rad4-Rad23 in complex with a CPD-containing duplex 
DNA provides a detailed model for much of the research on damage recognition in the decade that 
followed (88). The overall structure of Rad4 (101 – 632) consists of four domains: a 310-residue 
transglutaminase-homology domain (TGD) and three β-hairpin domains (BHD1 – 3), each of 
which containing a long β-hairpin. TGD and BHD1 interact with the undamaged 11 bp dsDNA 
sequence through contacts made mostly to the DNA backbone. β-hairpins 2 and 3 in BHD2 and 
BHD3 approach the lesion from the minor and major groove, respectively. In particular, β-hairpin 
3 inserts into the DNA duplex at the site of lesion, disrupting the double helical structure locally 
and causing the two mismatched bases opposite the CPD to flip out. These two thymidines are 
stabilized by the interactions with residues in both BHD2 and BHD3, whereas the CPD lesion 
becomes disordered. Furthermore, the DNA duplex appears kinked by approximately 42° in the 
region where β-hairpins 2 and 3 ‘pinch’ on the lesion. Surprisingly, these aforementioned structural 
features of Rad4-Rad23 in a recognition complex with damage-containing DNA are replicated in 
a recent crystal structure where the protein is disulfide-tethered to an undamaged DNA duplex 
(199). Based on this observation and temperature-jump perturbation spectroscopy measurements 
of Rad4-induced lesion opening times, a kinetic gating model for damage recognition was 
proposed. The probability of forming a stable Rad4-Rad23-DNA recognition complex is suggested 
to be dependent on the interplay between the opening rate of DNA duplex and the residence time 
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of Rad4-Rad23 at the site (199). The kinetic gating model is further refined by detection of an 
early and β-hairpin-independent DNA twisting step (200). This brief (~100 – 500 µs) nonspecific 
DNA twisting is proposed to bridge the orders of magnitude difference between typical protein 
residence time per DNA base (~µs) and previously measured DNA lesion opening time (~ms), 
therefore allowing efficient interrogation of DNA by Rad4-Rad23 (200).  
In addition to DNA conformational dynamics in damage recognition, atomic level insights 
regarding protein-DNA interactions that take place during this process have come from recent 
molecular dynamics (MD) simulations. Guided by the 2007 structures, restrained MD simulations 
revealed that as BHD2 and BHD3 approach the lesion, DNA bending and unwinding are 
accompanied by displacement of the CPD (201). Umbrella sampling approach was utilized in the 
simulations to break up the reaction coordinate into a series of smaller windows, such that sampling 
in regions beyond very high energy barriers can be improved. Three phenylalanine residues (F599, 
F597, and F556) in BHD3, previously identified to stack with and stabilize flipped-out bases (88), 
were shown to form a ‘base flipping highway’ for these mismatched thymidines, such that the base 
flipping occurs in a sequential fashion along the path defined by F599F597F556 (201). Finally, 
damage recognition (productive binding) is accomplished as β-hairpin 3 spontaneously inserts into 
the locally denatured lesion site, allowing proper stacking of F556 with one of the flipped-out 
bases and resulting in a final DNA bend angle of 47° (201). In contrast to the popular 
conformational capture mechanism (202) that would require a state in which either one or both 
bases are flipped out, this ‘correlated motion’ mechanism is associated with a much lower energy 
barrier for the protein-DNA complex to achieve productive binding (201). Identification of the 
‘correlated motion’ mechanism naturally raises the question of whether recognition of other types 
of lesions also proceeds through the same steps. To that end, most recent MD studies of Rad4-
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Rad23 binding to a benzo[α]pyrene adduct show that Rad4 recognizes the lesion by first capturing 
the ‘pre-flipped’ base opposite the adduct (203), suggesting that there exist multiple paths leading 
to robust damage recognition of structurally distinct lesions.  
1.4 DIFFUSION1 
Diffusive transport lies at the heart of a broad array of cellular processes. A specific topic of interest 
is how proteins perform diffusion, either one- or three-dimensional, in search of their targets in 
DNA. Such targets may be a particular DNA sequence in the case of a transcription factor, or a 
damaged base in the case of a DNA repair enzyme. This section begins with a brief review of the 
simple random diffusive process with a historical perspective, which is then followed by 
introduction of the diffusive search problem for DNA-binding proteins with cognate target 
sequences, i.e. facilitated diffusion and the speed-stability paradox.  
1.4.1 Introduction to Diffusion 
1.4.1.1 Brownian Motion 
When observing pollen particles from the plant Clarkia pulchella, suspended in solution, through 
his single lens microscope in June of 1827, Scottish botanist Robert Brown noted their peculiar 
random jiggling motion (204). He went on to discover the same property of microscopic particles 
                                                 
1 This section is adapted with permission from the following published manuscript : Kong, M. and Van 
Houten B. (2017) Rad4 recognition-at-a-distance: Physical Basis of conformation-specific anomalous 
diffusion of DNA repair proteins. Progress in Biophysics and Molecular Biology, 127, 93-104. 
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suspended in liquids in other pollen grains, powders of fossil wood, window glass, minerals, rocks, 
and even a fragment of the Sphinx (204). In a follow up publication, Brown reiterated that such 
perplexing motion was exhibited by “extremely minute particles of solid matter, whether obtained 
from organic or inorganic substances, when suspended in pure water, or in some other aqueous 
fluids,” and that it did not arise from currents in the fluid or as a result of evaporation (205). The 
random walk of microscopic particles in suspension has since been termed Brownian motion 
(Figure 1.5) in honor of Robert Brown. 
 
Figure 1.5: Simulated two-dimensional Brownian motion. 
Green and red dots indicate the start and end of the trajectory, respectively. Adapted with permission from 
(206). 
 
1.4.1.2 Fickian Diffusion 
The first quantitative phenomenological description of macroscopic diffusion was developed by 
physiologist Adolf Fick in 1855, based on the idea of macroscopic concentrations and fluxes (207). 
Inspired by Fourier’s law of heat conduction and Ohm’s work on electric conductivity, Fick’s first 
law proposes that the one-dimensional flux is inversely proportional to the concentration gradient:  
𝑗𝑗 = −𝐷𝐷 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
       (1.1) 
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where 𝑗𝑗 is the flux in the units of number per unit area per unit time, 𝑐𝑐 the concentration of particles 
in the units of number per unit volume, 𝑥𝑥 in the units of length, and 𝐷𝐷 the diffusion coefficient in 
the units of 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ2/𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙. By invoking conservation of mass in combination with Fick’s first law 
and the assumption that the diffusion coefficient 𝐷𝐷 is a constant, we arrive at the law of diffusion 





       (1.2) 
Consider the case 𝑐𝑐(𝑥𝑥, 𝑙𝑙) where there the initial concentration at 𝑙𝑙 = 0 is a spike at 𝑥𝑥 = 0, or  
𝑐𝑐(𝑥𝑥, 0) = 𝑁𝑁𝑁𝑁(𝑥𝑥)      (1.3) 
where 𝑁𝑁(𝑥𝑥) is the Dirac delta function (208). The solution to Fick’s second law then takes the form  
𝑐𝑐(𝑥𝑥, 𝑙𝑙) = 𝑁𝑁
√4𝜋𝜋𝜋𝜋𝜕𝜕
𝑙𝑙−𝜕𝜕
2/4𝜋𝜋𝜕𝜕    (1.4) 
i.e. a zero-mean Gaussian distribution that broadens over time (Figure 1.6). For a single particle, 
it can be shown that 
〈𝑥𝑥2(𝑙𝑙)〉 = 2𝐷𝐷𝑙𝑙      (1.5) 
This familiar result reflects the well-known linear relationship between time and the mean squared 
displacement (MSD) of a particle performing a one-dimensional random walk. This should not 
come as a surprise because the solution 𝑐𝑐(𝑥𝑥, 𝑙𝑙) is the probability distribution that characterizes the 
Wiener process, which in turn is the continuum limit of a one-dimensional random walk.  
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Figure 1.6: Time evolution of the solution to a one-dimensional Fickian diffusion that starts as a point 
source at the origin.  
Adapted with permission from (206). 
 
1.4.1.3 Einstein’s Theory of Brownian Motion 
In 1905, Albert Einstein took a more microscopic approach to the theory of diffusion (209,210). 
Focusing on the behavior of each independent diffusing particle suspended in a liquid, he arrived 




, its solution for the case of diffusion of 𝑙𝑙 particles from a 
point source 𝑓𝑓(𝑥𝑥, 𝑙𝑙) = 𝑛𝑛
√4𝜋𝜋𝜋𝜋𝜕𝜕
𝑙𝑙−𝜕𝜕
2/4𝜋𝜋𝜕𝜕 , as well as the linear dependence of the so-called mean 
squared displacement (MSD) on time 〈𝑥𝑥2(𝑙𝑙)〉 = 2𝐷𝐷𝑙𝑙. These expressions are indeed equivalent to 
those from Fick’s second law.  
Another important finding presented in the same paper applied to the relation between the 
diffusion coefficient and other measurable physical quantities in diffusion. By considering a 
dynamic equilibrium where spherical particles were suspended in liquid and undergoing diffusion 
as a result of a force acting on them, Einstein derived the well-known Stokes-Einstein relation 
𝐷𝐷 = 𝑘𝑘𝐵𝐵𝑇𝑇
6𝜋𝜋𝜂𝜂𝑅𝑅
       (1.6) 
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where 𝑘𝑘𝐵𝐵  is the Boltzmann constant, 𝜂𝜂 is the viscosity of the fluid, and 𝑅𝑅 is the radius of the 
diffusing particle (210). Its general form, 𝐷𝐷 = 𝜇𝜇𝑘𝑘𝐵𝐵𝑇𝑇, where 𝜇𝜇 is the mobility of the particle, is also 
called the Einstein-Smoluchowski relation, as independently derived by Marian Smoluchowski in 
1906 (211).  
A more general approach to describe the motion of a Brownian particle of mass 𝑡𝑡 is 






+ 𝜉𝜉(𝑙𝑙)      (1.7) 
where 𝑥𝑥(𝑙𝑙) is the stochastic position of the particle, 𝛾𝛾 is the friction coefficient (the Stoke drag), 
and the stochastic term 𝜉𝜉(𝑙𝑙) represents a random fluctuating force on the particle (212). Such 𝜉𝜉(𝑙𝑙) 
has a Gaussian distribution with 
〈𝜉𝜉(𝑙𝑙)〉 = 0, 〈𝜉𝜉(𝑙𝑙)𝜉𝜉(𝑙𝑙′)〉 = 𝑙𝑙𝑁𝑁(𝑙𝑙 − 𝑙𝑙′)    (1.8) 
It can be shown that 𝜉𝜉(𝑙𝑙)𝑑𝑑𝑙𝑙 = 𝑑𝑑𝑑𝑑(𝑙𝑙) , where 𝑑𝑑𝑑𝑑(𝑙𝑙)  is a Weiner process by definition. At 
equilibrium, applying the equipartition theorem yields 
𝑙𝑙 = 2𝛾𝛾𝑘𝑘𝐵𝐵𝑇𝑇       (1.9) 
 and 
〈(𝑥𝑥(𝑙𝑙) − 𝑥𝑥0)2〉 = 2𝑘𝑘𝐵𝐵𝑇𝑇𝛾𝛾 𝑙𝑙 = 2𝐷𝐷𝑙𝑙     (1.10) 





      (1.11) 
Coincidentally, in the same year that Einstein published his paper on the theory of diffusion, 
the term “random walk” was first used in a letter to Nature titled “The problem of the random 
walk,” by British statistician Karl Pearson (213). Pearson was originally interested in the spread 
of mosquito infestation and framed the problem as a man carrying out a random walk (Figure 1.5).  
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1.4.2 The Target Search Problem: Solving the Speed-Stability Paradox. 
A simple question that has inspired biophysics research for the past half century is: how do limited 
copies of a sequence-specific DNA binding protein (e.g. the lac repressor, LacI, at ~10 
molecules/cell) (214) efficiently locate its target that is buried in a sea of nonspecific sequence 
(~4.6x106 bp/cell) (215)? The answer appears to be a phenomenon called facilitated diffusion, as 
described below. 
1.4.2.1 Facilitated Diffusion 
The nature of diffusive transport of DNA binding proteins in the context of target search has been 
of intense interest for decades and has extensive implications in many different facets of essential 
cellular processes, ranging from DNA replication and gene regulation to maintenance of genome 
stability (216-219). The importance of search dimensionality was first pointed out by Adam and 
Delbruck, who suggested that the search process can be accelerated by collapsing a three-
dimensional search into a one-dimensional search along the DNA (220). The theory was 
corroborated by the experimental observation that the association rate of the lac repressor to its 
target is two orders of magnitude faster than three-dimensional diffusion-based predictions 
according to its size and the viscosity of the media it travels through (221). The concept of 
facilitated diffusion was subsequently proposed and experimentally studied by von Hippel and 
colleagues, among others (222-224). In addition to three-dimensional diffusion in solution and 
one-dimensional sliding on DNA, the facilitated diffusion model also includes microscopic 
hopping of proteins on DNA, as well as direct intersegmental transfer of a protein between two 
DNA molecules (Figure 1.7). 
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Figure 1.7: Schematic of facilitated diffusion. 
Optimal search strategies combine different modes of protein-DNA interactions, including: 3D diffusion 
(black), 1D diffusion (red), jumping (blue), hopping (green), and intersegmental transfer. In the case of 
intersegmental transfer, the protein (orange) binds to two DNA molecules at the same time, releases from 
the one where it is initially bound, and transfers to the other molecule. Adapted with permission from (206). 
 
 
Based on the frame work of facilitated diffusion, combining three-dimensional diffusion 
in solution and one-dimensional sliding on DNA, initial kinetic (225,226) and stochastic models 
(227) were established to address the optimal search strategy. As this field evolved, more recent 
studies combined other search modes, including hopping, jumping, and intersegmental transfer, 
with the effects of DNA conformation in their analyses (228-233). The effects of macromolecular 
crowding on facilitated diffusion, as it relates to more physiological conditions in living cells, have 
also been recently examined (234,235). The latest experimental (236) and theoretical studies (237-
239) have shown that crowding environments can lead to altered balance between three-
dimensional and one-dimensional diffusion processes, promoting one-dimensional sliding. While 
the presence of mobile or immobile obstacles on DNA has been shown to effectively slow down 
one-dimensional sliding (234,238,240), this effect could be overcome by hopping on DNA. Even 
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though emphasis in such studies is usually placed on the interplay between three-dimensional and 
one-dimensional search strategies, with three-dimensional diffusion being modeled as strictly 
Brownian, the potential for anomalous subdiffusion in crowded environments has nonetheless 
been noted in the context of facilitated diffusion (241,242).  
Since the pioneering work by Riggs and coworkers (221), facilitated diffusion has been 
experimentally observed, both in vitro and in vivo, for a wide host of DNA-binding proteins. A 
short list of such proteins includes restriction enzymes (243,244), human transcription factor p53 
(245), DNA repair proteins (219,246,247), and transcriptional repressors such as LacI (235,248-
250).   
1.4.2.2 Speed-Stability Paradox 
While developing an optimization for target search, Slutsky and Mirny quantitatively formulated 
the speed-stability paradox of protein-DNA recognition (226). In brief, it was shown that rapid 
sliding of proteins on DNA with a sequence-dependent Gaussian-distributed energy landscape is 
only possible when the landscape is relatively smooth (𝜎𝜎 < 1 − 2 𝑘𝑘𝐵𝐵𝑇𝑇); however, conditions for 
stable binding necessitate a large variance in energy distribution (𝜎𝜎 > 5 𝑘𝑘𝐵𝐵𝑇𝑇) , i.e. a rugged 
landscape (251).  The authors proposed a two-state model as a solution to the paradox (Figure 1.8). 
The idea of a model based on protein conformational changes was first presented by von Hippel 
and colleagues (223).  In summary, the protein, or protein-DNA complex in general, adopts two 
conformations: the recognition (𝑅𝑅) state with a rugged energy landscape to allow stable binding 
and the search (𝑆𝑆) state with a fairly smooth landscape to facilitate fast sliding. Such a model was 
supported by the experimental observation of structural flexibilities in dimeric lac repressor 
binding to specific and nonspecific DNA (252). Quantitatively similar results were also obtained 
by Hu and Shklovskii through a different approach investigating the effect of energy profile 
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disorder on the enhancement of search rates (253). More refined and generalized interpretations of 
the two-state model have also since been discussed (254-258).  
The two-state model was elegantly applied in single-molecule studies of p53 searching for 
DNA binding sites, where it was shown that the C-terminus of the protein allows rapid sliding with 
a shallow energy surface, while the DNA binding domain interrogates the major groove for 
specific DNA sequences within a steep energy surface (259,260). Fitting the observed diffusion 
constants to a two-state model indicated that p53 would need to switch between conformations at 
a minimum rate of 103/s (259). Other examples that lend support to this model include proteins 
involved in mismatch repair (246,261) as well as transcription activator-like proteins (262). 
 
Figure 1.8: Schematic of the two-state model. 
Protein (orange) is able to switch between two conformational states, S (search) and R (recognition). In the 
S state, protein slides fast (double arrow heads) on DNA with a smooth energy landscape. In the R state, 
protein slides slowly (single arrow heads) over a more rugged energy landscape. The equilibrium constant 
for transitions between states S and R depends on the energy difference 𝛥𝛥𝛥𝛥 between mean energies of the 
two states, ES and ER. Adapted with permission from (206). 
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1.5 HYPOTHESES AND SCOPE 
In the years leading up to the beginning of this dissertation, significant progress was made towards 
the understanding of the molecular mechanism of damage recognition of XPC-RAD23B (Rad4-
Rad23). Much of this advancement in the field was brought about in no small part by the 2007 
Rad4-Rad23-DNA crystal structure from the Pavletich laboratory, which provided the molecular 
basis for the broad substrate specificity of this NER damage sensor. While in vivo dynamics 
involving XPC-RAD23B had also been examined using fluorescently-tagged protein constructs in 
the broader context of the entire NER process in response to UV-irradiation of cells 
(63,72,263,264), details that bridge the gap between these recent studies and years of in vitro 
biochemical work on XPC-Rad23B (Rad4-Rad23) had yet to emerge. During the past decade, the 
field of single-molecule biophysics had also enjoyed significant growth. Aided by the inventions 
of multiple techniques from the Greene, Kad, and van Oijen laboratories among others, the topic 
of protein target search on DNA, one that had been around since the 1960s, garnered tremendous 
attention thanks to the ability to now visualize each protein particle diffuse on long DNA substrates 
at the single-molecule level. Finally, to follow up on our earlier study of UV-DDB using defined 
lesion substrates (43) with the goal of reconstituting NER at the single-molecule level, we 
embarked on this study, in collaboration with Dr. Jung-Hyun Min at University of Illinois at 
Chicago, to address the following questions:  
• How does Rad4-Rad23 interact with DNA and conduct target search? Based on findings 
from previous single-molecule studies on other DNA repair proteins, the hypothesis is that 
Rad4-Rad23 exhibits some combination of 3D and 1D diffusive behavior, i.e. facilitated 
diffusion. However, it remains to be seen how the process is partitioned into 3D vs. 1D 
schemes and exactly how 1D diffusion is carried out. Given that Rad4-Rad23 has been 
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biochemically characterized as to not bind to CPDs, yet is required in vivo for CPD removal, 
direct observation of its behavior on CPD-containing defined-lesion substrates is expected 
to shed more light on this situation.  
• What structural component(s) of Rad4 are important for damage recognition? The 2007 
crystal structure strongly suggests that β-hairpin 3 is the damage sensing motif of Rad4-
Rad23. This hypothesis is tested through a series of structure-function relation studies, 
using both single-molecule and bulk biochemistry methods, with truncation mutants of 
Rad4 that lack various components of the BHD3. I predicted that the substrate specificity 
of Rad4-Rad23 resides in the β-hairpin 3. Loss of β-hairpin 3 in Rad4 renders it incapable 
of damage recognition and changes the diffusive behavior of the protein complex. An 
extension of this overarching question is whether any of the observed effects in in vitro 
experiments leads to a change in the response and survival of S. cerevisae after UV 
irradiation. Increased UV-sensitivity is expected to arise from cells carrying Rad4-Rad23 
mutant(s) that have impaired damage sensing abilities.  
The following chapters of this dissertation will detail the materials and methods used to 
conduct the proposed studies (Chapter 2.0), present the findings and their implications (Chapter 
3.0), and further discuss the physical interpretation of these results, as well as prospects of future 
studies (Chapter 4.0).  
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2.0  MATERIALS AND METHODS 
2.1 DEFINED-LESION SUBSTRATES 
2.1.1 Incorporation of Site-Specific Lesion in pSCW01 Plasmid 
Defined lesion substrates for single-molecule tightrope assays and atomic force microscopy 
(AFM) studies were constructed essentially as described before (43). pSCW01 plasmid was 
amplified using the E. coli DH5α strain overnight in Luria-Bertani liquid culture containing 100 
µg/ml ampicillin. Plasmid DNA was extracted from harvested cells using the QIAGEN Plasmid 
Maxi Kit (QIAGEN, 12162) and concentrated to ~ 1 µg/µl. pSCW01 (>50 µg) was incubated with 
twice the number of units of the nickase Nt.BstNBI (New England BioLabs, R0607L) as the 
amount of DNA in micrograms and 50-fold molar excess of displacer oligonucleotides (Displacers 
1, 2, and 3, Integrated DNA Technologies, Table 2.1) in 1X NEBuffer 3.1 (New England BioLabs, 
B7203S) at 55 ºC for 4 hours. The nicking reaction was then inactivated by heating at 80 ºC for 20 
minutes and allowed to slowly cool down to room temperature while remaining in the heat block 
that had been turned off (~3.5 – 4 hours). During the cool-down process, the short oligonucleotides 
liberated from the nicking reaction were captured by the displacer strands. The now gapped 
plasmid was purified by addition of equal volume of the PEG solution (26% PEG-8000 in 20 mM 
MgCl2) and centrifugation at 14,800 rpm for 1 hour at 4 ºC. Precipitated DNA was washed with 
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70% ethanol, pelleted by centrifugation at 14,800 rpm for 15 minutes at 4 ºC, air dried at room 
temperature, and finally re-suspended in autoclaved H2O. To anneal the 37mer custom 
oligonucleotides containing the desired type of lesion (FL37, Integrated DNA Technologies or 
CPD37, TriLink, Table 2.1) to purified gapped plasmids, the plasmids were incubated with 3-fold 
molar excess of lesion-containing oligonucleotides in 1X NEBuffer 2.1 (New England Biolabs, 
B7202S) at 85 ºC for 10 minutes, before the heat block was turned off to allow the mixture to 
slowly cool down to room temperature (3.5 – 4 hours). To seal the nicks remaining in plasmids, 
the annealing reaction was supplemented with ATP (Thermo Scientific, R0411) and T4 DNA 
ligase (New England BioLabs, M0202M) to the final concentrations of 8 mM and 20 U/µl, 
respectively. The mixture was then incubated at 16 ºC for 18 hours, before the ligation reaction 
was inactivated by heating at 65 ºC for 10 minutes and allowed to cool down slowly to room 
temperature.  
2.1.2 Substrates for DNA Tightrope Assay 
To generate long DNA substrates suitable for DNA tightrope assay, lesion-containing pSCW01 
plasmids were first digested with twice the number of units of XhoI (New England BioLabs, 
R0146L) as the amount of plasmids in micrograms, in 1X NEBuffer 2.1, at 37 ºC for 2 hours. XhoI 
was then inactivated by heating the digestion reaction at 65 ºC for 20 minutes, before the heat 
block was turned off and the mixture slowly cooled down to room temperature. For tandem (end-
to-end) ligation, 1 µg of linearized plasmid DNA was incubated with 2 µl of T4 DNA ligase (New 
England BioLabs, M0202M) in 1X Quick Ligation buffer (New England BioLabs, M2200S) at 
room temperature for 15 minutes. The reaction tube was then immediately placed on dry ice to 
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stop the ligation reaction. Defined-lesion substrates therefore contained one site-specific lesion 
every plasmid length, or 2030 bp.  
For some control experiments that required undamaged DNA, pSCW01 plasmids were not 
subjected to nicking, annealing, or ligation. Plasmid DNA was purified, linearized with XhoI, 
before tandemly ligated into long substrates.  
2.1.3 Substrates for Atomic Force Microscopy (AFM) 
To obtain DNA substrates of appropriate length (~500 bp) for AFM, lesion-containing pSCW01 
was double digested with twice the number of units of XmnI (New England BioLabs, R0194L) 
and PciI (New England BioLabs, R0655L) as the amount of DNA in micrograms, in 1X NEBuffer 
2.1, at 37 ºC for 4 hours. The digestion reaction was then inactivated by heating the mixture at 80 
ºC for 20 minutes, before turning off the heat block to allow it to slowly cool down to room 
temperature. The 538 bp lesion-containing fragment was separated on a 1% agarose gel, extracted 
using the Wizard SV Gel and PCR Clean-Up System (Promega, A9281), and purified again with 
the QIAquick PCR Purification Kit (QIAGEN, 28104) to remove restriction enzymes. Final 
elution of purified 538-bp DNA was made in autoclaved and 0.02 µm-filtered H2O (GE Healthcare 
Life Sciences, Whatman Anotop Syringe Filters, 0.02 µm). Standard phenol-chloroform-isoamyl 
alcohol extraction followed by ethanol precipitation was also performed if proteins were found to 
remain DNA-bound upon initial quality check on AFM. The final 538 bp DNA duplex contained 
a site-specific lesion at 30% contour length from one end of the DNA.  
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2.2 UV-IRRADIATION OF λ-DNA 
Commercially available λ-DNA (New England BioLabs, N3013L) was first diluted in 1X TE 
buffer (10 mM Tris-HCl pH 8.0, 1 mM EDTA) to the final concentration of 50 ng/µl before 
aliquoted onto a weighing dish as individual drops of 20 µl in volume. UV-irradiation was carried 
out by placing the weighing dish under a germicidal UV lamp (254 nm) for the appropriate amount 
of time, as calibrated by a UVX Digital Radiometer with UVX-25 sensor (UVP), for the desired 
dose (20 or 40 J/m2). Relationship between UV dose and lesion frequency had been previously 
characterized using qPCR (43,265). At 20 J/m2 and 40 J/m2, λ-DNA contained on average about 1 
lesion (CPD or 6-4PP) per 2000 bp and 1000 bp, respectively (43), distributed randomly.   
2.3 SINGLE-MOLECULE DNA TIGHTROPE ASSAY 
Single-molecule DNA tightrope assay was performed as described previously (43,219). Briefly, 
No. 1½ coverslips (24 × 40 𝑡𝑡𝑡𝑡, Corning) were cleaned and treated with PEG (Laysan Bio Inc., 
mPEG-SVA MW 5,000) solution overnight. Custom flow cells were assembled by attaching the 
coverslips, via double-sided tape spacers, to microscope slides with glued inlet and outlet tubing. 
Prior to setting up DNA tightropes, flow cells were passivated by incubating with blocking buffer 
(50 mM HEPES pH 7.5, 50 mM NaCl, 1 mg/ml bovine serum albumin) for at least 10 minutes. 
This blocking step was followed up with pipetting 5 µm silica beads (Polysciences Inc., 24332-
15), coated with poly-L-lysine (Wako Chemicals USA, 163-19091), into the flow cell. Randomly 
distributed beads were allowed to settle for 10 minutes before the flow cell was washed and 
connected to a 5 ml glass syringe (Hamilton, 81520) mounted on a syringe pump (World Precision 
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Instruments). DNA tightropes were formed by flowing 1 – 2 µg of DNA, diluted to a final volume 
of 100 µl in TR buffer (20 mM HEPES pH 7.5, 50 mM NaCl, 3 mM MgCl2), back and forth 
through the flow cell at the rate of 0.3 ml/minute for 45 minutes to 1 hour. If tandem-ligated 
defined-lesion substrates were used, following DNA string-up, the flow cell was first washed with 
200 µl of high salt buffer (20 mM HEPES pH 7.5, 1 M NaCl, 3 mM MgCl2), followed by 
equilibration with 400 µl of Rad4-Rad23 binding buffer (5mM BTP-HCl pH 6.8, 75 mM NaCl, 
5% glycerol, 0.74 mM CHAPS, 0.5 mg/ml BSA, and 5 mM DTT).  
Prior to imaging, purified Rad4-Rad23 with a N-terminal 6X-Histidine tag on Rad4 was 
labeled with 655 nm streptavidin-coated quantum dots (Invitrogen, Q10123MP) via Penta-His 
antibody biotin conjugate (QIAGEN, 34440). Specifically, 1 µl of 1 µM streptavidin-coated 
quantum dots were incubated with 5 µl of 1 µM biotin-conjugated antibody at 4 ºC for 1 hour. 1 
µl of this quantum dot-antibody complex (~167 nM) was then incubated with 1 µl of His-tagged 
Rad4-Rad23 at 4 ºC for 1 hour. Finally, 2 µl of the quantum dot-labeled Rad4-Rad23 (~83 nM) 
was diluted in binding buffer to a final volume of 100 µl and injected into the flow cell at the final 
concentration of ~1.6 nM. All binding experiments, unless otherwise noted, were carried out in 
this binding buffer containing 5mM BTP-HCl pH 6.8, 75 mM NaCl, 5% glycerol, 0.74 mM 
CHAPS, 0.5 mg/ml BSA, and 5 mM DTT. 
Oblique angle fluorescence imaging was performed using a Nikon Eclipse Ti inverted 
microscope base with a Nikon 100X TIRF objective with 1.45 numerical aperture. Quantum dots 
(QDs) were excited using a 488-nm laser with a power of 1-2 mW at the back focal plane. QD 
emissions were captured on an Andor Neo sCMOS camera using Nikon Elements Ar software and 
saved as ND2 files. Exposure time was either 80 or 100 ms per frame, which resulted in frame 
rates of 10.92 or 10 fps, respectively. Particles were typically recorded for five minutes, and the 
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proteins refreshed every two hours. The positional accuracy and localization precision of the 
system have been reported previously to be ~6 nm and ~10 nm, respectively (43). 
For data analysis, each ND2 file was first exported as a time series of TIFF images using 
Nikon Elements Viewer, imported into ImageJ software (NIH), and saved as a TIFF stack. 
Kymograph of each protein particle of interest was generated by using the slice function in ImageJ 
on the image stack, over a line drawn along the trajectory of the particle. Position of the particle 
was then tracked by fitting the intensity profile of the kymograph at each time point with a one-
dimensional Gaussian in ImageJ. Positional data was transferred to Matlab (MathWorks), where 
given the pixel size (43 nm) and frame rate, a custom-written script calculated the mean squared 
displacement (MSD). To obtain diffusion coefficient D and anomalous diffusion exponent α, the 
MSD vs. time step (∆t) curve was fitted to the general model of 1D diffusion (266) 
𝑀𝑀𝑆𝑆𝐷𝐷 = 2𝐷𝐷(𝛥𝛥𝑙𝑙)𝛼𝛼      (2.1) 
The minimum criteria for reporting fitted D and α values were such that at least 10% of the entire 
diffusion trajectory was used in a fitting that produced an 𝑅𝑅2 value of 0.8 or higher.  
Several criteria were employed consistently to ensure unbiased classification of particle 
motion. First, a particle was considered to be motile if its Gaussian-fitted position displacement 
was greater than three pixels, or ~400 bp at 43 nm/pixel, whereas motions below three pixels were 
considered nonmotile. Even though this criterion did act as a constraint in scoring motile particles, 
as pointed out earlier, the positional accuracy was much higher (~30 bp). As a result, constrained 
motion may have been conservatively underestimated. To differentiate random versus constrained 
motion, the criterion arose from the examination of kymographs: random motion covered several 
thousand base-pairs before reversing direction and usually the total track length of these particles 
was great distances (10-30 kbp) along the DNA tight rope; whereas constrained motion was seen 
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an oscillatory motion around a central point, the motion in each direction being usually 500-1000 
bp. 
2.4 ATOMIC FORCE MICROSCOPY 
600 nM Rad4-Rad23 was incubated with 150 nM Fl-dT-containing (30% contour length from one 
end) DNA fragments at room temperature for 30 minutes in 0.02 µm-filtered AFM binding buffer 
(5mM BTP-HCl pH 6.8, 75 mM NaCl, 5% glycerol, and 0.74 mM CHAPS). Binding reaction was 
then diluted 50-fold in AFM deposition buffer (25 mM HEPES pH 7.5, 25 mM NaOAc, and 10 
mM Mg(OAc)2). 10 µl of the dilution was immediately deposited onto freshly cleaved mica surface 
(SPI Supplies, 1877-MB) for 30 seconds, rinsed with 1 ml of 0.02 µm-filtered H2O, and dried in a 
gentle stream of compressed nitrogen. AFM data were collected on a MultiMode V microscope 
(Bruker Corp.) with an E scanner and Pointprobe® plus noncontact silicon probes (PPP-NCL, 
Agilent Technologies) in tapping mode. Images (512 × 512 pixels) were captured at a scan rate of 
~3 Hz over areas of 1 μm × 1 μm in size using NanoScope 7 software (Bruker) and flattened. For 
bend angle analysis, AFM images were first exported as TIFF files with NanoScope 7 and then 
processed with the built-in segmented line and angle tools of ImageJ. Only DNA molecules not 
crossing itself or others, with both ends clearly visible, and internally-bound protein present were 
analyzed. Specifically, the contour of each candidate DNA molecule was traced using the 
segmented line tool in ImageJ. The total length in pixels was converted to nm using the conversion 
factor of 1000 nm = 512 pixels. Protein binding positions and total DNA contour lengths were 
measured in pixels and binding positions were then converted to percentage DNA contour length 
from the closest end, and thus always ≤ 50%. For each internal binding event, the angle tool was 
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used to quantify the degree of DNA bending by manually tracing the paths of DNA immediately 
exiting through the two sides of protein particles. This measured angle was always the smaller 
angle of the two and therefore less than or equal to 180°. DNA bend angle was then obtained by 
subtracting the measured angle from 180° to reflect bending from a straight DNA molecule. 
Intrinsic DNA bend angles at Fl-dT sites were quantified by first determining positions that are 
30% from either end of each DNA molecule with the segmented line tool, and then measuring 
bending with the angle tool at these positions for all molecules.  
2.5 CPD AND 6-4PP REPAIR KINETICS BY ANTIBODY SLOT BLOT 
S. Cerevisiae carrying WT and mutant Rad4 constructs were first grown in YPD media overnight. 
The amount of overnight culture needed was calculated and added to 50 ml YPD media such that 
the new culture had an initial reading of OD600 ~ 0.1. The culture was then grown in the dark at 
30 ºC for ~5 hours, shaking at 220 rpm, to log phase (OD600 ~ 0.8). Cells were harvested via 
centrifugation at 1,000 × 𝑙𝑙 for 5 minutes, re-suspended in 1X PBS in twice the original volume, 
transferred to plastic petri dishes in aliquots of 10 ml, and irradiated with 100 J/m2 UVC in the 
dark. For all steps carried out after UV irradiation, cells were shielded from light to minimize 
photoreactivation. Irradiated cells were first pooled, placed on ice temporarily, before collected by 
centrifugation at 1,000 × 𝑙𝑙 for 5 minutes and re-suspended in the same volume of YPD media 
without dilution. For the zero time point, an aliquot of 9 ml was taken, collected via centrifugation 
at 2,000 × 𝑙𝑙 for 5 minutes, and flash frozen in a mixture of 100% ethanol and dry ice. The 
remaining cells in YPD were allowed to recover in the dark at 30 ºC for up to five hours, shaking 
at 220 rpm. At time points 0.5, 1, 2, and 5 hours after beginning of dark recovery, aliquots of 9 ml 
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were taken from the culture, collected via centrifugation at 2,000 × 𝑙𝑙 for 5 minutes, and flash 
frozen. Genomic DNA from 9-ml cell culture aliquots taken at various time points was extracted 
with YeaStar Genomic DNA Kit (Zymo Research, D2002) and quantified with PicoGreen 
(Invitrogen, P7581) on a NanoDrop 3300 fluorospectrometer (Thermo Scientific, ND-3300).  
Antibody slot blot assays were performed as previously described (267). Genomic DNA 
samples from each time point, along with 2-fold serial dilutions of 40 J/m2 UV-irradiated λ-DNA 
as standards, were diluted 2-fold with equal volume of 2X SSC buffer (Sigma, S6639), heated at 
95 ºC for 5 minutes, and immediately placed on ice. For each recovery time point, genomic DNA 
samples were spotted in triplicates on Amersham Hybond-N+ membrane (GE Healthcare Life 
Sciences, RPN303B) with Minifold I Spot-Blot System (GE Healthcare Life Sciences, 10447850). 
Dilutions of UV-irradiated λ-DNA standards were spotted only once. Each spot contained 20 ng 
of genomic DNA, or 2-fold dilutions of UV-irradiated λ-DNA starting at 20 ng, in 100 µl volume. 
Spotted DNA samples on membrane were incubated with denaturing solution (1.5 M NaCl and 
0.5 N NaOH) for 8 minutes, followed by neutralizing solution (0.5 M Tris-HCl pH 7.0 and 1M 
NaCl) for 8 minutes. Membrane was then baked, in a sandwich between Whatman filter paper (GE 
Healthcare Life Sciences, 10447850), at 80 ºC for 2.5 hours, and blocked at room temperature in 
1X TBS containing 0.3% Tween20 (TBS-T) and 5% non-fat dry milk for one hour. UV lesions 
were probed by incubating membrane overnight with primary mouse antibodies against CPD 
(1:2,000, Kamiya Biomedical, MC-068) or 6-4pp (1:2,000, Cosmo Bio, CAC-NM-DND-002) in 
1X TBS-T at 4 ºC. Blots were washed in 1X TBS-T, incubated with HRP-conjugated anti-mouse 
secondary antibody for 1 hour at room temperature when appropriate, developed with Supersignal 
West Femto Maximum Sensitivity Substrate (Thermo Scientific, 34095), imaged on ChemiDoc 
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MP (Bio-Rad), and quantified using Image Lab software (Bio-Rad). Under these experimental 
conditions, 100 J/m2 produced ~2.6 CPD and ~1 6-4PP per 2 kbp.  
2.6 AGAROSE GEL ELECTROPHORETIC MOBILITY SHIFT ASSAY (EMSA) 
1 µM Rad4-Rad23 was incubated with equal amount of 1 µM biotinylated His-Antibody 
(QIAGEN, 34440) at 4 ºC for 1 hour. 500 nM Rad4-HisAb complex was then incubated with equal 
amount of 1 µM 705 nm streptavidin-coated quantum dots (Invitrogen, Q1063MP) at 4 ºC for 1 
hour, shielded from light. In the HisAb-QD control, 500 nM HisAb was incubated with equal 
amount of 1 µM 705 nm QD at 4 ºC for 1 hour, shielded from light. Binding reactions were carried 
out in 10 µl volumes at room temperature for 30 minutes with 10 nM 37 bp Fl-dT-containing 
dsDNA (FL37-RC37, Integrated DNA Technologies, Table 2.1) and one of the following: 200 nM 
Rad4-Rad23, 200 nM Rad4-HisAb, 167 nM Rad4-HisAb-QD, 200 nM HisAb-QD, or 200 nM QD. 
A thin 1% agarose gel was cast in ½X TBE and pre-run on ice at 80V for 30 minutes before 
samples were loaded and run on ice at 80V for 60 minutes. Gel image was scanned using a 
Typhoon 9400 Variable Mode Imager (GE Healthcare Life Sciences) set to fluorescent mode with 
excitation wavelength 488 nm, emission wavelengths 526 nm and 670 nm for detection of 
fluorescein and QD signals, respectively.  
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2.7 FLUORESCENCE ANISOTROPY 
Saturation binding experiments of increasing concentrations of Rad4-Rad23 to 7.7 nM of 50bp Fl-
dT-containing duplex DNA fragment (26F50-NDB50, Integrated DNA Technologies, Table 2.1) 
were performed on a Cary Eclipse Fluorescence Spectrophotometer (Agilent Technologies) at 37 
°C using a set of four matched quartz cuvettes in binding buffer. Embedded fluorescein was excited 
at 485 nm and its emission collected at 520 nm, with slit widths of 5 and 10 nm for excitation and 
emission, respectively. The G-factor, a sample-independent correction factor for polarization bias 
of the fluorescence detection system, was determined once at the beginning of each experiment. 
At each titration point, protein was added and the cuvette tapped for mixing. After 3 minutes of 
incubation, anisotropy measurements were made in triplicates. Final reading was reported as mean 
± standard deviation. At the end of each experiment, 5M NaCl was added to cuvette to reach 1M 
NaCl final concentration. All binding events were shown to be reversible as anisotropy returned 
to initial values upon the addition of 1 M NaCl. To obtain equilibrium dissociation constants (Kd), 
binding isotherms (anisotropy vs. protein concentration) were fitted to the following single-site 
specific binding with Hill slope model using Prism 6 (GraphPad Software): 
𝑟𝑟 = 𝑎𝑎 ∙ 𝜕𝜕𝑛𝑛
𝐾𝐾𝑑𝑑
𝑛𝑛+𝜕𝜕𝑛𝑛
+ 𝑏𝑏      (2.2) 
where r is anisotropy, a is maximum anisotropy at saturation, x is protein concentration, n is the 
Hill coefficient, Kd is the equilibrium dissociation constant, and b is the initial anisotropy without 
protein (268). Parameters n and Kd were shared across repeats of the same protein variant for global 
fitting.  
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2.8 ESTIMATION OF HYDRODYNAMIC RADII 
Radius of gyration (𝑅𝑅𝑔𝑔,𝑅𝑅𝑅𝑅𝑑𝑑4 = 3.03 𝑙𝑙𝑡𝑡) of WT Rad4-Rad23 was estimated by WinHYDROPRO 
(269). Crystal structure of the protein complex (2QSF) was imported into the software and the 
following constants were used for estimation with the ‘shell-model from atomic level’ option: 
molecular weight 𝑀𝑀𝑑𝑑 = 96.94 𝑘𝑘𝐷𝐷𝑎𝑎 , room temperature T =  298 K , viscosity of water η = 0.89 × 10−3 Pa ∙ s at room temperature (298 K). Hydrodynamic radius (𝑅𝑅𝐻𝐻) was then estimated 
through the relationship: 
𝑅𝑅𝐻𝐻,𝑅𝑅𝑅𝑅𝑑𝑑4 = 𝑅𝑅𝑔𝑔,𝑅𝑅𝑅𝑅𝑑𝑑4𝜌𝜌 = 3.91 𝑙𝑙𝑡𝑡     (2.3) 
where 𝜌𝜌 = (3
5
)1/2 for spherical molecules (270). 
An effective hydrodynamic radius of the quantum dot-labeled Rad4-Rad23 complex was 
estimated based on the combined hydrodynamic volume of a quantum dot (QD) and Rad4-Rad23 
such that: 
𝑅𝑅𝐻𝐻,𝑒𝑒𝜕𝜕𝜕𝜕 = (𝑅𝑅𝐻𝐻,𝑄𝑄𝜋𝜋6553 + 𝑅𝑅𝐻𝐻,𝑅𝑅𝑅𝑅𝑑𝑑43)1/3 = 11.65 𝑙𝑙𝑡𝑡    (2.4) 
where 𝑅𝑅𝐻𝐻,𝑄𝑄𝜋𝜋655 = 11.5 𝑙𝑙𝑡𝑡 was the hydrodynamic radius of a 655 nm SAQD (271). 
2.9 ESTIMATION OF THEORETICAL LIMIT OF DIFFUSION COEFFICIENT 




       (2.5) 
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where ξ is the friction term, kB is the Boltzmann constant and T is temperature. At room 
temperature (T =  298 K), 𝑘𝑘𝐵𝐵𝑇𝑇 = 4.11 × 10−21𝐽𝐽. For a globular protein of radius R diffusing 
linearly on DNA while tracking the helix in solution with viscosity η, the friction term ξ has been 
derived (272): 
𝜉𝜉 = 6𝜋𝜋𝜂𝜂𝑅𝑅 + � 2𝜋𝜋
10.5 𝐵𝐵𝐵𝐵�2 [8𝜋𝜋𝜂𝜂𝑅𝑅3 + 6𝜋𝜋𝜂𝜂𝑅𝑅𝑂𝑂𝑂𝑂(𝑅𝑅)2]    (2.6) 
where 1 𝐵𝐵𝐵𝐵 = 0.34 𝑙𝑙𝑡𝑡 and 𝑅𝑅𝑂𝑂𝑂𝑂 is the off-center distance from the center of mass of the protein 
to the helical axis of DNA. Using the effective hydrodynamic radius 𝑅𝑅𝐻𝐻,𝑒𝑒𝜕𝜕𝜕𝜕 = 𝑅𝑅 as calculated 
above, under the idealization that the sphere was offset from the DNA helical axis by the radius of 
DNA (𝑟𝑟𝜋𝜋𝑁𝑁𝐷𝐷 = 1 𝑙𝑙𝑡𝑡) such that 𝑅𝑅𝑂𝑂𝑂𝑂 = 𝑅𝑅𝐻𝐻,𝑒𝑒𝜕𝜕𝜕𝜕 + 𝑟𝑟𝜋𝜋𝑁𝑁𝐷𝐷 = 12.65 𝑙𝑙𝑡𝑡, we obtained the theoretical 




10.5 𝐵𝐵𝐵𝐵�2[8𝜋𝜋𝜂𝜂𝑅𝑅3+6𝜋𝜋𝜂𝜂𝑅𝑅𝑂𝑂𝑂𝑂(𝑅𝑅)2] = 0.0199 𝜇𝜇𝑡𝑡2/𝑠𝑠   (2.7) 
2.10 CALCULATION OF ENERGY BARRIER TO FREE DIFFUSION 
The energy barrier to free diffusion can be calculated by using the measured and theoretical 
diffusion coefficients 𝐷𝐷 and the Arrhenius relation (219,247): 
𝑘𝑘 = 𝑙𝑙−𝐸𝐸/𝑘𝑘𝐵𝐵𝑇𝑇       (2.8) 
where 𝑘𝑘 is the stepping rate in units of steps/s and related to 𝐷𝐷 such that  
𝑘𝑘 = 2𝐷𝐷/𝑙𝑙2       (2.9) 
where 𝑙𝑙 is the step size, assumed to be a single base pair. Therefore, the barrier to free diffusion is: 
∆𝛥𝛥 = ln � 𝑘𝑘𝑙𝑙𝑙𝑙𝑙𝑙
𝑘𝑘𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
� = ln � 𝜋𝜋𝑙𝑙𝑙𝑙𝑙𝑙
𝜋𝜋𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
� ∙ 𝑘𝑘𝐵𝐵𝑇𝑇     (2.10) 
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where Dlim is the theoretical limit to diffusion coefficient as calculated above, and Dexpt is the 
experimental measurement. Using the equation above and experimental values for diffusion 
coefficients of constrained and random Rad4-Rad23 WT on UV irradiated λ-DNA, 0.0040 ±0.0013 𝜇𝜇𝑡𝑡2/𝑠𝑠 and 0.0138 ± 0.0033 𝜇𝜇𝑡𝑡2/𝑠𝑠 respectively, we calculated that energy barriers to 
free diffusion for constrained and random movers were 
∆𝛥𝛥𝜕𝜕𝑐𝑐𝑛𝑛𝑐𝑐 = 1.60 ± 0.32 𝑘𝑘𝐵𝐵𝑇𝑇      (2.11) 
∆𝛥𝛥𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑 = 0.37 ± 0.24 𝑘𝑘𝐵𝐵𝑇𝑇      (2.12) 
2.11 ESTIMATION OF RESIDENCE TIME AT EACH BASE PAIR 
The dwell time (𝜏𝜏𝑏𝑏𝑏𝑏) of Rad4-Rad23 at each base pair during linear diffusion was estimated as the 
inverse of the stepping rate 
𝜏𝜏𝑏𝑏𝑏𝑏 = 1𝑘𝑘 = 12𝜋𝜋/𝑙𝑙2 = 𝑙𝑙2/2𝐷𝐷      (2.13) 
For constrained motion, 𝜏𝜏𝑏𝑏𝑏𝑏 ≅ 15 𝜇𝜇𝑠𝑠. For random diffusion, 𝜏𝜏𝑏𝑏𝑏𝑏 ≅ 4 𝜇𝜇𝑠𝑠. This microsecond time 
scale of Rad4 residence time per site was largely consistent with that of various other proteins 
undergoing one-dimensional diffusion on DNA and indeed much slower than the expected 
undamaged DNA opening times of Rad4, estimated to be much longer than 5-10 ms (199). 
2.12 ESTIMATION OF MINIMUM TARGET SITE ENERGY 
Given the genome size M, the minimum energy requirement at target site (𝛥𝛥0 ) for efficient 
recognition is given by (226) 
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𝛥𝛥0 = √2 ln𝑀𝑀  𝑘𝑘𝐵𝐵𝑇𝑇      (2.14) 
For yeast genome 𝑀𝑀 = 1.21 × 107𝑏𝑏𝑏𝑏 (273), 𝛥𝛥0 = 5.71 𝑘𝑘𝐵𝐵𝑇𝑇. 
2.13 ESTIMATION OF GENOME SEARCH TIME 
Diffusion coefficients of unlabeled Rad4-Rad23 can be predicted using the Arrhenius equation 
and the energy barrier calculations from above (266). Specifically: 
𝐷𝐷𝑅𝑅𝑅𝑅𝑑𝑑4,𝜕𝜕𝑐𝑐𝑛𝑛𝑐𝑐 = 𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙 ∙ 𝑙𝑙−∆𝐸𝐸𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐𝑘𝑘𝐵𝐵𝑇𝑇 = 0.091 ± 0.030 𝜇𝜇𝑡𝑡2/𝑠𝑠   (2.15) 
𝐷𝐷𝑅𝑅𝑅𝑅𝑑𝑑4,𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑 = 𝐷𝐷𝑙𝑙𝑙𝑙𝑙𝑙 ∙ 𝑙𝑙−∆𝐸𝐸𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑𝑘𝑘𝐵𝐵𝑇𝑇 = 0.312 ± 0.076 𝜇𝜇𝑡𝑡2/𝑠𝑠   (2.16) 
Whereas the search range (ℛ) for each encounter of Rad4 with DNA can also be estimated 
as ℛ = �16𝜋𝜋𝜕𝜕
𝜋𝜋𝑙𝑙2
 where 𝑙𝑙 is a single base pair and 𝑙𝑙 is the time of encounter (274), or lifetime of Rad4-
Rad23 on DNA (Figure B.5).  
ℛ𝑅𝑅𝑅𝑅𝑑𝑑4,𝜕𝜕𝑐𝑐𝑛𝑛𝑐𝑐 = (5.5 ± 1.0) × 103𝑏𝑏𝑏𝑏     (2.17) 
ℛ𝑅𝑅𝑅𝑅𝑑𝑑4,𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑 = (2.79 ± 0.45) × 104𝑏𝑏𝑏𝑏    (2.18) 
Knowing the yeast genome size and that there are ~870 copies of Rad4 per cell (192), we 
can calculate the least number of encounters required such that the total diffusion range covers the 
entire genome (266). Assuming distribution of motion types similar to that observed from WT 
protein on UV irradiated λ-DNA: # 𝑙𝑙𝑙𝑙𝑐𝑐𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑠𝑠 = 1.2×107𝑏𝑏𝑏𝑏# 𝑅𝑅𝑅𝑅𝑑𝑑4 ∙�%𝜕𝜕𝑐𝑐𝑛𝑛𝑐𝑐𝜕𝜕𝑟𝑟𝑅𝑅𝑙𝑙𝑛𝑛𝑒𝑒𝑑𝑑 ×ℛ𝑅𝑅𝑅𝑅𝑑𝑑4,𝑐𝑐𝑐𝑐𝑛𝑛𝑐𝑐+%𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑𝑐𝑐𝑙𝑙×ℛ𝑅𝑅𝑅𝑅𝑑𝑑4,𝑟𝑟𝑅𝑅𝑛𝑛𝑑𝑑� = 2.22 ± 0.29  (2.19) 
Therefore, the fastest possible time needed to search the entire genome of yeast is 
𝑙𝑙𝑡𝑡𝑡𝑡𝑙𝑙 𝑟𝑟𝑙𝑙𝑟𝑟𝑒𝑒𝑡𝑡𝑟𝑟𝑙𝑙𝑑𝑑 = # 𝑙𝑙𝑙𝑙𝑐𝑐𝑒𝑒𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑠𝑠 × 𝜕𝜕𝑙𝑙𝑙𝑙𝑒𝑒
𝑒𝑒𝑛𝑛𝜕𝜕𝑐𝑐𝑒𝑒𝑛𝑛𝜕𝜕𝑒𝑒𝑟𝑟
= 145 ± 35 𝑠𝑠𝑙𝑙𝑐𝑐   (2.20) 
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or roughly two to three minutes.  
2.14 RAD4 MUTANT STRAIN CONSTRUCTION, UV SURVIVAL 
MEASUREMENTS, AND WESTERN BLOTTING 
RAD4 deletion mutants were generated in yeast using the CRISPR-Cas9 system, as described 
previously (275). Briefly, wild-type yeast strains (RAD4 or RAD4-3×FLAG) were transformed 
with two plasmids, pT022 and pT040-RAD4, to generate double strand breaks at the RAD4 gene 
that were repaired using oligonucleotide templates containing the desired Rad4 deletions (e.g., 
rad4 Δ599-605). pT022 expresses the Cas9 endonuclease and contains the LEU2 selection marker. 
pT040-RAD4 harbors the URA3 selection marker and expresses a single guide-RNA (sgRNA) that 
targeted the Cas9 endonuclease to the yeast RAD4 gene to generate a DNA double strand break. 
By providing donor DNA (double stranded oligonucleotides, see Table B.2) containing Rad4 
deletions, the targeted rad4 mutations were introduced into the chromosomal RAD4 locus by 
homologous recombination. RAD4 deletion mutants were confirmed by PCR amplification of 
isolated genomic DNA and verified by DNA sequencing. The pT022 and pT040-RAD4 plasmids 
were removed from the rad4 mutant strains by screening on plates lacking Leucine and 5-
Fluoroorotic acid (FOA) counter selection. 
To measure UV sensitivity, yeast cells were grown to mid-log phase in YPD (OD600 ≈ 0.8). 
Each culture was serially diluted, spotted on YPD plates, and irradiated with UV light (254 nm) at 
the indicated UV doses. Plates were immediately wrapped with aluminum foil after UV treatment 
and incubated at 30˚C for ~72 hr. For the quantitative UV survival assay, yeast cells were spread 
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on YPD plates and then irradiated with UV light at the indicated doses. Plates were incubated in 
the dark at 30˚C prior to colony counting to determine the percentage of viable colonies.  
To assess Rad4 protein level in each yeast strain, yeast whole cell extracts were prepared 
from 5 ml of yeast culture. Cells are incubated in 0.1 M NaOH for 5 min at room temperature, 
followed by boiling cells in 100 μl of 1× SDS-PAGE sample buffer for 7 min. After centrifugation, 
different volumes (3, 6, and 9 μl) of the supernatant for each strain were loaded in an 8% SDS gel. 
The presence of FLAG-tagged Rad4 protein was detected using anti-FLAG antibody (M2, Sigma). 
Tubulin was also probed with anti-tubulin antibody (Santa Cruz Biotech) as the loading control.    
2.15 CPD REPAIR KINETICS BY T4 ENDO V DIGESTION 
Exponentially growing yeast cells carrying WT and mutant Rad4 constructs were irradiated with 
50 J/m2 UVC and then repaired for 60 or 120 minutes. Genomic DNA was isolated and digested 
with CPD-specific T4 endo V to generate single strand breaks at CPD sites. DNA was then 
separated on a 1.2% alkaline agarose gel and fragmented DNA was detected with SYBR Gold 
(276). DNA signal was scanned with a Typhoon FLA 7000 laser scanner (GE Healthcare Life 
Sciences), and repair was analyzed using ImageQuant software (GE Healthcare Life Sciences). 
Under these experimental conditions, 50 J/m2 produced 1 CPD per 4 kbp.  
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2.16 ESTIMATION OF RATE OF PHOTOPRODUCT REMOVAL 
Rates of photoproduct removal by WT Rad4-Rad23 can be calculated from estimated lesion 
frequency (1 CPD/4 kbp under 50 J/m2 in T4 Endo V digestion assays, ~2.6 CPD and ~1 6-4PP 
per 2 kbp under 100 J/m2 in antibody slot blot assays) based on the copy number of Rad4-Rad23 
(~870/cell) (192) and  T1/2 (times to accomplish 50% repair).  
𝑅𝑅𝑎𝑎𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓 𝐵𝐵ℎ𝑒𝑒𝑙𝑙𝑒𝑒𝑏𝑏𝑟𝑟𝑒𝑒𝑑𝑑𝑒𝑒𝑐𝑐𝑙𝑙 𝑅𝑅𝑙𝑙𝑡𝑡𝑒𝑒𝑅𝑅𝑎𝑎𝑙𝑙 = 𝐿𝐿𝑒𝑒𝑐𝑐𝑙𝑙𝑐𝑐𝑛𝑛 𝐹𝐹𝑟𝑟𝑒𝑒𝐹𝐹𝑒𝑒𝑒𝑒𝑛𝑛𝜕𝜕𝐹𝐹 × 𝐹𝐹𝑒𝑒𝑅𝑅𝑐𝑐𝜕𝜕 𝑔𝑔𝑒𝑒𝑛𝑛𝑐𝑐𝑙𝑙𝑒𝑒 𝑐𝑐𝑙𝑙𝑠𝑠𝑒𝑒
2 × 𝑅𝑅𝑅𝑅𝑑𝑑4 𝜕𝜕𝑐𝑐𝑏𝑏𝐹𝐹 𝑛𝑛𝑒𝑒𝑙𝑙𝑒𝑒𝑟𝑟 × 𝑇𝑇1/2    (2.21) 
From T4 Endo V digestion assays 
𝑅𝑅𝑎𝑎𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓 𝐶𝐶𝐵𝐵𝐷𝐷 𝑅𝑅𝑙𝑙𝑡𝑡𝑒𝑒𝑅𝑅𝑎𝑎𝑙𝑙 ~ 1.6 𝐶𝐶𝐵𝐵𝐷𝐷𝑠𝑠/𝑅𝑅𝑎𝑎𝑑𝑑4/ℎ𝑒𝑒𝑒𝑒𝑟𝑟    (2.22) 
From antibody slot blot assays: 
𝑅𝑅𝑎𝑎𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓 𝐶𝐶𝐵𝐵𝐷𝐷 𝑅𝑅𝑙𝑙𝑡𝑡𝑒𝑒𝑅𝑅𝑎𝑎𝑙𝑙 ~ 3 𝐶𝐶𝐵𝐵𝐷𝐷𝑠𝑠/𝑅𝑅𝑎𝑎𝑑𝑑4/ℎ𝑒𝑒𝑒𝑒𝑟𝑟    (2.23) 
𝑅𝑅𝑎𝑎𝑙𝑙𝑙𝑙 𝑒𝑒𝑓𝑓 64𝐵𝐵𝐵𝐵 𝑅𝑅𝑙𝑙𝑡𝑡𝑒𝑒𝑅𝑅𝑎𝑎𝑙𝑙 ~ 3.6 64𝐵𝐵𝐵𝐵𝑠𝑠/𝑅𝑅𝑎𝑎𝑑𝑑4/ℎ𝑒𝑒𝑒𝑒𝑟𝑟   (2.24) 
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Name Sequence Vendor 
Displacer 1 ATTTGACTCC IDT 
Displacer 2 CATGGACTCGCTGCAG IDT 
Displacer 3 GAATGACTCGG IDT 
FL37 CCGAGTCATTCCTGCAGCGAGTCCATGGGAGTCAAAT IDT 
CPD37 CCGAGTCATxTCCTGCAGCGAGTCCATGGGAGTCAAAT TriLink 
RC37 ATTTGACTCCCATGGACTCGCTGCAGGAATGACTCGG IDT 
26F50 GACTACGTACTGTTACGGCTCCATCTCTACCGCAATCAGGCCAGATCTGC IDT 
NDB50 GCAGATCTGGCCTGATTGCGGTAGAGATGGAGCCGTAACAGTACGTAGTC IDT 
 
Table 2.1: Oligonucleotides used for constructing defined-lesion substrates, as well as performing EMSA and fluorescence anisotropy 
experiments.  
 
T = fluorescein-attached to the 5-position of the thymine ring with a 6-carbon spacer 
TxT = Cys-Syn thymidine dimer 
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3.0  RESULTS2 
The Saccharomyces cerevisiae Rad4-Rad23 complex is homologous to the human XPC-RAD23B, 
sharing structural and functional similarities (60,86). An X-ray crystal structure of Rad4-Rad23 
bound to a 24-base pair duplex DNA harboring a CPD-containing mismatch lesion reveals that 
Rad4 consists of a transglutaminase homology domain (TGD) and three β-hairpin domains (BHD 
1 – 3, Figure 3.1) (88). β-hairpin 3 of BHD3 (hereafter β-hairpin 3) is inserted into the DNA double 
helix at the lesion site. While the BHD2-BHD3 groove holds the two nucleotides displaced from 
the undamaged strand opposite the lesion, the CPD is flipped out of the helix and away from the 
protein. Finally the DNA duplex shows a kink of ~42°, similar to that resulting from binding of 
XPC-RAD23B to a cholesterol moiety in DNA, as measured by scanning force microscopy (277). 
Because of the lack of direct contact with the lesion by Rad4, Rad4 (XPC) is proposed to indirectly 
recognize locally destabilized duplex DNA by probing the two strands’ propensity to open, which 
allows insertion of β-hairpin 3 (88). This hypothesis provides a working model for how Rad4 
(XPC) recognizes chemically and structurally diverse DNA damage in vitro, such as a cholesterol-
modified nucleotide, 6-4PP, cisplatin 1,3-d(GTG) intrastrand adduct, C8-dG acetylaminofluorene, 
and 5R-thymine glycol (76,78,82,84,193,278). Previous studies on domain deletions and mutated 
                                                 
2 This chapter is adapted with permission from the following published manuscript: Kong, M., Liu, L., 
Chen, X., Driscoll K.I., Mao, P., Böhm, S., Kad, N.M., Watkins, S.C., Bernstein, K.A., Wyrick, J.J., Min, 
J.H., and Van Houten, B. (2016) Single-Molecule Imaging Reveals that Rad4 Employs a Dynamic DNA 
Damage Recognition Process. Molecular Cell, 64, 376-387. 
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XPC constructs employing bulk biochemical binding assays and a fluorescence-based cellular 
method suggest a two-stage damage recognition model. In this model, XPC uses the 
BHD1/BHD2/β-turn interface to conduct a sliding search for DNA damage, followed by the more 
energetically costly β-hairpin insertion (264). This model is consistent with the kinetic gating 
mechanism of damage recognition, proposed by Min and co-workers (199).  
 
Figure 3.1: Co-crystal structure of Rad4-Rad23 with CPD-mismatch-containing DNA (PDB: 2QSG). 
TGD domain and β-hairpin domains 1 and 2 or Rad4, as well as Rad23, are shown in gray, β-hairpin 
domains 3 in blue, with β-hairpin 3 in red. Residues 599-605 are shown in pink spheres. Adapted with 
permission from (279).  
 
 
From the perspective of protein-DNA interactions, DNA damage recognition provides a 
unique example of the ‘speed-stability paradox’: a protein searching for target DNA sites needs to 
accomplish overall fast searching through a relatively smooth diffusion energy landscape while 
also achieving stable formation of a protein-DNA complex at the target site (deep local energy 
well) (218,226). We used a single-molecule DNA tightrope assay (219) and atomic force 
microscopy (AFM) (43,44) to (1) directly test the two-stage damage recognition model; (2) 
visualize how Rad4 searches for DNA damage; and (3) explore the specific role of BHD3. Using 
different DNA lesions and protein variants, we provide a model for how Rad4 utilizes different 
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structural domains to achieve damage recognition in a dynamic process. Rad4 first performs a fast 
initial quality check on DNA for damage detection through random diffusion and DNA bending 
by BHD1 and BHD2. Initial damage encounter likely triggers a protein conformational change 
such that it enters a more rigorous damage recognition mode characterized by constrained motion 
with a steeper energy landscape. This constrained motion, or ‘recognition-at-a-distance,’ helps to 
reconcile the apparent lack of specificity of Rad4 for CPDs in vitro (194) with its essential role of 
CPD repair in vivo (280). Finally, in a lesion and sequence specific manner, damage recognition 
is achieved, leading to nonmotile long-lived Rad4-DNA complexes. 
3.1 RAD4-RAD23 UTILIZES A COMBINATION OF 3D AND 1D APPROACHES TO 
SEARCH FOR DAMAGE ON DNA 
To directly visualize the Rad4-Rad23 search process, we performed single-molecule tightrope 
assays (43,219) using N-terminally histidine-tagged Rad4 labeled with streptavidin-conjugated 
quantum dots (SAQD) through biotinylated anti-histidine-tag antibody (HisAb) (Figure 3.2 and 
Figure B.1). The wildtype (WT) Rad4-Rad23 used here is essentially the same as that in crystal 
structures (Figure 3.1), spanning all four DNA-interacting domains of Rad4 (His-scRad4 101-632) 
and all Rad23 domains except for an internal UBA1 domain (Rad23 1-398_∆135-299). This WT 
complex exhibits DNA binding behavior similar to the full-length Rad4-Rad23 complex in 
electrophoretic mobility shift assays (EMSAs) (88). DNA tightropes were suspended between 5 
µm poly-L-lysine coated silica beads deposited randomly on a PEGylated coverslip via 
hydrodynamic flow using a syringe pump. SAQD-labeled Rad4-Rad23 was injected into the flow 
cell in the presence of DNA tightropes and observations were started immediately after flow was 
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stopped. For experiments performed with UV-irradiated λ-DNA containing on average one 
photoproduct per 2,200 bp, we detected consistent binding of Rad4-Rad23 to DNA throughout the 
flow cell. Over a period of ~2 hours, both motile and nonmotile complexes were observed. While 
some particles dissociated, we saw few arrivals during recording. This indicates that Rad4-Rad23 
has a rapid on-rate through the initial 3D diffusion process, followed by 1D diffusion on DNA.  
 
Figure 3.2: Schematics of flow cell and protein conjugation strategy.  
Top: 5 µm diameter poly-L-lysine coated silica beads (blue) are deposited on polyethylene glycol treated 
coverslip (gray). DNA (black) is elongated and strung up across beads by flow. Bottom: His-tagged Rad4-
Rad23 (yellow, pink, cyan, and blue) is labeled with streptavidin (red)-coated quantum dot (SAQD, green) 





Figure 3.3: Representative kymographs.  
Top: nonmotile, middle: random diffusion, and bottom: constrained motion particles. Scale bars in middle 
panel apply to all three kymographs. Adapted with permission from (279).  
 
 
Closer examination of kymographs obtained from single particle tracking of labeled Rad4-
Rad23 on DNA tightropes revealed three distinct classes of protein complex movement: nonmotile 
(Figure 3.3 top), random diffusion (Figure 3.3 middle), and constrained motion (Figure 3.3 bottom). 
Nonmotile particles showed no discernable movement along the trajectory of DNA (three pixels, 
~500 bp, see 2.3 above) throughout the five-minute recording window. Randomly diffusing 
particles exhibited increasing displacement from starting positions over time; approximately 5 kbp 
or larger. Finally, constrained particles oscillated around certain positions on DNA and appeared 
restricted within ~1-2 kbp in total end-to-end displacement. On UV-irradiated λ-DNA (at 20 J/m2), 
59 ± 5% of all observed WT Rad4-Rad23 particles (n = 194) were nonmotile, 25 ± 6% diffused 
randomly, and 16 ± 4% underwent constrained motion (Figure 3.4).  
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Figure 3.4: Bar graph of fractions of each observed motion type on UV-irradiated λ-DNA.  
λ-DNA was irradiated with 20 J/m2 (black bars) or 40J/m2 (white bars) UV light (p = 0.0026, X2 test). All 
bar graph data in this study are represented as weighted means ± weighted standard deviations over four to 
five independent experimental days. (Statistical significance *: p ≤ 0.05, **: p ≤ 0.01, ***: p ≤ 0.001, ****: 
p ≤ 0.0001) Adapted with permission from (279).  
 
3.2 SLIDING IS THE MAIN COMPONENT OF OBSERVED 1D DIFFUSION OF 
RAD4-RAD23 
Among the various modes of possible protein-DNA interactions, both sliding and hopping along 
DNA are perceived as 1D diffusion. However, their mechanisms are fundamentally different. 
Proteins undergoing 1D sliding maintain contacts with DNA continuously through a corkscrew 
motion along the helical path. In contrast, hopping involves microscopic dissociation from and 
rebinding to the same piece of DNA, without macro-dissociating into solution (225,281). During 
periods of microscopic dissociation, proteins are removed just far enough from DNA such that 
cations can re-condensate onto the phosphate backbone of DNA (282). Since stronger electrostatic 
screening negatively affects affinities of nonspecific binding events, diffusion by sliding should 
be relatively insensitive to changes in salt concentrations, while hopping particles are expected to 
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show an increase in their diffusion coefficients (D) as the distances between hops grow under 
higher salt conditions (222,247). Thus to differentiate between the two mechanisms, we repeated 
experiments with WT proteins on 20 J/m2 UV-irradiated λ-DNA at 100 mM and 150 mM NaCl (n 
= 172 and 169, respectively), compared with 75 mM NaCl. Across three salt conditions, nonmotile 
fractions remained similar (~60%, Figure 3.5). Additionally, distributions of log10D (see 2.3) of 
over 90% of all motile particles, random and constrained, were normal with similar means and 
standard deviations in all three salt conditions (Figure 3.6). The apparent insensitivity of diffusion 
coefficients to higher ionic strengths therefore indicates that under these salt concentrations (75-
150 mM NaCl), the majority (>90%) of all motile Rad4-Rad23 slide as they 1D diffuse along 
DNA. Interestingly, we also observed that at 150 mM NaCl, the number of particles possessing 
the highest diffusion coefficients (D ~ 0.1 µm2/s) increased by ~10% of the total (n = 65, Figure 
3.6 bottom) compared to results seen in 75 and 100 mM NaCl.  
 
Figure 3.5: Distributions of observed motion types at different salt concentrations.  




To investigate the diffusion nature in more detail, we analyzed the anomalous diffusion 
exponent α for all motile particles (see 2.3). α is expected to be ~ 1 for randomly diffusing particles 
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and < 1 for constrained particles. These analyses show that the fraction of particles undergoing 
constrained motion increased with more physiological salt concentrations (Figure 3.5). Increasing 
ionic strength to 150 mM NaCl resulted in an increased population that exhibited α < 1 (Figure 3.6 
bottom). Finally, comparing relationships between anomalous diffusion exponent α and diffusion 
coefficient D across three salt concentrations (Figure 3.6), the fast diffusers (D ~ 0.1 µm2/s) seen 
at 150 mM NaCl appear to have arisen from the random diffusion population (Figure 3.6 bottom). 
Taken together, these data support the hypothesis that particles undergoing constrained motion are 
indeed sliding on DNA; their behavior remained relatively unchanged when challenged with 
higher salt. On the other hand, we cannot exclude the possibility that some randomly diffusing 
particles may undergo hopping at higher salt concentrations. 
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Figure 3.6: Anomalous diffusion exponent (α) vs. diffusion coefficient (log10D) of Rad4-Rad23 
diffusing at different salt concentrations. 
Random (filled circles) and constrained (empty circles) particles at 75 mM (top), 100 mM (middle), and 
150 mM (bottom) NaCl. Distributions of diffusion coefficients log10D and anomalous diffusion exponents 
α are plotted above and to the right of each scatter plot, respectively. Adapted with permission from (279).  
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3.3 RAD4-RAD23 EXHIBITS LESION-SPECIFIC DAMAGE RECOGNITION 
It is interesting to note that ~60% of WT Rad4 observed on UV-irradiated λ-DNA were nonmotile 
(Figure 3.4, black bars). Increasing the UV dose two-fold increased the percentage of nonmotile 
particles and decreased random movers (Figure 3.4, white bars). UV irradiation induces a mixture 
of CPDs and 6-4PPs at about a 3:1 ratio (283). Rad4-Rad23 binds poorly to CPDs in vitro, while 
possessing an order of magnitude higher affinity toward the helix-distorting 6-4PPs (194). We thus 
characterized the Rad4-Rad23 behavior on DNA substrates that harbor one type of DNA lesion in 
the same repeating sequence context. To this end, we made long DNA-damage arrays by tandemly 
ligating multiple linearized plasmids, each contained either one CPD or one fluorescein-modified 
deoxythymidine (Fl-dT) per 2,030 bp, as previously described (43). Rad4 binds tightly to Fl-dT 
(196), making it a model substrate with high specificity (Figure B.2 top). As expected, SAQD-
labeled Rad4-Rad23 formed arrays of nonmotile complexes when introduced into flow cells in the 
presence of Fl-dT DNA tightropes (Figure 3.7), with inter-particle spacing being integer-multiples 
of 2 kbp (Figure B.3). Overall, 80 ± 18% of all Rad4-Rad23 particles on Fl-dT DNA were 
nonmotile, while random and constrained movers represented 12 ± 11% and 8 ± 12%, respectively 
(Figure 3.9, n = 211). In comparison, the nonmotile Rad4-Rad23 population was reduced by 2-
fold to 42 ± 10% on CPD-containing DNA damage arrays (n = 106). The fraction of random 
movers on CPD substrates remained at 14 ± 6%, whereas that of constrained particles increased 
more than five-fold to 44 ± 4% compared to Fl-dT (Figure 3.8). In contrast, Rad4-Rad23 behavior 
on undamaged DNA was statistically different from that on CPD arrays (Figure 3.9, p = 0.0187, 
X2 test) and important differences were noted in motion types: more particles (26 ± 12%) diffused 
randomly and less (27 ± 8%) underwent constrained motion on undamaged DNA as compared to 
CPDs (Figure 3.9). These results suggest that constrained motion is directly due to recognition of 
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CPDs. Furthermore, only 6% of all particles on DNA bound at two positions on undamaged DNA 
tightropes; over 55% and 41% of particles bound to Fl-dT- and CPD-containing substrates at 
regular intervals consistent with inter-lesion distance of 2 kbp (Figure B.3). The presence of Rad4-
Rad23 arrays on CPD substrates and the lack thereof on undamaged DNA argue that, in our 
tightrope setup, the protein senses the relatively minor helical distortion caused by this lesion.  
 
Figure 3.7: Single frame (top) and kymograph (bottom) of quantum dot-labeled Rad4-Rad23 
particles assembled in an array on Fl-dT-containing DNA.  




Figure 3.8: Single frame (top) and kymograph (bottom) of quantum dot-labeled Rad4-Rad23 
particles assembled in an array on CPD-containing DNA. 
Rad4-Rad23 particles are indicated by white arrows. A black semi-circle was added in the lower left corner 





Figure 3.9: Distributions of motion types of WT Rad4-Rad23 observed on DNA damage arrays. 
Lesion-dependent behavior of WT Rad4-Rad23 on DNA damage arrays (Fl-dT – green, CPD – orange, 
undamaged DNA – purple, 20 J/m2 UV-irradiated λ-DNA – gray). Adapted with permission from (279).  
 
3.4 TRUNCATIONS IN THE β-HAIRPIN DOMAIN 3 (BHD3) OF RAD4 INCREASE 
CONSTRAINED MOTION 
Co-crystal structure of Rad4-Rad23 bound to model DNA lesions show that the tip of β-hairpin 3 
of Rad4 inserts into the DNA duplex at the lesion site, suggesting that this structural component is 
important for DNA damage recognition (Figure 3.1). Previous EMSAs have also demonstrated 
that deletions of the β-hairpin tip (∆β-hairpin3, His-scRad4 101-632_∆599-606) or β-hairpin 
domain 3 (∆BHD3, His-scRad4 101-540) abolished lesion-specific binding of Rad4-Rad23 
(88,199). We further investigated the role of the β-hairpin 3 motif in Rad4’s lesion recognition by 
examining the diffusion behavior of ∆β-hairpin3 (β-hairpin 3 tip deletion, His-scRad4 101-
632_∆599-606) and ΔBHD3 (β-hairpin 3 domain deletion, His-scRad4 101-540) (Figure 3.1) on 
UV-irradiated λ-DNA. Both mutants showed a decrease in nonmotile particles (30-40%) compared 
to WT (~60%, Figure 3.10). An overall upward trend in the random diffusion population also 
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corresponded to the increasing loss of residues within BHD3 in these two mutants (25% for WT, 
33% for ∆β-hairpin3, and 39% for ΔBHD3; Figure 3.10). The population shift towards faster 
random diffusion for the ΔBHD3 mutant is also reflected in plots of anomalous diffusion 
exponents versus diffusion coefficients (Figure 3.11). Interestingly, the fraction of ∆β-hairpin3 
undergoing constrained motion is almost double of WT or ΔBHD3. 
 
Figure 3.10: Distributions of observed motion types from Rad4 WT and mutants.  
Adapted with permission from (279).  
 
 
X2 analysis of WT and both mutants shows that distributions of motion types were indeed 
affected by deletions of the damage-sensing β-hairpin 3 (p < 0.0001, Figure 3.10). Histograms of 
diffusion coefficients and anomalous diffusion exponents from all motile particles also show that 
while the ∆β-hairpin3 diffusion coefficient was similar to WT, deletion of the full domain (ΔBHD3) 
caused ~25% of complexes to diffuse significantly faster (Figure B.4). Finally, as compared to 
WT, both ∆β-hairpin3 and ΔBHD3 mutants appear to be more prone to dissociation (15%, 24%, 
31%, respectively, Figure 3.12). However, at low particle counts, neither dissociation kinetics nor 
mean lifetimes of the dissociating proteins were significantly different across three protein variants, 
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shown by Mantel-Cox log-rank test of survival curves (Figure 3.13, p > 0.5) and one-way ANOVA 
of off-rates obtained from single-exponential fitting of lifetime histograms (Figure 0.5, p > 0.2).  
 
Figure 3.11: Anomalous diffusion exponent (α) vs. diffusion coefficient (log10D) of Rad4-Rad23 WT 
and mutants diffusing on UV-irradiated λ-DNA. 
Random (filled circles) and constrained (empty circles) particles of WT (top), Δβ-hairpin3 (middle), and 
ΔBHD3 (bottom) on 20 J/m2 UV-irradiated λ-DNA. Adapted with permission from (279).  
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Figure 3.12: Dissociating particles as fractions of total particles observed increase with larger 
deletions in Rad4 BHD3 sequence.  
Adapted with permission from (279).  
 
 
Figure 3.13: Cumulative residence time distribution (CRTD) plot of lifetimes of Rad4 WT and 
mutants that dissociated during observation.  
Adapted with permission from (279).  
 
 
Further analysis of these protein variants on DNA damage arrays revealed distinct behavior 
of the deletion mutants compared to WT on Fl-dT substrates (Figure 3.14 top, p < 0.01, X2 test). 
While ∆β-hairpin3 behaved similarly to WT on CPD substrates, ΔBHD3 showed significant 
increase in constrained motion (Figure 3.14 bottom, p < 0.05, X2 test).  
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Figure 3.14: Distributions of motion types of WT, Δβ-hairpin3, and ΔBHD3 observed on DNA 
damage arrays.  
Top: Fl-dT-containing substrates (WT – red, Δβ-hairpin3 – green, ΔBHD3 – blue). Bottom: CPD-containing 
substrates (WT – pink, Δβ-hairpin3 – mint, ΔBHD3 – lavender). WT data reproduced from Figure 3.9. 
Adapted with permission from (279).  
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3.5 RAD4 VARIANT LACKING β-HAIRPIN DOMAIN 3 (ΔBHD3) IS CAPABLE OF 
SPECIFIC BINDING AND DNA BENDING TO FL-dT-CONTAINING DNA 
FRAGMENTS 
The co-crystal of DNA-bound Rad4-Rad23 indicates that DNA binding by WT causes a kink in 
the DNA of about 42° (Figure 3.1) (88). Having shown that the ΔBHD3 variant forms stable 
complexes on UV-irradiated λ-DNA tightropes and binds to Fl-dT-containing a short DNA 
fragment in fluorescence anisotropy experiments (Figure B.2 and Table B.1), we asked if DNA 
bending is also a feature of binding by this mutant. Using AFM we studied the bending of a 538-
bp dsDNA fragment that contains a Fl-dT lesion at 30% of the contour length from one end (Figure 
3.15). Naked DNA was bent by only 4 ± 32° (n = 245, Figure B.6), whereas we observed that WT 
specifically bound at 32 ± 13% contour length (n = 335, Figure 3.16 top) bent the DNA 43 ± 24° 
(n = 189, Figure 3.16 bottom); remarkably similar to specifically bound ΔBHD3 (31 ± 10% contour 
length, n = 148, Figure 3.17 top) which bent DNA 36.5 ± 29.1° (n = 101, Figure 3.17 bottom). 
Lastly, consistent with our previous report on WT protein binding to undamaged DNA fragments 
(199), both WT and ∆BHD3 induced bending in DNA even when not specifically bound to the Fl-
dT lesion (white bars, Figure 3.16 bottom and Figure 3.17 bottom). 
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Figure 3.15: Representative AFM image of ∆BHD3 bound to Fl-dT-containing DNA fragments.  







Figure 3.16: Distributions of WT binding positions and bend angles.  
Top: Histogram and Gaussian fitting (red curve) of WT binding positions (32 ± 13%, n = 335) on DNA 
fragment in terms of percentage of total contour length measured from one end. 
Bottom: Histogram of DNA bend angles at all internal WT binding sites (white, n = 335). Histogram (blue) 
and Gaussian fitting (red curve) of DNA bend angles (43 ± 24°, n = 189) at WT proteins specifically bound 
between 20% and 40%.  




Figure 3.17: Distributions of ∆BHD3 binding positions and bend angles.  
Top: Histogram and Gaussian fitting (red curve) of ∆BHD3 binding positions (31 ± 10%, n = 148) on DNA 
fragment in terms of percentage of total contour length measured from one end.  
Bottom: Histogram of DNA bend angles at all internal ∆BHD3 binding sites (white). Histogram (blue) and 
Gaussian fitting (red curve) of DNA bend angles (37 ± 29°, n = 101) at ∆BHD3 specifically bound between 
20% and 40%.  
Adapted with permission from (279).  
 
3.6 DELETIONS OF C-TERMINAL REGIONS IN RAD4 CONFER VARYING 
DEGREES OF UV SENSITIVITY AND REPAIR IN S. CEREVISIAE 
Since the seven amino acid deletion in β-hairpin 3 resulted in more constrained motion on UV-
irradiated DNA, we next tested whether this variant promotes efficient repair in vivo. We thus 
conducted UV survival and DNA repair assays on yeast strains carrying different Rad4 mutants 
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with deletions and truncations around β-hairpin 3 within the RAD4 locus (Figure 3.1 and Figure 
3.18). Notably, deletion of the seven amino acid tip of β-hairpin 3 (rad4 ∆599-605) showed WT 
levels of UV resistance (Figure 3.19, compare pink and black lines). Removal of the entire β-
hairpin 3 from stem to tip (Figure 3.19, rad4 ∆590-615, red) led to increased UV sensitivity 
comparable to deleting the entire β-hairpin domain 3 (Figure 3.19, rad4 ∆541-632, blue). 
However, both of these constructs were considerably more UV resistant than the rad4∆ strain. 
Finally, cells with truncation from BHD3 to the C-terminus (Figure 3.19, rad4 ∆541-Cterm, green) 
are as UV sensitive as the rad4∆ strain (Figure 3.19, rad4∆, orange). Protein expression levels of 
FLAG-tagged Rad4 WT and mutants were probed with α-FLAG antibody (Figure 3.20). Western 
blotting data suggest that removal of the entire β-hairpin 3 destabilized the protein and could 
contribute to some of the observed UV sensitivity due to reduced Rad4 protein levels. 
  
Figure 3.18: Serial dilutions of yeast cells (BY4742) expressing different 3xFLAG-tagged Rad4 
variants on YPD plates, 72 hours after UV irradiation.  




Figure 3.19: Quantitative UV-survival of yeast cells (BY4741) expressing different untagged Rad4 
variants.  
WT RAD4 – black, rad4 ∆599-605 (∆β-hairpin3) – pink dashed, rad4 ∆590-615 – red, rad4 ∆541-632 




Figure 3.20: Expression levels of 3xFLAG-tagged Rad4 variants detected with anti-FLAG antibody.  
Adapted with permission from (279).  
 
 
 To investigate whether the mutant lacking the seven amino acid tip of β-hairpin 3 (∆β-
hairpin3, rad4 ∆599-605), which undergoes more constrained motion on UV-irradiated λ-DNA, 
also showed WT levels of photoproduct repair, we used two different experimental approaches: 1) 
T4 phage pyrimidine dimer glycosylase (Endo V) incisions on genomic DNA (Figure 3.21 and 
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Figure 3.22), and 2) antibody slot blots of total genomic DNA for CPD and 6-4PP (Figure B.7). 
These data indicate that loss of seven amino acids from the tip of β-hairpin 3 did not affect the 
rates of CPD or 6-4PP repair. However, consistent with UV survival data, larger deletions of β-
hairpin domain 3 resulted in loss of photoproduct removal.  
 
Figure 3.21: Genomic DNA of yeast cells after UV irradiation and recovery digested with T4 endo V, 
separated on alkaline agarose gel, and detected with SYBR Gold.  
Approximate positions of the ensemble average size of DNA in each lane are denoted with red asterisks 
(*). DNA marker (M, λ-DNA-HindIII) was loaded in the left- and right-most lanes. Adapted with 





Figure 3.22: Quantitative rates of CPD removal of yeast cells (BY4741) expressing different untagged 
Rad4 variants, determined by T4 endo V digestion.  
Color scheme same as in Figure 3.19. Adapted with permission from (279).  
 
3.7 DISCUSSION 
Here, we employed single-molecule methods to uncover the dynamic nature of the Rad4-Rad23 
damage recognition process. We found that Rad4-Rad23 forms stable protein-DNA complexes or 
slides on DNA one-dimensionally to search for damage. In addition to random 1D diffusion, we 
showed that some Rad4-Rad23 molecules exhibited constrained motion (~1-2 kbp) around damage 
sites in a lesion-dependent manner. This apparent subdiffusive behavior was also influenced by 
deletions made in the β-hairpin domain 3 of Rad4. Surprisingly, AFM experiments revealed that 
Rad4-Rad23 lacking β-hairpin domain 3 (∆BHD3) binds specifically to Fl-dT, while inducing a 
bend in DNA similar to WT binding, suggesting that BHD3 is not directly involved in initial 
damage detection or DNA bending at Fl-dT modified sites. Furthermore, we demonstrated that 
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Rad4 mutant ∆β-hairpin3 lacking seven amino acids (FERGSTV) at the tip of the β-hairpin 3 
caused a 2-fold increase in constrained motion on DNA tightropes, while maintaining WT levels 
of UV resistance as well as CPD and 6-4PP removal in yeast. This work examining long range 
motions of Rad4/Rad23 on DNA strongly supports a model in which Rad4 uses constrained motion 
around CPD sites as this “recognition-at-a-distance” mechanism allows efficient repair.  
3.7.1 Alternative Damage Recognition Mechanism for Sub-Optimal Substrates through 
Constrained Motion by Rad4-Rad23 
Our working model for Rad4-Rad23 damage recognition suggests that constrained motion 
represents an intermediate interrogation step. UV-irradiation induces structurally distinct lesions 
that are differentially bound by Rad4-Rad23 (194). CPDs are less distorting to the DNA helix than 
6-4PPs (89) and Fl-dT likely intercalates between DNA base pairs (284). Robust stable and 
specific binding of Rad4-Rad23 to Fl-dT-containing DNA damage arrays (Figure 3.9) is consistent 
with our fluorescence anisotropy measurements (Figure B.2 and Table B.1), as well as previous 
reports (196). In contrast, the subdiffusive population of WT Rad4-Rad23 on CPD-containing 
damage arrays increased 5-fold compared to Fl-dT at the expense of stably bound particles (Figure 
3.9). This observation substantiates the idea that in addition to stable binding at specific lesions; 
Rad4-Rad23 can effectively convey damage recognition through constrained motion around 
damage sites, particularly at the ‘sub-optimal’ weakly distorting CPDs.  
Observation of distinct constrained motion of Rad4-Rad23 around CPD sites may also help 
reconcile the discrepancy in reported roles of Rad4 in CPD removal, where  Rad4 is incapable of 
recognizing CPDs in vitro (194), yet indispensable for removal of thymine dimers in vivo (280). 
Past biochemical studies characterizing binding of Rad4-Rad23 utilized short (~100 bp) damage-
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containing DNA fragments (194,196). Since the protein exhibits oscillatory motion of ~1-2 kbp 
around CPD sites on naked DNA, one plausible explanation for Rad4-Rad23’s apparent lack of 
specificity towards CPD is that Rad4-Rad23 may dissociate from ends of such short DNA 
fragments in vitro. Our data from experiments on both UV survival as well as CPD and 6-4PP 
repair kinetics support a model in which Rad4 recruits downstream repair factors while undergoing 
constrained motion on genomic DNA. Since eukaryotic DNA is organized into chromatin with 
one nucleosome every 147 bp (285), and only 1-2 nucleosomes are removed during NER (286), 
this constrained motion would be of significantly shorter ranges than measured on DNA tightropes, 
making site-specific recruitment of downstream proteins even more efficient.  
3.7.2 BHD3-Independent DNA Bending as an Initial Quality Check by Rad4  
Our data on DNA bending by specifically bound WT Rad4-Rad23 (Figure 3.16 bottom, blue bars) 
are consistent with the crystal structure (88), as well as a previous study on XPC binding to 
cholesterol damage (277). We also observed bending in DNA produced by non-specifically bound 
WT proteins (Figure 3.16 bottom, white bars), consistent with our previous report (199). β-hairpin 
3, seen inserted between DNA strands at site of lesion in the crystal structure (Figure 3.1), has 
been hypothesized to be crucial for damage recognition (88). Remarkably, we have shown that 
Rad4 lacking the entire β-hairpin domain 3 (∆BHD3) was capable of specific binding to the Fl-dT 
lesion (Figure 3.17 top) and induced a bend in DNA comparable to that caused by WT protein 
both at damage sites (Figure 3.17 bottom, blue bars) and on non-specific undamaged sequences 
(Figure 3.17 bottom, white bars). These data suggest that Rad4 checks the integrity of DNA using 
β-hairpin domains 1 and 2. This initial recognition is thus independent of the energetically costly 
insertion of β-hairpin 3 into DNA. Since β-hairpin insertion is slow and rate-limiting when binding 
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to mismatch DNA (199), DNA bending may serve as a rapid initial quality check on a much faster 
timescale, e.g. during linear diffusion on DNA where the residence time at each base pair is ~10 
µs (see 2.11). At strongly helix-distorting lesions such as a Fl-dT or 6-4PP, bending/twisting of 
DNA could lead to spontaneous base-flipping (287) and trapping of Rad4-Rad23 in an energy 
minimum such that robust protein-DNA complexes are formed (199,200). In contrast, at damage 
sites with minimal helical distortions, where β-hairpin 3 insertion and subsequent protein-DNA 
complex stabilization are less attainable, TFIIH and Rad14 (XPA) may be relied on more heavily, 
as in the recently proposed ‘tripartite DNA lesion recognition and verification’ process (137). 
Increased involvement of downstream NER factors would also help explain the slower repair rate 
of CPDs (288). Finally, in addition to damage recognition by Rad4-Rad23, the Rad7-Rad16 
complex, known to be essential for dimer removal in silenced genes and again contribute to ~20-
30% of CPD repair in the non-transcribed strands of active genes (280), have also been implicated 
in some cases to function as a putative damage sensor (289,290).  
3.7.3 A Dynamic Multi-Step Damage Recognition Model 
Subdiffusion of macromolecules in biological systems has been observed previously 
(43,261,266,291-293). Rad4 showed increased constrained motion at physiological salt 
concentrations (Figure 3.5 and Figure 3.6), which could be due to the favorable hydrophobic 
interactions between aromatic side-chains (F556, F597, and F599) and DNA bases at elevated 
ionic strengths. A recent molecular dynamics simulations study has identified that F556, F597, 
and F599 form a Phe ‘flipping path’ in BHD3, facilitating β-hairpin 3 insertion (201). Because the 
correct orientation of F599 during base flipping was essential in allowing complete insertion of 
the hairpin, loss of F599 in ∆β-hairpin3 may impede or abort the insertion process, resulting in 
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increased constrained motion rather than formation of stable complexes. The hypothesis that Rad4-
Rad23 undergoing constrained motion remains ‘repair competent’ is corroborated by the finding 
that yeast carrying the protein variant lacking seven amino acids at the tip of β-hairpin 3 (∆β-
hairpin3) are as UV-resistant as WT (Figure 3.18) and show the same rates of CPD and 6-4PP 
removal (Figure 3.22 and Figure B.7). Any decrease in recognition and repair due to reduced levels 
of stable binding of ∆β-hairpin3 is apparently compensated by this ‘recognition-at-a-distance’ 
achieved through subdiffusion of the protein around the lesion. We thus envision Rad4-Rad23 as 
a first responder to arrive at the scene of an accident, able to direct other emergency workers to 
the site without being directly on the scene. Indeed, ‘recognition-at-a-distance’ may be applicable 
to a wide range of proteins that need to achieve target binding and signal for downstream processes, 
such as those involved in replication and transcription, during which ‘molecular traffic jams’ could 
occur (294). This mechanism would allow weakly interacting or sub-optimal target sites to be 
recognized and acted upon, while reducing potential steric hindrance or target site occlusion 
problems between the tightly bound recognition proteins and subsequent factors that need access 
to the targets. Mismatch repair proteins that dissociate from mismatched bases in an ATP-
dependent manner to recruit the next proteins may also fall into this general category (261). 
The balance in maintaining speed and specificity to target search and recognition by DNA 
binding proteins has been subject to both theoretical and experimental studies (218). In a 
previously established two-state model, a protein is considered to have two conformations, one 
that allows rapid diffusion on a smooth energy landscape, and the other that binds to target with a 
rugged landscape required for high specificity (226). Similar to the previously proposed 
conformational proofreading mechanism (43,295), our data on diffusion of Rad4 WT and mutants 
support a dynamic model with multiple intermediate states that utilize different structural domains 
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of the protein to achieve efficient damage recognition (Figure 3.23). We calculate that the energy 
barrier to free diffusion is ~1.60 𝑘𝑘𝐵𝐵𝑇𝑇 and ~0.37 𝑘𝑘𝐵𝐵𝑇𝑇 for WT undergoing constrained motion and 
random diffusion, respectively (see 2.10). DNA bending and other interactions between β-hairpin 
domain 2 and DNA likely contribute to the ruggedness of energy landscape during subdiffusion. 
Base flipping and stabilization of flipped-out bases following β-hairpin 3 insertion, which amounts 
to ~5.7 𝑘𝑘𝐵𝐵𝑇𝑇  (199,201), make further contributions towards and exceeding the theoretical 
minimum energy difference requirement at target sites (~5.7 𝑘𝑘𝐵𝐵𝑇𝑇 for yeast genome, see 2.12) 
(226,273). Overall, assuming WT diffusional behavior is observed in a yeast cell nucleus 
containing ~1.2 × 107𝑏𝑏𝑏𝑏 of genomic DNA and ~870 copies of Rad4, we can estimate the shortest 
possible time needed to search the genome from the typical range of motion of a Rad4-Rad23 
molecule and its measured average lifetime. Such calculation yields a lower limit of genome search 
time of roughly 2 – 3 minutes (see 2.13).  
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Figure 3.23: Working model for dynamic lesion recognition by Rad4-Rad23. 
Domains of Rad4-Rad23 (PDB: 2QSF) color-coded as shown in model: TGD – yellow, BHD1 – pink, 
BHD2 – cyan, BHD3 –  blue, Rad23 – green.  
Rad4-Rad23 scans DNA through 3D or 1D diffusion (i) and tests integrity of DNA via bending/twisting 
during 1D diffusion on DNA (ii). Depending on the type of damage encountered, Rad4-Rad23 can either 
undergo constrained motion around lesion due to lack of β-hairpin 3 insertion (iiia), or alternatively rapidly 
forms stable protein-DNA complex at site of lesion with β-hairpin 3 inserted for stabilization in a twist-
open action (iiib). While it is possible that the DNA in (iiia) is bent, for simplicity this is not shown. Extra 
time spent probing the lesion, afforded by constrained motion of Rad4-Rad23, could also lead to stable 
binding of the protein at sites that require larger base opening/flipping energies (iv). Adapted with 




Our working model of recognition suggests that, Rad4-Rad23 scans DNA for lesion 
through a combination of 3D and 1D diffusion (Figure 3.23(i)). Using β-hairpin domains 1 and 2, 
Rad4 checks the integrity of DNA through bending or twisting (200), either during random 1D 
sliding on DNA or when transiently bound to DNA during 3D search (Figure 3.23(ii)). When 
diffusing one dimensionally on DNA, a protein conformational change could be triggered by lesion 
encounter, which may allow Rad4 to enter a binding state of stronger interactions with DNA, 
resulting in the subdiffusion of Rad4-Rad23 on DNA. Both DNA bending/twisting and protein 
conformational changes could contribute to shorter regions of interrogation by the protein (Figure 
3.23(iii-a)). Alternatively, spontaneous helix opening and base flipping, which are energetically 
linked to DNA bending, may follow at sites of severely helix-destabilizing lesions, facilitating 
immediate β-hairpin 3 insertion and leading to stable binding (Figure 3.23(iii-b)). Otherwise, 
BHD3 continues to interact with and probe DNA as the protein undergoes constrained motion. As 
the subdiffusive protein has limited range, β-hairpin 3 insertion is afforded more opportunities to 
proceed, therefore leading to recognition of difficult targets with slower base-flipping rates, 
consistent with the previously published kinetic gating mechanism of Rad4-Rad23 damage 
recognition (199,200). Both recognition pathways, through rapid spontaneous base flipping or 
constrained motion, converge to form a stable recognition complex (Figure 3.23(iv)). We 
hypothesized that the complete damage recognition steps may need to progress through all three 
stages of protein-DNA interaction, namely from random 1D diffusion to constrained motion, 
followed by stable binding. However, careful analysis of all kymographs (n ~ 1600) generated for 
this study did not yield any definitive transitions in either direction between the diffusive modes 
of the protein. We speculate that both 1D diffusive states are stabilized by binding energy 
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contributed from protein-DNA interactions and the barrier to transitions are large such that these 
transitions are rare and rapid, therefore were not captured within the observation time scale. 
3.8 CONCLUSION 
In summary, using single-molecule fluorescence microscopy, we have shown that Rad4-Rad23 
performs both random walk and subdiffusion to facilitate damage recognition at different lesions. 
Evidence suggests that Rad4 β-hairpin domains 1 & 2 induced DNA bending, independent of β-
hairpin domain 3 and thus most likely an early step and allows damage recognition for Fl-dT. 
Taken together our data support a dynamic multi-step damage recognition model utilizing different 
structural domains for distinct stages of damage detection.   
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4.0  DISCUSSION3 
In the previous chapter, we characterized the diffusive behavior of quantum dot-labeled Rad4-
Rad23, in which the complex used facilitated diffusion to search for lesions in DNA. In addition 
to random diffusion, we also observed apparent subdiffusive motion of Rad4-Rad23 on DNA, 
which we termed ‘constrained motion’. In the sections below, the physical origins and models of 
anomalous subdiffusion, pertaining to 1D diffusion of protein on DNA, are deliberated. Future 
directions including further studies on Rad4-Rad23 and its human homologs XPC-RAD23B, as 
well as experiments investigating lesion handoff to and from these damage recognition complexes 
during NER, are also discussed at the end.  
4.1 ALTERNATIVE EXPLANATIONS OF APPARENT SUBDIFFUSION 
Before concluding that this constrained motion was linked to a pattern of anomalous diffusion, we 
first had to rule out three alternative scenarios that could also explain the observed behavior. High 
frequency drift due to system noise was considered first and easily ruled out by observing that 
particles showing subdiffusive behavior were observed alongside other randomly diffusing or non-
                                                 
3 Sections 4.1 – 4.3 are adapted with permission from the following published manuscript: Kong, M. and 
Van Houten B. (2017) Rad4 recognition-at-a-distance: Physical Basis of conformation-specific anomalous 
diffusion of DNA repair proteins. Progress in Biophysics and Molecular Biology, 127, 93-104. 
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motile particles bound to the same DNA tightrope. Additionally, the extent of subdiffusion 
changed in response to either different substrates or protein constructs, indicating that those factors 
acting as the sole variable between sets of experiments were the cause of change in constrained 
motion. Systematic noise coming from the microscope stage or intrinsic to the assay platform 
would have caused global changes in diffusive behavior regardless of other variables. Secondly, it 
had been noted that apparent anomalous subdiffusion could arise from errors in determining 
particle positions in single particle tracking experiments (296). However, given the error in the 
tightrope platform combined with measured diffusion coefficients, our measurement times (~1000 
s) and lengths of traces used in the fitting process (~10 –100 s) were at least an order of magnitude 
larger than the characteristic time (~0.1 – 1 s), at which point, according to the arguments raised 
by Martin et al., the measured anomalous diffusion exponent 𝛼𝛼𝑅𝑅𝑏𝑏 approaches within 90% of true 
𝛼𝛼. Finally, we considered the possibility of highly subdiffusive behavior due to the energetic 
constraint imposed by protein-induced super-helical torsional stress in DNA. We envisioned a 
DNA unwinding model similar to that of RNA polymerase, which, as it translocates during 
transcription, generates positive supercoiled waves in front of itself and negative super-helical 
stress behind (297). By analogy, we envisioned that β-hairpin 3 of Rad4, which is melted into the 
DNA in the co-crystal structure (Figure 3.1) (88,199), could remain engaged with DNA during 
diffusion and cause positive supercoils to build up ahead of the protein in the direction of motion 
and thus impede further movement. However, our calculations revealed that such a mechanism 
would only allow Rad4-Rad23 to travel about 50 – 100 bp in either direction with the thermal 
energy (𝑘𝑘𝐵𝐵𝑇𝑇) at room temperature, an order of magnitude smaller than observed (500 – 1000 bp) 
and below our criterion for a particle being considered motile (motion of three pixels, or ~500 bp 
at 46 nm/pixel).  
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What then is causing this constrained motion of Rad4-Rad23 around photoproducts in 
DNA? The answer requires a thorough understanding of factors that contribute to anomalous 
diffusion. The following sections focus on the basis of 1D anomalous diffusion of protein on DNA. 
For a review of theoretical aspects and physical contributions to anomalous diffusion and examples 
of such behavior in a wide range of different types of biological systems, please refer to 
APPENDIX C. 
4.2 ONE-DIMENSIONAL (SUB)DIFFUSION OF PROTEIN ON DNA 
Given that the two-state model is a generally accepted solution to the speed-stability paradox in 
target search (see 1.4.2.2), it is important to revisit models of one-dimensional diffusive behavior 
of a protein on DNA without obstacles. A simple and intuitive way to capture base-sequence-
dependent protein-DNA interactions was derived and used to model nonspecific one-dimensional 
sliding on DNA by Barbi et al.  (298,299). A model was constructed based on the idea that a 
sequence-specific protein “reads” the underlying sequence from the DNA major groove while 
sliding and that recognition is achieved by formation of a specific set of hydrogen bonds between 
the protein amino acids and the target sequence bases. This approach also assumes that the protein 
attempts to make the same set of hydrogen bonds on nonspecific sequences as it does at target 
sites. Protein-DNA interaction at position n was expressed as a 4 × 𝑡𝑡 matrix (𝐷𝐷𝑛𝑛), with m being 
the size of the recognition sequence. The recognition matrix (𝑅𝑅) can also be constructed, based on 
known protein-DNA contacts from structural data, as an 𝑡𝑡 × 4 matrix. The interaction energy 
landscape at base n, with the implicit assumption that energy contributions from hydrogen bonds 
are additive, is thus defined as 
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𝛥𝛥(𝑙𝑙) ∝ 𝑙𝑙𝑟𝑟(𝑅𝑅 ∙ 𝐷𝐷𝑛𝑛)      (4.1) 
A case study of T7 RNA polymerase promoter search on T7 DNA with different 
translocation mechanisms, including one variant of the two-state model, was conducted through 
simulations. Diffusion was found to be anomalous and subdiffusive for short times and 
asymptotically approached normal over longer time periods (299). Furthermore, it was shown that 
this formulation with energy contributions from discrete hydrogen bonding events could be 
generalized, which led to Gaussian-distributed interaction energies (𝜎𝜎 ~ 2.5 𝑘𝑘𝐵𝐵𝑇𝑇) and gave rise to 
quantitatively similar one-dimensional diffusive behavior as before (298). Similar transient 
anomalous subdiffusion due to trapping effects was obtained through another set of Monte Carlo 
simulations, where diffusion on DNA was modeled as a random walk on a one-dimensional lattice 
with different models for traps (300). In such a system, an infinite hierarchy of traps is believed to 
lead to subdiffusion through a CTRW mechanism. Nonetheless, it was shown that in the 
generalized case of finite binding site hierarchy, where the target site was represented by the 
deepest trap, random energy model with a continuous Gaussian distribution (𝜎𝜎 = 1.5 𝑘𝑘𝐵𝐵𝑇𝑇) 
recapitulated the transient nature of subdiffusion and its crossover to normal diffusive behavior 
(300).   
At its roots, the speed-stability paradox and its solution are connected to the fact that the 
one-dimensional diffusive behavior of a protein on DNA is affected by a random potential 
landscape (226). For a one-dimensional diffusing particle in a random potential with Gaussian-
distributed amplitudes, its diffusion coefficient is proportional to 𝑙𝑙−𝜎𝜎2 , where 𝜎𝜎2  denotes the 
variance of the Gaussian distribution (301), as discussed earlier in the section. The use of a random 
Gaussian-distributed potential as a continuum approximation of the nonspecific sequence-
dependent interaction between a DNA binding protein (e.g. a transcription factor) and the DNA 
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sequence being scanned can be justified by the overall heterogeneity in nucleotide sequence for 
sufficiently long regions (302). Inspired by the experimental evidence that binding of the Cro 
repressor induced bending at both specific and nonspecific sites (303), Mirny and colleagues 
sought to refine the description of the random energy landscape used in the modeling of one-
dimensional diffusion. They argued that there exists a finite-range correlation, whose length scale 
is on the order of the size of the protein binding domain (304). It was shown that diffusion in a 
correlated potential is slower than in an uncorrelated potential, and that the mean first passage time 
(MFPT) fluctuates more in a correlated potential. When the length scale of diffusion is less than 
the characteristic distance (𝑁𝑁𝜕𝜕), where, by definition, there is no self-averaging, subdiffusive as 
well as superdiffusive behavior can occur. Simulations of random walks suggested that as a result 
of the correlated random potential, proteins could preferentially localize in certain areas of the 
genome. Diffusion on a correlated random potential was recently revisited by Goychuk and 
Kharchenko (305). They reasoned that the interaction energies between each base in contact with 
the protein are additive and that spatial correlation arises because when the protein slides by one 
base on DNA, the same set of bases remains in contact with the protein, except for the one farthest 
away from the direction of the movement. Starting with the Langevin equation and the assumption 
for an exponentially decaying short-range correlation, Goychuk and Kharchenko first showed that 
such correlation has no effect on the scaling of the diffusion coefficient and that the corresponding 
diffusion is ergodic in the macroscopic scale. An equation for the mesoscopic subdiffusion was 
then derived to estimate the physical length scale at which subdiffusion would be expected due to 
correlations in potential energy. Subdiffusion was shown to be readily macroscopic for a Gaussian 
potential energy disorder 𝜎𝜎 ~ 4 − 5 𝑘𝑘𝐵𝐵𝑇𝑇. Surprisingly, target site location via such subdiffusion 
was also shown to proceed faster than expected.  
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4.3 CONFORMATION-DRIVEN CONSTRAINED MOTION OF RAD4-RAD23 
As discussed above, sequence-specific DNA binding proteins, such as transcription factors and 
restriction enzymes, have been at the center of many studies on the theoretical modeling of target 
search. However, parallels can be drawn to proteins that recognize other features of DNA. Such is 
the case for a wide range of DNA damage sensing proteins. In addition to DNA binding proteins 
like TRF1 (292) and the stromal antigen subunit (SA) SA1 (306), DNA repair proteins such as 
DNA glycosylases (291), UV-DDB (43), and endonuclease UvrC from bacterial NER (266) have 
all been observed to exhibit subdiffusion to some extent. Although not explicitly tested, transient 
subdiffusion may also be a property of the eukaryotic mismatch repair complex Msh2-Msh6 (261) 
and restriction enzyme EcoRI (307).  
Based on our findings on target search by Rad4-Rad23, we propose that one-dimensional 
constrained motion of proteins on DNA may result from diffusion in a potential energy landscape 
due to extended protein-DNA interactions and may be a functional form of target recognition in 
vivo. Notably, factors that affect the extent of observed constrained motion include ionic strength 
of the solution, type of lesion in DNA, and the presence of β-hairpin 3 of Rad4. Increased 
constrained motion as a result of the loss of the residues located at the tip of β-hairpin 3 appeared 
to exhibit a compensatory effect as the protein remained biologically functional in vivo; neither 
UV resistance nor photoproduct repair was compromised in yeast expressing this mutant. Metzler 
and colleagues suggested that three-dimensional subdiffusion of transcription factors helps to keep 
them in the vicinity of their targeted binding sites in DNA and may be beneficial to gene regulation 
in vivo (308). We proposed constrained motion by a protein around its target site as a mechanism 
for “recognition-at-a-distance.” Rad4’s ability to participate in productive NER while undergoing 
such constrained motion can be thought of as a first responder to arrive at the scene of an accident, 
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namely the ability to direct other emergency personnel around the scene without being physically 
stationed there at all times. Similar to the Cro repressor, we found, using atomic force microscopy, 
that Rad4-Rad23 bends DNA to ~42° at both specific and non-specific sites. Applying our 
estimated roughness of diffusional energy landscape and footprint of Rad4 on DNA based on the 
co-crystal structure to the one-dimensional subdiffusion as modeled in 4.2 (304,305), subdiffusion 
may be expected to emerge on the length scale of ~400 – 800 bp, roughly consistent with the 
observed range of constrained motion (~500 – 1000 bp). Furthermore, we consider the extent of 
such subdiffusive behavior to be linked to the specific conformation that the protein adopts while 
interacting with DNA. The strength of correlation in the protein-DNA interaction potential may 
be influenced by the structural motif(s) that are probing the underlying sequence and the structural 
integrity of the sequence itself. Most importantly, this one-dimensional subdiffusion, driven by the 
specific conformation adopted by the protein-DNA complex in general, may represent one 
intermediate in a generalized two-state model (Figure 4.1). In the case of Rad4, the protein interacts 
with UV-irradiated DNA and was observed to form: 1) molecules that show random linear motion 
with a low barrier of diffusion of ~0.4 𝑘𝑘𝐵𝐵𝑇𝑇 and an anomalous diffusion exponent 𝛼𝛼 ~ 1 (Figure 
4.1(i)); 2) molecules showing constrained motion with a barrier to free diffusion on DNA of about ~1.6 𝑘𝑘𝐵𝐵𝑇𝑇  and an anomalous diffusion exponent 𝛼𝛼 < 0.8 (Figure 4.1(ii)); and finally, 3) non-
motile complexes that we believe represent stable specific binding complexes (Figure 4.1(iii)). 
Since a mutant of Rad4 lacking the entire β-hairpin domain 3 was able to bind specifically to sites 
of damage and bend the DNA at sites of damage by ~37°, β-hairpin domains 1 and 2 of Rad 4 must 
make large contact with DNA, and are capable by themselves of transiently bending the DNA 
(Figure 4.1(ii)). Presumably this is mediated by the β-hairpin of domain 2. This protein-induced 
bend would help to increase the energy landscape of the DNA (green) and favor DNA opening, 
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producing a sufficiently steep landscape that can induce constrained motion with an anomalous 
diffusion exponent 𝛼𝛼 < 1.  In this manner, engagement of additional structural motifs on the target 
recognition path, which goes from freely diffusing on DNA to stably bound recognition complex, 
could constitute as different intermediates that correspond to increasing levels of ruggedness in the 
diffusional energy landscape. Thus the correlated potential energy profile from protein-induced 
DNA bending gives rise to the observed constrained motion. In fact, molecular dynamics 
simulations and measurements of the free-energy path of Rad4-Rad23 interaction with a 
mismatched CPD indicated that Rad4’s interaction proceeds via an induced fit model, rather than 
a structural capture model (201). This idea is also consistent with the notion that UV-DDB interacts 





Figure 4.1: Model for conformation-driven constrained motion of Rad4-Rad23. 
Domains of Rad4 are as colored and labeled.  
(i) Rad4-Rad23 diffuses randomly on DNA where non-specific protein-DNA interactions contribute to the 
smooth energy landscape (𝜎𝜎 ~ 0.4 𝑘𝑘𝐵𝐵𝑇𝑇).  
(ii) Interrogation of DNA through interactions with β-hairpin domains 1 and 2, that most likely includes 
transient DNA bending, coupled with correlations in potential energy along the DNA due to the presence 
of lesions, lead to increased ruggedness in the energy landscape (𝜎𝜎 ~ 1.6 𝑘𝑘𝐵𝐵𝑇𝑇). This constrained motion 
and subdiffusive behavior emerges on the scale of 500-1000 bp, and may represent ‘recognition-at-a-
distance.’ 
(iii) Specific damage verification and binding is achieved through β-hairpin 3 insertion, which results in a 
much rougher energy landscape(𝜎𝜎 >  5 𝑘𝑘𝐵𝐵𝑇𝑇). The insertion step occurs spontaneously at highly helix-
distorting lesions, or is facilitated when Rad4 is slowed down while undergoing constrained motion near 
the damage site.  
Adapted with permission from (206).  
 
 
Again, the readers are encouraged to visualize the recognition-at-a-distance model as akin 
to what happens at the scene following a traffic accident. A law enforcement officer (Rad4-Rad23), 
who typically patrols the streets (search for DNA damage via 3D or 1D diffusion) looking for any 
type of traffic violations (DNA quality check via bending), arrives at the scene of an accident (site 
of DNA lesion). In a horrific crash (a severely helix distorting lesion, such as 6-4PP), the officer 
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immediately checks on the injured (stable binding at site of lesion). While attending to the seriously 
wounded, the officer radios for further assistance from emergency medical services (recruitment 
of downstream repair factors). During the process, the officer is extensively involved in providing 
immediate aid at the scene such that (s)he remains engaged (stable binding of Rad4-Rad23 due to 
rugged energy landscape as a result of β-hairpin 3 insertion). In comparison, should the officer 
encounter a relatively minor fender bender (less helix distorting lesion, such as CPD), after initially 
checking on those involved, (s)he is able to remain around the scene (subdiffusion around lesion) 
to direct traffic and contacting dispatch for help (signaling for DNA damage). Even though the 
officer is not bound to the scene, (s)he is able to communicate with the people involved while 
coordinating the arrival of other emergency responders (continued probing of lesion, with a 
smoother energy landscape, during subdiffusion). Finally, perhaps after setting up traffic cones in 
the vicinity, the officer returns to the scene to conduct interviews and write up reports (stable 
binding at site of lesion after a period of subdiffusion). For an observer of these events 
(experimental observations), we may not witness every stage of the response as we pass by the 
scene (lack of transition between modes of diffusion during the observation window). Although it 
could be argued that given longer observation periods or the ability to follow the officer around 
(longer experiments or continuous tracking of particles), we should be able to watch the officer go 
through each step of the process. 
Despite the wealth of experimental data on anomalous subdiffusion in diverse biological 
systems, the underlying physical mechanism of such behavior has yet to be fully elucidated. In 
particular, subdiffusive motion exhibited by proteins while sliding on DNA during target search 
has not been examined as closely compared to various models of three-dimensional subdiffusion, 
theoretically or experimentally. Better modeling of the physical basis of such behavior could 
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contribute to greater characterization and understanding of biological systems involving sequence- 
or structure-specific DNA binding proteins, as well as more precise tuning of known protein-DNA 
interactions in engineered systems. Advances in imaging techniques and computing technology, 
single-molecule/single-cell experiments, and simulations based on atomic details of proteins and 
base-sequence of DNA could provide key insights into solving the puzzle.  
4.4 FUTURE WORK 
Based on our proposed ‘recognition-at-a-distance’ model of damage sensing and its biological 
relevance as observed in UV survival studies, as well as the general behavior of Rad-Rad23 
characterized in this dissertation, a series of experiments with testable hypothesis can be designed 
and conducted to further improve our understanding of damage recognition and lesion handoff in 
the repair process. Conclusions from this and future studies can also be potentially applied to other 
processes that involve multiple protein factor assemblies at target sites on DNA. 
1. Further dissection of the structure-function relation: Crystal structure indicates that TGD 
and BHD1 contact only the undamaged DNA duplex. This leads to the simple hypothesis 
that the protein construct consisting of only TGD and BHD1, should it be stable, would not 
exhibit damage specific binding and would diffuse randomly on DNA. MD studies have 
shown that initial engagement of BHD2 with the minor groove of DNA leads to further 
DNA bending (201). DNA bending at specific and nonspecific sites in DNA maybe 
dependent on the presence of BHD2. Since damage recognition is not totally abolished in 
BHD3 deletion mutant, it is reasonable to hypothesize that BHD2 carries out part of the 
damage sensing function through DNA bending. Using a ∆BHD2 mutant, it may be 
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possible to decouple the DNA bending component from damage-specific. Furthermore, 
knowing that the ‘base-flipping highway’ involves residues F556, F597, and F599, 
biochemical and single-molecule characterizations of the F556A/F597A/F599A triple 
mutant would underscore the importance of these residues.  
2.  Examination of the lesion structure dependence: As we have established in this study 
using Fl-dT and CPD lesions, damage recognition may progress through different paths 
depending on the type of lesion being examined. This idea is supported by a recent MD 
simulations study on recognition of benzo[α]pyrene adducts by Rad4-Rad23 (203). 
Distinct chemical structures of lesions also differentially influence the local conformation 
and flexibility of DNA, which in turn facilitate DNA bending by β-hairpin 2 and the 
insertion of β-hairpin 3. Using defined lesion substrates, various NER substrates can be 
incorporated to test the hypothesis that chemical structures of lesions could dictate how 
they are captured and recognized by Rad4-Rad23. Future studies on the subject of lesion 
dependence in damage recognition by XPC-RAD23B may also include oxidative DNA 
lesions. XPC has been shown to not only be involved in BER (309,310) but also bind to 8-
oxo-7,8dihydroguanine (8-oxoG) (311), allowing simulation of the OGG1 activity (309).  
3. Delineation of the parallels between Rad4-Rad23 and XPC-RAD23B: A natural extension 
of this work is to characterize damage recognition by the human proteins XPC-RAD23B. 
Although both Rad4-Rad23 and XPC-RAD23B are required for CPD removal in S. 
cerevisiae and humans, respectively, recognition of CPDs in the latter has been attributed 
to UV-DDB, which binds CPD with ~10 nM affinity (42), while XPC-RAD23B does not 
distinguish CPD from undamaged dsDNA (78). In mammalian cells, the requirement of 
XPC-RAD23B at CPD sites during GG-NER is based on its ability to recruit TFIIH 
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through its C-terminal residues. The possibility remains, however, that XPC-RAD23B 
interacts with CPDs in a transient manner that precludes observations in bulk experiments. 
Furthermore, there exist pathogenic and non-pathogenic point mutations in XPC, whose 
effects on search mechanism and damage recognition warrant further investigations using 
single-molecule techniques and comparisons to those in Rad4-Rad23. A tryptophan to 
serine mutation of the evolutionarily conserved residue W690 (W496 in Rad4), W690S, 
was identified in XP-C patient XP13PV (177). W690S is known to destabilize XPC and 
decrease its affinity towards damaged and undamaged DNA in vivo and in vitro, while 
retaining its interactions with other NER factors (117,263,312,313). Potentially, XPC 
W690S could slide on damaged DNA, much the same way that DDB2 K244E was found 
to behave (43). Another mutation, E755K in XPC, within the so-called ‘β-turn’ region, was 
described in a study to reduce nuclear mobility of the protein (264). This glutamic acid, 
E755, is conserved in higher eukaryotes and maps to T555 in Rad4. Although T555 does 
not make contact with the DNA itself, the residue is curiously situated in between N554 
and F556, both of which interact with and stabilize the 3’ flipped-out thymidine in the 
structure (88). The effects of E755K may manifest as both increased percentage of 
nonmotile particles on undamaged DNA and lower values of diffusion coefficients of those 
mutant that do undergo 1D diffusion. For the three most recently identified pathogenic 
mutations, their corresponding residues in Rad4 do not interact with DNA according to the 
crystal structure: Y585C is conserved in Rad4 Y379, located in the TGD region on the 
inside of the protein (175); P703L corresponds to C509 located in the stem of the Rad4 β-
hairpin 2 (178); and while T738A is also conserved in Rad4, T537 is in the region 
connecting BHD2 and BHD3 (179). These mutations have all been proposed to destabilize 
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XPC but their effects on DNA binding and damage recognition have not been investigated. 
Lastly, a prior study of point mutations on the conserved residues F756, F797, and F799 in 
human XPC-RAD23B (F556, F597, and F599 in Rad4) found that these mutations resulted 
in varying degrees of diminished DNA binding in vitro and impaired localization as well 
as TFIIH recruitment at UV-damaged sites in vivo (314). Analyses on these XPC point 
mutants can also be compared to those equivalent in Rad4. 
4. Characterization of the effects of binding partners and post-translational modifications on 
damage recognition: Both CETN2 and Rad33 are known to stimulate NER by forming 
complexes with XPC-RAD23B and Rad4-Rad23, respectively. CENT2 is also known to 
stimulate ssDNA binding by XPC (117). Therefore, trimeric complexes XPC-RAD23B-
CETN2 and Rad4-Rad23-Rad33 should exhibit better damage recognition both on DNA 
tightropes as well as in AFM studies. It is possible that the increased binding affinity could 
only be observed on less distorting lesions, such as CPD, which are otherwise less 
efficiently recognized. An alternative hypothesis is that the presence of CETN2 and Rad33 
in these complexes allow them to better distinguish undamaged DNA from damaged DNA, 
i.e. higher specificity for damaged DNA. Preliminary EMSA-based competition 
experiments using Fl-dT modified dsDNA as substrate and undamaged dsDNA as 
competitor have shown that more Rad4-Rad23-Rad33 remain associated with the substrate 
than Rad4-Rad23 at the same concentration of competitor DNA (unpublished data, Ananya 
Mukundan and Muwen Kong). Another factor that influences DNA binding affinity of 
XPC-RAD23B is its status of post-translational modifications. Poly-ubiquitination of XPC 
by the UV-DDB-containing E3 ubiquitin ligase in the presence of 6-4PP was first shown 
to increase the affinity of XPC-RAD23B for damage binding in vitro (51). Preliminary 
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evidence also suggests that Ser350 and Ser892 of XPC may be phosphorylated by ATM 
and ATR in response to DNA damage (315), and that dephosphorylation of Ser892 by 
wild-type p53-induced phosphatase 1 (WIP1) may lead to inactivation of XPC (316). 
PARylation of both subunits of XPC-RAD23B, which can be achieved in a UV-dependent 
manner in vitro, has been shown to weaken its interaction with DNA (91). Quantitative 
changes in distributions of motion types on damaged and undamaged DNA, as well as 
distributions of observables in AFM experiments, are expected.  
5. Visualization of damage handoff to and from XPC-RAD23B: A key implication of the 
proposed ‘recognition-at-a-distance’ model is that damage signaling and handoff can be 
accomplished while the damage sensor is undergoing subdiffusion and not stably bound. 
But does handoff from UV-DDB to XPC-RAD23B still allow the latter to diffuse around 
the lesion, given that UV-DDB binds stably to damage? How efficient is recruitment of 
TFIIH by XPC-RAD23B that is stably bound compared to one undergoing constrained 
motion? How does motion by XPC-RAD23B on DNA factor in the in vitro reconstituted 
NER of CPD, where the process is known to not require UV-DDB but rather proceed 
through coordination between XPC, TFIIH,  XPA, and RPA (317)? P334H, the first 
identified pathogenic missense mutation in XPC, has been shown to impair interactions 
with XPA, TFIIH, and BER-related glycosylase OGG1 (99). The damage handoff process 
to and from XPC-RAD23B can be influenced by post-translational modifications on the 
protein as well. Firstly, SUMOylation of XPC promotes lesion handoff from UV-DDB to 
XPC-RAD23B (94). Then poly-ubiquitination of XPC by UV-DDB and RNF111, the latter 
targeted to XPC via SUMOylation, helps release XPC from damage site after TFIIH 
recruitment (93).  Finally, for in vitro studies that use naked DNA substrates, how damage 
 94 
recognition is carried out in the context of chromatin is one of the most frequently asked 
questions. The presence of nucleosomal structure in damaged DNA is known to 
significantly inhibit of reconstituted NER in vitro (318). Even though UV-DDB readily 
binds to 6-4PP-containing nucleosomes regardless of the orientation of the lesion (319), 
loading of XPC-RAD23B in a reconstituted single-molecule reaction likely still requires 
chromatin remodeling, such as through the actions of ATP-dependent SWI/SNF (320) or 
ACF (321), among other mechanisms (322).  
4.5 CONCLUDING REMARKS 
This dissertation characterizes the NER damage recognition process by Rad4-Rad23 and its 
structure-function relations through bulk biochemistry and single-molecule biophysics. The 
observation of lesion- and protein-dependent subdiffusive motion in vitro, its biological relevance 
in cell survival and repair kinetics, as well as the generalized ‘recognition-at-a-distance’ model 
and its implications in multi-protein assemblies on DNA are the most intriguing aspects of this 
work. While the physical origins of subdiffusive motion of proteins on DNA remains curiously 
elusive, we hope that our discussion and model of conformation-driven constrained motion would 
encourage future theoretical and experimental studies on this topic.  
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APPENDIX A 
6-4PP – 6-4 pyrimidine-pyrimidone photoproduct 
AAF – 2-Acetylaminofluorene 
AFM – Atomic force microscopy 
BER – Base excision repair 
bp – Base pair 
BPDE – Benzo[α]pyrene diol epoxide 
CAK – CDK-activating kinase 
COP9 – Constitutive photomorphogenesis 9  
CPD – Cyclobutane pyrimidine dimer 
CRL4CSA – DDB1-CSA-CUL4-RBX1 cullin-RING E3 ubiquitin ligase 
CRL4DDB2 – DDB1-DDB2-CUL4-RBX1 cullin-RING E3 ubiquitin ligase 
CS – Cockayne syndrome 
CSA – Cockayne syndrome WD repeat protein A 
CSB – Cockayne syndrome B protein 
CSN – COP9 signalosome 
CTRW – Continuous-time random walk 
DDB1 – DNA damage-binding protein 1 
DDB2 – DNA damage-binding protein 2 
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E. coli – Escherichia coli 
FBM – Fractional Brownian motion 
FGN – Fractional Gaussian noise 
FLE – Fractional Langevin equation 
GG-NER – Global genome nucleotide excision repair 
HDP – Heterogeneous diffusion process 
HMGN1 – High mobility group nucleosome-binding domain-containing protein 1 
MMR – Mismatch repair 
MSD – Mean squared displacement 
NER – Nucleotide excision repair 
NMSC – Non-melanoma skin cancer 
nt – Nucleotide  
PARP1 – Poly(ADP-ribose) polymerase 1 
PARylation – Poly-ADP-ribosylation 
PCNA – Proliferating cell nuclear antigen 
QD – quantum dot 
Rbx1 – E3 ubiquitin-protein ligase  
RFC – Replication factor C 
Roc1 – Regulator of cullins 1  
S. cerevisiae – Saccharomyces cerevisiae 
SAQD – Streptavidin-conjugated quantum dot 
SBM – Scaled Brownian motion 
ssDNA – Single-stranded DNA 
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TC-NER – Transcription-coupled nucleotide excision repair 
TFIIH – Transcription factor IIH 
TFIIS – Transcription factor IIS 
TTD - Trichothiodystrophy 
TTDA – Trichothiodystrophy protein A 
TTDN1 – TTD non-photosensitive 1 protein 
USP7 – Ubiquitin carboxyl-terminal hydrolase 7 
UV-DDB – UV-damaged DNA-binding protein 
UV – Ultraviolet 
UVSS – UV-sensitive syndrome 
UVSSA – UV-stimulated scaffold protein A 
WIP1 – Wild-type p53-induced phosphatase 1 
XAB2 – XPA-binding protein 2 
XP – Xeroderma pigmentosum 
XP-A – Xeroderma pigmentosum, complementation group A 
XPA – DNA repair protein complementing XP-A cells 
XP-B – Xeroderma pigmentosum, complementation group B 
XPB – TFIIH basal transcription factor complex helicase XPB subunit 
XP-C – Xeroderma pigmentosum, complementation group C 
XPC – DNA repair protein complementing XP-C cells 
XP-D – Xeroderma pigmentosum, complementation group D 
XPD – TFIIH basal transcription factor complex helicase XPD subunit 
XP-E – Xeroderma pigmentosum, complementation group E 
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XP-F – Xeroderma pigmentosum, complementation group F 
XPF – DNA repair endonuclease F 
XP-G – Xeroderma pigmentosum, complementation group G 
XPG – DNA repair protein complementing XP-G cells 
XP-V – Xeroderma pigmentosum variant 
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APPENDIX B 




Figure B.1: Electrophoretic mobility shift assay of Rad4-Rad23 conjugated with anti-His antibody 
and quantum dots.  
Agarose EMSA gel of Rad4-Rad23 conjugated with anti-His antibody and quantum dots binding to 37 bp 
Fl-dT-containing DNA. Imaged using 526 nm (left) and 670 nm (right) filters, respectively. 
  
                                                 
4 This appendix is adapted with permission from the Supplemental Information from the following 
published manuscript: Kong, M., et al. (2016) Single-Molecule Imaging Reveals that Rad4 
Employs a Dynamic DNA Damage Recognition Process. Molecular Cell, 64, 376-387. 
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Figure B.2: Steady state binding of Rad4-Rad23 to fluorescein-containing duplex DNA, measured by 
fluorescence anisotropy.  
Equilibrium binding experiments of WT (top), ∆β-hairpin3 (middle), and ΔBHD3 (bottom) were repeated 
3-5 times. Dotted curves shown were obtained by fitting replicates from each protein construct globally 
using a single-site cooperative binding model. Data points in boxes show reversibility of each binding 




Figure B.3: Distribution of pair-wise distances between stably bound Rad-Rad23 particles on Fl-dT 
DNA damage arrays. 
Measured in numbers of plasmid lengths (2030 bp). Red arrows indicate regular integer multiples of up to 




Figure B.4: Diffusive behavior of Rad4 WT and deletion mutants on 20J/m2 UV-irradiated λ-DNA. 
Distributions of diffusion coefficients log10D (left column) and anomalous diffusion exponent α (right 




Figure B.5: Rad4 WT and deletion mutants share similar dissociation kinetics. 
Single exponential fittings of dwell time histograms of dissociating WT Rad4-Rad23 (left), Δβ-hairpin3 




Figure B.6: Intrinsic bend in Fl-dT-containing duplex DNA. 
Distribution and Gaussian fitting of intrinsic bend angles of the 538 bp Fl-dT-containing DNA fragment 




Figure B.7: Antibody slot blots of CPD and 6-4PP repair kinetics.  
Top: Representative antibody slot blots against CPD (left) and 6-4PP (right) in S. cerevisiae genomic DNA, 
post-100J/m2 UV treatment, with indicated recovery times. 
Bottom: Quantitative repair kinetics of CPD (left) and 6-4PP (right). Time courses shown are averages of 
two or three biological repeats, each spotted in triplicates. Error bars represent standard errors of the mean 
of two to three experiments, each done in triplicates. 
  
 106 
 WT Δβ-hairpin3 ΔBHD3 
KD (nM) 28.72 ± 0.65 33.07 ± 1.81 24.89 ± 1.35 
Hill coefficient 1.66 ± 0.06 1.72 ± 0.16 1.90 ± 0.18 
 
Table B.1: WT and deletion mutants of Rad4-Rad23 bind tightly to Fl-dT-containing duplex DNA. 
Equilibrium dissociation constants (KD) and Hill coefficients obtained from fitting anisotropy data (3-5 





Name Description Sequence 
OMP007 sgRNA targeting RAD4 GATCACAGTTAAGCCAGTTTTAAGGTTTTAGAGCTAG5 
OMP008 sgRNA targeting RAD4 (other strand) CTAGCTCTAAAACCTTAAAACTGGCTTAACTGT 








































OMP019 rad4 screening primer (Forward) AGGACAGTTGGAAGGCCTAA 
OMP020 rad4 screening primer (Reverse) GTAGCACTTTCCTCCGCTT 
OMP021 
rad4 screening primer 
(Reverse, for C-term 
deletion) 
ACTCAAGTCCCTGTCCCTCT 
Table B.2: Oligonucleotides used for constructing rad4 mutants using the CRISPR/Cas9 system.  
                                                 
5 The 20mer guide sequence is underlined 
6 The rad4-Δ541-Cterm mutant contains an additional six amino acids (NEAETV) at the end of 
the C-terminal deletion 
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APPENDIX C 
MODELS AND EXAMPLES OF ANOMALOUS SUBDIFFUSION IN BIOLOGICAL 
SYSTEMS 
 
The following is only a brief explanation and for a much more thorough discussion on anomalous 
diffusion; please refer to an excellent recent review of this topic (323).  
C.1 CONTINUOUS-TIME RANDOM WALKS 
Originally introduced as a stochastic transport model (324) and used to describe motion of charge 
carriers in amorphous materials (325), the continuous-time random walk (CTRW) model can be 
considered a generalization of regular Brownian motion. Consider the simplest form of a one-
dimensional random walk: a particle makes a jump of step size 𝑙𝑙, to either the left or the right, after 
a waiting time 𝑙𝑙. The CTRW generalization of this description requires both step size and waiting 
time to be random variables, drawn from separate probability distributions. After each step, a new 
pair of values for 𝑙𝑙 and 𝑙𝑙 are generated from those same distributions, but independent of the values 
from the previous step. Naturally, when both distributions are well behaved, i.e. finite variance of 
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step lengths and mean waiting times, CTRW describes a simple random walk. However, if we 
assume a power-law form distribution of waiting times, 
𝜓𝜓(𝑙𝑙) ∝ 𝑙𝑙−1−𝛼𝛼       (c.1) 
such that for 0 < 𝛼𝛼 < 1 , the characteristic waiting time 〈𝑙𝑙〉  diverges and the subdiffusive 
ensemble-averaged MSD takes the form of 〈𝑥𝑥2(𝛥𝛥)〉 ~ Δα , where 𝛥𝛥  is the lag time (326). 
Furthermore, the lack of a finite characteristic waiting time also leads to what is known as weak 
ergodicity breaking among physicists. In the case of diffusion, a process is considered ergodic if 
the ensemble average of MSD 〈𝑥𝑥2(𝛥𝛥)〉 and time-averaged MSD 𝑁𝑁2(𝛥𝛥)�������� are equivalent in the limit 
of long measurement times, the latter of which is normally derived from time series collected in 




      (c.2) 
The dependence of time-averaged MSD 〈𝑁𝑁2(𝛥𝛥)��������〉 on measurement time 𝑙𝑙 leads to the observation 
of aging in the system, such that the time-averaged MSD is smaller if it is measured on a particle 
that has spent more time undergoing the diffusion process.  
Physically, the power-law form of waiting time distribution that results in subdiffusion 
under the CTRW regime could come from energy traps with exponentially distributed energy wells 
and their Arrhenius-type escape times (323). CTRW is an attractive model for subdiffusion in 
biological systems due to the multitude of intermolecular interactions between macromolecules 
present in the cell that naturally gives rises to energetic traps. Experimentally, CTRW has been 
shown to accurately model the non-ergodic component of Kv2.1 potassium channels diffusion in 
two-dimensional plasma membrane, which is caused by transient binding of the potassium 
channels to the actin cytoskeleton (330). Other experimental evidence lending support to the 
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CTRW model in vivo include observation of subdiffusion of RNA molecules in E. coli (331), and 
that of short time behavior of endogenous lipid granules in living fission yeast cells (332).  
 
C.2 FRACTIONAL BROWNIAN MOTION AND FRACTIONAL LANGEVIN 
EQUATION 
Another major stochastic model of anomalous diffusion is called fractional Brownian motion 
(FBM), described by Mandelbrot and van Ness (333). FBM is driven by a stationary, fractional 
Gaussian noise (FGN) with zero mean. Recall that normal diffusion is generated by uncorrelated 
white noise 𝜉𝜉(𝑙𝑙) in Equation 1.8; the FGN is time-difference correlated and the correlation takes 
on a power-law form 
〈𝜉𝜉𝐹𝐹𝐹𝐹𝑁𝑁(𝑙𝑙)〉 = 0, 〈𝜉𝜉𝐹𝐹𝐹𝐹𝑁𝑁(𝑙𝑙)𝜉𝜉𝐹𝐹𝐹𝐹𝑁𝑁(𝑙𝑙′)〉 = 𝛼𝛼(𝛼𝛼 − 1)𝐾𝐾𝛼𝛼∗|𝑙𝑙 − 𝑙𝑙′|𝛼𝛼−2   (c.3) 
When FGN is anti-correlated (0 < 𝛼𝛼 < 1), FBM describes subdiffusion.  
Based on the generalized Langevin equation (334), and introducing an FGN, as defined in 
FBM, leads to the fractional Langevin equation (FLE) (335,336). Contrary to FBM, FLE with 
correlated FGN (1 < 𝛼𝛼 < 2) leads to FBM-like subdiffusion only in its long time limit (337). 
Further, in contrast to the characteristic weak ergodicity breaking of CTRW, both FBM and motion 
governed by FLE have been shown to be ergodic, (i.e., the time averaged MSD converges slowly 
to the ensemble average), and take on the form of ~ 𝑙𝑙𝛼𝛼  with 0 < 𝛼𝛼 < 1 (338). 
A well-studied FBM/FLE-governed biological system of anomalous diffusion can be found 
in the subdiffusion of particles in viscoelastic environments, such as the cytoplasm and 
nucleoplasm of cells, due to effects of molecular crowding (339,340). Evidence from experiments, 
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as well as simulations of particle subdiffusion in artificially crowded solutions, shows that such a 
process is most consistent with FBM (341-343). FBM or FLE-governed motion have also been 
suggested as models for the observed subdiffusion of fluorescently labeled mRNA molecules (344), 
and chromosomal loci in bacterial cells (345), and transient subdiffusion of telomeres in U2OS 
nuclei (346,347).  
C.3 OBSTRUCTED DIFFUSION 
Consider a two-dimensional surface (e.g. a biological membrane), randomly decorated with 
immobile objects (e.g. anchored proteins) that pose obstacles to free diffusion of particles. This is 
an intuitive example of obstructed diffusion (OD), one of the simplest models of anomalous 
diffusion. As obstacle concentration increases, the available space for free diffusion decreases and 
subdiffusion rises. Mathematical modeling of OD is deeply rooted in percolation theory and 
diffusion in fractal space (348). Readers are referred to a recent review for more in-depth 
discussions on the subject (293). At lower obstacle concentrations, subdiffusion is transient before 
crossing over to normal diffusion. Monte Carlo simulations show that as the obstacle concentration 
approaches criticality (i.e. the percolation threshold), both crossover time and distance increase, 
becoming more relevant for observation in biological systems (349). Therefore, experimental 
observation of obstructed diffusion would appear anomalous over shorter time periods and normal 
over longer time periods. Like FBM, OD is also ergodic and stationary (293). Simulations of FBM- 
and OD-based models agreed favorably with experimentally observed molecular crowding-
dependent processive phosphorylation of MAP kinase (350,351). 
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C.4 OTHER MODELS 
Finally, subdiffusion can be modeled by assuming a diffusivity that is either time- or position-
dependent, namely the scaled Brownian motion (SBM) (352,353) and the heterogeneous diffusion 
process (HDP) (354,355), respectively. Experimental evidence of the HDP in mammalian cell lines 
has been established using fluorescence recovery after photobleaching (FRAP) to study freely-
diffusing enhanced yellow fluorescent proteins (356). More recently, patch models have been 
suggested as a family of HDP to explain CTRW-like non-ergodic subdiffusion that results from 
heterogeneous diffusivity rather than transient trapping (357). Simulations based on the patch 
model reproduced the observed non-ergodic subdiffusion of receptor on a live cell membrane, 
where the receptor motion could also be correlated to its structure (358).   
C.5 SUBORDINATION 
Thus far we have only discussed anomalous diffusion governed solely by a single specific model. 
However, due to the complexity of biological systems, it is possible that observed behavior is not 
adequately modeled by any single process. Sometimes, different models are applicable at different 
time scales. For example, even though endogenous lipid granules in living fission yeast cells 
undergo short time CTRW subdiffusion, their motion is better described by FBM at longer time 
scales (332). Other cases require different processes to be combined to form subordination 
schemes (359,360). Intracellular transport of fluorescently labeled insulin granules was found to 
be accurately modeled by FBM subordinated to a CTRW (361). Similarly, subordinating the 
ergodic diffusion on a fractal to a non-ergodic CTRW (362) has been proven appropriate in 
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modeling subdiffusion of Kv2.1 potassium channels in the plasma membrane (330). These 
subordinated schemes are likely essential in describing biological systems which are inherently 
complex and heterogeneous. Future investigations are needed for better understanding of which 
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Single-molecule approaches to solving biophysical problems are powerful tools that
allow static and dynamic real-time observations of specific molecular interactions of
interest in the absence of ensemble-averaging effects. Here, we provide detailed pro-
tocols for building an experimental system that employs atomic force microscopy and a
single-molecule DNA tightrope assay based on oblique angle illumination fluorescence
microscopy. Together with approaches for engineering site-specific lesions into DNA
substrates, these complementary biophysical techniques are well suited for investigat-
ing protein–DNA interactions that involve target-specific DNA-binding proteins, such as
those engaged in a variety of DNA repair pathways. In this chapter, we demonstrate the
utility of the platform by applying these techniques in the studies of proteins participat-
ing in nucleotide excision repair.
1. INTRODUCTION
Experiments studying nucleotide excision repair (NER) proteins
using optical imaging in our laboratories usually go through three distinct
phases: biochemical analysis (Croteau, DellaVecchia, Perera, & Van
Houten, 2008; Croteau et al., 2006), atomic force microscopy (AFM)
(Wang et al., 2006), and fluorescence single-molecule imaging (Hughes
et al., 2013; Kad, Wang, Kennedy, Warshaw, & Van Houten, 2010;
Kong et al., 2016). First, proteins should be highly purified and exhibit
excellent activity. Purification of these proteins often includes a size-
exclusion chromatography step to ensure a homogenous preparation of non-
aggregated protein, free of contaminating DNA, which is then examined by
a variety of bulk biochemistry methods such as fluorescence anisotropy and
electrophoretic mobility shift assays for DNA-binding affinities. These pro-
teins are then imaged alone and complexed with DNA substrates using AFM
to assess properties such as homogeneity, stability, stoichiometry (Ghodke
et al., 2014; Yeh et al., 2012), specificity, and DNA bend angles (Kong
et al., 2016). Finally, the dynamic interactions of these proteins with
DNA are visualized with the DNA tightrope assay and fluorescence micros-
copy (Ghodke et al., 2014; Kad et al., 2010; Kong et al., 2016; Kong & Van
Houten, 2016). This chapter first gives detailed protocols on preparing
defined DNA substrates for analysis by AFM or our tightrope assay.We then
discuss how AFM is used to determine specificity, stoichiometry, and DNA
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bend angles. Finally, we end with a description of our optical DNA tight-
rope flow cell setup with which we can observe quantum dot (Qdot or
QD)-labeled proteins using oblique angle illumination on a total internal
reflection fluorescence microscope.
2. PREPARATION OF DEFINED LESION SUBSTRATES FOR
AFM AND DNA TIGHTROPE ASSAY
To characterize protein–DNA interactions involving proteins that
recognize specific targets, DNA sequences or otherwise, it is important to
ensure that an optimal number of target sites exist in the DNA substrate
against a vast nonspecific background, such that binding events can be
observed efficiently. For DNA repair proteins that carry out damage
recognition, a common method to globally induce different types of
lesions in a random manner is to subject commercially available λ-DNA
to physical or chemical manipulations (Kad et al., 2010; Nelson, Dunn,
Kathe, Warshaw, &Wallace, 2014). The number of total lesions can be esti-
mated qualitatively for comparison purposes or, in the case of UV-induced
photoproducts, explicitly calculated as an average lesion density through
quantitative PCR (qPCR) (Furda, Bess, Meyer, & Van Houten, 2012;
Meyer et al., 2007). It is also worth noting that UV irradiation of DNA gen-
erates 6,4-photoproducts as well as cyclobutane pyrimidine dimers, both of
which contribute to the global average lesion density derived from qPCR.
Compared to the random distributions of possibly more than one type of
lesion generated as briefly described above, a DNA substrate containing
site-specific lesion(s) of desired identity offers more control in the sequence
context around the lesion site and leads to more predictable binding patterns
that may correlate with specific binding events. To this end, we have devel-
oped two different strategies for making DNA substrates containing site-
specific lesions, suitable for single-molecule AFM and DNA tightrope
assays. The first approach, based on the plasmid pSCW01 (Fig. 1A and B)
previously used to study DNA mismatch repair, places a 37mer lesion-
containing oligonucleotide in a gap created in the plasmid via nicking at four
Nt.BstNBI sites (Fig. 1C (i)–(iv)) (Geng et al., 2011; Ghodke et al., 2014).
The oligonucleotide containing the defined lesion is sealed into the plasmid
by T4 DNA ligase with high efficiency approaching 98%–99% (Fig. 1C (v)).
The plasmid can be digested to yield a 538-bp lesion-containing fragment
for AFM studies (Fig. 1C; Section 2.7). Alternatively, it is linearized and tan-
demly ligated (end to end) to form long DNA substrates suitable for the
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Fig. 1 Design of defined lesion substrate. (A) Map of the pSCW01 plasmid and locations
of restriction digest sites. (B) Detailedmap of restriction digest and nicking sites for plas-
mid sequence between the AatII (157) and SapI (233) sites. Nt.BstNBI nicking sites are
shown in red. (C) Strategy for generating defined lesion substrate based on the pSCW01
plasmid. The plasmid is first nicked by Nt.BstNBI at four different locations (i), which
yields three short single-stranded fragments (ii) that are liberated from the plasmid
via heating, resulting in a gapped plasmid (iii). 37mer oligonucleotides, each containing
a site-specific lesion, are annealed to the gapped plasmids (iv) before the nicks on either
side of the oligonucleotides are sealed by overnight ligation (v). The plasmids can now
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tightrope assay (Fig. 1C; Sections 2.1–2.6). These defined lesion damage
arrays thus contain one site-specific lesion every 2030bp (Fig. 1E). Another
approach inserts an oligonucleotide containing a site-specific lesion into
λ-DNA (Fig. 1D; Section 2.8). In this method, λ-DNA is first nicked by
Nt.BstNBI at 61 different sites and the shortest single-stranded fragment,
between bases 33,778 and 33,791, is then liberated and replaced with a
lesion-containing oligonucleotide.
2.1 Growing pSCW01 Plasmid
2.1.1 Equipment
• 37°C shaking incubator
• Laboratory centrifuge
2.1.2 Buffers and Reagents
• Escherichia coli transformed with pSCW01 on LB-Amp agar plates
• LB media with 100 μg/mL ampicillin (LB-Amp)
2.1.3 Procedure
1. Pick a single colony from a freshly transformed plate.
2. Inoculate a 2-mL LB-Amp starter culture for 6h at 37°C.
3. Inoculate 1L LB-Amp with 1mL starter culture. Grow for 18h at 37°C.
be linearized by XhoI and then tandem-ligated to form long DNA substrates, containing
one site-specific damage per 2030bp, for use in the DNA tightrope assay. Alternatively,
the plasmids can be double digested by XmnI and PciI and gel purified to obtain 538bp
fragments, each containing one site-specific damage 160bp from the PciI site.
(D) Strategy for inserting a damaged oligonucleotide with a biotin conjugate for quan-
tum dot visualization in λ-DNA. The upper λ-DNA sequence is underlined at the binding
sites for Nt.BstNBI. Cut sites are indicated by red arrows, leading to the release of the
bolded segment. This is replaced by the lower 50 phosphorylated oligonucleotide (blue)
containing damage (Z ¼ fluorescein-dT) and biotin-conjugated via TEG at the 30 end.
(E) An array of streptavidin-conjugated quantum dots on a DNA tightrope of a defined
lesion substrate containing one site-specific abasic site analog per 2030bp, each with a
proximal biotin marking the site of the lesion. (F) DNA damage (magenta) visualized
with 655 streptavidin-conjugated quantum dot on a λ-DNA tightrope stained with
YOYO-1 (cyan). Panel E: Adapted with permission from Ghodke, H., Wang, H.,
Hsieh, C. L., Woldemeskel, S., Watkins, S. C., Rapic-Otrin, V., et al. (2014). Single-molecule
analysis reveals human UV-damaged DNA-binding protein (UV-DDB) dimerizes on DNA
via multiple kinetic intermediates. Proceedings of the National Academy of Sciences of
the United States of America, 111(18), E1862–E1871. http://dx.doi.org/10.1073/pnas.
1323856111 (fig. 4A).
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4. Centrifuge at 6000  g for 15min at 4°C to harvest. Store each liter of
culture as two pellets.
2.2 Maxiprep of Plasmid DNA
2.2.1 Equipment
• Laboratory centrifuge
• SpeedVac or other vacuum concentrator
2.2.2 Buffers and Reagents
• pSCW01 E. coli pellets




1. Resuspend each pellet of culture in 25mL of buffer P1.
2. Add 25mL of buffer P2. Incubate at room temperature for 5min.
3. Add 25mL of prechilled buffer P3. Mix well.
4. Follow the manufacturer’s protocol.
5. Resuspend each DNA pellet in 500 μL of ddH2O.
6. Concentrate DNA in SpeedVac to 1 μg/μL.
2.2.4 Notes
1. In step 5, DNA is resuspended in ddH2O instead of Tris or Tris–EDTA
buffer so that samples can be concentrated without affecting concentra-
tions of the buffer components.
2.3 Plasmid DNA Nicking and Oligo Displacement
2.3.1 Equipment
• Heat block or thermocycler
2.3.2 Buffers and Reagents
• Purified plasmid DNA (pSCW01)
• Displacer oligonucleotides (Table 1, IDT)
• Nickase (Nt.BstNBI, 10U/μL, NEB)
• 10 NEBuffer 3.1 (NEB)
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T indicates an internal fluorescein-modified deoxythymidine. /BiodT/ indicates a biotin-modified deoxythymidine. /BioTEG/ indicates a biotin modification attached
via a triethylene glycol (TEG) spacer.
2.3.3 Procedure
1. Prepare, in 1NEBuffer 3.1 (NEB), purified plasmid DNA (pSCW01)
at the final concentration of 400ng/μL, with 50-fold molar excess of
each of the three displacer oligonucleotides (Table 1), and twice the
number of units of nickase (Nt.BstNBI, 10U/μL, NEB) as the amount
of plasmid DNA in micrograms. Incubate the reaction at 55°C for 4h.
Before proceeding to the next step, save 1–2 μL of the nicking reaction
for diagnostic tests.
2. Inactivate the nicking reaction at 85°C for 10min before turning off the
heat block. Let the heat block cool down to room temperature for
approximately 3.5–4h to allow annealing of displacer oligos with com-
plementary short fragments liberated from plasmids through the nicking
reaction. Before proceeding to the next step, save 1–2 μL of the gapped
DNA for diagnostic tests.
2.3.4 Notes
1. Start the nicking reaction with at least 50 μg of plasmid DNA for better
yield in the next step.
2. During cooling, the excess displacer oligonucleotides capture and anneal
to those liberated from the nicking reaction, preventing them from
reannealing to the plasmid. These short fragments and oligonucleotides
are then removed in the next step.
2.4 PEG Purification of Gapped Plasmid DNA
2.4.1 Equipment
• Heat block or thermocycler
• Benchtop centrifuge
• Nanodrop or other UV–vis spectrophotometer
• Standard agarose gel electrophoresis equipment
2.4.2 Buffers and Reagents
• 2 PEG solution (26% polyethylene glycol, MW 8000 and 20mM
MgCl2)
• 70% ethanol
• 1 TE buffer (10mM Tris–HCl, pH 8.0, 1mM EDTA)
• Restriction enzymes (PstI and NcoI, NEB)
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2.4.3 Procedure
1. Pool and transfer now gapped DNA plasmids to new Eppendorf tubes,
each containing no more than 500 μL in volume. Add equal volume
of 2 PEG solution to each tube and mix well.
2. Centrifuge at 4°C for 1h at the maximum speed (14,800rpm) on a
benchtop centrifuge.
3. Carefully remove the supernatant from each tube. Precipitated DNA
should have formed a thin film stuck on the side of the tube. Using a
pipette, wash the side wall with 500 μL of 70% ethanol. The white film
of DNA should peel off and settle to the bottom of the tube.
4. Centrifuge and collect the DNA pellet at 4°C for 15min at the maxi-
mum speed (14,800rpm) on a benchtop centrifuge.
5. Carefully remove the supernatant from each tube without disturbing the
DNA pellet at the bottom.
6. Air dry the tube and the pellet before resuspending the pellet in 200 μL
of ddH2O.
7. Dilute 1 μL of the purified gapped plasmid DNA in 20 μL of 1 TE
buffer andmeasure the DNA concentration atA260 using a UV–vis spec-
trophotometer (NanoDrop 2000, Thermo Scientific).
8. Save 1–2 μL of the purified gapped plasmid DNA for diagnostic tests.
9. Test for completeness of nicking and gapping reactions by setting up
restriction digests of samples saved previously after nicking and gapping
reactions. Purified pSCW01 plasmids should be used as a positive con-
trol. Restriction enzymes (PstI and NcoI, NEB) target the sequence that
is nicked and/or liberated after nicking, and therefore will not incise the
gapped plasmid DNA. Typical reactions contain 100–200ng of nicked
or gapped plasmid DNA and 5U of restriction enzyme in 20 μL of
appropriate reaction buffer and are incubated at 37°C for 2h. Run all
digested reactions and undigested controls on a 1% agarose gel (Fig. 2A).
2.4.4 Notes
1. During the resuspension step, it may be helpful to heat the tube at 55°C
for 10min to help resolubilize the DNA.
2.5 Annealing and Ligation of 37mer Oligo
2.5.1 Equipment
• Heat block
• Thermocycler or heat block in cold room or fridge
• Standard agarose gel electrophoresis equipment
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• Standard denaturing polyacrylamide electrophoresis equipment
• Typhoon scanner (GE Healthcare)
2.5.2 Buffers and Reagents
• 10 NEBuffer 2.1 (NEB)
• Lesion-containing 37mer oligonucleotides (Table 1, IDT)
• Fluorescently labeled 37mer and 50mer oligonucleotides (IDT)
• 100mM ATP solution
• T4 DNA ligase (NEB)
• Restriction enzymes (PstI, NcoI, EcoRI, and AatII, NEB)






































































Fig. 2 Diagnostic agarose gels for preparation of defined lesion substrates. (A) 1% aga-
rose gel of diagnostic restriction digests of pSCW01 plasmid, gapped plasmid, and
gapped plasmid with FL37BiodT annealed. PstI and NcoI, whose restriction sites are
within the 37-base gap, do not linearize the gapped plasmid. With FL37BiodT annealed
in the gap, NcoI linearizes the now nicked plasmid. Restriction digest by PstI on the
FL37BiodT-annealed plasmid is hindered due to the presence of the fluorescein in
the PstI restriction site. L., linearized plasmid; O.C., open circle, nicked or gapped plas-
mid; S.C., supercoiled plasmid. (B) 1% agarose gel of pSCW01 plasmid, FL37BiodT-
annealed plasmid, and FL37BiodT-ligated plasmid. The reappearance of the supercoiled
band in the ligated plasmid lane indicates completion of the ligation reaction. L., line-
arized plasmid; O.C., open circle, nicked or gapped plasmid; S.C., supercoiled plasmid.
(C) 0.8% agarose gel of tandem-ligated the FL37-containing defined lesion substrate
with full-length λ-DNA and λ-DNA HindIII digest fragments as size markers.
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2.5.3 Procedure
1. Fill the gap by annealing a 37mer oligonucleotide that contains a lesion
of choice. Always carry out the annealing and ligation steps for the
lesion-containing oligo in parallel to the same experiments using a
fluorescein-labeled 37mer (FL37, Table 1), which can be later used to
check annealing and ligation reactions.
2. Set up annealing reactions in 1 NEBuffer 2.1 (NEB), containing
400nM gapped plasmids and threefold molar excess of 37mer lesion-
containing oligonucleotides (and in parallel, FL37). Incubate at 85°C
for 10min before turning off the heat block. Let the heat block cool
down to room temperature for approximately 3.5–4h to allow annealing
of 37mer oligonucleotides. Save 1–2 μL of the annealed plasmid DNA
for diagnostic tests.
3. Set up ligation reaction to seal the 50- and/or 30-nicks that remain after
annealing. To the annealing reaction, add ATP and T4 DNA ligase
(2000U/μL, NEB) to a final concentration of 8mM and 20U/μL,
respectively. Incubate at 16°C for 18h.
4. Inactivate the ligation reaction at 65°C for 10min before turning off the
heat block. Let the heat block cool down slowly to room temperature.
5. Save 1–2 μL of each ligation reaction for diagnostic tests.
6. To test for completeness of annealing reaction, set up restriction digest
reactions of saved sample of annealed plasmid DNA with restriction
enzymes that target the sequence in the annealed oligo. Incubate
100–200ng of annealed plasmids with 5U of restriction enzymes (PstI
or NcoI, NEB) in 20 μL reaction volume in appropriate buffers for 2h
at 37°C and run with undigested control on 1% agarose gel (Fig. 2A).
7. To test for completeness of the ligation reaction, set up restriction digest
reactions of the saved ligated plasmids with FL37 in the gap. Prepare sin-
gle digestions of the sample with either EcoRI or AatII, as well as a dou-
ble digestion with both enzymes. Incubate 20 μL reactions containing
100–200ng plasmids and 5U of restriction enzyme(s) in appropriate
buffer at 37°C for 2h. To each 5 μL of digested samples and undigested
control, as well as 2 μL of 25nM fluorescein-labeled oligonucleotides of
appropriate lengths (37mer and 50mer), add equal volume of 2 dena-
turing sample loading buffer. Heat all samples at 90°C for 5min and chill
on ice immediately. Load these samples on a prerun 10% denaturing
polyacrylamide gel. Ensure that the gel runs hot to the touch to
prevent reannealing of single-stranded DNA and image on a fluores-
cence scanner (Typhoon 9400, GE Healthcare). Lengths of the
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diagnostic restriction digests will vary depending on whether the 50- or
the 30-nick was sealed.We normally observe>98% ligation of both ends
of the modified 37mer.
2.5.4 Notes
1. Ideally, steps in the protocol from nicking plasmids to annealing of
37mer oligonucleotides should be completed in 1 day, with the 18-h
ligation setup to take place overnight. This is so that the time that plas-
mids remain gapped, during which they are presumably the most fragile,
is minimized. However, if necessary, purified gapped plasmids can be
stored overnight at 4°Cwithout significant adverse effects on the quality
of the entire preparation.
2. Ligation reaction can also be confirmed by comparing overnight-ligated
plasmids to those before ligation. A supercoiled band similar to that seen
in purified plasmids should reappear after ligation (Fig. 2B).
2.6 Linearization and Tandem Ligation
2.6.1 Equipment
• Heat block or thermocycler
• Standard agarose gel electrophoresis equipment
2.6.2 Buffers and Reagents
• 10 NEBuffer 2.1 (NEB)
• 50mM EDTA
• Restriction enzyme (XhoI, NEB)
• T4 DNA ligase (NEB)
• 2 Quick Ligation Reaction Buffer (NEB)
• Dry ice
• λ-DNA and λ-DNA HindIII digest fragments (NEB)
2.6.3 Procedure
1. Linearize ligated plasmids by incubating them with twice the number of
units of XhoI (20U/μL, NEB) as the amount of DNA in micrograms at
37°C for 2h. Adjust the final concentration of NEBuffer 2.1 (NEB) to
1 with 10 stock if necessary.
2. Heat inactivate XhoI by incubating at 80°C for 20min. Turn off heat
block and allow it to cool down slowly to room temperature. Linearized
plasmids can be stored at –20°C.
224 Muwen Kong et al.
3. For tandem (end-to-end) ligation of linearized plasmids: incubate 1 μg of
plasmids with 2 μL of T4 DNA ligase (2000U/μL, NEB) in 1 Quick
Ligation Reaction Buffer (NEB) in a total reaction volume of 20 μL at
room temperature for 15min.
4. At the end of the ligation, save 2 μL of the reaction and stop the reaction
by adding 1 μL of 50mM EDTA. Stop the rest of the reaction (18 μL) by
placing the ligation reaction tube on dry ice till frozen. Ligation products
can be kept for short-term storage at –20°C.
5. To check the efficiency of tandem ligation, run the saved sample from
the step above on 0.8% agarose gel with full-length λ-DNA (NEB) and
λ-DNAHindIII digest fragments (NEB) as standards (Fig. 2C). Tandem-
ligation products should be at least the same length as the longest λ-DNA
HindIII digest fragment (23,000bp), preferably equal to or longer than
λ-DNA (48,000bp).
2.7 Preparation of DNA Substrate for AFM
2.7.1 Equipment
• Heat block or thermocycler
• Standard agarose gel electrophoresis equipment
• UV transilluminator
• Benchtop centrifuge
• Nanodrop or other UV–vis spectrophotometer
• SpeedVac or other vacuum concentrator
2.7.2 Buffers and Reagents
• Restriction enzymes (XmnI and PciI, NEB)
• 10 NEBuffer 2.1 (NEB)
• Agarose gel purification kit (Wizard SVGel and PCRClean-Up System,
Promega)
• PCR purification kit (QIAquick PCR Purification Kit, Qiagen)
• AFM water: autoclaved nuclease-free ddH2O, 0.02 μm filtered
2.7.3 Procedure
1. Set up a double digest with restriction enzymes (XmnI and PciI, NEB) in
appropriate buffer (1 NEBuffer 2.1, NEB). Use twice the number of
units of each restriction enzyme as the amount of annealed and ligated
lesion-containing plasmid DNA in micrograms. Incubate the reaction
at 37°C for 4h.
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2. Inactivate the digestion reaction at 80°C for 20min before turning off
the heat block. Let the heat block cool down slowly to room tempera-
ture. Run a small sample of the digested product on 1% agarose gel to
ensure that digestion was complete.
3. Run the rest of digestion reaction on 1% agarose gel. Excise the band of
appropriate size from gel and extract DNA with a commercial gel puri-
fication kit per manufacturer’s protocol. See Section 2.7.4 for notes on
avoiding UV damage.
4. Purify gel-extracted DNA one more time with a commercial PCR
purification kit (QIAquick PCR Purification Kit, Qiagen) per man-
ufacturer’s protocol to ensure complete removal of restriction enz-
ymes from the desired DNA fragments. The final elution of DNA
should be carried out in AFM water. Measure DNA concentration
at A260 using a UV–vis spectrophotometer (NanoDrop 2000, The-
rmo Scientific).
5. In a vacuum concentrator (SpeedVac DNA120, Thermo Scientific),
concentrate DNA sample to desired concentration appropriate for
AFM-binding experiments (200–300nM). DNA can be kept at 4°C
for immediate use, or –80°C for long-term storage.
2.7.4 Notes
1. When excising gel bands on the UV transilluminator, it is important to
minimize the bands’ exposure toUV as UV light could induce additional
undesired photoproducts in DNA. To do so, load in a separate lane a
small amount of digested DNA for visualization purpose only and shield
the bulk of the DNA sample in gel from UV with aluminum foil.
2. Two-step purification (gel extraction and PCR purification kits) should
remove all DNA-bound restriction enzymes from the sample. However,
if proteins are found bound to DNA upon quality check under AFM,
additional rounds of PCR purificationmay be needed at the cost of slight
loss of DNA sample. Additionally, it may be necessary to do a phenol–
chloroform extraction and ethanol precipitation to get rid of stubborn
proteins.
3. It may be desirable to aliquot purified DNA sample into single-use tubes
and store at –80°C to avoid repeated freeze–thaw cycles.
2.8 Defined Lesion Substrates Based on λ-DNA
2.8.1 Equipment
• Heat block
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2.8.2 Buffers and Reagents
• Nickase (Nt.BstNBI, 10U/μL, NEB)
• 10 NEBuffer 3.1 (NEB)
• λ-DNA (NEB)
• T4 DNA ligase (1U/μL, NEB)
• 100mM ATP solution
• 1 μM 13mer oligonucleotide with site-specific damage at position 8 and
a 30 biotin modification via a TEG linker (Table 1)
• Qdot Streptavidin Conjugate (Thermo Scientific)
• YOYO-1 dye (Thermo Scientific)
2.8.3 Procedure
1. Prepare the nicking reaction using NEBuffer 3.1, 5μg of λ-DNA and
2U of enzyme; incubate at 55°C for 2h.
2. Digestion of λ-DNAwith the single-stranded nickase will create numer-
ous nicks with which only one pair will be close enough together to gen-
erate an oligonucleotide fragment with a near room temperature melting
point, regions 33,778–33,791 of λ-DNA (Fig. 1D).
3. Incubate with a 10-fold excess of damage-containing oligonucleotide
(FL13, Table 1) at 55°C for 10min.
4. Allow the solution to cool to room temperature.
5. Perform the ligation with 1 U of T4 DNA ligase and 1mMATP at room
temperature overnight.
6. Removal of DNA ligase can be achieved using phenol:chloroform
extraction (Sambrook, Fritsch, & Maniatis, 1989).
7. The lesion-containing DNA is ready to be used for DNA tightropes.
8. The DNA can be stored at 4°C for use within a day or two, for longer
storage –20°C is preferred.
9. To visualize the damage site located 5 bases from the biotin, add 10nM
streptavidin-conjugated Qdots into a flow cell and incubate for 15min.
This can be combined with 100nMYOYO-1 dye to visualize the DNA
simultaneously (Fig. 1F).
2.8.4 Notes
1. For longer tightropes, DNA can be concatemerized (Springall,
Inchingolo, & Kad, 2016).
2. This procedure is based on themethod of Tafvizi, Huang, Fersht, Mirny,
and van Oijen (2011).
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3. ATOMIC FORCE MICROSCOPY
AFM provides a topographical view of protein–DNA interactions
(Fig. 3). Three major sets of data can be obtained from a single protein–
DNA experiment: protein specificity for site-specific lesions, as determined
by its binding position on a DNA substrate (Fig. 4B and F); the bend angle
of DNA at points of specific and nonspecific protein binding or otherwise
(Fig. 4C andG); and the stoichiometry of protein binding to DNA substrates
as determined by the volume of the complex (Fig. 4A, D, and E). The steps
needed to acquire these data are outlined below. The overall process
involves setting up a protein–DNA-binding reaction and depositing the
sample onto atomically smooth mica (Section 3.1), imaging with an atomic
force microscope (Section 3.2), and analyzing data (Section 3.3).
Binding reactions are set up using purified proteins and DNA substrates
500–600bp in length. The process described in Section 2.7 produces a 538-
bp DNA duplex with a single site-specific lesion, positioned at 30% the con-
tour length. Empirically, substrates of this size are ideal for AFM because
they are long enough to allow for precise assessment of protein-binding
positions and DNA bend angles, but short enough such that a large number
of molecules can be captured in a single 1  1μm field without excessive
overlap and convolution.
Many protocols for AFM take advantage of the chemical properties of
mica. First, mica exists in sheets that can be easily cleaved. Freshly cleaved
mica is an atomically smooth surface, ideal for AFM imaging, as it will not
contribute to the landscape being imaged. Second, the surface of freshly
cleaved mica has a negative charge, which may be useful for studying certain
positively charged particles. However, when studying protein–DNA inter-
actions, mica can be treated with divalent and/or monovalent cations; we
use a combination of sodium and magnesium salts in our deposition buffer.
This confers a positive charge to the mica surface that will attract the neg-
ative phosphate backbone of DNA and enhance sample adhesion
(Hansma & Laney, 1996; Vesenka et al., 1992).
Finally, the atomic force microscope scans the samples on mica to pro-
duce topographical data. Suspension of the microscope with bungee cords
provides some protection from interfering vibrations (Fig. 3A). In AFM tap-
ping mode (Fig. 3B), a cantilever (with probe tip at the end) is driven to
oscillate vertically near its resonance frequency. The AFM scanner allows
the probe to track a sample field in the X–Y dimensions. In tapping mode,
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Fig. 3 Atomic force microscopy setup. (A) diMultiMode V atomic force microscope by
Veeco. For noise isolation, the AFM is placed on a heavy platform suspended by elastic
bungee cords that are secured to a tripod. (B) Schematic of AFM tapping mode in air
(not to scale). A protein–DNA sample on mica (i) glued to a metal disc (ii) is placed
on the AFM scanner (iii). The probe tip (iv) scans across the sample to generate AFM
data. The tip is located at the end of a cantilever (v), which is attached to a support chip
(vi) and held by the probe holder (vii). A laser (viii) is reflected off the cantilever and onto
a photodetector (ix). Deflection of the cantilever induced by the sample surface changes
the path of the laser beam and provides topographical information about the sample
(not shown). (C) 12-mmmica chip glued to metal disc. (D) Probe holder with probe (red
arrow) for tapping in air. (E) Close-up of probe holder and probe installed above mica on
scanner.
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Fig. 4 AFM imaging of protein volume, position, and bend angle. (A)–(C) AFM images of
each protein-binding event on DNA can be used to extract information on the protein
volume, binding position, and DNA bend angle, respectively. (D) Histogram of UV-DDB
K244E mutant volumes on DNA (n ¼ 171). (E) Calibration curve relating the molecular
weight of a complex to its measured AFM volume, mean  SD of three separate deter-
minations. The curve was generated using the following proteins in solution: (i) Pot1
monomer (65kDa), (ii) PcrA monomer (86.4kDa), (iii) UvrA monomer (105kDa),
(iv) Taq MutS dimer (181kDa), (v) UvrA dimer (210kDa), and (vi) Taq MutS tetramer
(362kDa). Linear fit to the data yields V(nm3)¼1.471 MW (kDa)7.294 with
R2¼0.9886. (F) Histogram and Gaussian fitting (red curve) of wild-type Rad4–Rad23-
binding positions (32%  13%, n ¼ 335) on 538bp DNA fragment in terms of percent-
age of total contour length measured from one end. (G) Histogram of DNA bend angles
at all internal wild-type Rad4–Rad23-binding sites (white, n ¼ 335). The histogram (gray)
and Gaussian fitting (red curve) show DNA bend angles (43  24°, n ¼ 189) at specific
binding events (proteins bound between 20% and 40%). Panel (D): Adapted with permis-
sion from Ghodke, H., Wang, H., Hsieh, C. L., Woldemeskel, S., Watkins, S. C., Rapic-Otrin, V.,
et al. (2014). Single-molecule analysis reveals human UV-damaged DNA-binding protein
(UV-DDB) dimerizes on DNA via multiple kinetic intermediates. Proceedings of the National
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the oscillation amplitude is kept constant, but interaction with the sample
surface causes deflection of the cantilever and alters the path of the reflected
laser beam. Three-dimensional images are captured and can be analyzed
using various computer programs.
3.1 Binding Reaction and Sample Preparation
3.1.1 Equipment
• Heat block
• Mica (SPI) fixed to metal disks with low-melt glue (SPI)
• Forceps
• Compressed nitrogen gas
• Scotch tape (3M)
3.1.2 Buffers and Reagents
• Purified protein, 5 μM
• DNA substrate, 200nM (Section 2.7)
• Protein-binding buffer (Note 2)
• Deposition buffer: 25mM HEPES, pH 7.5, 25mM NaOAc, 10mM
Mg(OAc)2, 0.02 μm filtered
• AFM water: autoclaved nuclease-free ddH2O, 0.02 μm filtered
3.1.3 Procedure
1. Set up binding reaction. This will vary depending on the protein and
DNA being studied. In general, a 10-μL reaction can be prepared with
100nMDNA substrate and 500nM protein in binding buffer. Allow the
reaction to proceed for 30min at room temperature.
Academy of Sciences of the United States of America, 111(18), E1862–E1871. http://dx.
doi.org/10.1073/pnas.1323856111 (fig. 5E). Panel (E): Adapted with permission from
Ghodke, H., Wang, H., Hsieh, C. L., Woldemeskel, S., Watkins, S. C., Rapic-Otrin, V., et al.
(2014). Single-molecule analysis reveals human UV-damaged DNA-binding protein (UV-
DDB) dimerizes on DNA via multiple kinetic intermediates. Proceedings of the National
Academy of Sciences of the United States of America, 111(18), E1862–E1871. http://
dx.doi.org/10.1073/pnas.1323856111, fig. S6D. Panel (F): Adapted with permission from
Kong, M., Liu, L., Chen, X., Driscoll, K. I., Mao, P., Bohm, S., et al. (2016). Single-molecule imag-
ing reveals that Rad4 employs a dynamic DNA damage recognition process.Molecular Cell,
64(2), 376–387. http://dx.doi.org/10.1016/j.molcel.2016.09.005 (fig. 5A). Panel (G): Adapted
with permission from Kong, M., Liu, L., Chen, X., Driscoll, K. I., Mao, P., Bohm, S., et al. (2016).
Single-molecule imaging reveals that Rad4 employs a dynamic DNA damage recognition pro-
cess.Molecular Cell, 64(2), 376–387. http://dx.doi.org/10.1016/j.molcel.2016.09.005 (fig. 5B).
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2. During reaction, heat the required volume (200 μL) of deposition
buffer at 65°C for 15–20min. After heating, vortex buffer and spin down
briefly. Allow to cool back to room temperature before setting up dilu-
tions in step 4.
3. During reaction, and while deposition buffer is preheating, cleave mica
using scotch tape. A razor blade may be used to make a shallow cut across
the edge of the mica as a starting point for peeling. Smooth tape over the
surface of the mica and, gripping the metal disk with forceps, pull the
tape back. Check surface for uneven cleavage and repeat if necessary.
A mica chip glued on a metal disc is shown in Fig. 3C.
4. When steps 1–3 are complete, set up depositions one at a time, in order
to minimize time sample is spent in deposition buffer (Note 3). Add 1 μL
of the reaction to 24 μL of deposition buffer and mix gently. Transfer all
25 μL of the diluted reaction onto the mica (Note 4); be careful not to
touch the surface with the pipette tip. Immediately after depositing the
droplet, gently rock the mica back and forth and swirl to distribute the
sample evenly on the surface. Do this for 30 s and immediately begin
step 5.
5. Aspirate 1000 μL of AFM water in a micropipette, dispense approxi-
mately 200 μL onto the mica surface, and flick water into sink. Repeat
until you have used all the water (5 washes total).
6. Dry the mica under a gentle stream of N2 gas. Push the liquid off the
mica and onto a paper towel. Be careful of the air stream such that water
droplets run down and off the surface, but are not allowed to come
back up.
3.1.4 Notes
1. It is important that the purified protein is very clean and is stored in a
buffer that does not include BSA, as this will interfere with imaging
and analysis in the following sections.
2. Protein-binding buffer will vary depending on the specific reaction
being studied. 50mM HEPES (pH 7.5) and 150mM NaCl are a good
starting point.
3. These steps would be easiest with three hands, but they are manageable
with a little forethought. We recommend setting up the “wash station”
prior to beginning the depositions: aspirate 1000 μL of AFM water and
leave pipette byN2 tank, along with some paper towels laid on the bench
to collect runoff. Then, make the dilution and aspirate the sample. Care-
fully set the pipette on the bench while picking up the mica with forceps.
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Then, the operator can transfer the forceps/mica to their nondominant
hand and dispense the sample using their dominant hand.
4. Sample concentration and volume both affect distribution on the mica.
Typically, depositing 25 μL of a 1:25 dilution (for a final concentration
of 20nM protein and 4nM DNA) of the reaction results in favorable
sample distribution without overcrowding. However, some optimiza-
tion may be required. We suggest setting up multiple depositions to test
these factors.
3.2 Imaging With AFM
3.2.1 Equipment
• Atomic force microscope (Veeco, diMultiMode V, or other/newer
models)
• AFM controller (Bruker, NanoScope V)
• NanoScope 9.0 software (earlier versions will also work)
• Tripod with bungees or air table to protect AFM from environmental
vibrations
• Probes for tapping in air (Nanosensors PointProbe® Plus)
3.2.2 Procedure
1. Turn on the AFM controller.
2. Open the NanoScope software and begin a Tapping in Air protocol.
Select a Capture Directory for files to be saved. Basic steps of the pro-
cedure are outlined on the left of the window.
3. Begin with Setup. Enter probe information if desired.
4. On the microscope itself, switch the mode toAFM/LFM. Insert a fresh
probe into the probe holder (Fig. 3D). Adjust the laser and mirror posi-
tions for the maximum signal intensity.
5. Remove the AFM head by releasing the springs on either side and place
the mica onto the magnetic sample pedestal. Carefully, replace the
AFM head and reattach the springs. The probe is now positioned over
the sample on the scanner (Fig. 3E).
6. Lower the tip to50–100 μm above the mica surface. When using the
NanoSensors PointProbe® Plus, this can be estimated as roughly half
the length of the cantilever that is visible.
7. Use the AFM knobs to adjust the laser position on the detector. The
display on the AFM should read as close to 0 as possible for both vertical
and horizontal differences.
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8. Switch the AFM toTapping/TFMmode and carefully transfer the AFM
to the bungee setup (Fig. 3A).
9. Still on the Setup step in NanoScope, press Auto Tune. Verify that the
Drive Amplitude is less than 100mV. It may be necessary to useManual
Tune to achieve appropriate settings.
10. Click on the next step in NanoScope: Check Parameters. Begin with the
following settings: scan size: 0.00nm; aspect ratio: 1.00; X offset:
0.00nm; Y offset: 0.00nm; scan rate: 3.26Hz; Samples/Line: 512;
Lines: 512.
11. Click on the next step in NanoScope: Engage. The tip will lower
toward the mica until it engages and begins tracking the sample. Ensure
you are scanning in the height channel. Because the scan size is set to 0,
the surface should appear completely flat. Verify that the Trace and
Retrace curves are both sufficiently flat.
12. Click on the Withdraw step in NanoScope and then return to Setup.
Repeat steps 9–11.
13. Increase the scan size to 1000nm. Press the Frame Up or Frame Down
arrows to begin at the bottom or top of the field, respectively.
14. While scanning, capture the current field by pressing the camera button
(Capture). The status bar will read “Capture: On” for the duration of
the scan, and “Capture: Done”when it is complete and the file has been
saved to the Capture Directory. The status bar will read “Capture:
Next” if parameters have been changed within the current scan, such
as scan size or offset.
15. After each image, change the X and Y offsets to move to a new area on
the mica and capture a new image. We suggest moving by 1.1μm each
time to account for drift and avoid redundancy.
16. Open raw 001 files in NanoScope Analysis. Flatten the images using the
Flatten tool. Select first- (line by line) or second (to correct for bowing
effect)-order flattening and pressExecute. Adjust data scales and colors as
desired. Save changes.
17. To export BMP files of the height images, select the desired files in the
Browse Menu. Right-click > Export… > bmp.
18. When imaging is complete, withdraw the trip (press Withdraw several
times) and remove the AFM from the bungee setup. Close the
NanoScope software and then shut off the controller.
3.2.3 Notes
1. When inserting probes and samples, be careful to keep the tip position
high off the surface to prevent accidental damage.
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• ImageJ (https://imagej.nih.gov/ij/, NIH)
• Image SXM
• Microsoft Excel
• GraphPad Prism 7 or other data analysis program
3.3.2 Procedure
1. Open the image file (Section 3.2.2, step 17) with ImageJ.
2. Label protein–DNA complexes using the Text Tool. Use the following
criteria to ensure that all data points will provide reliable information:
a. The protein–DNA complex is larger than unbound DNA (typically
in both height and area).
b. Entire DNA molecule is visible in the image. It must not continue
past the edge of the image nor overlap with other molecules.
c. DNA is the correct length. This can be judged initially by eye, and
again when measuring the contour length (step 3). DNA molecules
within 10% of the expected length can be counted.
3. Measure DNA contour length and protein-binding position (Fig. 4B).
In Image J, use the Segmented Line Tool (right-click on Straight Line to
select Segmented Line) to measure the contour length and binding
position. Left-click to begin the line and add vertices, along the length
of the DNA; right-click to end the line. Select Analyze >Measure (or
use shortcut “m”) to add the current length measurement in units of
pixels to the Results window. If images were captured as above, the con-
version factor 1000nm/512pixels should be used to calculate length in
appropriate units. Measure total contour length of the DNAmolecule, as
well as the length from the bound protein to the closest DNA end.
Protein-binding position can be reported as percent from one end
of the total DNA contour length, P ¼ (100  length from DNA
end to protein)/total DNA contour length. Repeat for all labeled
complexes.
4. Measure DNA bend angle (Fig. 4C). Use the Angle Tool in ImageJ to
measure the DNA bend angle at the bound protein. Left-click to create
the three points of the angle; these may be adjusted by dragging the
points as desired. Place the middle point at the center of the bound pro-
tein, such that the angle measures the bend in the DNA immediately
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adjacent on either side. Select Analyze >Measure (or use shortcut “m”)
to add the angle measurement (α) to the Results Window. DNA bend
angles are typically reported as β ¼ 180  α. Repeat for all labeled
complexes.
5. Measure complex volume (Fig. 4A). Open the height channel from the flat-
tened .001 file in Image SXM. Select Analyze > Show Histogram to dis-
play the distribution of heights in the image; record the mean (histogram
peak) as the background for the image. Locate protein–DNA complexes
(identified in step 2) and draw a line around the footprint with the eraser
tool to demarcate it from naked DNA. Then, select Options > Density
Slice to define the thresholds for analysis; set the upper threshold to its
maximum and drag the lower threshold such that all particles (DNA
and proteins) are highlighted with minimal background noise. To count
particles, selectAnalyze > Analyze Particles and choose the following set-
tings: Min Particle Size (pixels): 15; Max Particle Size (pixels): 999,999;
Label Particles; Ignore Particles Touching Edge; Include Interior Holes;
Reset Measurement Counter. Then, selectAnalyze >Measure, followed
by Analyze > Show Results. This will open a new Results window,
which can be copied into an Excel spreadsheet. “Mean” and “Area”
are the average height of the particle and the area of its footprint, respec-
tively; ensure that these values are reported in nm. Volumes (nm3) are
calculated as V ¼ (mean  background)  area.
6. Generate histograms of the binding positions (P), DNA bend angles (β),
and complex volumes (V) using GraphPad Prism. Create a column table
of the data and, in the Analysis toolbox, select Analyze > Column
analyses > Frequency distribution. Adjust bin centers and widths as appro-
priate for the sample size (typically, the number of bins should be
approximately √n). Under the New graph heading, select Create a new
graph of the results and change the graph type toXY graph, Histogram spikes.
7. Viewing the histogram, select Fit a curve with nonlinear regression from the
Analysis toolbox. Under the Fit tab, select Gaussian > Gaussian. This
will generate a new page showing the parameters for the Gaussian fit
to the histogram data. The best-fit values for mean and standard devia-
tion can be used to describe the properties of the bound proteins.
8. Volume data can be further processed to infer molecular weights, and
thus binding stoichiometry. Because AFM volumes are directly propor-
tional to MW for most globular proteins (Ratcliff & Erie, 2001;
Schneider, Larmer, Henderson, & Oberleithner, 1998), a standard curve
can be generated and used for all experiments with the same probe type
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and mode of data collection (Fig. 4E). Using the center of the fitted
Gaussian as the mean volume, calculate the experimental MW to deter-
mine stoichiometry.
3.3.3 Notes
1. It may be useful to have the file open in theNanoScope Analysis software
as well. The 3D view is helpful when identifying proteins on DNA, par-
ticularly in the case of smaller proteins.
2. In step 5, the minimum particle size may vary depending on the protein
being studied and the threshold settings applied.
3. Sample data from different NER proteins are shown in Fig. 4.Wild-type
Rad4–Rad23 binding to a 538-bp DNA substrate was analyzed for
protein-binding position (Fig. 4F) and DNA bend angle (Fig. 4G)
(Kong et al., 2016). A mutant form of UV-DDB (127kDa) binding
to a 538-bp DNA substrate was analyzed for protein volumes (Fig.
4D); the mean volume corresponds to a MW of 388.6kDa, which sug-
gests that the protein was bound as a dimer (Ghodke et al., 2014).
4. SINGLE-MOLECULE DNA TIGHTROPE ASSAY
To eliminate the need for constant flow and the potential of surface
interactions, we have developed a unique optical platform, based on the abil-
ity to anchor both ends of a long DNA molecule on two nearby micron-
sized poly-L-lysine-coated silica beads via electrostatic interaction, with
the rest of the DNA suspended in between them, forming DNA tightropes
(Fig. 5) (Kad et al., 2010). While the procedure involved does not offer the
degree of precision and control afforded by the nanofabrication process used
in constructing flow cells for DNA curtain assays (Gorman et al., 2007;
Graneli, Yeykal, Robertson, & Greene, 2006; Lee et al., 2015; Sternberg,
Redding, Jinek, Greene, & Doudna, 2014), its implementation is relatively
straightforward. The DNA tightrope assay also elevates the DNAmolecules,
and therefore protein–DNA interactions, away from the coverslip, allowing
complete access to elongated DNA in space and minimizing any potential
adverse surface effects. To illuminate protein–DNA interactions taking place
microns above the surface, a subcritical, oblique angle must be used to max-
imize the signal-to-noise ratio (Konopka & Bednarek, 2008; Tokunaga,
Imamoto, & Sakata-Sogawa, 2008). Since its inception, we and others have
utilized the DNA tightrope platform extensively to characterize proteins
involved in prokaryotic and eukaryotic nucleotide and base excision repair,
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as well as telomere shelterin complex components TRF1 and TRF2 (Dunn,
Kad, Nelson, Warshaw, & Wallace, 2011; Ghodke et al., 2014; Hughes
et al., 2013; Kong et al., 2016; Lin et al., 2014, 2016; Nelson et al.,
2014). Due to the oblique angle illumination, the tightrope platform
requires the use of Qdots to label proteins and provide sufficient fluores-
cence for visualization. These fluorescently stable and brilliant nanoparticles
Fig. 5 Schematics of the DNA tightrope assay. (A) Schematic ray diagram of incident
laser light paths for epifluorescence (black), total internal reflection fluorescence
(TIRF) at the critical angle (red), and oblique angle illumination (blue). (B) Schematic
of 5 μm poly-L-lysine-coated microspheres deposited on a glass coverslip with DNA
tightropes suspended between them. (C) Schematic of DNA tightropes in the flow cell
under oblique angle illumination. (D) Schematic of the experimental setup for the DNA
tightrope assay. The flow cell is connected on the one end (inlet) to a syringe mounted
on a syringe pump, while the other end (outlet) is connected to an Eppendorf tube res-
ervoir. DNA tightropes in the flow cell are illuminated by a 488nm laser (blue) under
oblique angle through a 100 objective. Fluorescence signal (green) is imaged on a
sCMOS camera connected to a computer.
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allow continuous imaging at rates of 10–100 frames per second for collection
periods of minutes without any photobleaching. Preparation of the flow cell
begins with precoating clean coverslips with polyethylene glycol (Sections
4.1 and 4.2) and assembling predrilled microscope slides with inlet and outlet
tubing (Section 4.3). Flow cells are constructed by attaching the coverslip to
the slide assembly via a double-sided tape spacer (Section 4.5). Microspheres
are simply flowed in such that they are distributed randomly but uniformly
throughout the imaging area. Following deposition of the silica beads, tight-
ropes are set up by continuously flowingDNAback and forth inside the flow
cell for 40–60min at the rate of 0.3mL/min (Section 4.6). This step allows
one end of the negatively charged DNA molecule to anchor to a positively
charged bead, while the rest of the molecule is elongated by hydrodynamic
force in the flow. With bead density optimized for length of DNA substrate
used, the free end of the DNA molecule can attach to another bead in the
vicinity. Proteins are visualized by Qdot labeling (Section 4.7), which is
achieved either by conjugating a streptavidin-coated Qdot to a biotinylated
antibody that recognizes the affinity tag on the protein (Ghodke et al., 2014;
Kong et al., 2016) or through an antibody sandwich approach that utilizes a
primary antibody against the affinity tag on the protein combined with a sec-
ondary antibody-coated Qdot (Kad et al., 2010; Wang, Tessmer, Croteau,
Erie, & Van Houten, 2008). Data are collected, exported, and analyzed with
a combination of software and scripts (Sections 4.8 and 4.9).
4.1 Cleaning Coverslips
4.1.1 Equipment
• Ultrasonic cleaning bath (Branson)
• Glass or plastic staining jars
4.1.2 Buffers and Reagents
• 20% Liquinox (ALCONOX)
• 100% acetone
• 100% ethanol
• 1M potassium hydroxide (KOH)
• Coverslips (No. 1½, 24  40mm, Corning)
4.1.3 Procedure
1. Load coverslips into staining jars and fill with 20% Liquinox detergent
solution. Sonicate for 60min.
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2. Dump out detergent solution and rinse coverslips under deionized water
until suds no longer form. Then fill staining jars with deionized water
and sonicate for 5min.
3. Replace deionized water in staining jars with acetone. Sonicate for
15min.
4. Pour off acetone and rinse coverslips thoroughly under deionized water.
Then fill staining jars with deionized water and sonicate for 5min.
5. Replace deionized water in staining jars with 1M KOH solution. Son-
icate for 15min.
6. Pour off and save KOH solution. Rinse coverslips thoroughly under
deionized water. Then fill staining jars with 100% ethanol. Sonicate
for 15min.
7. Pour off ethanol and rinse coverslips thoroughly under deionized water.
Then fill staining jars with 1M KOH solution saved from the previous
step. Sonicate for 15min.
8. Pour off KOH solution and rinse coverslips thoroughly under deionized
water. Then fill staining jars with deionized water and sonicate for
15min.
9. Replace the deionized water in staining jars. Slides can be stored in water
until they are to be used.
4.1.4 Notes
1. Do not allow coverslips to sit in 1M KOH solution for prolonged time
as they can be slowly etched by the solution.
4.2 PEGylation of Coverslips
4.2.1 Equipment
• Ultrasonic cleaning bath (Branson)
• Glass or plastic staining jars
4.2.2 Buffers and Reagents
• Aminosilane solution (for eight coverslips, 1.0mL (3-aminopropyl)
triethoxysilane, 2.5mL glacial acetic acid, and 50mL methanol, scale
up if needed)
• 10mM NaHCO3, adjusted to pH 8.5
• PEG solution (25mg mPEG-succinimidyl valerate, MW 5000 (Laysan
Bio) dissolved in 96 μL of NaHCO3 solution)
• Compressed nitrogen gas
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4.2.3 Procedure
1. Dry the cleaned coverslips completely with compressed nitrogen gas.
2. Let the coverslips sit in aminosilane solution for 20min total. After
10min, sonicate for 1min and then sit for the remaining 9min.
3. Pour off aminosilane solution and rinse the coverslips thoroughly under
deionized water and dry with compressed nitrogen.
4. Prepare an empty tip box: fill it with deionized water up to a depth of
1cm and soak a piece of paper towel in the water.
5. Take a dry coverslip, mark the side that is not to be PEGylated with
marker. Lay the coverslip marked-side-down on the tip rack. Take
another coverslip, mark the side that is not to be PEGylated with
marker. Set it aside, marked-side-down.
6. To create a coverslip “sandwich,” deposit 20 μL of the PEG solution in
the middle of the coverslip on the tip rack. Lay the other coverslip on
top, marked-side-up. The liquid should spread out evenly between the
two coverslips without forming any bubbles.
7. Repeat steps 5 and 6 for the remaining coverslips.
8. Shield the tip box from light with aluminum foil and place it in a dark
place at room temperature overnight.
9. Disassemble the coverslip “sandwiches,” place the coverslips in staining
jars, and rinse them thoroughly under deionized water.
10. Blow dry coverslips with nitrogen gas and place them back on the tip
rack, PEGylated side up (marked-side-down).
11. Cover the tip box with aluminum foil. PEGylated coverslips can be
stored at 4°C for 2 weeks.
4.2.4 Notes
1. NaHCO3 and PEG solutions can be prepared during step 2. PEG is espe-
cially light sensitive when in solution and should be protected from light.
2. After step 3, coverslips may be stored in methanol if the PEG solution is
not ready.
3. Steps 6 through 10 should be carried out in a dark environment.
4. PEGylation (step 8) can be as short as 3h, but overnight is preferred.
4.3 Assembly andDisassembly of SlidesWith Tubing (See Fig. 6)
4.3.1 Equipment
• Ultrasonic cleaning bath (Branson)
• Glass or plastic staining jars
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Fig. 6 Assembly of the flow cell. (A) Cross-sectional view of the predrilled microscope
slide with inlet and outlet tubing attached. (B) Cross-sectional view of the assembled
flow cell, where the double-sided tape spacer is sandwiched between the slide assem-
bly and the PEGylated coverslip. (C) Exploded view of the flow cell assembly.
(D) Microscope slide with predrilled holes. (E) Microscope slide with inlet and outlet tub-
ing attached. (F) Microscope slide with inlet and outlet tubing and rectangular double-
sided tape spacer (brown). (G) Complete flow cell assembly with glass coverslip attached
to the microscope slide.
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• Benchtop drill press and 1.25mm diamond drill bit
• Extra fine grit sanding sponge (3M)
4.3.2 Buffers and Reagents
• Microscope slides (25  75  1mm, Thermo Scientific)
• Teflon PFA tubing (1/1600 OD  0.03000 ID, IDEX)
• Adhesive (BONDiT B-45TH, RELTEK)




1. Drill two holes, 15–16mm apart horizontally, in the center of a micro-
scope slide (Fig. 6A and D). The precise distance between the holes is
dependent on the desired size of the usable flow cell area.
2. Cut two pieces of the Teflon tubing to size,3cm each. Rough up one
end (5mm) of each piece of tubing with the sanding sponge for better
adhesion.
3. Thread the roughed-up ends of the tubing through the holes in the slide.
Apply adhesive around the base. Allow the ends to protrude 1mm
from the other (bottom) side of the slide (Fig. 6A and E). This ensures
that should some adhesive seeps through, it will not block the tubing.
4. Set the assembled slides aside at room temperature for at least 24–48h to
allow the adhesive to cure completely.
5. Drilled slides andTeflon tubingmay be reused. For disassembly, submerge
the flow cell (see below) in acetone for 1–2 days until it falls apart. Keep the
slide and tubing anddiscard everything else.Remove any residual adhesive
from the slide with a razor blade or KimWipe soaked in acetone.
6. In a staining jar, submerge used slides in acetone and sonicate for 1h.
7. Discard acetone, rinse the slides thoroughly under deionized water, and
fill the staining jar with the slides cleaning solution (1M HCl and 20%
ethanol). Sonicate for 1h.
8. Discard the cleaning solution, rinse the slides thoroughly under
deionized water, and fill the staining jar with 100% ethanol.
9. Wipe dry slides with KimWipes. Any remaining adhesive on the slides
should be rubbed off with KimWipes and 100% ethanol.
4.3.4 Notes
1. It may be helpful to drill holes in the slide while it is submerged in water
in order to help reduce the probability of slides cracking.
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2. Some adhesives may cure faster (i.e., overnight) if the assembled slides
are left in a 37°C incubator.




4.4.2 Buffers and Reagents
• 5 μm silica microspheres (Polysciences)
• Poly-L-lysine powder (Waco Chemicals)
4.4.3 Procedure
1. Resuspend 100 μL of beads in 500 μL of ddH2O. Centrifuge at 4°C for
4min at 12,000rpm.
2. Remove supernatant and resuspend beads in 400 μL of 2.5mg/mL poly-
L-lysine solution.
3. Rotate end to end at 4°C overnight on a vertical rotator.
4.4.4 Notes
1. 2.5mg/mL poly-L-lysine solution is made in ddH2O and can be stored
at –20°C.
2. Poly-L-lysine-coated beads can be stored at 4°C.
4.5 Flow Cell Assembly (See Fig. 6)
4.5.1 Equipment
• Benchtop centrifuge
• Low-magnification light microscope
4.5.2 Buffers and Reagents
• Assembled predrilled slide with tubing
• Double-sided tape spacer
• PEGylated coverslip
• 200 μL gel-loading tips
• Blocking buffer (10mM HEPES, pH 7.5, 50mM NaCl, 1mg/mL
bovine serum albumin (Roche))
• Poly-L-lysine-coated silica beads
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4.5.3 Procedure
1. Take a clean slide and use a razor blade to cut the protruding ends of
tubing flush with the slide. Scrape back and forth to ensure that the bot-
tom side of the slide is flat and smooth.
2. Cut out a double-sided tape spacer with a razor blade. Peel one side
and paste it to the slide, using fingernail to firmly press the sticky tape
(Fig. 6C and F).
3. Take one PEGylated coverslip from 4°C storage. Make sure that there
is no excessive condensation or water on the treated (unmarked) sur-
face. Hold the coverslip on its edges with fingers so that any conden-
sation on the treated side evaporates quickly. Wipe the untreated
(marked) surface dry with KimWipes.
4. Peel off the adhesive backing, make sure that the coverslip is completely
dry, and place the PEGylated coverslip over the sticky tape spacer.
Make sure the edges of the coverslip do not extend beyond those of
the slide underneath it. Again, using the thumbnail, gently press around
the outline of the spacer (Fig. 6B, C, and G).
5. With a 200-μL gel-loading tip, fill the flow cell with 100 μL of the
blocking buffer (10mM HEPES, pH 7.5, 50mM NaCl, 1mg/mL
BSA). Block the flow cell for 10min.
6. After 10min of initial blocking, examine the flow cell to ensure that no
leakage has occurred, and then prepare the beads while blocking con-
tinues. First, vortex and resuspend the stock of beads in poly-L-lysine
solution.
7. Add 13–15 μL of bead stock to 400 μL of ddH2O. Resuspend again by
vortexing and then centrifuge at 12,000rpm for 4min at 16°C. Care-
fully discard the supernatant without disturbing the pellet.
8. Repeat the washing step above with another 400 μL of ddH2O. This
time, after centrifugation, take out 300 μL of ddH2O and then
resuspend beads in the remaining 110 μL.
9. Immediately after mixing, pipette 110 μL of the suspension slowly
into the flow cell with a gel-loading tip. Collect the bead flow-through
and recirculate once if necessary.
10. Check the distribution and density of deposited beads in the flow cell
with a low-magnification light microscope. Add more beads if
necessary.
11. Allow the beads to settle for 10min, and then flow 200 μL of ddH2O
through the flow cell to wash away any free beads.
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4.5.4 Notes
1. Spacers can be prepared by folding a piece of double-sided tape
(3M) onto itself to double the thickness and create two adhesive
sides with removable backing. A nested-rectangle design pattern
is then cut from the tape to make spacers. The outer rectangle
should be slightly less than the size of the coverslip. The size of the
inner rectangle corresponds to the usable flow cell area and should
be large enough to encompass the predrilled holes in the microscope
slide.
2. Poly-L-lysine-coated beads settle and clump together easily if left
unperturbed. To ensure reproducible results, any pipetting should be
done immediately after resuspension and vortexing. This is especially
important in step 10.
3. It is useful to keep in mind the length of DNA tightropes to be
used in the system when checking bead distribution and density. In
order to determine whether enough beads have been deposited on
the coverslip, compare the expected DNA tightrope length to inter-
bead distances, which can be estimated based on known bead
diameters.
4. The amounts of beads required may need to be further optimized with
respect to the person carrying out this protocol.
4.6 Preparation of DNA Tightropes
4.6.1 Equipment
• Syringe pump (WPI)
• 5-mL glass syringe or plastic syringe (Hamilton)
• 21G hypodermic needle (BD)
• Teflon PFA tubing (1/1600 OD  0.03000 ID, IDEX)
• Union assembly (0.020 through hole, for 1/1600 OD, IDEX)
• Flangeless ferrule (for 1/1600 OD, IDEX)
4.6.2 Buffers and Reagents
• Assembled flow cell
• 1 TR buffer (20mM HEPES, pH 7.5, 50mM KCl, 3mM MgCl2)
• Long DNA substrate (λ-DNA or defined lesion substrates)
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4.6.3 Procedure
1. Assemble the syringe, needle, tubing, and all fitting pieces.Wash the sys-
tem by flowing 5–6mL of 1 TR buffer through it. Leave 1mL in
the syringe.
2. Set up and secure the syringe on the syringe pump. Set the flow rate to
0.3mL/min, volume ¼ 100 μL.
3. Connect the flow cell to the syringe by first pushing the TR buffer in the
system through until the solution starts to drip from the female fitting
piece that is to be connected. Quickly attach the fitting piece on the flow
cell to that on the tubing.
4. Attach the outlet tubing to the other side of the flow cell and set up a
predrilled Eppendorf tube as the reservoir. Add 500 μL of TR buffer
to the reservoir tube and withdraw until there is only 1–2 μL left.
5. Thaw out DNA tightrope substrate, make up the volume to 100 μLwith
1 TR buffer. Vortex to resuspend well and spin down briefly to col-
lect. Add DNA to reservoir tube and withdraw all.
6. Add 250 μL of 1 TR buffer. Withdraw 100 μL to push the DNA
from the outlet tubing into the flow cell. Set up the program to the con-
tinuous push–pull cycle (infusion followed by withdrawal) at the rate of
0.3mL/min for a total volume of 100 μL in each direction.
7. Pause the syringe pump after 40–60min of the continuous cycle.
8. If using ligated defined lesion damage arrays, wash the flow cell with
200 μL of 1 high-salt TR buffer containing 1M NaCl to remove
DNA-bound ligase carried over from the ligation reaction. Then equil-
ibrate the flow cell with 400 μL of protein binding buffer.
4.6.4 Notes
1. Introduction of air bubbles during step 3 is a common cause of failure.
Attaching the flow cell to the tubing in a swift and smoothmanner usually
leads to better results. It is important to inspect the flow cell after step 3 for
the presence of air bubbles. Small air bubbles trapped in the tubing that is
attached to the flow cell can be backed out into the syringe and will not
cause any issues downstream. A large column of air pushed into the flow
cell will displace deposited beads, rendering the flow cell unusable.
2. The combination of the flow rate (0.3mL/min) and time (40–60min)
of the continuous cycle employed to string up DNA tightropes has
been shown to not overstretch DNA (Kad et al., 2010). Different
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combinations can also be explored for potential effects on DNA tight-
rope conformations and protein binding.
4.7 Protein Conjugation
The use of oblique angle illumination for probing of protein–DNA inter-
actions on tightropes that are suspended 5 μm above the surface requires
the use of fluorescent probes that are exceptionally bright. Bioconjugated
Qdots or QDs are commercially available and possess characteristics such
as broad excitation spectrum and narrow size-dependent emission spectrum,
as well as excellent brightness and photostability, all of which are highly ben-
eficial to single-particle tracking (Bruchez, 2011). We have developed sev-
eral approaches to label affinity purified proteins with Qdots for imaging on
the tightrope platform, two of which are shown in Fig. 7. The first strategy
takes advantage of the highly specific streptavidin–biotin interaction
by conjugating streptavidin-coated Qdots with biotinylated antibodies
against the affinity tag used in the purification of the protein of interest
(Fig. 7A). Under certain circumstances, the placement of a relatively large
Qdot close to the protein of interest may interfere with its ability to interact
with other proteins or DNA. To prevent potential steric hindrance, we also
developed the antibody sandwich approach, where a primary antibody
against the affinity tag on the protein serves as the linker between a secondary
antibody-coated Qdot and the affinity-tagged protein of interest (Wang
et al., 2008) (Fig. 7B). Both approaches are straightforward to implement
in one-color imaging of protein on λ-DNA or defined lesion substrates
without biotin in the damage-containing oligonucleotide. However, to
image more than one protein, it is essential to ensure that the Qdots on those
proteins cannot exchange. The antibody sandwich approach can be easily
adapted to this situation by using an orthogonal set of species of antibodies,
i.e., goat-antimouse secondary antibody Qdots paired with mouse-anti-
6xHis primary antibody, and goat-antirabbit secondary antibody Qdots
paired with rabbit-anti-6xHis primary antibody. We have had great success
at imaging two colors using this approach (Hughes et al., 2013), and
depending on the optical setup with appropriate splitters and the number
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Fig. 7 Qdot conjugation strategies and data analysis. (A) Streptavidin (red)-coated
quantum dot (green) is conjugated to His-tagged Rad4–Rad23 via the biotin-conjugated
mouse-anti-His antibody (gray). (B) His-tagged Rad4–Rad is labeled by goat-antirabbit
secondary antibody (wheat)-conjugated quantum dot (red) via a rabbit-anti-His primary
antibody (purple). (C) Top: Representative kymograph of a diffusing particle.Middle: Plot
of position, in the units of pixels (1 pixel ¼ 46nm), vs time, after fitting the light intensity
profile at each time point in the kymograph with a one-dimensional Gaussian. Bottom:
Plot of mean squared displacement (MSD), calculated from Gaussian-fitted positions, vs
time steps. Orange dashed line is the result of fitting the initial portion of the MSD curve
to the equation MSD¼2Dtα. Inset: three types of one-dimensional diffusion character-
ized by different α values: superdiffusion (red), random diffusion (blue), and subdiffusion
(green). Based onMovie 1 in the online version at http://dx.doi.org/10.1016/bs.mie.2017.
03.027. Adapted with permission from Kong, M., & Van Houten, B. (2016). Rad4 recognition-
at-a-distance: Physical basis of conformation-specific anomalous diffusion of DNA
repair proteins. Progress in Biophysics and Molecular Biology. http://dx.doi.org/10.
1016/j.pbiomolbio.2016.12.004 (fig. 2C).
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4.7.2 Buffers and Reagents
• 1 μM Qdot (streptavidin- or secondary antibody-conjugated,
Invitrogen)
• 1 μM biotin-conjugated anti-His antibody (Qiagen) or other anti-His
primary antibody
• His-tagged protein of interest
• Protein storage buffer
4.7.3 Procedure
1. (a) For streptavidin-conjugated Qdots (SAQD): incubate 1 μL of 1 μM
of SAQD with 5 μL of 1 μM of biotin-conjugated anti-His antibody
(HisAb) so that themolar ratio of SAQD:HisAb is 1:5. Allow the binding
reaction to proceed at 4°C for 1h.
(b) For secondary antibody-conjugated Qdots (IgGQD): incubate 1 μL
of 1 μM of anti-His primary antibody with 1 μL of 1 μM of the His-
tagged protein of interest and make up the volume with protein storage
buffer to 5 μL. The molar ratio of protein:antibody is 1:1. Allow the
binding reaction to proceed at 4°C for 1h.
2. (a) For SAQD: incubate 1 μL of the mixture prepared in step 1(a) with
1 μL of 1/6 μM of the protein of interest, such that the molar ratio of
SAQD:HisAb:protein is 1:5:1 and the final concentration of the protein
is 83 nM. Allow the binding reaction to proceed at 4°C for 1h.
(b) For IgGQD: incubate 1 μL of the mixture prepared in step 1(b) with
1 μL of 1 μM of IgGQD with the appropriate secondary antibody, such
that the molar ratio of IgGQD:HisAb:protein is 5:1:1 and the final
concentration of the protein is 100nM. Allow the binding reaction
to proceed at 4°C for 1h.
4.7.4 Notes
1. Depending on the stability of the protein of interest, conjugation steps
may be carried out at room temperature to speed up the reaction.
2. Agarose gel-based electrophoretic mobility shift assays should be carried
out with short DNA substrate, protein of interest, and each intermediate
step of the Qdot conjugation protocol (i.e., protein with primary anti-
body, protein with primary antibody and Qdot) to ensure that DNA-
binding activity is not lost due to conjugation of Qdot (Ghodke
et al., 2014).




• Inverted fluorescence microscope (Nikon Ti) with 100 oil-based high-
NA objective for TIRF-M, appropriate filter set for the wavelengths of
Qdots used (optional), and high-speed sCMOS camera (Andor).
• Microscope user interface and image collection software (NIS-Elements
Ar, Nikon)
4.8.2 Buffers and Reagents
• 1 TR buffer (20mM HEPES, pH 7.5, 50mM KCl, 3mM MgCl2)
• 1 high-salt TR buffer (20mM HEPES, pH 7.5, 50mM KCl, 3mM
MgCl2, 1M NaCl)
• Protein binding buffer
• QD-conjugated protein of interest
• Immersion oil
4.8.3 Procedure
1. Set up and secure the flow cell in the holder of the translational stage on
the microscope, using immersion oil with appropriate 100 objective
lens. Focus the objective on the beads that have been deposited on
the coverslip. Turn on any focus drift compensation if applicable
(Perfect Focus System, Nikon).
2. Equilibrate the flow cell by passing through 4 volumes (400 μL) of pro-
tein binding buffer from the reservoir tube.
3. Dilute 1 μL of QD-conjugated protein of interest in 100 μL of protein
binding buffer. Pipette the diluted protein solution into the reservoir
tube and withdraw all. The final concentration of QD-labeled protein
is 1nM.
4. Pipette 100 μL of protein binding buffer into the reservoir tube and
withdraw all, such that the protein solution is pushed into the flow cell.
5. Turn on the excitation laser and find the critical TIRF angle where QD
fluorescence can just begin to be observed. Then increase the angle
slightly to optimize for signal-to-noise ratio.
6. Move the translational stage to look for binding events in the live-view
window.
7. After locating a region of interest, set up recording frame rate (10 fps),
time (5–15min), and file directory. If more than one Qdot
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wavelength is used, configure the emission filter as needed. Record the
time series.
8. Refresh QD-labeled proteins at least every 2h, depending on the stabil-
ity of protein while under the microscope.
4.8.4 Notes
1. When using tandem-ligated plasmid DNA substrates, wash the flow cell
with 200 μL of 1 high-salt TR buffer containing 1M NaCl prior to
equilibration with protein-binding buffer to remove DNA-bound ligase
carried over from the ligation reaction.
2. It is important to perform negative controls with QD–HisAb complexes
only, in the absence of protein conjugation, to confirm that they do not
stick to DNA in a nonspecific manner.
3. If DNA binding is rare, consider increasing the concentration of
QD-labeled protein in the flow cell. The empirical maximum concen-
tration of fluorescent Qdots, including both free and protein-
conjugated, is 10nM. Background fluorescence from freely diffusing
Qdot could become overwhelming above this limit.
4.9 Data Analysis
4.9.1 Equipment
• Image processing software (NIS-Elements Ar or NIS-Elements Viewer,
Nikon)
• ImageJ (https://imagej.nih.gov/ij/, NIH)
• Data processing and fitting software (Matlab, MathWorks)
4.9.2 Procedure
1. Convert manufacturer-specific proprietary image stack file format (.nd2,
Nikon) to a time series of individual TIFF files. Separate the channels if
multiple Qdot emission wavelengths are used.
2. Import the time series of TIFF files as an Image sequence in ImageJ. Save
the image stack in ImageJ as a single TIFF file. For an example of a time
series, see Movie 1 in the online version at http://dx.doi.org/10.1016/
bs.mie.2017.03.027.
3. Using the Straight line tool in the tool bar, trace the linear trajectory of
one-dimensional diffusion of one QD-labeled particle. Ensure that the
length of the line covers the entire range of motion.
4. Press the “/” key or go to Image > Stacks > Reslice. In theReslicewindow
that pops up, check the box Rotate 90 degrees. Click OK to generate a
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kymograph that displays the particle position (on the vertical axis) over
time (on the horizontal axis). Save the kymograph as a TIFF file.
5. Fit the fluorescence intensity in the kymograph with a one-dimensional
Gaussian fitting algorithm in ImageJ. Save the Gaussian-fitted peak posi-
tions (Fig. 7C).
6. In Matlab, or other appropriate data processing software, import the
Gaussian-fitted peak positions and calculate the one-dimensional mean
square displacement (MSD) as a function of time steps





whereN is the total number of frames in the time series, n is the number
of frames for different time steps, xi is the Gaussian-fitted peak position
in the ith frame, and Δt is the unit time step between consecutive
frames, i.e., the inverse of the frame rate.
7. Extract diffusion coefficientD and anomalous diffusion exponent α from
the MSD by fitting the equation
MSD¼ 2Dtα
Begin the fitting process by using all available data points in the MSD
curve. In each round of fitting, reduce the number of data points used
by one, taken from the end of the MSD curve, until desired goodness
of fit is achieved (Fig. 7C). For an example of Matlab script, see
MSD_main.m in the supplementary file (http://dx.doi.org.10.1016/
bs.mie.2017.03.027).
4.9.3 Notes
1. It is important to first establish the systematic noise level of the platform,
in terms of the one-dimensional diffusion coefficient value of stably
bound nonmotile Qdots on the tightrope.
2. By analyzing the component of diffusive motion that is along the direc-
tion of the tightrope (longitudinal), an implicit assumption is made that
particle motion perpendicular to the tightrope (transverse) is at the back-
ground noise level. This assumption can be verified by observing that the
particle of interest, motile or nonmotile, does not exhibit any kind of
“wobble” on the tightrope, whose direction is in general parallel to that
of the hydrodynamic flow expected in the flow cell. Quantitatively,
two-dimensional tracking of the particle can be employed to determine
its x and y positions. In practice, particles that exhibit any “wobble” on
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the tightrope should be excluded from further analysis as the behavior
indicates that the tightrope itself is not anchored properly on beads or
has structural defects.
3. In the case of multiple binding events on one DNA tightrope, it is ben-
eficial to extract the kymographs of all particles on the tightrope, motile
and nonmotile, by drawing one straight line through all the particles.
Kymographs of individual particles can be cropped out and analyzed
independently.
4. An ImageJ script for one-dimensional Gaussian fitting is available
for download at http://kadlab.mechanicsanddynamics.com/images/
Downloads/Gaussian_Fit.txt (Kad et al., 2010).
5. Resolution of the system can be characterized by the positional accuracy
(Thompson, Larson, & Webb, 2002) and localization precision
(Arnspang, Brewer, & Lagerholm, 2012). Calculations of these quanti-
ties relevant to the tightrope platform have been detailed elsewhere
(Ghodke et al., 2014).
5. CONCLUSIONS
In summary, we have established a complete laboratory workflow
from bulk biochemistry to single-molecule biophysics. The experimental
platform detailed in this chapter is well suited for characterization of not just
proteins involved in NER, but protein–DNA interactions in general. Spe-
cifically, the DNA tightrope assay is straightforward to implement and its
versatility allows the technique to be applied to investigate repair pathways
such as base excision repair and mismatch repair, as well as the target search
process of telomere shelterin complex proteins (Lin et al., 2014). Tightropes
have also been constructed from actin filaments to study the cooperative
activation of thin filaments (Desai, Geeves, & Kad, 2015). In addition to
the dynamic and transient behavior observable on DNA tightropes, the
use of AFM allows independent snapshot measurements of specific and non-
specific binding in the absence of any labeling fluorescent probes and visu-
alization of any mechanical changes in DNA conformation that can be
induced through protein binding. Both complementary techniques benefit
greatly from the utilization of defined lesion substrates such that specific
binding events can be more readily differentiated from nonspecific ones.
In the future, the challenges ahead lie in the development of incorporating
nucleosomes (Lee & Greene, 2011; Visnapuu & Greene, 2009) in the
defined lesion damage arrays, as well as complete reconstitutions of repair
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pathways at the single-molecule level with efficient real-time multicolor
imaging capabilities.
Supplementary data to this article can be found online at http://dx.doi.
org/10.1016/bs.mie.2017.03.027.
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