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Введение. Задача оценки близости многомерных объектов достаточно хорошо 
исследована, предложены различные способы метризации пространства признаков, способы 
оценки близости многомерных объектов, которые  применяются в задачах кластеризации, 
классификации, ассоциации [1-4]. Вместе с тем, на практике встречаются подобные задачи, 
обладающие некоторыми особенностями, которые не позволяют непосредственно применять 
классические способы и методики. Одной из таких практически важных задач является задача 
оценки близости многомерных объектов, информация о которых накапливается в базах данных 
подразделений информационного обеспечения полиции Украины.  В качестве таких объектов в 
данном случае являются лица, предметы и события. Характерными особенностями 
накопленных массивов данных являются: 
1) большие объемы данных (до нескольких десятков, а иногда и сотен миллионов 
записей); причем количество этих данных с каждым днем увеличивается; 
2) большое количество признаков, характеризующих объекты (до сотни признаков); 
3) различная природа признаков (как правило, нечисловая); 
4) возможность наличия пропусков (отсутствие значений там, где они должны 
находиться) в  массивах  данных в силу ряда субъективных и объективных причин. 
Первая и вторая особенности обуславливают очень большую размерность массивов 
обрабатываемых данных, что позволяет отнести данную задачу к категории Big Data Mining [5].  
Третья особенность обусловлена достаточно строгой регламентацией процесса 
регистрации и ввода данных о происшествиях в интегрированную информационно-поисковую 
систему (ИИПС) органов внутренних дел, правила которой достаточно подробно изложены в 
[6,7]. 
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Четвертая особенность является следствием нестрогого соблюдения операторами правил 
регистрации и ввода, описанных в [6], вследствие чего в базах данных ИИПС возникают 
пропуски в данных. В связи с этим непосредственно применять известные метрики и, 
соответственно, использовать основанные на них алгоритмы кластеризации, ассоциации или 
классификации не представляется возможным. 
Исследование характеристик массивов данных, хранящихся в ИИПС,  позволяет сделать 
вывод о том, что, как правило, это данные, измеряются в числовых, категориальных и ранговых 
шкалах.  Работа с данными этих типов достаточно хорошо исследована и описана в литературе 
[1-5]. Вместе с тем, наличие описанных выше особенностей используемых массивов не дает 
возможности применять непосредственно известные алгоритмы для их обработки.   
 Постановка задачи. Для обеспечения возможности применения классических 
алгоритмов кластеризации, классификации и ассоциации в задачах обработки исследуемых 
массивов данных необходимо формализовать перечисленные особенности этих массивов и на 
этой основе разработать метрики для соответствующих типов данных, а также 
комбинированную метрику в многомерном пространстве признаков. 
Изложение основного материала. Введем следующие обозначения: 
- Х = {xij}, - матрица “объект-свойство”, в которой xij – значение j-го свойства (признака)  i-
го объекта, i = 1, 2, …, m; j = 1, 2, …, n;  
- шкалы измерений: категориальная (номинальная, бинарная) – cat, ранговая(порядковая) - 
rank, числовая(интервальная, относительная) – num; 
xi = (xi1, …, xij, …, xin)
T
 ϵ Rn.  






т xi1 xi2 … xij xi,j+1 … xip … xi,n-1 xin 
Наименование  шкалы 
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cat num … cat cat … rank … rank num 
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xm шатен 40 … незам. ж … очень 
толст 
… средний 165 
 
Фрагмент матрицы с пропусками имеет вид: 
 xi1 xi2 xi3 xi4 xi5 xi6 
. 
. 
.       
xi брюнет 22 none none толст 180 
xl none 40 незам. none none 165 
. 
. 
.       
 
Здесь none – отсутствующие данные в ячейке. 
Обозначим далее: 
ni – число пропусков в объекте xi, (в примере ni = 2), 
nl – число пропусков в объекте xl, (в примере nl = 3), 
nil – число общих пропусков (в данном примере – в четвертом столбце nil = 1);     
xi ∩ xl ≠ Ø.  
С учетом введенных обозначений, используя модель “частичного расстояния” [8], 

































Очевидно, что для различных шкал измерений расстояние между значениями признаков xi 
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и xl  в выражении (1) будут вычисляться по-разному. 
1. Количественные метрики. 
Способы вычисления расстояний (метрики) в числовых шкалах известны [1,2]. Для 
использования их в выражении (1) целесообразно выполнить следующую нормализацию: 













        0 ≤  xi j  ≤  1 
Наиболее часто используемыми количественными метриками являются евклидова и 
манхэттенская. С учетом введенных выше обозначений и выражений (1)-(3) выражение для 





































)7(.10  numBCild  
2. Категориальная метрика. 
Категориальная метрика применяется для множеств значений, которые выражают какие-
то неизмеримые качества объектов, например, цвет волос (шатен, блондин, брюнет), к которым 
применимы только операции отношения «равно» или «не равно». Традиционно категориальная 






























Так, например, если все соответствующие значения признаков объектов xi, xl совпадают – 
xij = xlj  для всех j = 1, 2, …, n, то в этом случае ,0d
cat
il если же все соответствующие значения 
признаков различны, то ,nd
cat
il   Таким образом: 
)10(.0 nd catil  .            













)12(.10  catild  
Для совместного использования различных шкал с учетом наличия пропусков данных 

















)14(.10 '  catild  
3. Ранговая метрика. 
Ранговая метрика применяется в тех случаях, когда значения не имеют числового 
выражения, но между ними существуют отношения порядка – «больше», «меньше», «равно». 
Пусть j-тый признак имеет Rj рангов: rj =1, 2, …, Rj; т.е. вместо xij  обрабатывается 
xr jij , i=1, 2, …, N. Таким образом, в соответствующей клетке матрицы стоит лингвистическая 
переменная xr jij , т.е.   xx r jiji  .  










j    
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где Nj – вследствие наличия пропусков данных может быть не равно N; 
N r jj  - число появлений rj-того ранга в j-том столбце. 























































Выполняя далее нормализацию полученных выражений для приведения переменных в 





















можно записать  расстояние d
rank






















.10  rankild                                           









ilil dddd   
.10  ild  
Предложенная модель может применяться в случаях, когда все признаки равноценны с 
точки зрения определения меры близости. В реальных задачах часто возникает необходимость 
определять степень близости между объектами криминальных учетов не по всем признакам, а 
 7 
по некоторому подмножеству значимых в данной ситуации признаков, а иногда даже по одному 
какому-то критическому для конкретных случаев признаку. Кроме того, даже в случае учета 
всех признаков их значимость для определения степени близости между объектами, как 
правило, неравнозначна. В связи с этим введем в выражение (20) коэффициенты значимости 










iljil dkd  




ilil dddd   





















с учетом (22) выражения (4), (6), (13) и (19) для определения степени близости между 







































































Подставив выражения (24)-(26) в (21) получим выражение для определения расстояния 































jj xxkxxk  
Для корректности вычислений расстояния по обобщенной формуле введем "флажки" для 


























Тогда, подставив их в (27), получим итоговое выражение для определения расстояния 





































jj xxkbxxkb  
Проиллюстрируем применение построенной модели на примере. Пусть имеется 









 xi1 xi2 xi3 xi4 xi5 xi6 
x1 М молодой средний упитанный  none грабеж 




низкий худой седой кража 
x4 М none высокий худой none бандитизм 
x5 Ж средний none крепкий желтый кража 
 
С помощью сформулированной метрики (28) определим расстояние между объектами х2  
и  x4. 
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1  kkkkkk  
Первое слагаемое в (29) будет равно 0, поскольку 
.0654321  bbbbbb
ranknumnumnumnumnum  








Вычислим компоненты третьего слагаемого. 
Для второго признака (хi2). 






























































































Значения второго признака во второй и четвертой строках не определено: x22=none; 
x42=none. Таким образом, перейдя от лингвистических переменных в исходной матрице к их 




















2  FxFxFx iii  





















 iii xxx  
Выполняя аналогичные действия для третьего и четвертого столбцов матрицы, получим:  










3  iii xxx  
R4=3, 















4  iiii xxxx  









 xi1 xi2 xi3 xi4 xi5 xi6 
x1 М 0 
  
 none грабеж 
х2 Ж none 
 
1 светлый кража 
x3 М 1 0 0 седой бандитизм 







Далее, в соответствии с (29) вычисляем расстояние в предложенной метрике между 
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Заключение. Предложенный способ определения близости многомерных объектов, 
учитывающий особенности формирования баз данных криминальных учетов, позволяет 
применять классические алгоритмы кластеризации, классификации и ассоциации для решения 
практических задач выявления неявных и скрытых связей между объектами криминальных 
учетов в базах данных информационных систем органов внутренних дел. В частности, таких 
задач как поиск преступлений по аналогии, определение круга подозреваемых по 
определенному преступлению или по группе преступлений и т.п. 
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