We present the results of extending the methodology of system identification techniques as proposed by Won et al.
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I. Introduction
Aeroelastic analysis plays an important role in aircraft safety and design. It is also a multidisciplinary problem involving the interaction between inertial, elastic, and aerodynamic forces. Current engineering flutter prediction of aerospace structures involves time-linearized frequency-domain analysis where the analysis is performed with the aerodynamics decoupled from the structural equations. The method consists of computing the generalized aerodynamic force (GAF) for a range of frequencies for each mode of the structural system. The flutter margin is then computed using the structural equations and the GAF by a classical root-loci analysis. 2 However, the most severe limitations on the stability of wings are usually caused by shock motion under transonic flow conditions. Linear theory has been applied for the unsteady perturbations, even when the steady mean flow is non-linear. Such methods are not capable of capturing non-linear phenomena such as limit-cycle oscillations. Since flutter is a phenomenon that arises from the interaction between aerodynamics and structural dynamics, the flow equations and structural equations should be solved as a coupled system of equations. 3 Sadeghi et al. 3 proposed a numerical method for parallel computation of aeroelasticity using a non-linear, high fidelity flow solver. Essentially the method solves the unsteady three-dimensional RANS equations on structured multi-block grids with a finite-volume method coupled to the modal structural equations. The basic numerical scheme uses an efficient dual-time stepping method to effectively couple the time-marching scheme for both the flow and structural equations, and together with grid deformation methods which are the same as those discussed in Refs. 4 and 5. However in such analyses, the typical approach is to consider a movable or deformable mesh in which re-generation or displacement of grid cells is required at every time step. Such a procedure is very costly, especially for Navier-Stokes simulations, which may require substantial computational resources and laborintensive grid refinement.
With respect to reducing the labor associated with grid generation, the use of Cartesian grids for fluid dynamic simulations is popular with many researchers. 6, 7, 8 Cartesian grid solutions have also been considered in moving mesh simulations.
9, 10 The use of a Cartesian grid has numerous inherent advantages. These include simple and efficient mesh generation, superior implementation of high order discretisation schemes, minimal phase error associated with shock-capturing calculations, and an absence of problems associated with mesh skewness and distortion. The obvious drawback of the Cartesian approach is the difficulty in implementation of solid wall boundary conditions. Such issues include the requirement for excessive mesh refinement near curved boundaries and problematic scenarios in which the geometry under consideration is "thin" compared to the local space meshing.
As for the problem associated with computational resources, following the work of Ref. 11 , small perturbation boundary conditions may be formulated for solving the unsteady Euler equations on body-conforming stationary grids. The full boundary conditions for the Euler equations on the moving airfoil are replaced by approximate boundary conditions on the stationary grid around the undeformed airfoil at its mean position using Taylor series expansion. The accurate non-linear Euler equations are solved in the field, while the movement of the solid surfaces is accounted for in the new boundary conditions without moving or deforming the computational grids. An examination of the literature reveals that the small perturbation boundary conditions method resembles the transpiration velocity method presented by Sankar et al. 12 for the potential equation and Sankar et al. 13 and Fisher and Arena 14 for Euler equations. The difference is that in the approach of Ref. 11, the full boundary conditions were approximated by Taylor series expansion rather than a transpiration velocity concept. The Taylor expansion approach is capable of being extended to higher order accuracy.
However, as with all other computational intensive simulations, even with the incorporation of the small perturbation boundary conditions, computational time is still very high. We would like to further decrease the needed CPU time. In our previous paper, 1 we proposed the use of system identification (ID) techniques to model the unsteady, non-linear aerodynamics and to use such models in lieu of the CFD solver. This is so because compared to the CSD solver, the CFD solver is more computationally intensive, therefore for this study, only the CFD model is replaced by a system ID model. System ID is a process of obtaining a mathematical model of a dynamical system based on a set of observed responses from predetermined inputs to the said system. 15, 16 We had already successfully demonstrated the viability of system ID-CSD coupled aeroelastic simulations on two-dimensional airfoils, namely, NACA0012 and NACA64A010. In it we introduced the use of a filtered impulse method (FIM) 15, 17 as opposed to the commonly used 3211 multistep method 18 as a means to excite a dynamical system. The response of the system culled from an FIM input proved adequate in giving a representative time history of the flow solver for correct parameter identification.
Our intention is to develop a system ID model to expedite the prediction of the behaviour of a dynamical system. It is of great usefulness and importance as it means observing a system behavior under different scenarios using the trained model in lieu of actual computationally expensive CFD analyses. The entire approach is to incorporate the notion of a transfer function for non-linear dynamical systems, such as that of aerodynamic models. The restriction being that it is case dependent, such as for a certain Mach regime, different models must be constructed. The remainder of this paper is structured as follows. Section II briefly describes the computational methods of the flow solver. Sections III and IV then discuss the two main thrusts of this paper: the employment of filtered impulse method to excite the dynamical system and the system ID models considered. Section V documents the numerical results and provides a discussion of the performance of the proposed method. Finally section VI concludes with suggestions of practical applications of the model and recommendations of which system ID model and input training signal offer the best solution when compared to direct CFD computations.
II. Computational Methods
For a full description of the computational methods, the reader is referred to Refs. 3-5. Only the salient equations and methodology are presented here for completeness sake.
A. Flow Solver
Fluid motion is governed by the fundamental conservation laws for mass, momentum, and energy. For a flow without internal heat or mass sources, and neglecting effects of body forces, the governing equations can be written in integral form as
where V is an arbitrary control volume with closed boundary surface S, and n is the unit normal vector in outward direction. The vector of state variables W in Eq. (1) is defined as follows:
where ρ is the density, u = {u, v, w} T is the velocity vector, and E is the total energy of the flow. The basic numerical algorithm for solving the Navier-Stokes equations with the k-ω turbulence model follows that presented by Refs. 19 and 20. A cell-centered finite-volume method with artifical dissipation as proposed by Jameson et al. 21 is used. In semi-discrete form the governing equations can be written for each cell as
where the residual R (W) is given by the discretized convective and viscous fluxes and artificial dissipation. The time derivative is discretized by an implicit backward-difference scheme of second-order accuracy.
Reformulating the problem at each time step as a steady-state problem in a pseudo-time t * , we obtain:
where
A five-stage Runge-Kutta scheme is used to integrate the semi-discrete Eq. (4).
B. Structural Solver
The general form of the structural equations for a mechanical system with a finite number of degrees of freedom is given by
where [M ] is the mass matrix, [C] is the damping matrix, [K] the stiffness matrix, q the vector of displacements, and F the forcing vector. Generalized aerodynamic forces are computed by the unsteady CFD solver for each structural mode, ψ i . They are computed in two stages. First, nodal force vectors for every surface node in the domain are computed as F = (P · A) · n, where P is a pressure, A is an area, and n is the local normal vector. Next, the nodal force vectors are converted to a generalized force by the dot product of the nodal force vectors with the eigenvector of each mode shape, Q i = F · ψ i . The i th modal force induced by deformation in the j th mode is then denoted by Q ij . The linear structural equations can be solved using a modal approach, composing the solution with the eigenvectors of the free vibration problem. With the first N modes, the approximate description of the displacement vector is given by
where ψ i is the i th eigenvector of the generalized eigenvalue problem, and η i is the corresponding generalized coordinate. The eigenvectors are orthogonal with respect to both the mass and stiffness matrices. Thus, pre-multiplying Eq. (6) by [ψ] T yields a set of uncoupled equations in generalized coordinates of the form
, and ζ i are the modal damping parameters. For each mode i, the second-order differential equation of (8) is transformed into two first-order equations. After a further decoupling by a transformation, the time derivative is then discretized with the same second-order scheme that is used to discretize the Navier-Stokes equations in Eq. (4) , and the result is the following set of two finite-difference equations for each mode
which can be integrated to steady state in pseudo-time t * .
C. Fluid-Structure Coupling
Equations (4) and (10) form a coupled system in pseudo-time which can be solved by the same explicit Runge-Kutta scheme. In principle, Eqs. (4) and (10) can be marched in pseudo-time simultaneously, in practice however, it was found that this procedure may lead to divergence because the flow equations usually converge slower in pseudo-time than the structural equations. Intermediate flow solutions may lead to inaccurate aerodynamic forcing, which in turn would cause a large deformation in the structures, resulting in potential divergence. In view of the above, several pseudo-time iterations are performed on the flow equations before the structural equations are also marched by several pseudo-time steps, followed by an update of the grid coordinates, grid velocities, and the forcing. The structural mode shapes are provided for a structural grid that does not necessarily conincide with the walls of the flow grid. Therefore a spline interpolation method 22, 23 is applied in order to determine the structural forcing from the aerodynamic forcing
where F s denotes the forcing to be applied on the structural grid, F a are the forces obtained from the flow solution on the flow grid. The matrix [G] is the spline matrix that is used to obtain the deformation of the flow grid ∆x a from the displacements ∆x s :
D. Grid Deformation
The solution of the Navier-Stokes flow around a moving and deforming structure requires an efficient algorithm for grid deformation. If the structural motion is prescribed and therefore known a priori, the grid has to be deformed only once per time step. However, if the structural motion itself is part of the aeroelastic solution, the iterative coupled computation involves several grid updates per time step. The grid deformation is performed in three steps, adopting a method by Tsai et al., 1. Structural displacements are imposed on the boundaries between structure and fluid. The structural displacements are obtained by the structural solver and then interpolated onto the flow grid as described previously.
2. The corner points of all grid blocks are displaced using a spring-analogy method.
3. When the displacements of all corner points have been determined, they are interpolated along the surface edges. Hermite polynomials are used in order to be able to specify the displacement derivatives and thereby control the angle of the edges. These grid angles are specified as a blend between the angles of the original grid and the angles of neighboring edges or surfaces respectively. In this way, large angular discontinuities which may lead to over-lapping grid lines is avoided.
In parallel computations, the displacement of the unstructured spring network is most effciently calculated on the master node, which carries information about all blocks. For the flux calculation on a moving grid we need the grid velocity u g of each grid point. These velocities are not known exactly, therefore they have to be obtained in discrete form. Applying the same difference operator that is used for the time derivative of the flow variables, we obtain the grid velocities using the grids from the current time level and two previous time levels as:
where x is the vector of grid coordinates.
III. Filtered Impulse Method
The conventional V-g method for flutter analysis requires accurate frequency-domain aerodynamics only near certain distinct frequencies where flutter is likely to happen. That is when transforming the time-domain solution to the frequency domain via fast Fourier transform (FFT) the accuracy is desired only near those selected frequencies of interest. This insight is exploited here. Here, we propose and evaluate the efficacy and accuracy of a filtered impulse method (FIM) based on the idea of "selected frequencies of interest." With this the input signals are smooth and provide enhanced resolution for frequencies in the neighborhood of the structural frequencies of the aeroelastic system. The choice of parameters for the impulse function is aimed at maintaining relevancy and accuracy at the frequency range where it is needed. The proposed FIM for use as training input signal is given by Eq. (14):
Which is in the form of the conventional impulse function 24 multiplied by sin(ωt − τ i ). Here w c controls the symmetry of FIM signal, for w c = π the signal would be perfectly symmetrical. Besides symmetry, the value of w c also determines the shifting of the peak of the power spectral density (PSD) plot. τ i defines the phase shift of the signal and the exponential term is essentially a window function whose width is approximately one period of the cut-off frequency with a 0 , which is a factor (of negative value) that defines the rate of decay for the sine wave, the larger the value, the more secondary sine waves would be present. The subscript i is just to distinguish the difference in values for different modes of the dynamic system. Similarly the parameters allow the user the flexibility of manipulating the power spectral on the FFT domain, to the desired frequency range.
In this paper, the AGARD 445.6 wing that we consider is the weakened model and the first five vibrational frequencies are 9.60, 38.17, 48.35, 91.54, and 118.11Hz respectively. Typically for a wing, four to five modes are usually adequate. Thus to properly resolve the accuracy required by the system ID models for training, the period would be determined by the smallest frequency and the highest frequency would determine the number of time-steps. To get a better feel of the frequency content of the input signal, and hence the frequency range that it would excite, the PSD plot is used. The PSD plot of the FIM used in this study is shown below. As evident in Fig. 1 , the power spectral of the FIM covers adequately the required range for the five natural frequencies of the wing in consideration. Thus the system ID models should be able to identify frequencies within this range by training on the response of the dynamic system culled from this input signal.
A. Training Mode by Mode
To use a classical V-g method 25 to determine the flutter boundary, Q ij must be calculated over a range of frequencies of interest. Consequently, computation of the flowfield must be performed for a number of reduced frequencies and for each vibrational mode of importance in a harmonic method. This demands a large amount of computational time. An alternative is to use the indicial method orginally proposed by Tobak, 26 and also by Ballhaus and Goorjian, 2 in which a step function excitation is fed into the aerodynamics system for each structural mode. The response of the aerodynamics system is called the indicial response. A Fourier analysis of this indicial response is enough to deduce the system response Q(κ) for the complete range of the reduced frequency κ. In this way only one time integration of the Euler/Navier-Stokes equations is needed for each mode of the structural system to obtain the complete generalized aerodynamic force (GAF) matrix Q ij (κ).
In this work, instead of the step function, we would be using the FIM as input signal and we seek to demonstrate its viability in a 3-D wing analysis. We would prescribe the FIM signal to the first mode of the AGARD 445.6 wing and obtain the response of the system. We next prescribe the FIM signal to the second mode and so on, until we have the responses of the system for each of the five modes. We would then have to train five separate models for each of the mode, and recall them appropriately given the generalized displacements for each mode at each time step. Hence for each mach number, we would require five unsteady CFD computations for the generation of the training data sets. For the present study, we have used a period of 320 time steps for each mode.
B. Combined Sequence of FIM
As opposed to the above method of prescribing the FIM signal individually to each of the modes, we may choose to combine all the signals into a sequence of FIM functions for each mode shape one after another. This is the particular advantage of using system ID methodology, in that only one input response for the system is needed regardless of the number of mode shapes being considered. A straight-forward and naïve way is to construct an input signal of a sequence of FIM for each mode directly one after another.
The obvious disadvantage of assembling the input signal in this fashion is that for system with a large number of mode shapes, the input time history becomes fairly long and the computational time required to compute the response becomes expensive. As mentioned previously, a period of 320 time steps was used for each mode. Thus if we were to construct a sequence of FIM for each mode directly one after another, we would require 5 × 320 time steps which is no different from the above mode by mode training in terms of CPU savings. Bearing in mind that the objective of using system ID methodology is to decrease the computationally intensive unsteady flow computations, it will be advantageous if the input signal is as short and compact as possible. That way the time in using the CFD solver for training signal generation is minimized.
With this in mind, we consider two such input signals in this present study. In the first case, we consider a FIM input for each of the mode shape simultaneously during the first period and we allow another period for the signal to decay, hence giving a total of 2 × 320 time steps. In the other case, we stagger the FIM input for each mode slightly out of phase with one another, by a quarter of a period. We would like to examine whether staggering the FIM input is necessary for the system ID models to distinguish each of the mode shapes. The total time steps required were 3 × 320. Figure 2 shows the four different responses of the system given by a mode by mode input, simultaneous input, and a staggered sequence of FIM signals. We have chosen to plot the responses of the system using the same time scale so that it is obvious to the reader the different time steps of each. From Fig. 2(d) the presence of five distinct modes can been clearly seen.
In the indicial method, it is necessary for the response of the dynamical system to die off. In this work, we seek to determine if such a feature is necessary for proper system identification. Hence we truncated the responses of the simultaneously applied FIM signal by half to obtain Fig. 2(c) . If this is indeed feasible, it would mean we only require one period of CFD run to generate the training data for the system ID models.
IV. System Identification Models
The system is excited using an input signal f (t) (structural motion) and the corresponding system response η(t) (e.g. lift coefficient or generalized displacement) is measured for a period of time. A system ID model is trained from this input-output signal which is then subsequently used to predict the system behaviour. We have developed two different approaches; one is a linear model while the other is non-linear to capture the system behavior. 
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A. Linear Algebraic Model
An autoregressive moving average (ARMA) model was used to capture the linear system behavior. A typical ARMA (m, n) model is presented in Eq. (15), the system response at any given time is an algebraic series of multiplications and additions, where one aims to find the best values of the coefficients a i and b j 's that minimize the model error in the least square sense. This is a simple single-input, single-output (SISO) system. For example, the current generalized displacement is a linear combination of m previous generalized displacements and n previous generalized aerodynamic forces.
The optimal/best order of the model could be identified via numerical studies or design of experiments. Different combinations of the order is searched such that the error between the CFD time history and the prediction time history by the model is minimized. However there are certain caveats that the user has to be aware of, firstly, the order of the past outputs, i.e. m should be at least 3. This is to account for the kinematics dimensionality of displacement, velocity and acceleration. Secondly, m would usually be less than or equal to n. This is because higher orders of m capture only the wake effect which has only secondary influence on the flow. The reader is referred to Ref. 18 for a more in-depth discussion.
In this paper, the coefficients of the linear algebraic model were obtained using a least square minimization of error via Marquardt Levenberg algorithm. We employed a random multistart to minimize the chances of getting stuck at the local minima of the error function.
B. Non-linear Neural Network Model
It is fairly common to encounter instances where a linear model is not capable of capturing the system behavior. In order to deal with such situations, we consider an artificial neural network model in place of the linear algebraic model presented in Eq. (15) . Artificial neural networks (ANN) have the ability to approximate functions involving highly non-linear and complex data. Among the plethora of ANN paradigms, the Multilayer Perceptron (MLP) and Radial Basis Functions (RBF) are the most widely used networks. For the purpose of this paper, the RBF network was employed. RBF is classified as a supervised learning network, in which there must exists a set of explicit targets for the network to match. Incorporating the similar concept of model order (m, n) as that of the ARMA model, we would set up the training data as a set of obervations of m previous generalized displacements and n previous generalized aerodynamic forces per observation, we then train the RBF to "learn" the mapping between the inputs and the desired output for such an order. RBF networks have another added advantage in that they have been proven to be universal function approximators.
27, 28
A radial basis function, φ, is one whose output is symmetric around an associated center, µ. That is: φ(x) = φ x − µ , where the argument of φ is a chosen vector norm. 29 Usually the Euclidean norm is adopted 30 and by selecting φ(r) = e −r 2 /σ 2 , we would obtain the Gaussian function as an RBF, where σ is the width or scale parameter. A set of RBFs can then serve as a basis for representing a wide class of functions that are expressible as linear combinations of the chosen RBFs:
Here d refers to the number of data points or training data and usually an RBF of this nature is very expensive to implement for large data set. Furthermore, it would not possess desirable prediction ability due to over-fitting. Hence a generalized RBF network is usually preferred 30, 31 as given by Eq. (17) .
A typical structure of an RBF is presented in Fig. 3 . As evident from the figure, an RBF network is nothing but a topological representation of Eq. (17) as a feed-forward network with three layers: the inputs, the hidden/kernel layer, and the output neuron(s). Each hidden neuron represents a single RBF with an associated center position and width. Each output neuron performs a weighted summation of the hidden neurons' responses.
In Eq. (17), k is ordinarily smaller than d and w j 's are the unknown sypnatic weight parameters that have to be learned. It is further noted that µ j 's are found by a clustering algorithm and in this study, the commonly used k-means clustering algorithm was employed. The learning of the RBF network is usually achieved through the pseudo-inverse solution, which gives a least square result: 
Here Γ + is the pseudo-inverse and t the target output. The pseudo-inverse is used as typically Γ is an overdetermined rectangular matrix and thus no inverse exists. However the computation of the pseudo-inverse require a matrix inversion which does not scale well for large problems, thus a procedure often referred to as recursive least-squares estimation 32, 33 may be used.
C. Sinusoidal Test Signal
Before augmenting the trained system ID models to the flow solver, a harmonic test signal was employed to validate the prediction capabilities of the models. A sinusoidal signal given by Eq. (19) was prescribed to the motion of the wing and the models were used to predict the generalized forces. Figure 4 shows the prediction of the system ID models, one trained using the mode by mode technique and the other trained using the staggered sequence of FIM. A cursory examination indicates that models trained on the two different training sets could give a reasonable prediction. Both the ARMA and RBF models managed to capture the frequency of the testing sinusoidal signal, however the ARMA model tends to over-predict the "true" amplitude of the response as computed by a direct CFD run.
We provide here a brief description of the determination of the appropriate model order. Either a systematic parametric study may be adopted or a design of experiment sampling may be used to find the order that minimizes the training error. We have chosen the former approach in this study, where different orders of the system ID models were trained and tested. In real-life problems, we usually do not have any testing data a priori, thus we have chosen to base our model order determination according to the following simple criteria, without the benefit of testing error-a lower order is more desirable than a higher order as this corresponds to fewer model parameters to optimize and we will adopt the model order that is just before any increase of the training error is detected.
For brevity and due to space constraint, we only show selected results, however other results are more or less similar and the model order determined the same way. Figure 5 shows the root mean square error for both ARMA and RBF for the case of training mode by mode for mode 1. Based on the above-mentioned rules, an order of (3, 3) was chosen for ARMA and an order of (3, 5) was chosen for the RBF model. 
V. AGARD 445.6 Wing
The AGARD 445.6 wing has a quarter-chord sweep angle of 45 degrees and its cross-section is given by the NACA65a004 airfoil. The flutter characteristics of this wing were investigated experimentally over a wide range of Mach numbers. 34 The results were presented as an AGARD standard aeroelastic configuration 35 and have since been widely used to test and validate flutter calculations. In this section, the integrated system ID-CSD model is used to predict the flutter boundary for the three-dimensional AGARD 455.6 wing. We consider the weakened wing model as listed in Ref. 34 . The wing is modeled by the first five natural vibrational modes, the first four modes are shown in Fig. 6 . These are identified as the first bending, first torsion, second bending, and second torsion modes respectively. The natural frequencies of these modes are also shown in Fig. 6 . Although the AGARD 445.6 wing is a multimodal system, the first mode is the dominant mode and also usually the flutter mode, at least in the subsonic and transonic regimes. 
A. Model Evaluation
Before committing ourselves to determining the flutter boundary and Q ij 's using the integrated system ID-CSD model, we would like to first seek out the best system ID models to use. Figure 7 show the predictions of both the ARMA and RBF models that have been trained on the responses of the simultaneous FIM input and the truncated version. Evidently, the predictions of both the models are not too good. The ARMA model seems to either overpredict or underpredict the amplitude of the true generalized displacement. And the RBF model seems too erratic, this is especially highlighted in the "chattering" effect of the RBF prediction for M ∞ = 0.96 shown in figure 7(a) . "Chattering" indicates a instability in the model and usually manifests itself with predictions that oscillate back and forth randomly from the correct solution. 18 This usually happens when too large a model order has been used and the model output is essentially over-correcting itself. In our case a low-order of (3, 4) was used, hence this might not be the true reason.
A possible explanation would be that too large a magnitude has been used in the simultaneous excitation of all the modes using FIM, hence allowing for large non-linearity to creep in. Future work might focus on determining the correct magnitude of FIM input signal to apply. This is so because the RBF model which is non-linear in formulation seems to perform slightly better than the ARMA model, however secondary peaks seem to be present in the prediction of the RBF. Another point to note is that from our simulations, it seems that there is no significant difference in terms of prediction capabilities between the models trained on a long version response of the simultaneous input and its truncated version.
We next show the results for the same scenarios via using the responses of mode by mode and staggered sequence of FIM as the training data. From Fig. 8 it can be clearly seen that the predictions of the models have improved. This is especially so for the ARMA model in the case of M ∞ = 1.141, where the amplitudes are now correctly predicted. An implication of this is that a staggered sequence of FIM inputs is most probably necessary for the system ID models to properly distinguish between the different modes of the dynamical system. The results for the ARMA staggered model are not shown here as they were not satisfactory. Thus for the rest of this paper, we would be presenting the results of ARMA and RBF trained on mode by mode and RBF trained on staggered response. 
B. Generalized Aerodynamic Force
When an input signal f (t) is fed into a dynamical system, the frequency response of the system can then be calculated as:
where η is the response of the system and F(·) is the Fourier transform of the signal. Figure 9 shows the computation of the generalized aerodynamic forces Q ij obtained using the results of the actual CFD simulations. Another advantage of the system ID model is its ability to provide the GAF besides its flutter time history prediction capability. To obtain the prediction of Q ij for the staggered RBF model, we would firstly train the model on the staggered response. Subsequently to obtain say, Q 11 , we prescribe a FIM input to the first mode of the system ID-CSD model and record its subsequent response. We will show that the use of a smooth FIM function which avoids the discontinuous nature of the step function used by Ref. 2 is able to achieve the same results, we also show in the same figure that both ARMA and RBF models were able to provide reasonably accurate computations of the Q ij 's. Figure 9 shows the computed generalized aerodynamic forces Q 11 , Q 12 , Q 21 , and Q 22 by the CFD and system ID methods respectively, for the first two vibrational modes. The models have been trained via the simultaneuous input of FIM. From Fig. 9 it is noted that the predicted Q ij for the models were inaccurate even for the low reduced frequency, especially for the ARMA model. Whereas the models trained by the mode by mode response and staggered sequence of input gave results that agreed quite well with that of the actual CFD computation, except for the high reduced frequency end, as shown in Fig. 10 . 
C. Flutter Time History
In this section we present the results of using the above identified three models for flutter predictions. Traditionally, for a particular Mach number regime, to determine the flutter point, the upper bound of the speed index which exhibits instability and the lower bound of the speed index which exhibits stability are sought. A new CFD run is then computed at the mean value of the upper and lower bound to determine the nature at this new speed index. Obviously, this is a computationally expensive procedure as every new speed index has to be recomputed. With the system ID-CSD framework in place, we are now in a position to determine the flutter boundary of the AGARD 445.6 wing via the bi-section method very much faster, as the system ID models trained at a particular mach number would be able to predict the time histories for various speed index. Figure 11 (a) shows the flight condition M ∞ = 0.96 and V f = 0.25, as can be seen the predictions of the system ID models are quite accurate and they are able to predict the flutter boundary, which in this case is very close to the neutral point. Although mode 1 is usually the dominant mode and modes 4 and 5 tend to damp out in time, we show in Fig. 11(b) the prediction of the models for mode 3, which is the second bending. In this case, the ARMA model exhibit a slight deterioration but nonetheless the stable and unstable trends have been properly predicted which is more important. Figure 12 shows the flutter boundary obtained using the RBF model trained on staggered FIM input. Although we have only considered five points in this paper, the results do demonstrate the efficacy of the method as we could obtain a flutter boundary very close to the results of Liu et al.
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VI. Concluding Remarks
To aid the user in choosing the appropriate model and training data, the capabilities of each of the system ID models are summarized in table 1. The category-length of training data, refers to the number of CFD runs needed to produce the training data for the models. Since both ARMA and RBF trained on the mode by mode response require five CFD runs, they are given a low score. On the other hand, a staggered sequence of FIM input requires three periods which is equivalent to three CFD runs, hence it was awarded slightly higher. As for ease of implementation, both types of models require a fair bit of domain knowledge each, hence this was judged to be equal. The next criteria was accuracy. Although the accuracy of the model is highly dependent on the type of training data, generally the ARMA model is the least accurate as it tends to give overprediction but the trend of the time history is predicted. As for the two RBF models, the one trained on the staggered sequence of FIM was found to be the most accurate. Robustness refers to the ability of the system ID models to provide both the time history and also the generalized aerodynamic force, Q ij (to be discussed later) with the same trained model. In this aspect, the RBF model being non-linear by formulation is able provide both a more accurate time history and Q ij plots as compared to the ARMA model. To conclude, the following could be drawn from the results of this paper:
• For flutter computations, the system ID models trained on data of mode by mode and staggered sequence of FIM are capable of predicting the general trend of responses at different reduced frequencies.
• The ARMA model seems to work fairly well in the case of mode by mode training where the modes are decoupled and linearized, whereas RBF is able to handle both a mode by mode case and a staggered sequence of FIM. With the latter resulting in more CPU savings as it requires less time to create the training data.
• It would seem that truncating the training data without a need for decay would provide adequate "information" for the system ID models.
• The advantage of employing system ID models over the indicial method is that besides being capable of providing the Q ij 's, the system ID models are also capable of giving the complete time history of the generalized displacements for a dynamical system.
• Further investigation is necessary to understand the effects of the magnitude of input signals in the case of simultaneuous FIM input, as our results suggest large non-linearity effects in the system response causing a breakdown of the system ID models.
