We propose a density matrix renormalization group (DMRG) technique at finite temperatures. As is the case of the ground state DMRG, we use a single-target state that is calculated by making use of a regulated polynomial expansion. Both static and dynamical quantities are obtained after a random-sampling and averaging procedure. We apply this technique to the one-dimensional Hubbard model at half filling and find that this gives excellent results at low temperatures.
The density matrix renormalization group (DMRG) method 1 is a powerful numerical technique to investigate various properties of low-dimensional strongly correlated electron systems. The ground state properties are accurately calculated through targeting the ground state in each step of the DMRG process. For dynamical quantities, a multitarget procedure has been proposed 2 and provides accurate description of various excitation spectra. These successes of DMRG come from proper choices of the target state to be necessary to construct the density matrix that contains important bases for the precise description of physical quantities.
The extension of such a targeting procedure to thermodynamic properties has been done for one-dimensional (1D) spin systems.
3 Several tens of lowest-energy eigenstates of the systems have been taken as the target states and the density matrix is constructed by weighting a Boltzmann factor for each eigenstate. Later, the transfer-matrix method 4, 5 has been introduced to calculate thermodynamic properties in the infinite-size system. The DMRG method is employed for the calculation of the maximum eigenvalue of a transfer matrix that gives the free energy of the system. Recently another finite-temperature DMRG method has been proposed as a generalization of time-dependent DMRG. 6 These finitetemperature DMRG techniques successfully give excellent results for 1D spin and electronic systems. However, there are some difficulties in each technique; for example, the transfer matrix method is not easily applied to complicated models since the transfer matrix is not Hermitian. In the time-evolution method, low-temperature properties are not easily obtained since long time evolution of the system is necessary. Therefore, it is desired to develop a variety of finite-temperature DMRG techniques, from which one can choose the best one suitable for a given model.
In this Brief Report, we propose a scheme of DMRG at finite temperatures, which is a straightforward extension of the target-state procedure at zero temperature. The target state is weighted by a Boltzmann factor. Making use of the polynomial expansion and random sampling, we can calculate static and dynamical quantities at finite temperatures. In order to obtain good convergency at high temperature, we need a large truncation number of the density matrix. The proposed method is, therefore, suitable for lower temperature region. As a demonstration of the method, we show the specific heat, spin-spin correlation function, and dynamical current-current correlation function of the 1D Hubbard model at half filling. The DMRG results reproduce the exact digitalization results at low temperature.
The DMRG procedure at zero temperature requires a target state in order to obtain the ground-state properties. Even for finite temperatures, it may be possible to have a target state suitable for the evaluation of physical quantities. A possible target state may be given by
whereĤ is the Hamiltonian, |ξ is a normalized arbitrary vector, β is the inverse temperature 1/T , N is the dimension of the superblock, and a n = ǫ n |ξ , with |ǫ n being the eigenvector corresponding to the eigenvalue ǫ n . The inner product of Eq. (1) gives the partition function Z, provided that a 2 n = 1: Z = ξ |ξ = N n=1 e −βǫn . Therefore, Eq. (1) is a good candidate for the target in the DMRG procedure. However, it is difficult to obtain all of the eigenstates |ǫ n for the superblock Hamiltonian whose size of the Hilbert space is of the order of 16m 2 in the case of the single-band Hubbard model, with m being the truncation number of the density matrix. We thus need to develop a different technique to treat the operator e −βĤ/2 precisely without obtaining |ǫ n . By using the Legendre polynomial expansion for the delta function, i.e.,
with w l = 2/(2l + 1), the Boltzmann factor reads
whereẼ n is an eigenvalue rescaled to be confined within the interval of [−1, 1]. The corresponding rescaled Hamil-tonianĤ s is defined asĤ s = w H (Ĥ − λ) with scaling parameters w H and λ. In general, there appear so-called Gibbs oscillations in any polynomial expansion including the Chebyshev polynomial often used in the literatures. 7, 8 The oscillations can be eliminated by introducing the Gaussian distribution function for P l (Ẽ n ) in Eq. (2). 9 The polynomial regulated by the Gaussian is defined as
where σ is the half width of the Gaussian distribution function set to be 2π/L, where L denotes the highest number of l in the expansion. Inserting the Boltzmann factor [Eq. (3)] into the target state [Eq.
(1)] and returning to the operator representation, we obtain
Since the integration in Eq. (5) with respect to ǫ leads to the modified spherical Bessel function i l (x) of the first kind, the target state is finally written as
where C(β) is a normalization constant. In order to calculate P l (Ĥ s ) σ |ξ , we employ a coalitional recursive relation
where
Starting from P 0 (Ĥ s ) σ |ξ = |ξ and P 1 (Ĥ s ) σ |ξ =Ĥ s |ξ , we recursively calculate P l (Ĥ s ) σ |ξ up to l = L and construct the target state in Eq. (6) .
In the DMRG procedure, physical quantities are measured when the system size is reached to a given number in the infinite-size algorithm or enough convergency is obtained in the finite-size algorithm.
1 At this stage, we need to introduce a technique to guarantee the relation a 2 n = 1 for the coefficients in Eq. (1). This is achieved by taking the random sampling of the state |ξ and averaging over the samplings. Let us represent a randomly generated |ξ as |ξ = i r i |ξ i , where |ξ i is the basis state of the system and r i is a normalized random number generated from a rectangular distribution whose center is at zero. Expanding the eigenstate |ǫ n also in terms of |ξ i , i.e., |ǫ n = i b n,i |ξ i , we obtain a 2 n = i r 2 i b 2 n,i + 2 i =j r i r j b n,i b n,j . After averaging over many samplings whose number is M , r 2 i will become a constant approximately independent of i, and r i r j will vanish according to 1/ √ m 2 M . 10 Therefore, a relation a 2 n ≃ 1 (n = 1, · · · , N ) is expected to be satisfied. Physical quantities that do not commute withĤ are also obtained by using the same random sampling. An expectation value of an operatorÂ is given by ξ |Â|ξ = n a 2 n e −βǫn ǫ n |Â|ǫ n + n =m a n a m e −β(ǫn+ǫm)/2 ǫ m |Â|ǫ n . (9) The coefficient for the off-diagonal term is expressed as a n a m = i r
i is a constant and r i r j is zero after the sample averaging, a n a m is expected to be zero. This means that Eq. (9) gives thermodynamical average of a given quantity.
We can also calculate dynamical quantities at finitetemperature. A dynamical correlation function for an operatorÂ may be defined as
where γ is a small positive number. In order to obtain χ A (ω), we introduce a following expression:
If we take L → ∞ and use the random averaging, we can easily find thatχ A (ω) is identical to χ A (ω). We use Eq. (11) at the stage of the measurement.
Before reaching the measurement, we need to perform a dynamical DMRG procedure using a multi-targeting technique.
2, 11 In order to make use of |ξ as one of the multi targets, we introduce alternative expression
which gives χ A (ω) after taking L → ∞ and the random averaging. In addition to |ξ , possible target states may beÂ |ξ and
e −βǫ/2 |ǫ . However, the later state is not easily calculated since it contains the integration in terms of ǫ. Instead of this state, we introduce a state with simple form [ω −Ĥ +Ẽ − iγ] −1Â |ξ , by replacing ǫ s to an ǫ-independent quantitỹ E = ξ |Ĥ|ξ . This replacement is based on the fact that the dominant contribution of ǫ s comes from the energy range where the product of the density of the eingenstates and the Boltzmann distribution function is large. In spite of such a rough approximation, we will find that this works practically well as discussed below. If this replacement does not work well, we should employ the original state with the integration as a target state.
In the present DMRG approach, there are three parameters: the number of sampling M , the polynomial expansion truncation number L, and the DMRG truncation number m. Among them, M is dependent on physical quantities as will be mentioned below. The number of L in Eq. (6) predominantly depends on temperature T . The lower T is, the larger L is. However, it is difficult to obtain numerically the several hundred order of i l (−β/2). In such a low-temperature (large β) region where large L is required, we introduce a smaller β ′ with a relation β = nβ ′ (n is a positive integer), and then perform the polynomial expansion in Eq. (6) n times starting from |ξ at β ′ and inputting the obtained |ξ into |ξ . At low temperature, although large L is required, m can be reduced as compared with that for higher temperature, since the number of the basis necessary to describe lowtemperature properties is small. As a result, the computing time is shorter at low temperature than at high temperature, in order to get the same level of convergence.
We apply a different finite-temperature DMRG method to the 1D Hubbard model at half filling to check its efficiency. The Hamiltonian is given byĤ = −t i,σ (c † i,σ c i+1,σ +h.c.)+U i n i,↑ n i,↓ , where c † i,σ (c i,σ ) is a creation (annihilation) operator of an electron with site i and spin σ, n i,σ = c † i,σ c i,σ , t is the hopping integral, and U is the on-site Coulomb repulsion. We use a lattice with open boundary condition. Figure 1 shows the specific heat obtained by using the formula
N s is the number of sites. The result for N s = 8 and U/t = 8 is shown in Fig. 1(a) , where the exact C v is also plotted for comparison. We employ parameters of m = 50 and 64 , L = 80 (T /t = 0.1), and M = 1000. The error bar due to the sampling is within the size of the symbols. At m = 50, the low-temperature peak of C v agrees with the exact result. However, with increasing T the deviation from the exact result is enhanced. This is improved if we use larger m. In fact, taking m = 64, we get complete agreement between the exact and DMRG results, since 16m 2 exceeds the dimension of the Hilbert space. Such an improvement is also clear in the case of N s = 20 as shown in Fig. 1(b) . Temperatures are restricted to a range just below the first peak of C v . The exact result in the thermodynamic limit N s → ∞ (Ref. 12)is also shown for comparison. We find that m = 200 is enough to get good convergence below T /t = 0.12. At higher temperatures, a larger m is required but it is still accessible by using a standard computing system. From these results, it is apparent that this DMRG method is is the z component of the total spin operator at site i. We choose the two sites, i and i + r, in order to make the central site of a given lattice the middle of them. Figure 2 shows the staggered correlation S(r)(−1) r at several temperatures for N s = 20 and U/t = 8. The truncation number m is changed with temperature in order to get good convergence. The spin correlation decreases with increasing temperature as expected.
Finally we show the dynamical current-current correlation function in Fig. 3 . The operatorÂ in Eq. (11) is replaced by the current operatorĵ = it i,σ (c † i,σ c i+1,σ − h.c.). In this calculation, we employ γ = 0.2t. Although γ → 0 is desired in general, the finite value is introduced here in order to reduce the computational time, in particular, at high energy region ofχ j (ω). We compare the DMRG results ofχ j with the exact one for N s = 8. At T /t = 0.1, we obtain the same result as the exact one even for m = 50. At a higher temperature T /t = 2, however, agreement is less satisfactory, since the number of m is not enough. This result again demonstrates that this DMRG technique works well, in particular, at low temperatures. We note that the position of the lowestenergy peak dose not change with increasing T , which is a consequence of the spin-charge separation. 13 We have shown that it is necessary to perform random samplings of the state |ξ to calculate physical quantities in the process of the measurement in DMRG. The number of M necessary to get small statistical error is denoted in the captions of each figure. We find that M is dependent on physical quantities. We, thus, need to check an adequate M for each quantity by examining the magnitude of the error bar. Such a sampling procedure is closely related to that used in the finite-temperature Lanczos method.
10,14
As compared with another targeting scheme of finitetemperature DMRG, 3 the present method has an advantage that one does not need to divide the Hilbert space with respect to, the z component of total spin, but can treat full of the Hilbert space at once. This reduces a tedious procedure of numerical simulations significantly. Furthermore, since this technique is of a simple extension of the zero temperature DMRG supplemented by the polynomial expansion and random sampling, momentum-dependent quantities can also be calculated unlike the case of the transfer-matrix DMRG. However, it is not practical to use the present method at high temperatures, since the large m is required. We also note that, although there is no restriction in principle to apply this technique to complicated models with longrange interactions, a large number of m is required even at low temperatures as is the case of the zero-temperature DMRG.
In summary, a different DMRG technique has been developed in order to calculate both static and dynamical quantities at low temperatures. This technique is of a straightforward extension of a single-target DMRG procedure, except that the target state is evaluated by the regulated polynomial expansion and a random-sampling and averaging procedure are employed for the measurement of physical quantities. By using the proposed technique, static and dynamical quantities in the 1D halffilled Hubbard chains have been calculated, and it has been demonstrated that the technique works well at low temperatures. This technique would be useful as one of the DMRG techniques at low temperatures.
