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Introduction
Ce début de XXIème siècle marque le commencement d’une nouvelle ère pour la
physique des particules. Avec le démarrage du LHC en 2009, l’échelle du téra-electronvolt
peut être sondée directement. Cette échelle est particulièrement importante pour la
physique des particules dont les principales théories attendent de nouveaux phénomènes
à cette échelle. Mais avant de découvrir cette nouvelle physique, le LHC a d’ores et déjà
permis de découvrir en 2012 le boson de Brout-Englert-Higgs, dernière particule qui
restait à observer dans le Modèle Standard. Cette première découverte majeure est à la
fois un succès pour le Modèle Standard, mais renforce aussi les principales motivations des
théories au delà du Modèle Standard, avec au premier rang les théories supersymétriques.
Cette thèse qui s’est déroulée entre 2011 et 2014 couvre à la fois la phénoménologie
des théories supersymétriques et la recherche expérimentale des signaux prédits par ces
théories, sous la supervision des Drs Kneur et Moultaka au Laboratoire Charles Coulomb
de Montpellier et des Drs Muanza et Vacavant au Centre de Physique des Particules de
Marseille.
Au cours de ces trois années j’ai développé la nouvelle version C++ de SuSpect,
SuSpect3, un programme permettant de calculer le spectre de masse des théories
supersymétriques.
En parallèle, j’ai participé à l’évaluation des performances d’identification des jets de
quarks b dans l’expérience ATLAS, pour laquelle j’ai développé l’approche multivariée
pour l’identification de ces quarks.
Enfin, j’ai utilisé les données collectées par ATLAS dans les collisions protons-protons
à
√
8 TeV fournies par le LHC afin de rechercher des signaux supersymétriques. Cette
recherche de supersymétrie a la particularité d’être la première analyse SUSY des données
2012 d’ATLAS à supposer l’existence d’un boson de Brout-Englert-Higgs dans la cascade







Le Modèle Standard de la physique des particules est le nom donné au modèle théorique
décrivant les constituants élémentaires de la matière et leurs interactions. Ce modèle repose
sur la théorie quantique des champs, dans laquelle l’espace est rempli de champs, dont les
excitations sont les particules élémentaires. La naissance du Modèle Standard remonte
aux propositions de Weinberg [1], Salam [2] et Glashow [3] d’un modèle des interactions
électrofaibles.
La théorie quantique des champs permet de décrire comment un système de particules
évolue au cours du temps et quelles sont les probabilités d’observer un état final donné à
partir d’un ensemble de particules de départ. On peut répondre à ces questions en utilisant
le formalisme de la matrice S qui permet de relier un vecteur d’état entrant à un vecteur
d’état sortant.
S |in〉 = |out〉 (1.1)
Les éléments de cette matrice peuvent être retrouvés à partir de la formulation lagrangienne
du Modèle Standard. Partant du lagrangien, on peut déduire les règles de Feynman
permettant de calculer les amplitudes de transitions dans le formalisme des intégrales
de chemins. Ces amplitudes permettent ensuite de calculer des sections efficaces.
L’écriture du lagrangien du Modèle Standard fait appel à un très grand nombre de
symétries, conférant une certaine élégance au modèle. Ce chapitre revient sur la notion
de symétrie en physique des particules et inventorie les principales symétries du Modèle
Standard. Le contenu en champs est ensuite présenté avant de revenir sur les succès




12 CHAPITRE 1. MODÈLE STANDARD
1 Symétries
Les symétries du Modèle Standard sont celles de la densité lagrangienne du modèle et
donc de la matrice S. Par définition, tous les générateurs de symétries du Modèle Standard
commutent avec la matrice S. La forme la plus générale de ces générateurs de symétrie G





d3q d3p a†i (p) Ki,j(p, q) aj(q) (1.2)
avec :
— i et j : un couple de valeurs possibles pour un nombre quantique (spin, charge
électrique, couleur, . . .) ;
— p et q : les impulsions des particules sortantes et entrantes ;
— aj(q) : l’opérateur d’annihilation de l’état de nombre quantique j et d’impulsion q ;
— a†i (p) : l’opérateur de création de l’état de nombre quantique i et d’impulsion p ;
— Ki,j(p, q) : le propagateur entre l’état |q, j〉 et l’état |p, i〉.
On comprend de cette expression que G agit sur l’ensemble des états physiques
possibles pour les déplacer dans l’espace des impulsions et modifier leurs éventuels
nombres quantiques.
Dans l’équation 1.2, la somme balaye les couples (i, j) et permet en particulier de voir
qu’il peut y avoir des générateurs de symétrie transformant les fermions en fermions, les
bosons en bosons, ou interchangeant fermions et bosons.
On peut donc décomposer les opérateurs de symétrie en une somme :
G = B + F (1.3)
Cette décomposition met en avant deux classes d’opérateurs, les opérateurs bosoniques
B, conservant la statistique du champ, ou les opérateurs fermioniques F , changeant le spin
par demi-unité et donc la statistique du champ.
Jusqu’à présent, seul des symétries bosoniques ont été observées expérimentalement
pour les interactions fondamentales. Les théories utilisant les opérateurs F , dites
supersymétriques présentes de nombreuses qualités. Elles sont décrites dans le chapitre 2.
Les symétries bosoniques du Modèle Standard sont de deux types :
— les symétries d’espace-temps, dites “externes”, qui agissent sur l’impulsion et les
coordonnées des particules ;
— les autres symétries, dites “internes”, qui agissent sur les autres nombres quantiques
des champs.
Pour chaque symétrie, le théorème de Noether [4] nous garantit qu’il existe une grandeur
physique conservée.
Les symétries d’espace-temps du Modèle Standard sont celles du groupe de Poincaré :
— invariance par translations ;
— invariance par rotations ;
— invariance par boost de Lorentz.
Une théorie invariante sous l’action de ce groupe de symétrie possède une loi de
conservation de l’énergie, de l’impulsion et des moments cinétiques.
En plus des symétries continues, on peut identifier 3 symétries externes discrètes du
Modèle Standard, C, P et T :









— C : invariance par inversion des charges, qui correspond à l’interversion
particules/antiparticules ;
— P : invariance par parité ;
— T : invariance par inversion du temps.
Très tôt dans la construction du Modèle Standard, il est apparu que ces symétries ne
sont pas exactes. Cependant, le produit de ces symétries, CPT, est un groupe de symétrie
exacte de la physique. Si cette symétrie n’est pas respectée, il y a violation du groupe de
Lorentz.
Dans le groupe de Lorentz, on peut décrire les types de particules suivants :
— des bosons scalaires, de spin 0 ;
— des fermions, de spin 1/2 ;
— des bosons vecteurs, de spin 1 ;
— et d’hypothétiques fermions de spin 3/2 et bosons de spin 2.
Le Modèle Standard est aussi une théorie de jauge. On exige son invariance par l’action
de transformations locales par des générateurs de symétrie continues. Ces invariances
contraignent la forme du lagrangien et imposent l’introduction de bosons de jauge afin de
garantir l’invariance locale. Ces bosons de jauge sont les vecteurs d’interaction du Modèle
Standard. Pour un groupe de jauge donné, les bosons de jauge sont responsable des forces
s’exerçant entre les objets chargés sous ce groupe de jauge.
Le Modèle Standard fait appel à trois symétries de jauge :
— U(1)Y , symétrie d’hypercharge, dont le boson de jauge est le champ Bµ, avec une
force de couplage g′ ;
— SU(2)L, symétrie d’isospin faible, dont le boson de jauge est le champ Wµ, avec une
force de couplage g. Cette symétrie a la particularité de ne coupler qu’aux objets de
chiralité gauche ;
— SU(3)C , symétrie de couleur, dont le boson de jauge est le champ Gµ, avec une force
de couplage g3.
Ces invariances de jauge imposent la conservation de la charge associée à chacun de
ces groupes de symétrie. Ici l’hypercharge, l’isospin faible et la couleur sont des nombres
quantiques conservés.
2 Contenu en champs
Jusqu’à présent les seuls particules introduites sont les bosons de jauge du Modèle
Standard. Il manque encore les champs de matière, les fermions. Deux types de fermions
ont été observés, les leptons et les quarks.
Le nom de lepton regroupe à la fois les leptons chargés (électrons, muons et taus)
et les leptons neutres, les neutrinos. Les leptons chargés et neutres de chiralité gauche
appartiennent au même doublet d’isospin, tandis que les leptons chargés de chiralité droite
sont des singulets d’isospin faible. L’existence d’un neutrino droit reste à confirmer, bien
que l’observation des oscillations de neutrinos laissent peu de doute à ce sujet.
Les quarks sont eux aussi regroupés dans des doublets et singulets d’isospin. Les quarks
gauches de type up et down appartiennent au même doublet d’isospin. Si les quarks de
type up et down sont de chiralité droite, alors ils appartiennent à des singulets d’isospin.
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Il existe trois familles de quarks et trois famille de leptons. La table 1.1 résume
les différents champs de matière du Modèle Standard ainsi que les représentations des
différents groupe de jauge auxquels ils appartiennent. Les trois dernières colonnes de cette
table donnent aussi les notations usuelles pour les différents leptons et quarks.
Particules U(1)Y ⊗ SU(2)L ⊗ SU(3)C 1ère gén. 2nde gén. 3ème gén.











Quarks gauches C 1
3











Leptons chargés droits C−2 ⊗ C⊗ C eR µR τR
Quarks “up” droits C 4
3
⊗ C⊗ C3 uR cR tR
Quarks “down” droits C−2
3
⊗ C⊗ C3 dR sR bR
Table 1.1: Contenu en matière du Modèle Standard et représentations auxquels
appartiennent les champs. Les indices indiquent la charge du champ pour l’hypercharge.
Les exposants indiquent si le champ appartient à un singulet, un doublet, ou un triplet.
Dans les trois dernières colonnes : e désigne l’électron, µ le muon, τ le lepton τ , ν les
neutrinos avec en indice le lepton associé, u désigne le quark up, d le quark down, c le
quark charm, s le quark strange, b le quark bottom et t le quark top.









3 Lagrangien du Modèle Standard
Au vu de la structure en isospin de la matière on écrit la densité lagrangienne du
Modèle Standard en terme de multiplets d’isospin faible. Pour une seule famille de fermions
chiraux, on a :
LMS = −14Wµν ·W
µν − 14Bµν ·B

























Le terme 1.4 décrit la propagation des champs imposés par l’invariance locale de jauge.
Les termes 1.5 et 1.6 décrivent l’interaction des fermions chiraux “gauches” et “droits” avec
les champs de jauge du Modèle Standard.
Plus précisément, dans ce lagrangien :
— Bµ,Wµ et Gµ sont les bosons vecteurs de U(1)Y , SU(2)L et SU(3)c respectivement ;
— Bµν ,Wµν et Gµν , les tenseurs de champ des bosons Bµ, Wµ, et Gµ ;
— Y le générateur du groupe de jauge U(1)Y ;
— τ le vecteur contenant les générateurs de SU(2)L ;
— λ le vecteur contenant les générateurs de SU(3)C ;
— L un doublet SU(2)L de fermions (colorés ou non) ;
— R un singulet SU(2)L de fermion (colorés ou non) ;
— g′, le couplage de U(1)Y , g, le couplage de SU(2)L et g3, le couplage de SU(3)C .
4 Mécanisme de Brout-Englert-Higgs
Le Modèle Standard présenté jusqu’à présent ne correspond pas complètement aux
observations expérimentales, les fermions sont non-massifs et les bosons, Z0 et W± sont
non-massifs.
Pour générer la masse des bosons de jauge W±, Z0 et des fermions, on introduit un
champ scalaire φ, le champ de Brout-Englert-Higgs [5–7]. Ce champ est un doublet chargé
sous U(1)Y ×SU(2)L. Pour éviter de briser la symétrie SU(3)C , il ne possède pas de charge
de couleur. Le champ de Brout-Englert-Higgs a un potentiel de la forme :
V (φ) = µ2φ2 + λφ4 (1.8)
Ce potentiel est invariant sous U(1)Y × SU(2)L et son introduction dans le lagrangien ne
brisera aucune symétrie de jauge. Mais si :
µ2 < 0 et λ > 0 (1.9)
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où v désigne la valeur attendue du champ dans le vide (vev, pour vacuum expectation





dans le lagrangien génère des termes de masses pour
les fermions. Elle mélange aussi les composantes neutres des bosonsWµ et Bµ pour donner
le photon et le boson Z0 du Modèle Standard :
Aµ = Bµ cos θW +W 3µ sin θW (1.11)
Zµ = −Bµ sin θW +W 3µ cos θW (1.12)
Où θW est l’angle de Weinberg, Zµ est identifié au boson Z0 et Aµ au photon. Enfin les
degré de liberté W 1 et W 2 du boson de jauge SU(2)L sont mélangés pour obtenir les
bosons W+ et W− observés expérimentalement. Dans ce processus de mélange, les degrés
de liberté du champ de BEH sont absorbés dans les degré de liberté longitudinaux des
bosons Z0 et W±, générant ainsi une masse pour ces bosons. Enfin, un degré de liberté du
champ de BEH va acquérir une masse. Ce champ scalaire et massif est le boson de Higgs.
Après brisure de l’invariance SU(2)L × U(1)Y du Modèle Standard, seul reste une
symétrie U(1)EM résiduelle, l’électromagnétisme classique.
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— φ le champ de Brout-Englert-Higgs et φC son conjugué ;
— Yi, les couplages de Yukawa des fermions au champ de Brout-Englert-Higgs ;
— V (φ), le potentiel en λφ4 du champ de Brout-Englert-Higgs.
Avec le boson de Higgs, le Modèle Standard est quasiment complet, il reste deux parties
que nous n’avons pas encore décrites, la structure en saveur du Modèle Standard et la
violation de la symétrie CP. Ces deux phénomènes sont reliés aux interactions faibles par
courant chargés.
5 Structure de saveur
Dans le Modèle Standard, les états propres d’isospin ne sont pas les états propres de
saveurs. Cela signifie que les interactions faibles peuvent entraîner des changements de la
saveur des quarks ou des leptons. Les seuls changements de saveurs observés sont transmis
via les courants chargés, les bosons W±.
Pour passer de la base d’isospin à la base de saveur, on utilise la matrice de Cabbibo-
Kobayashi-Maskawa (CKM)[8, 9] :
V mesuréCKM =
|Vud| |Vus| |Vub||Vcd| |Vcs| |Vcb|
|Vtd| |Vts| |Vtb|
 =
0.97427 0.22534 0.003510.22520 0.97344 0.0412
0.00867 0.0404 0.999146
 .









Cette matrice peut être approximée par une paramétrisation à seulement 4 paramètres,
dont une phase complexe :
V mesuréCKM =
 1− λ2/2 λ Aλ3(ρ− iη)−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1

Cette phase complexe implique que les interactions par courant chargé violent la
symétrie CP.
L’équivalent de CKM pour les leptons est la matrice Pontecorvo-Maki-Nakagawa-
Sakata (PMNS). Pour la matrice PMNS, aucune mesure de la phase complexe n’est
disponible, mais des expériences sont en préparation pour la déterminer.
Enfin il est intéressant de noter que QCD pourrait participer à la violation CP mais
que de tels effets n’ont jamais été observés expérimentalement. La phase θQCD violant
QCD est donc nulle. Cette phase nulle pourrait être une conséquence d’une symétrie
U(1) supplémentaire, proposée par Peccei et Quinn, interdisant les termes QCD violant
la symétrie CP. Cela impliquerait l’existence de champs vecteurs non-massifs, les axions.
Ceux-ci échappent cependant à la détection, et en ce qui concerne le Modèle Standard la
phase θQCD est fixée à 0.
6 Paramètres libres du Modèle Standard
Au total, il y a 19 paramètres libres dans le Modèle Standard, sous l’hypothèse
de neutrinos non-massifs. Ces paramètres doivent être mesurés expérimentalement. Le
décompte des paramètres libres donne :
— 9 masses de fermions ;
— 3 couplages de jauge ;
— 3 angles de mélange de la matrice CKM, plus 1 phase complexe ;
— la vev et la masse du Higgs ;
— θQCD.
Fermions Masse [GeV] Bosons Masse [GeV]
Électron 0.000511 Photon 0
Muon 0.10566 W± 80.3
Tau 1.777 Z0 91.2
Up 0.0023 Gluons 0





Table 1.2: Masses des fermions (à gauche) et bosons (à droite) du Modèle Standard.
La table 1.2 présente les masses mesurées des particules du Modèle Standard. La
hiérarchie de masse observée entre les particules les plus légères et les plus lourdes n’a









Table 1.3: Valeurs des couplages de jauge du Modèle Standard, évaluées dans le schéma
de soustraction minimale, MS.
La table 1.3 donne les valeurs des couplages de jauge du Modèle Standard. L’interaction
forte possède quelques particularités intéressantes, liées à l’évolution du couplage de jauge
g3, la liberté asymptotique et le confinement. Au plus l’énergie est grande, au plus le
couplage de QCD est faible, c’est la liberté asymptotique. Au contraire, à basse énergie,
l’interaction forte est tellement intense que les particules chargées ne peuvent se propager
seules, leurs propagation s’accompagne de la création de paires quark-antiquarks. Seuls
des états liés de QCD, sans charge de couleur peuvent se propager dans le vide.
Enfin, la vev v du Higgs se déduit de la masse mesurée du W± est vaut ' 246 GeV.
La masse du Higgs a été mesurée par les expériences ATLAS et CMS et vaut
approximativement 125 GeV [10, 11].









7 Succès expérimentaux et théoriques
Le Modèle Standard s’illustre en particulier auprès des collisionneurs. La théorie des
champs fournit l’outillage nécessaire à la prédiction des sections efficaces de production et
des taux d’embranchements des différents états finaux prédits par le Modèle Standard.
Il est difficile de dissocier les succès expérimentaux et théoriques du Modèle Standard.
Le Modèle Standard est le résultat d’une véritable coopération entre théoriciens et
expérimentateurs. L’histoire de sa construction est une succession de prédictions,
découvertes et adaptations du modèle, résultant aujourd’hui en un modèle de la physique
des particules en parfait accord avec les expériences.
Les succès expérimentaux se sont succédés depuis plusieurs décennies, en particulier
dans le secteur électrofaible.
Tout d’abord avec SppS, où les collaborations UA1 et UA2 ont découvert les bosons
W± et Z0 en 1983 [12–14]. Puis de 1989 à 2000, à LEP, où les expériences ALEPH, OPAL,
L3 et DELPHI ont pu mesurer très précisément les masses des bosons Z0 et W±.
La forme de la résonance du Z0 est un très grand succès théorique, la figure 1.1 montre
la prédiction théorique de la forme de la résonance, ainsi que les mesures expérimentales
par différentes expériences [15]. Cette prédiction est aussi un succès pour la théorie des
champs, en effet, sans tenir compte des effets d’ordres supérieurs, il est impossible d’obtenir































Figure 1.1: Section efficace de production des paires de hadrons dans des collisionneurs
e+e− [15].
La découverte du Z0 est aussi un succès pour l’argument d’unitarité. Dans le formalisme
de la matrice S, il est nécessaire que celle-ci soit unitaire. Cependant, sans les vertex eνeW
et ZWW , la matrice S pour la production e+e− → W+W− n’est pas unitaire. La figure
1.2 montre l’évolution de la section efficace en fonction de l’énergie au centre de masse [16].
Sans contribution du neutrino électronique ou du boson Z, la section efficace ee→W+W−
diverge quand l’énergie au centre de masse augmente.
L’argument d’unitarité intervient aussi dans la prédiction de l’existence du boson de
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Figure 1.2: Unitarité de la production WW à LEP [16].
de Higgs unitarise la diffusion WW . Un boson de Higgs a été découvert en 2012 au LHC
par les expériences ATLAS et CMS, dans les canaux h → γγ et h → ZZ∗. La figure
1.3 montre la force du signal observé au LHC par ATLAS, dans l’hypothèse d’un boson
de Higgs de 125.5 GeV [17]. On y voit que la force du signal observée dans les différents
canaux de désintégration du boson de Higgs est compatible avec les prédictions du Modèle
Standard.
Avec 25 fb−1 de données accumulées, le LHC a permis de mesurer précisément
une grande variété de sections efficaces prédites par le Modèle Standard à des échelles
auxquelles il n’avait encore jamais été testé. La figure 1.4 donne un résumé des mesures de
sections efficaces effectuées par ATLAS [18]. On y voit que pour une très grande variété
de processus du Modèle Standard, les valeurs mesurées par ATLAS sont en excellent
accord avec les prédictions théoriques.
Les expériences LHC sont aussi à la recherche de phénomènes très rares dans le
Modèle Standard, mais qui pourraient être affectés par des nouvelles particules. Fin 2012,
la collaboration LHCb a publié [19] la première mesure du rapport d’embranchement















= (3.23± 0.27)× 10−9 (1.15)
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Figure 1.3: Rapport signal observé sur signal attendu dans le Modèle Standard pour un
boson de Higgs de 125.5 GeV [17].
La figure 1.5 montre la masse invariante des paires de muons sélectionnés par LHCb. On












































LHC pp √s = 7 TeV
theory
data
LHC pp √s = 8 TeV
theory
data
Standard Model Total Production Cross Section Measurements Status: March 2014
ATLAS Preliminary Run 1
√
s = 7, 8 TeV
Figure 1.4: Résumé des mesures Modèle Standard d’ATLAS [18]. On voit sur cette figure
les sections efficaces mesurées pour la production associée de W/Z et de quarks, de paires
de quarks top, de production de paires de boson W/Z et les productions de quarks top
isolés (single top).






























(8TeV)1−(7TeV) +1.1 fb1−1.0 fb
BDT > 0.7
Figure 1.5: Masse invariante des paires de muons sélectionnés par LHCb [19]. La ligne
rouge pointillée montre le signal attendu pour la désintégration B0s → µµ. En bleu continu,
la somme des bruits de fond et du signal.
8 Au delà du Modèle Standard
Le Modèle Standard décrit très bien les interactions observées directement dans les
collisioneurs, cependant de nombreuses questions nécessitent d’étendre le Modèle Standard.
8.1 Unification de jauge
Le modèle électrofaible est une forme d’unification des jauges SU(2)L et U(1)Y où
l’on a réuni deux symétries dans un seul et même groupe. Mais la théorie n’apporte




= tan θW (1.16)
Mais dans le cas de QCD, la situation empire et on ne peut pas relier g3 à g et g′ dans
le Modèle Standard.
Une solution est d’incorporer les symétries de jauge du Modèle Standard dans
un groupe de symétrie plus grand, spontanément brisé pour donner naissance à celui
du Modèle Standard (via un mécanisme de type BEH par exemple). Un modèle
particulièrement intéressant est celui proposé par Georgi et Glashow en 1974 [20].
Ils proposent une théorie de grande unification (GUT, pour Grand Unified Theory)
incorporant SU(3)C ×SU(2)L×U(1)Y dans une symétrie de jauge SU(5). Une prédiction
clé de ces théories est l’unification des couplages de jauge à partir d’une certaine échelle
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Dans cette théorie les quarks et leptons du Modèle Standard sont rangés dans des
multiplets de SU(5). La cohabitation des leptons et des quarks dans les mêmes multiplets
induit l’existence de termes violant le nombre baryonique et ouvre donc la voie à une
désintégration du proton, via les bosons de jauge de SU(5). Ces modèles sont exclus par
la limite supérieure sur le temps de vie du proton [21] :
τp > 1.37× 1033années (1.17)
Cependant, les théories supersymétriques, ou avec des groupes de jauge plus grands que
SU(5) possèdent la même capacité d’unifcation des couplages de jauges mais permettent
de conserver un temps de vie du proton en accord avec les observations.
8.2 Potentiel scalaire
Bien que le mécanisme BEH semble décrire parfaitement la phénoménologie observée
en collisionneur, le potentiel scalaire est un choix arbitraire. Le potentiel en λφ4 du
Modèle Standard est une addition ad-hoc au Modèle Standard sans autre justification
que sa réussite a posteriori, aucun mécanisme connu ne permet d’expliquer la forme de ce
potentiel.
8.3 Instabilité de la masse du Higgs
Dans le Modèle Standard la masse du boson de Higgs est instable par traitement
perturbatif. Les corrections au premier ordre à la masse donnent :




— mh est la masse physique du Higgs ;
— m0 est la masse à l’arbre du Higgs, ;
— α un nombre positif ou négatif non-nul ;
— Λ l’énergie de coupure introduite pour régulariser les diagrammes à une boucle. Dans
une théorie de Grande Unification on a souvent Λ ' 1016 GeV.
Les corrections radiatives de la masse du Higgs donnent lieu à une divergence quadratique
de la masse, proportionnelle à Λ2. Cette divergence peut-être réabsorbée dans une
redéfinition des paramètres λ et µ. Cependant, ces paramètres doivent être ajustés de
plus en plus finement à chaque nouvel ordre de perturbation.
Cette instabilité peut être compensée en introduisant un nouvelle physique à une échelle
de l’ordre du teraélectron-volt au plus.
8.4 Cosmologie
Au niveau cosmologique, les mesures du fond diffus cosmologique, voir figure 1.6, des
supernovæ et des grandes structures favorisent le modèle ΛCDM dans lequel la matière
décrite par le Modèle Standard ne représente que 5% de la densité d’énergie de l’univers.
La majeure partie est composée d’énergie sombre ('68%) et de matière sombre ('27%).
Le paradigme dominant concernant la matière sombre est celui de champs massifs,
interagissant par interaction électrofaible. Le Modèle Standard ne fournit pas de candidats
autre que les neutrinos pour jouer ce rôle, mais cette possibilité est exclue car une telle










Figure 1.6: Décomposition multipolaire du fond diffus cosmologique [22]. La forme de
cette décomposition est très sensible à la composition en matière de l’univers.
Quant à l’énergie noire, la solution préférée est un champ scalaire. Le seul champ
scalaire du Modèle Standard est le boson de Higgs. Il peut dans certains modèles de
slow-roll jouer le rôle de l’énergie noire [23]. Des mesures des modes B du fond diffus
cosmologiques devrait permettre de tester cette hypothèse.
Il doit donc exister des champs inconnus remplissant chacun de ces deux rôles.
8.5 Gravitation
La gravitation est la seule interaction non expliquée par la physique des particules,
et donc, non-contenue dans le Modèle Standard. La gravitation est difficile à intégrer au
Modèle Standard car elle nécessite l’introduction d’un champ tenseur, de spin 2 couplant
avec les particules du Modèle Standard. On ne sait pas encore renormaliser le couplage
entrant en jeu dans ces interactions. Tout reste donc à faire concernant l’intégration de la
gravitation dans une extension Modèle Standard.
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La construction du Modèle Standard se limite à l’utilisation de générateurs ne pouvant
changer le spin que par unité, les opérateurs bosoniques. Mais la théorie des champs décrit
une deuxième classe d’opérateurs, dits fermioniques. Ceux-ci peuvent changer le spin des
champs par demi-unité. Les théories invariantes par l’action de ces opérateurs sont dites
supersymétriques. Ces opérateurs fonctionnent par paire, un générateur Q agissant sur les
spineurs “gauches” et Q agissant sur les spineurs “droits” [1].





partir de N=2, il devient très difficile d’obtenir une théorie phénoménologiquement viable.
On se limitera ici au cas le plus simple avec une seule supersymétrie. L’action des opérateurs
Q sur un champs se résume schématiquement par :
Q |fermion〉 ∝ |boson〉 (2.1)
Q |boson〉 ∝ |fermion〉 (2.2)





[Qα, Pµ] = 0 (2.4)
[Qα, Br] = brQα (2.5)
où Br désigne un générateur de symétrie interne, br la valeur propre de ce générateur et
σµ les matrices de Pauli.
Les relations 2.4 et 2.5 montrent que la supersymétrie n’affecte ni la masse, ni les
nombre quantiques des champs sur lesquels elle agit, à l’exception du spin.
L’utilisation des générateurs Q et Q, conjointement à ceux du groupe de Poincaré,
forment le groupe de super-Poincaré, dont les éléments sont notés :
G(xµ, θ, θ) = eixµPµ+iθQ+iθQ (2.6)
où :
— xµ : le paramètre de translation, à quatre composantes réelles ;
1. Abréviation usuelle de supersymétrie.
Supersym
étrie
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— θ et θ : les paramètres de transformations SUSY. Ces paramètres sont des nombres
grassmanniens, représentables par deux nombres réels chacun.
Le superespace est donc décrit par quatre coordonnées “bosoniques” et quatre coordonnées
“fermioniques”.
L’objet de base des théories SUSY est le superchamp. C’est un champ défini dans le
superespace (θ, θ, xµ) et contenant le boson et le fermion obtenu par action de la SUSY.
On peut décrire trois types de superchamps :
— les superchamps chiraux, qui contiennent un fermion et un scalaire ;
— les superchamps vecteurs, qui contiennent un vecteur et un fermion ;
— les superchamps tenseurs, qui contiennent un tenseur et un champs de spin 3/2.
Dans la suite, les superchamps seront identifiés par un chapeau, φˆ.
On ne décrira pas ici la manière exacte dont la SUSY agit sur ces champs. Un lagrangien
invariant par supersymétrie nécessite 4 composantes :
— les termes cinétiques des superchamps contenant les quarks et les leptons ;
— les termes cinétiques des superchamps contenant le (ou les) champs de Higgs ;
— les termes cinétiques des superchamps contenant les bosons de jauges ;
— le superpotentiel, contenant les interactions entre superchamps.











Le MSSM, pourMinimal Supersymmetric Standard Model est la théorie supersymétrique
minimale invariante par SU(3)C × SU(2)L × U(1)Y . Il a un contenu minimal en champs,
et a des interactions de Yukawa minimales.
Le développement du MSSM est fait dans de nombreuses références, Martin [2],
Aitchinson [3] , Sohnius [4], Wess & Bagger [5], on se contentera ici d’en donner la forme
et les principales caractéristiques.
Le superpotentiel le plus général, invariant par supersymétrie, par le groupe de jauge
du Modèle Standard est donné par :
W = −Y uij uˆRiHˆu · Qˆj + Y dij dˆRiHˆd · Qˆj + Y lij lˆRiHˆu · Lˆj + µHˆu · Hˆd (2.7)
+ λ2
ijk










où les superchamps notés en majuscules sont des doublets SU(2)L, et ceux en minuscule,
des singulets SU(2)L. La contraction invariante des doublets SU(2)L, le produit “·”, est
défini par :
χ · λ = χaabλb (2.10)
avec :
12 = 1 = −21, 11 = 22 = 0 (2.11)
Le superpotentiel est ici écrit pour une seule famille de fermions chiraux. On peut aussi
remarquer que le superpotentiel fait appel à deux champs de Higgs, Hu et Hd. Ces deux
doublets de Higgs sont nécessaires en supersymétrie, comme expliqué dans la section 1.2.
Alors que dans le Modèle Standard aucun terme invariant de jauge ne viole les nombres
baryoniques et leptoniques, les termes 2.8 et 2.9 du superpotentiel violent la conservation
de B et L. Ces termes ouvrent la voie à la désintégration du proton. Par exemple, les








Figure 2.1: Diagramme de Feynman à l’ordre le plus bas pour la désintégration p→ e+pi0
Pour forcer la conservation des nombres leptoniques et baryoniques, et donc protéger
le proton contre une durée de vie trop courte, on utilise une symétrie U(1) résiduelle de
l’algèbre SUSY. Cette symétrie résiduelle est réduite à une symétrie Z2, la parité R. La
parité R définie pour chaque particule la charge multiplicative :
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— B, le nombre baryonique ;
— L, le nombre leptonique ;
— S, le spin de la particule.
R vaut +1 pour les champs du Modèle Standard, et -1 pour les partenaires
supersymétriques. Au delà de la protection du proton, la conservation de la parité
R a des conséquence phénoménologiques pour la production et la désintégration des
particules supersymétriques. Les partenaires supersymétriques seront produits par paires
et la désintégration d’un partenaire SUSY contiendra toujours au moins une particule
SUSY dans l’état final.
Dans la suite on ne considérera que le cas d’un MSSM invariant par parité R.
1.1 Brisure de la supersymétrie
La supersymétrie n’affectant que le spin des particules du Modèle Standard, les
superpartenaires doivent avoir la même masse et les mêmes nombres quantiques que leur
partenaire du Modèle Standard. En l’absence de l’observation de telles particules, on en
déduit que la viabilité phénoménologiques de la supersymétrie nécessite de la briser.
Pour obtenir un brisure spontanée de la supersymétrie il suffit de trouver des termes
tel que la vev des générateurs SUSY soit différente de 0. On peut prouver que si :
Q |0〉 6= 0 (2.13)
alors :
〈0|H |0〉 > 0 (2.14)
et la supersymétrie est brisée.
On connaît seulement deux moyens d’y parvenir, par les termes F (modèle de
O’Raifeartaigh [6]) et les termes D (Fayet-Illiopoulos [7]). Ceux-ci sont inutilisables pour
des raisons phénoménologiques, car ils prédisent des superpartenaires plus légers que
les particules du Modèle Standard. Il faut donc trouver un autre moyen de briser la
supersymétrie [8, 9].
Ces termes brisant la supersymétrie doivent respecter certaines contraintes :
— être super-renormalisables : avoir une dimension de masse de 3 au maximum ;
— être soft : conserver l’annulation des divergences quadratiques.
On fait généralement l’hypothèse que ces termes de brisures sont générés dans un
secteur caché, c’est-à-dire effectivement découplé du Modèle Standard, mais communiquant
avec le MSSM via des interactions non-renormalisables. On peut montrer qu’il existe 4
types de terme de brisure soft :
— les masses des scalaires : m2
F˜
φ†φ ;
— les masses des jauginos : Mλλ˜λ˜ ;
— les couplages bilinéaires : Bφ2 ;
— les couplages trilinéaires : Aφ3.
On implémente ces termes pour chaque superchamp directement dans le lagrangien










Pour le secteur des jauginos :
−Ljaugino = 12
[
M1B˜B˜ +M2W˜ aW˜a +M3G˜bG˜b
]
, (2.15)












pour les doublets de Higgs :
−LHiggs = m2HuH†uHu +m2HdH†dHd +Bµ (HuHd + h.c.) , (2.17)





ij u˜RiHuQ˜j +AdijY dij d˜RiHdQ˜j +AlijY lij l˜RiHdL˜j + h.c.
]
. (2.18)
Où les m2i et Mi sont les masses de brisures soft, les Aij les couplages trilinéaires, les
Yij les couplages des Yukawa et µ le paramètre de masse du Higgs et des Higgsinos.
1.2 Mécanisme de Higgs
Comme déjà évoqué section 1, le MSSM nécessite d’introduire deux Higgs, Hu et Hd
qui couplent respectivement aux fermions d’isospin faible valant 12 et à ceux d’isospin −12 .
Les raisons sont multiples :
— le superpotentiel peut s’exprimer seulement en terme de superchamps. Il est donc
impossible d’utiliser le complexe conjugué du champ de Higgs pour donner la masse
aux champs d’isospin −12 comme on le fait dans le Modèle Standard. Il faut donc
introduire un Higgs pour les particules “up” et un Higgs pour les particules “down” ;
— on veut que les anomalies soient absentes de la théorie. Les anomalies apparaissent
dans les graphes triangulaires dans lesquels circulent tout les fermions possibles.
Si des anomalies sont présentes, elles brisent la renormalisabilité de la théorie. Les
conditions d’annulation des anomalies sont Tr[Y 3] = 0 et Tr[Y ] = 0, où la trace
couvre tous les doublets de fermions. On introduit donc un doublet d’hypercharge
+1 et un doublet d’hypercharge -1 pour s’assurer de l’absence d’anomalie.









(∣∣∣H0d ∣∣∣2 − ∣∣∣H0u∣∣∣2)2
(2.19)



















— g, le couplage de jauge SU(2)L ;
— g′, le couplage de jauge U(1)Y ;
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Figure 2.2: Exemple de potentiel de Higgs brisé dans le MSSM, avec tan β = 10. Les
lignes sont les isocontours du potentiel. Le point rouge est le minimum du potentiel. On
remarque que les demi-axes des ellipses ne sont pas parallèles aux axes Hu et Hd. Chaque
direction des demi-axes est un état physique des champs de Higgs. Le plus long correspond
à un Higgs physique léger, le h0, le plus court à un Higgs lourd, le H0 [2].
— tan β, le ratio des vevs des doublets de Higgs défini par :
tan β = vu
vd
.
La figure 2.2 illustre le potentiel scalaire après brisure.
Comme on l’a vu plus haut le MSSM contient deux doublets de Higgs complexes, soit
8 degrés de libertés. 3 seront absorbés dans les bosons W± et Z du Modèle Standard, et
les 5 derniers dans des bosons de Higgs. Ces 5 bosons de Higgs sont :
— 2 Higgs neutres et pairs sous CP, h0 et H0 ;
— 2 Higgs chargés, H+ et H− ;
— 1 Higgs neutre et impair sous CP, A0.
1.3 États propres de masse
La table 2.1 présente la nomenclature pour quelques partenaires supersymétriques du
Modèle Standard.










Top Stop Stop 1, Stop 2
Table 2.1: En règle générale on ajoute le suffixe –ino aux bosons du Modèle Standard et









La brisure de supersymétrie introduit des termes qui mélangent les superpartenaires,
modifiant les états propres de masse.
La suite de cette section présente les matrices de masses des particules supersymétriques.
Le calcul de masses est ici présenté sans les corrections radiatives, il s’agit de corrections
à apporter aux matrices de masse avant de les diagonaliser, dont on pourra retrouver les
formes (très) complètes de ces corrections dans [10], ainsi que les matrices de mélanges,
qui ne seront pas discutées ici.
Le calcul des masses à l’arbre des sfermions se fait en diagonalisant la matrice 2.22,
donnée dans la base (L,R). Pour chaque sfermion :
Mf˜ =
m2f˜L +m2f + (I3f −Qf sin2 θW)m2Zc2β mf (Af − µrβ)
mf (Af − µrβ) m2f˜L +m
2
f +Qf sin2 θWm2Zc2β
 (2.22)
où rβ = tan β pour les particules d’isospin −12 et rβ = 1tanβ pour les particules d’isospin
+12 et c2β = cos 2β.
Les états diagonaux de cette matrice sont dans la base (1, 2) où l’état propre 1
est par convention le plus léger. Dans le cas des premières et secondes générations de
particules, les éléments non-diagonaux sont petits par rapport aux éléments diagonaux
(car proportionnels aux couplages de Yukawa) et on confondra la base (L,R) et (1, 2).











M1 0 −cβsWmZ sβsWmZ
0 M2 cβcWmZ −sβcWmZ
−cβsWmZ cβcWmZ 0 µ
sβsWmZ −sβcWmZ −µ 0
 (2.24)
Comme pour les sfermions, les charginos sont ordonnés en masse, χ˜±1 et χ˜±2 , ainsi que
les neutralinos χ˜01, χ˜02, χ˜03 et χ˜04.








)2 − 4m2Am2Z cos2 2β (2.25)
Par définition h0 est le Higgs le plus léger des deux et m2A est la masse du Higgs pseudo-




Enfin les masses des deux Higgs chargés H+ et H− :
m2H± = m2W +m2A (2.27)
1.4 MSSM phénoménologique
Le MSSM le plus général reste problématique car il introduit 105 paramètres libres
dans la théorie. De plus, ces paramètres peuvent être complexes et introduire des sources
supplémentaires de violation CP.
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Afin de réduire la complexité des modèles lors des études phénoménologiques, on
peut faire certaines hypothèses afin de simplifier le MSSM, pour en faire le pMSSM
(phenomenological MSSM ) [11].
Pour commencer, on considère que la seule source de violation CP est la matrice CKM
du Modèle Standard voir section 5 du chapitre 1, et donc que les termes de brisures soft
sont réels. Il n’y a pas non plus de mélange entre familles de sfermions. Les matrices de
couplage trilinéaire sont donc diagonales. Enfin, les sfermions de première et deuxième
générations ont les mêmes paramètres, c’est-à-dire qu’on estime que leurs différences sont
négligeables.
Il ne reste alors que 23 paramètres libres dans le secteur supersymétrique :





— M1, M2, M3 ;
— mq˜, mu˜R , md˜R , ml˜, me˜R ;
— mQ˜, mt˜R , mb˜R , mL˜, mτ˜R ;
— Au, Ad, Ae ;
— At, Ab, Aτ .
2 Origines de la brisure de SUSY
Dans cette section on s’intéresse à différentes propositions concernant la génération des
termes de brisures soft.
2.1 mSUGRA
La supersymétrie peut-être promue au rang de symétrie locale, auquel cas il est
nécessaire d’introduire un champ de spin 2, qui peut jouer le rôle du graviton. Dans sa
version minimale (mSUGRA, pour minimal SUperGRAvity), la supersymétrie est brisée
dans un secteur caché, et transmise au MSSM seulement via l’interaction gravitationelle,
telle que décrite par la supergravité [12–14]. À l’échelle d’unification (mGUT), la
supergravité engendre l’universalité des termes de brisures :
— m1/2 = M1 = M2 = M3
— m0 = mq˜ = mu˜R = md˜R = ml˜ = me˜R = mQ˜ = mt˜R = mb˜R = mL˜ = mτ˜R
— A0 = Au = Ad = Ae = At = Ab = Aτ
où m1/2, m0, A0 et tan β restent à choisir.
2.2 AMSB
Dans le modèle de brisure AMSB (Anomaly-Mediated SUSY Breaking), la
supersymétrie est brisée dans un secteur caché, et transmise au MSSM par l’anomalie de



































— cS˜i , coefficients dépendants du modèle considéré, si tous les coefficients sont nuls, on
retrouve le cas AMSB minimal (mAMSB)
— m3/2, masse du gravitino
— γi, dimensions anomales des champs scalaires
— βga et βYi , les fonctions β des couplages de jauges ga et des yukawas Yi.
où m0, m3/2 et tan β restent à choisir.
2.3 GMSB
Dans le scénario GMSB (Gauge-Mediated SUSY breaking), la supersymétrie est une fois
de plus brisée dans un secteur caché, mais elle est transmise au MSSM par les interactions
de jauges du Modèle Standard [17].
Ce mode de brisure nécessite l’existence d’un superchamp Sˆ, singulet de jauge du
Modèle Standard, ainsi que nqˆ et nlˆ paires de superchamps messagers, respectivement
chargés comme les quarks et leptons du Modèle Standard. Le superchamp Sˆ est couplé
aux messagers par un terme supplémentaire du superpotentiel :
λSˆqˆqˆ + λSˆlˆˆl (2.31)


















NGR (m)CGR (s) (2.33)
Af (Mmes) ' 0 (2.34)
où :
— G désigne les groupes du Modèle Standard, SU(3)C , SU(2)L et U(1)Y ;
— s étiquette les sleptons, squarks et doublets de Higgs ;
— m étiquette les messagers ;
— Λ = FSS , où S est la vev du superchamp Sˆ et FS la vev du champ auxiliaire 2 ;
— αG, la constante de couplage du groupe de jauge G ;
— NGR , l’index de Dynkin du groupe G ;
— CGR , l’invariant de Casimir du groupe G.
et les fonctions g et f sont donnés par :
g(x) = 1
x2
[(1 + x) log(1 + x) + (1− x) log(1− x)] (2.35)
f(x) = 1 + x
x2
[









+ (x↔ −x) (2.36)
Au final, les termes Λ, Mmes, nqˆ et nlˆ restent à choisir.
2. Pour chaque superchamp, il est nécessaire d’introduire un champ auxiliaire afin de garantir
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3 Avantages de la SUSY
Les avantages de la supersymétrie se sont manifestés dans divers aspects de la physique.
C’est la diversité des avantages de cette théorie qui en a fait une candidate très étudiée
parmi les théories au-delà du Modèle Standard. Dans cette section, on s’attardera sur les
arguments les plus souvent évoqués en sa faveur.
3.1 Unification
Le plus petit groupe de symétrie contenant celui du Modèle Standard est SU(5). Il
impose qu’à l’unification : √
5
3g1 = g2 = g3 (2.37)
Dans le Modèle Standard, cette unification n’est pas parfaite, mais se fait dans une
sorte de triangle. A contrario, dans le MSSM, cette unification est quasi-parfaite. La figure
2.3 montre que le triangle d’unification du Modèle Standard s’étend sur presque 4 ordres
de grandeurs, tandis que pour le MSSM, elle se fait dans un demi ordre de grandeur
[2]. Cette unification quasi-parfaite des couplages nous montre que les contributions de la
supersymétrie, en plus d’être cohérentes avec les hypothèses d’unification, en améliore le
comportement.


















Figure 2.3: Unifications Modèle Standard en traits pointillés et MSSM en traits pleins
[2].
3.2 Candidat matière sombre
Il est simple de montrer que pour les particules du Modèle Standard, R = +1 et
que pour leurs superpartenaires, R = −1. La parité R étant multiplicative, la première
conséquence est que toute désintégration d’un superpartenaire doit produire un nombre
impaire de particules supersymétriques. Ceci a une conséquence inattendue, la particule









Donc dans un modèle avec parité R, si la LSP n’est pas chargée sous U(1)EM et sous
SU(3)C , elle constitue un bon candidat matière noire.
3.3 Stabilisation de la masse du Higgs
Dans le Modèle Standard, les corrections radiatives à la masse du Higgs divergent
quadratiquement :
∆m2h ∝ Λ2 (2.38)
Dans le MSSM, l’introduction du stop, ajoute des contributions aux corrections de la masse







La divergence quadratique du Modèle Standard est réduite à une divergence
logarithmique, qui peut être renormalisée.
3.4 Brisure radiative de la symétrie électrofaible
Dans le Modèle Standard, les paramètres λ et µ du potentiel scalaire sont fixés
arbitrairement afin d’obtenir un potentiel scalaire dont le minimum brise la symétrie
électrofaible.
Le MSSM possède un moyen de générer dynamiquement la forme brisée du potentiel
scalaire nécessaire à la brisure électrofaible. On rappelle les conditions de brisure du


















On peut construire des modèles où ces conditions ne sont pas vérifiées à très haute énergie
(par exemple à l’échelle d’unification), mais où l’évolution des paramètres m2Hu et m
2
Hd
sous l’action du groupe de renormalisation va permettre de vérifier ces conditions en deçà
d’une certaine énergie.
On parle alors de brisure radiative de la symétrie électrofaible, l’évolution des
paramètres avec l’énergie générant spontanément un potentiel scalaire dont le minimum
brise la symétrie électrofaible.
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SuSpect 3
Les théories supersymétriques, une fois le mode de brisure choisi, ont une très
grande prédictivité. Au choix des termes de brisure près, la supersymétrie fournit tous
les éléments nécessaires pour calculer le spectre de masse de la théorie. Il existe tout
une collection d’outils permettant à partir d’une théorie supersymétrique, d’obtenir des
prédictions phénoménologiques.
La première étape pour obtenir ces prédictions est le calcul du spectre supersymétrique.
Les trois principaux calculateurs de spectres MSSM sont SPHENO [1, 2], SOFTSUSY [3] et
SuSpect2 [4]. Chacun prend en charge un jeu de modèles et possède ses spécificités.
Au sein des communautés théoriques et phénoménologiques, tous les codes sont utilisés
et modifiés dans des versions privés afin de répondre aux besoin spécifiques des utilisateurs.
Les expériences ATLAS et CMS utilisent comme calculateurs standards SOFTSUSY et
SuSpect2. Pour le MSSM violant la parité R et les théories avec violation de saveur non-
minimale c’est SPHENO qui est le choix par défaut. Enfin, on peut mentionner NMSSMTOOLS
[5] pour les calculs de spectres dans le NMSSM 1.
Une fois le spectre et les matrices de mélange obtenus, le programme SUSYHIT [7] peut
calculer les tables de désintégration pour le modèle considéré. Ces tables peuvent ensuite
être utilisées par Herwig [8], Madgraph [9], Pythia [10] ou d’autres générateurs Monte-
Carlo afin de simuler la production et la désintégration de particules supersymétriques
en collisioneurs. Les sections efficaces de production peuvent être calculées en utilisant
Prospino [11]. Les tables de désintégration servent aussi d’ingrédients de base à
micrOMEGAS [12], un code calculant la densité relique de matière noire, les taux attendus
de détection directe et indirecte de la matière noire ainsi que les signaux attendus par les
télescopes à neutrinos.
Une partie de cette thèse a été dédiée à l’élaboration et au développement d’une
nouvelle version de SuSpect, SuSpect3. La première version de SuSpect, proposé par
A.Djouadi, J-L. Kneur et G.Moultaka a été publiée en 2002. La version actuelle, SuSpect2
publiée et développée depuis 2005, est un code FORTRAN, permettant de calculer les
spectres pMSSM en appliquant éventuellement les conditions de brisures mSUGRA, AMSB
et GMSB. SuSpect2 implémente l’ensemble des corrections radiatives à une boucle pour
les masses, ainsi que les corrections dominantes à deux boucles pour le Higgs. Il existe
1. Le NMSSM, pour Next-to-Minimal Standard Supersymmetric Model est une classe de modèles
supersymétriques dans lequel le MSSM est étendu par l’ajout d’un Higgs singulet d’isospin, qui modifie la
phénoménologie du secteur électrofaible en SUSY [6].
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aussi de nombreuses versions privés, pour le modèle no-scale, ou contenant des sneutrinos
droits, etc. . .
Ce chapitre décrit l’approche utilisée par SuSpect pour le calcul de spectre,
l’implémentation de cet algorithme dans SuSpect3, les avancées apportées par cette
nouvelle version, ainsi que la validation de cette version.
1 Introduction
1.1 Ingrédients de base
Le but de SuSpect est de calculer les états propres des matrices de masse du MSSM,
évaluer les matrices de mélanges, et éventuellement inclure des corrections d’ordre
supérieurs sur les masses. Pour pouvoir calculer ces masses et matrices de mélange il est
nécessaire d’accéder à la valeur de tous les paramètres du lagrangien. On suivra dans ce
chapitre l’exemple d’un calcul de spectre mSUGRA.
Comme mentionné au chapitre précédent, on peut réduire les 105 paramètres du MSSM
à 23 dans le pMSSM sous quelques hypothèses. On considère ici la possibilité d’une
non-dégénérescence des deux premières générations. Il reste alors 31 paramètres SUSY
à déterminer :
— tan β, le ratio des vevs ;




, les termes de brisure soft des Higgs ;
— M1, M2, M3, les termes de brisure soft des jauginos ;
— mQ˜1 , mu˜R , md˜R , mL˜1 , me˜R , les termes de brisure soft des scalaires de première
génération ;
— mQ˜2 , mc˜R , ms˜R , mL˜2 , mµ˜R , les termes de brisure soft des scalaires de deuxième
génération ;
— mQ˜3 , mt˜R , mb˜R , mL˜3 , mτ˜R , les termes de brisure soft des scalaires de troisième
génération ;
— Au, Ad, Ae , les couplages trilinéaires de première génération ;
— Ac, As, Aµ , les couplages trilinéaires de deuxième génération ;
— At, Ab, Aτ , les couplages trilinéaires de troisième génération ;
Et 7 paramètres Modèle Standard :
— g1, g2 et g3 , les couplages de jauge ;
— yt, yb, yτ , les couplages de Yukawa ;
— v, la vev du Higgs ;
Alors que les grandeurs du Modèle Standard ont été mesurées, ou sont calculables à
l’échelle MZ = 91.187 GeV, les termes de brisure SUSY sont généralement déterminés par
un principe organisationnel défini à très haute énergie, typiquement MGUT ' 2.1016 GeV.
Il est donc nécessaire de “transporter” les paramètres du lagrangien d’une échelle d’énergie
à une autre. On utilise pour cela les équations du groupe de renormalisation (RGE, pour
Renormalization Group Equations).
Les RGE sont des équations différentielles qui régissent l’évolution des paramètres du
lagrangien en fonction de l’énergie. SuSpect implémente les RGE MSSM dans le schéma
de renormalisation DR (pour Dimensional Reduction). Ce schéma de renormalisation a






Le but de SuSpect est de résoudre ces équations pour un jeu de conditions aux bords,
ce qui vaut parfois le nom d’“intégrateurs de RGE” aux calculateurs de spectre.
La première contrainte vient des mesures du Modèle Standard, évaluées à MZ , elles
représentent les conditions aux bords de basse énergie. Ensuite, le mode de brisure de la
SUSY détermine les conditions aux bords pour les RGE à grandes énergies, typiquement
l’échelle de Grande Unification, ou des messagers pour GMSB. Enfin, on contraint µ2,mHu
et mHd par les conditions de brisure électrofaible SUSY, appliquées à l’échelle du TeV. Il
est intéressant de noter que les conditions de brisures ne permettent pas de déterminer
µ, son signe est donc à choisir arbitrairement par l’utilisateur. La table 3.1 résume les
conditions aux bords utilisées par SuSpect dans le cas de mSUGRA.
Paramètres MZ MEWSB MGUT
Couplages de jauge g1,g2,g3 – –
Vevs tan β, v – –
Yukawas yt, yb, yτ – –
Masses de brisure des jauginos – – m 1
2
Masses de brisure des sfermions – – m0
Couplages trilinéaires – – A0
µ et B – Conditions de brisure –
Table 3.1: Description des conditions aux bords des paramètres dans le cas de mSUGRA.
À basse énergie, les paramètre sont contraints par le Modèle Standard, les termes de
brisure SUSY sont contraints à GUT et enfin µ et tan β sont contraints à l’échelle de
brisure électrofaible.
1.2 Extrapolation du Modèle Standard
SuSpect commence par extraire les couplages de jauge à l’échelle MZ . Conformément





GF = 1.1663910−5 GeV−2 (3.2)
αS (MZ)MS = 0.1172 (3.3)
MZ = 91.187 (3.4)
Les équations 3.1, 3.2, 3.3 et 3.4 donnent les valeurs d’entrée par défaut de SuSpect. Ces
grandeurs sont données dans le schéma MS [15] par l’utilisateur, et sont ensuite converties
dans le schéma DR [16, 17] par SuSpect en soustrayant les corrections radiatives aux
valeurs mesurées expérimentalements. Elles sont ensuite reliées aux paramètres du MSSM
g21, g22, g23 et v2 à l’aide des formules fournies dans [18] et ses références. On extrait ensuite
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les couplages de Yukawa à partir des masses :
mb(mb)MS = 4.25 GeV (3.5)
mτ = 1.777 GeV (3.6)
mt = 172.5 GeV (3.7)












v sin β (3.10)
Après initialisation, avec les valeurs par défaut de SuSpect on obtient :
g21 = 0.210537 (3.11)
g22 = 0.442441 (3.12)
g23 = 1.48664 (3.13)
yτ = 0.10444 (3.14)
yb = 0.170013 (3.15)
yt = 0.992522 (3.16)
On utilise ensuite les RGE pour extrapoler ces grandeurs vers l’échelle haute. Dans tout les
modèles implémentés par SuSpect, c’est l’échelle de Grande Unification qui est l’échelle
haute. Par défaut, SuSpect cherche l’échelle d’unification des couplages de jauge dans




SuSpect implémente les RGE à une et deux boucles pour le MSSM d’après [19, 20],
mais utilise les RGE à deux boucles par défaut. Les RGE à une boucle pour les couplages









































































3, yτ , yb, yt
}
forment un
sous ensemble des RGE. Cette propriété reste vraie à deux boucles. Cela s’avère
particulièrement intéressant pour l’extrapolation du Modèle Standard vers GUT car
l’absence de dépendance explicite sur les termes soft évite de faire une hypothèse sur
leurs valeurs pour retrouver l’échelle d’unification.
La figure 3.1 montre l’évolution des couplages de jauge et des couplages de Yukawa en















































Figure 3.1: Évolution des couplages de jauge et de Yukawa dans le MSSM en fonction de
ln(Q).
Comme on le voit, l’unification est trouvée pour
√
5
3g1 et g2, mais n’est pas parfaite
avec g3. On admet en général que ce léger écart est dû à l’existence d’effet de seuils mettant
en jeu des particules inconnues à proximité de MGUT. On compense ces effets en posant
g3 = g2 =
√
5
3g1 après avoir trouvé l’échelle d’unification.
Il est aussi intéressant de noter que dans la figure 3.1, les couplages de Yukawa du
bottom et du tau deviennent proches à grande énergie, à un léger décalage de yb près,
imputable à la traduction MS−DR, très sensible à la valeur de αS . C’est une caractéristique
de certains modèles supersymétrique qui a inspiré la construction de modèles dans lesquels
les couplages de jauge d’une part et les Yukawas du tau et du bottom d’autre part sont
unifiés [21].
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1.3 Appliquer la brisure SUSY
Dans les modèles mSUGRA, les termes de brisure SUSY sont donnés à l’échelle GUT.
Dans l’exemple suivi, on choisit :
— M1 = M2 = M3 = 250 GeV
— mQ˜1 , mu˜R , md˜R , mL˜1 , me˜R , mQ˜2 , mc˜R , ms˜R , mL˜2 , mµ˜R , mQ˜3 , mt˜R , mb˜R , mL˜3 , mτ˜R =
100 GeV
— Au = Ad = Ae = At = Ab = Aτ = A0 = −100 GeV
— tan β = 10
— sgn (µ) = +1
Après avoir appliqué ces conditions on utilise les RGE pour descendre à l’échelle du TeV,
afin de déterminer µ. La figure 3.2 montre l’évolution des termes de brisure de l’échelle
d’unification vers l’échelle de brisure électrofaible. En première approximation, cette échelle



















m0 = 100 GeV
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La réalisation de la brisure électrofaible est une partie critique d’un calcul de spectre.
En particulier la détermination de µ2 est primordial pour obtenir une prédiction correcte
du spectre des Higgs.
On considère qu’à l’échelle de brisure, on se situe dans un minimum du potentiel










est vérifiée. Cette relation a été déduite dans le chapitre 2 en minimisant le potentiel à
l’arbre VHiggs donné par l’équation 2.19.
Une méthode alternative pour obtenir les conditions de minimisation est la méthode
des tadpoles [22]. Les tadpoles sont des graphes à une boucle représentant la contribution
de chaque particule à la dérivée du potentiel effectif à une boucle.
On peut montrer qu’il est suffisant d’annuler les contributions des tadpoles au
potentiel scalaire pour retrouver les conditions au minimum du potentiel. La propriété
la plus intéressante de ce résultat est qu’il reste valable à tous les ordres en théorie des
perturbations.
Cette méthode de minimisation présente aussi un grand intérêt pratique, il suffit de
substituer les paramètres renormalisés du lagrangienm2Hu etm
2
Hd
par leur valeurs corrigées
des contributions tadpoles dans l’expression à l’arbre 3.25 :
m2Hu → m2Hu − tu/vu (3.26)
m2Hd → m2Hd − td/vd (3.27)
pour obtenir la forme corrigée des conditions de minimisations. Il est donc suffisant
d’évaluer les contributions tadpoles à un ordre donné pour obtenir les équations
au minimum du potentiel corrigé à cette ordre. Les contributions tadpoles les plus
importantes viennent des stops. Pour des raisons de convergence, il semble donc préférable
de choisir une échelle de renormalisation de l’ordre de la masse des stops. Cependant,
comme la masse des stops est encore inconnue à ce stade du calcul de spectre, on choisit
un téra-electronvolt par défaut.
Il est intéressant de noter que les contributions tadpoles td et tu dépendent de µ.
La détermination de µ en tenant compte des contributions à une boucle revient donc à
résoudre un système du type :
µ2 = F (µ, . . . ) (3.28)
L’approche la plus simple et la plus efficace à ce problème est de résoudre le problème par
récursion.
µ21 = F (µ0, . . . )
µ22 = F (µ1, . . . )
. . .
µ2n = F (µn−1, . . . )
En général, cette récursion converge en O (1) itérations.
1.5 Spectre de masse
Après avoir déterminé la valeur de µ2, on dispose de tous les ingrédients pour
évaluer les matrices de masse et de mélange. Dans le MSSM, on peut se servir
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d’expressions analytiques pour calculer les états propres de masses, ainsi que les matrices
de diagonalisation.
Le premier spectre ainsi obtenu contient encore des approximations, en particulier,
l’échelle haute a été déterminée à partir des couplages de jauge et de Yukawa,
renormalisés sans connaissance du spectre SUSY. Maintenant que l’on dispose d’une
première approximation des masses SUSY, on peut intégrer les corrections venant des
particules SUSY dans la traduction des grandeurs Modèle Standard vers le schéma DR.
En affectant les conditions aux bords de basse énergie des RGE du Modèle Standard,
ces corrections SUSY vont modifier l’évolution des couplages de jauge, et donc, l’échelle
d’unification.
Cette première approximation des masses SUSY nous permet aussi de mieux choisir
l’échelle de brisure électrofaible, en posantMEWSB = √mt˜1mt˜2 au lieu deMEWSB = 1 TeV.
1.6 La grande boucle
Dans une large mesure, la détermination du spectre de masse de la théorie nécessite
donc une connaissance du spectre lui-même. Ce problème hautement non-linéaire est résolu
par itération. La première approximation du spectre affectera le calcul de la deuxième
approximation. Il suffit de recommencer cette procédure jusqu’à ce que le spectre converge.
La figure 3.3 résume l’algorithme général de SuSpect. La petite boucle “Test de
convergence sur EWSB” correspond à la détermination itérative de µ2.
En général, en moins de dix itérations le spectre est stabilisé. La figure 3.4 montre le







(II) E´volution vers l’unification
(III) Initialisation a` l’unification
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Figure 3.4: Spectre issus du calcul pris pour exemple dans cette section.
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2 SuSpect3
Bien que SuSpect2 soit encore maintenu, une mise à jour majeure est nécessaire pour
plusieurs raisons. Au vu des contraintes expérimentales apportées par les expériences
LHC, les outils utilisés pour interpréter les mesures expérimentales doivent permettre
une plus grande flexibilité afin de permettre l’implémentation de nouveaux modèles, de
variantes et d’améliorations des modèles existants, y-compris l’intégration de nouveaux
calculs théoriques plus précis qui pourrait affecter les prédictions.
Il est aussi intéressant d’avoir dans le même code une grande variété de modèles,
des extensions non-minimales, une structure en saveur plus générale dans le secteur des
squarks, des sleptons, la violation de la parité R, les phases violant CP, l’intégration d’effets
de seuil, des conditions d’unification modifiées, etc. . .
Ce programme semble chargé mais devient relativement simple à implémenter si
l’on identifie correctement les caractéristiques génériques des modèles et leurs relations
avec leurs possibles extensions. Dans ce cadre, la programmation orienté objet est
particulièrement adaptée.
La nouvelle version majeure de SuSpect, SuSpect3 est une implémentation C++ de
SuSpect. Le choix étant motivé à la fois par les performances et la qualité de la couche
objet de C++. Cette version a été développée en collaboration avec D. Zerwas et les
auteurs originaux de SuSpect, A. Djouadi, G. Moultaka et J-L. Kneur.
Tout comme SuSpect2, SuSpect3 prend en charge le calcul des spectres supersymétriques
pour les modèles mSUGRA, AMSB, GMSB et le pMSSM.
Cette section décrit SuSpect3 [23], l’implémentation C++ de SuSpect. On commencera
par décrire la structure de donnée centrale utilisée par SuSpect pour stocker toutes les
grandeurs utiles au calcul du spectre. On décrira ensuite la décomposition en objets et
les possibilités d’extension de SuSpect3. Enfin on présentera des validations des spectres
calculés par SuSpect3.
2.1 Structure SLHA
L’ensemble des entrées et sorties des calculateurs de spectre et de calcul des tables
de désintégration respectent un ensemble de conventions regroupées sous le terme SLHA,
pour SUSY Les Houches Accords [13, 14].
La norme SLHA recommande d’utiliser en entrée et en sortie des fichiers texte formatés
selon un jeu de règle simples :
— le fichier SLHA est un ensemble de blocs contigus délimités par le mot-clé BLOCK
suivi de deux informations :
— le nom : BLOCK NAME
— et l’échelle d’énergie le cas échéant : BLOCK NAME Q=X
— chaque bloc contient un ensemble de valeurs, accessibles par un nombre variable
d’indice. On peut classifier ces multiplets (indice, valeur) en quatre catégories :
— “scalaire” : pas d’indice, par exemple, α l’angle de mélange des Higgs neutres,
α est donné dans le bloc :
BLOCK ALPHA
-1.13955063e-01
















— “tenseurs” : trois indices ou plus, par exemples les termes violant la parité R :
BLOCK RVLAMLLE Q=1e+03
1 1 2 0.0000000
SuSpect3 implémente une abstraction de cette convention SLHA dans une classe,
SLHA4suspect, instanciée une seule fois et partagée à travers l’intégralité du code. Cet
objet SLHA centralise l’ensemble des grandeurs utiles à SuSpect.
2.2 Objets principaux
2.2.1 Le calculateur de spectre
La classe de plus haut niveau proposée par SuSpect3 est la classe suspect. Le premier
avantage de fournir suspect en tant que classe est de faciliter la parallélisation des
échantillonnages des paramètres, indépendemment du système de batch ou de la technologie
de multithreading 2 utilisée.
Cette classe gère 3 aspects du calcul de spectre :
• la création de la structure SLHA interne à partir :
— d’un fichier texte
— d’un objet SLHA4suspect, instancié et initialisé par l’utilisateur
• l’initialisation et l’exécution du modèle choisi
• l’écriture du résultat :
— sur la sortie standard
— dans un fichier SLHA
— dans un fichier ROOT [24], sous forme de TTree
2.2.2 Les modèles
Les modèles supportés par SuSpect3 possèdent eux aussi une structure en classe, qui
schématiquement, implémente la grande boucle de la figure 3.3. Chaque modèle supporté







2. Dans ce contexte, le multithreading désigne le fait d’utiliser simultanément plusieurs cœurs d’un
processeur.
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Au sommet de la chaîne d’héritage, on trouve ModelBase qui comme son nom l’indique
implémente toutes les opérations basiques, communes à tous les modèles SUSY :
• Définition des particules de la théories, MSSM ou NMSSM :
– stockage dans des listes, d’objets calculant les états propres de masses, puis les
écrivant dans l’objet SLHA
• Instanciation de l’outil d’intégration des RGE :
– choix des RGE à utiliser, 1 ou 2 boucles
– configuration de la méthode Runge-Kutta 4 à pas adaptatif
• Initialisation des tests théoriques que doit vérifier le modèle :
– absence de brisure de la charge de couleur
– potentiel scalaire borné par le bas
– etc. . .
• Initialisation des observables de basse énergie que SuSpect peut calculer, par
exemple :
– ∆ρ/ρ, la déviation du paramètre ρ, qui représente l’intensité relative des
courants neutres et chargés. Dans le Modèle Standard, en l’absence de






– gµ − 2, le moment magnétique anomal du muon ;
– B(b → sγ), le rapport d’embranchement de la désintégration radiative du
quark b [25–28]. Les contribution des champs du MSSM à ce processus peuvent
générer des déviations de la prédiction du Modèle Standard pour le rapport
d’embranchment B(B0s → µµ). La mesure de ce rapport par LHCb (voir section
1.7) est donc une contrainte pour le MSSM.
– δmt/mt et δmZ/mZ , les sensibilités de mt et mZ aux variations des paramètres
µ2 et Bµ [29, 30].
• Configuration de la brisure électrofaible désirée :
– grandeurs d’entrée, mHu et mHd ou mA et µ ;
– algorithme de détermination de µ.
• Détermination de la condition d’arrêt du calcul.
Chacune de ces étapes revient en fait à l’initialisation d’une liste objets. L’écriture de
nouveaux modèles revient donc à écrire, ou automatiser l’écriture, de nouvelles classes,
caractéristiques d’un nouveau modèle.
On trouve ensuite les ModelNScales qui décrivent l’algorithme d’itération entre les
énergies, l’application des conditions aux bords, quand calculer les états propres, recalculer
les corrections, etc. . .Ce sont ces objets qui incarnent la grande boucle.
Enfin, les modèles tels que le MSSM, AMSB, mSUGRA, etc. . .fournissent leurs
conditions aux bords spécifiques. Ils peuvent évidemment surcharger des fonctionnalités







3.1 SuSpect2 vs. SuSpect3
Cette section présente la comparaison de différents spectres calculés avec SuSpect2
et SuSpect3. Ce sont des spectres supersymétriques de références [31]. Les différences
relatives entre SuSpect2 et SuSpect3 sur les masses sont généralement inférieures au
niveau du un pour cent dans certains cas.
3.1.1 mSUGRA
Le premier modèle validé avec SuSpect3 est le modèle de supergravité minimale. Il
nécessite l’implémentation complète des routines d’intégration des RGE, des corrections,
mais a des conditions aux bords et un algorithme suffisamment simples pour débuter les
validations.
La figure 3.5 montre le spectre obtenu pour le point SPS1a [31]. Il s’agit d’un scénario
mSUGRA typique (celui suivi dans l’exemple de la section 1) à tan β moyen :
• m12 = 250 GeV
• m0 = 100 GeV
• A0 = −100 GeV
• tan β = 10
• sgn (µ) = +1
La figure 3.6 montre le spectre SPS2 [31]. Le spectre SPS2 est un scénario dit focus
point, dans lequel le neutralino le plus léger à une grande composante Higgsino. Cette large
composante induit une section-efficace de coannihiliation importante, permettant d’éviter
une densité relique de matière noire trop importante. Dans ce scénario les sleptons et les
squarks sont lourds, alors que la partie basse du spectre est constituée essentiellement des
charginos, neutralinos et du Higgs neutre le plus léger. Les paramètres mSUGRA sont :
• m12 = 300 GeV
• m0 = 1450 GeV
• A0 = 0 GeV
• tan β = 10
• sgn (µ) = +1
Le spectre SPS4 [31], représenté à la figure 3.7 est un scénario mSUGRA à grand tan β,
avec les paramètres :
• m12 = 300 GeV
• m0 = 400 GeV
• A0 = 0 GeV
• tan β = 50
• sgn (µ) = +1
À grand tan β, la phénoménologie des Higgs est modifiée, et les désintégrations des H0 et
A0 en bb ou ττ sont augmentées. Cependant, l’observation de la désintégration Bs → µµ
pose de sérieuses limites sur les scénarios mSUGRA à grand tan β.
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Figure 3.6: En haut, le spectre SPS2 calculé par SuSpect3. En bas, la comparaison avec
SuSpect2.
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Figure 3.8: En haut, le spectre SPS7 calculé par SuSpect3. En bas, la comparaison avec
SuSpect2.
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3.1.2 GMSB
La figure 3.8 [31] est un cas GMSB avec un stau NLSP (pour Next-to-Lightest SUSY
Particle), obtenu avec les paramètres :
• Λ = 40000 GeV
• Mmes = 80000 GeV
• Nmes = 3
• tan β = 15
• sgn (µ) = +1
3.1.3 AMSB
Enfin, La figure 3.9 présente le point SPS9 [31]. C’est un cas AMSB avec une très faible
différence de masse entre les charginos et neutralinos, obtenu avec les paramètres :
• m0 = 450 GeV
• M3/2 = 60000 GeV
• tan β = 10
• sgn (µ) = +1
Ce scénario a la particularité d’avoir une très faible différence de masse entre les charginos
et les neutralinos, typique des scénarios AMSB. Les charginos ainsi produit peuvent voler
sur quelques dizaine de centimètres dans le détecteur avant de se désintégrer.
3.1.4 Conclusion











































































Figure 3.9: En haut, le spectre SPS9 calculé par SuSpect3. En bas, la comparaison avec
SuSpect2.
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3.2 Invariants du groupe de renormalisation
Les invariants du groupe de renormalisation (RGI, pour Renormalization Group
Invariants) sont des combinaisons de paramètres du MSSM définis tels qu’ils soient
invariants lorsque les paramètres évoluent par les RGE à une boucle [32]. Les RGI étant,
par définition, invariants, si l’une de ces quantités peut-être inférée par des mesures
expérimentales, il s’agira d’un résultat invariant de l’échelle d’énergie, aux effets d’ordres
supérieurs prêts. La principale application de telles mesures serait de sonder indirectement
des échelles inaccessibles en collisionneurs, de l’ordre de MGUT .
Dans cet étude de validation on utilisera un échantillonage mSUGRA avec :
• sgn (µ) = +1
• A0 = −1000 GeV
• tan β=5
• 0 < m0 < 4000 GeV
• 0 < m12 < 4000 GeV
Dans le cas de SuSpect, l’existence d’invariants analytiques du groupe de
renormalisation permet de tester la stabilité de la procédure d’intégration, en particulier
la dispersion qui pourrait être induite par la méthode d’intégration utilisée. On s’intéresse
ici à une sélection d’invariants.
3.2.1 DY et DY13H
Un premier exemple très connu d’invariant est la trace des matrices de masse des








Où la trace couvre implicitement tout les multiplets scalaires et toutes les générations.












où les Qi sont les générateurs d’une symétrie globale et les ai sont des constantes à
déterminer. Parmi les possibilités, on choisit d’illustrer ici DY13H :




















Il est facile de vérifier qu’à MGUT, DY13H = 0. La figure 3.10, montre que après évolution
de MGUT vers MEWSB les invariants DY13H et DY sont toujours nuls. On voit aussi que
l’évolution à deux boucles engendre une grande modification de la valeur de ces invariants.
3.2.2 IG2 et IG3

















Figure 3.10: Valeurs des invariants après évolution de MGUT vers MEWSB. La colonne






. La colonne de droite montre DY13H . Les figures du
haut donnent le résultat pour une évolution à une boucle. Celles du bas le résultat pour
une évolution à deux boucles.
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Ces deux invariants sont montrés dans les figures 3.11 et 3.12. Les valeurs à mGUT
fluctuent principalement à cause de la procédure permettant de retrouver l’échelle
d’Unification. L’évolution à une boucle vers mEWSB induit quant à elle une différence
relative de l’ordre de 10−9 sur la valeur des invariants Ig2 et Ig3 . Après évolution à deux
boucles, cette différence relative devient typiquement de l’ordre du pourcentage.
On voit donc que l’évolution des paramètres sur 13 ordres de grandeur introduit des
fluctuations relatives de l’ordre du milliardième. On peut donc complètement négliger toute
source d’incertitude venant de la technique d’intégration utilisée par SuSpect3.
4 Conclusion
SuSpect3 montre un accord plus que satisfaisant avec SuSpect2 et a d’ores
et déjà montré une plus grande flexibilité dans l’ajout de nouveaux modèles.
Une version de SuSpect3 est aujourd’hui distribuée sur la page web de SuSpect,
http://suspect.in2p3.fr/.
SuSpect3 prend déjà en charge l’ensemble des modèles SUSY pris en charge par
SuSpect2 et aujourd’hui les efforts de développements s’orientent vers l’implémentation de
nouveaux modèles tels que le NMSSM, le no-scale ou encore l’implémentation de stratégies
alternatives de détermination de la brisure électrofaible en supersymétrie. La possibilité
d’utiliser la masse du boson de Higgs en entrée pour le code est aussi à l’étude.
La conception de SuSpect3 en termes d’objets ouvre aussi la possibilité de générer
automatiquement du code C++ compatible avec SuSpect3 à partir de codes Mathematica.
Enfin, la publication du code a permis à d’autres groupes d’essayer SuSpect3 et les
premiers retours que nous avons obtenus de ces utilisateurs sont positifs.
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Figure 3.11: Valeurs de Ig2 . Les figures du haut montrent la valeur de Ig2 à mGUT. Les
figures du milieu montrent à gauche, les valeurs de Ig2 à mEWSB après évolution à une
boucle et à droite la distribution de la différence relative entre mEWSB et mGUT après
évolution à une boucle. Enfin les figures du bas montrent à gauche, les valeurs de Ig2 à
mEWSB après évolution à deux boucle et à droite la distribution de la différence relative
entre mEWSB et mGUT après évolution à deux boucles .
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Figure 3.12: Valeurs de Ig3 . Les figures du haut montrent la valeur de Ig3 à mGUT. Les
figures du milieu montrent à gauche, les valeurs de Ig3 à mEWSB après évolution à une
boucle et à droite la distribution de la différence relative entre mEWSB et mGUT après
évolution à une boucle. Enfin, les figures du bas montrent à gauche, les valeurs de Ig3 à
mEWSB après évolution à deux boucle et à droite la distribution de la différence relative
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Troisième partie
Recherche de signaux supersymétrique

LHC et le détecteur ATLAS 4
1 Le Grand Collisionneur de Hadrons
Le LHC (pour Large Hadron Collider) [1] est un collisionneur circulaire de 27 km de
circonférence construit et exploité par le CERN (Laboratoire Européen de Physique des
Particules) et situé à Genève. Cet accélérateur poursuit un double objectif : permettre des
mesures de précision du Modèle Standard et la recherche de physique au delà du Modèle
Standard.
Le LHC a été conçu principalement pour fournir des collisions p− p de haute énergie
et une grande luminosité instantanée. Dans les conditions de fonctionnement nominales,
le LHC fournira des collisions de
√
s = 14 TeV dans le référentiel du centre de masse des
protons et une luminosité instantanée de 1034 cm−2s−1 1.
Le LHC occupe le même tunnel que LEP [2] et bénéficie d’une chaîne d’accélération
basée sur les accélérateurs précédents (voir figure 4.1). Les protons sont d’abord accélérés
par l’accélérateur linéaire LINAC2 (p = 50 MeV), le BOOSTER (p = 1.4 GeV), puis le PS
(p = 50 GeV) suivi du SPS. À la sortie du SPS les protons ont une impulsion p = 450 GeV
et sont injectés dans LHC qui achèvera de les accélérer pour atteindre p = 7000 GeV. Les
protons sont injectés alternativement dans les sens horaires et anti-horaires dans les deux
tubes du LHC afin de former deux faisceaux de protons circulants dans des directions
opposées. Ces faisceaux sont constitués de paquets contenant approximativement 1011
protons. Dans sa configuration nominale le LHC contient 2808 de ces paquets, espacés en
temps de 25 ns.
Le système d’accélération de LHC repose sur 16 cavités radiofréquence accélératrices
distribuées le long de l’accélérateur. Le reste de l’accélérateur est constitué de 1232 dipôles
dont le rôle est de courber les faisceaux grâce à des champs magnétiques de 8.33 T. Tout
au long de l’accélérateur on trouve aussi des quadrupoles et sextupoles dédiés à différentes
tâches : injection, éjection, focalisation, nettoyage des faisceaux, etc. . .
Pour obtenir et maintenir des champs magnétiques aussi intenses, le LHC utilise
une technologie d’aimants supraconducteurs basés sur un alliage niobium-titane (NbTi)
maintenu à une température de 1.9 K. Les dipôles sont contenus dans un cryostat au sein
duquel circule de l’hélium liquide, permettant ainsi de maintenir les aimants dans un état
supraconducteur.
1. La luminosité instantanée représente le flux de protons reçu par unité de surface est de temps par
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Figure 4.1: Chaîne d’injection du LHC.
Le diamètre des faisceaux circulants dans LHC varie de ~16 mm à ~0.2 mm. En quatre
points de l’accélérateur sont disposés des points d’interactions (IP) où le LHC croise les
deux faisceaux et où sont disposés les détecteurs ALICE [3], ATLAS [4], CMS [5] et LHCb
[6]. Pour les expériences généralistes ATLAS et CMS, les faisceaux sont focalisés pour
obtenir une taille d’approximativement 15 µm dans le plan transverse.
En plus des collisions proton-proton, le LHC a été conçu pour fournir des collisions
plomb-plomb et des collisions proton-plomb. Ces collisions d’ions lourds sont utilisées pour
étudier les propriétés du plasma quark-gluon.
De 2011 à 2012, le LHC a fourni des collisions proton-proton à
√
s = 7 TeV et
√
s =
8 TeV avec une luminosité instantanée maximale de 7.7× 1033 cm−2s−1. Cette période de
fonctionnement du LHC est appelée “Run1” du LHC et a permis aux expérience ATLAS
et CMS d’enregistrer 25 fb−1 chacune. Aprés un arrêt technique de plus de 2 ans, le
LHC va redémarrer en 2015 et fournir pour le “Run2” une énergie au centre de masse de√
s = 13 TeV. À la fin de l’année 2015, on prévoit une luminosité intégrée comprise entre
15 et 30 fb−1 pour chacune des expériences ATLAS et CMS.
2 ATLAS
ATLAS, pour A Toroidal LHC ApparatuS est un des deux détecteurs généralistes
installés auprès du LHC. ATLAS a une structure “en oignon” centrée sur le point
d’interaction. ATLAS couvre la quasi-intégralité de l’angle solide, à l’exception de deux
cônes de 0.2° permettant l’entrée des faisceaux du LHC. La figure 4.2 présente une vue
d’ensemble du détecteur. De l’intérieur vers l’extérieur, on trouve le détecteur interne,















but est de mesurer l’énergie des particules chargées, des hadrons neutres et des photons ;
et enfin le spectromètre à muon, qui permet de mesurer l’impulsion des muons.
Ce détecteur a été conçu et est utilisé par la collaboration ATLAS, une collaboration
internationale impliquant 3000 physiciens appartenant à 75 instituts répartis au sein de 75
pays. Il est le plus grand détecteur jamais construit auprès d’un accélérateur de particules
avec une longueur de 46 m, un diamètre de 22 m et un poids total de 7000 t.
Figure 4.2: Vue d’ensemble du détecteur ATLAS.
Le système de coordonnées d’ATLAS est défini par rapport au centre géométrique du
détecteur et du centre géométrique du LHC. Par convention l’axe x est l’axe qui relie le
centre du détecteur au centre de l’anneau du LHC, l’axe y est orienté vers la surface. Enfin
l’axe z est défini de façon à ce que le système de coordonnées d’ATLAS soit orienté dans
le sens direct.
On définit aussi φ, l’angle azimutal, défini dans le plan transverse x− y par tanφ = yx
et θ, l’angle polaire, défini par tan θ =
√
x2 + y2/z. À la place de θ, on utilise aussi la
pseudorapidité η = − ln tan (θ/2).
2.1 Trajectographe
Le trajectographe, ou détecteur interne, est le sous-détecteur le plus proche du point
d’interaction. Il permet de reconstruire les trajectoires des particules chargées et les vertex
d’interaction. Pour ce faire, le trajectographe est contenu dans un solénoïde fournissant un
champ magnétique de 2 T parallèle à l’axe du faisceau. La courbure induite par ce champ
sur les trajectoires des particules chargées permet de mesurer l’impulsion de ces particules.
Le trajectographe est divisé en trois sous-systèmes, le détecteur à pixels, le SCT (pour
SemiConductor Tracker) et le TRT (pour Transition Radiation Tracker), respectivement
du plus proche, au plus éloigné du point d’interaction. Ces systèmes sont constitués
d’une partie cylindrique parallèle aux faisceaux et de disques placés aux extrémités de
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Le détecteur à pixels est constitués de 3 couches cylindriques de pixels, situées entre
5 et 12 cm de l’axe des faisceaux, de 3 disques placés en avant et de 3 disques placés
en arrière. Les pixels à proprement parler sont des diodes de silicium de 50×400 µm2 et
250 µm d’épaisseur. En pratique on utilise des modules composés d’une matrice de 46080
pixels à laquelle sont fixées l’alimentation et l’électronique de lecture. Au total, le détecteur
à pixels est constitué de 1744 modules, soit 80.4 millions canaux de lecture. En 2012, 99.9%
des canaux de ce sous-détecteur étaient opérationnels [7].
Le SCT, ou détecteur à micropistes, est constitué de quatre double couches cylindriques
situées entre 30 et 55 cm de l’axe des faisceaux, de 9 disques placés en avant et de 9 disques
placés en arrière.
Au total, les couches cylindriques et les disques sont formés de 4088 modules. Chaque
module est formé de deux senseurs, chacun constitué de 768 micropistes de silicium, larges
de 80 µm et d’épaisseurs variables. Sur chaque module, les senseurs sont orientés de façon
à ce qu’ils forment un angle de 40 mrad l’un avec l’autre. Cette rotation permet de mettre
en coïncidence les signaux enregistrés dans un module afin d’améliorer la résolution en z
des micropistes. Le SCT dispose de 6.3 millions de canaux de lecture. En 2012, 99.1% des
canaux de ce sous-détecteur étaient opérationnels [7].
Enfin, le TRT, ou détecteur à rayonnement de transition, constitue la partie externe
du trajectographe. Il permet d’instrumenter entre 55 et 110 cm autour des faisceaux. Ce
sous-détecteur est composé de chambres à dérive longitudinales.
Ces chambres sont des pailles de 2 mm de rayon et de 144 cm de long (37 cm dans les
bouchons) disposés en 3 anneaux concentriques dans la partie cylindrique complétée par
20 roues pour chaque bouchon.
La cathode d’aluminium est incorporée dans les parois des pailles. L’anode de ces
chambres est un fil de tungstène doré de 31 µm. Les pailles sont remplies d’un mélange de
xénon (70%), de dioxyde de carbone (27%) et d’oxygène (3%).
De plus, des fibres de polypropylène sont intercalées entre les pailles. Le rayonnement
de transition des électrons au passage dans ces fibres est plus important que pour d’autres
particules chargées et permet donc une meilleure identification des électrons. En 2012,
99.8% des canaux de ce sous-détecteur étaient opérationnels[7].
La précision azimutale et longitudinale sur la position du point d’impact d’une particule
chargée sur une couche du trajectographe est de 10× 115 µm dans les pixels, 17× 580 µm
dans le SCT et 130 µm dans le TRT (pour une paille isolée).
À partir des informations fournies par le détecteur à pixels, le SCT et le TRT, on
peut reconstruire les trajectoires des particules chargées et les vertex d’interactions. Cette
reconstruction se décompose en plusieurs étapes :
1. On identifie des amas, des groupes de canaux activés, dans le détecteur à pixels
et le SCT. La position des amas détectés dans le SCT est déduite en combinant
l’information des deux senseurs de chaque module SCT.
2. Des prototypes de traces sont formés à partir des amas du détecteur à pixels et
des amas de la première couche du SCT. Ces prototypes sont ensuite extrapolés à
l’ensemble du SCT puis ajustés à une hélice. Après ajustement, on demande à ce que
les traces vérifient un ensemble de critère de qualités : limite sur le nombre de trous,
sur le nombre d’amas partagés avec une autre trace, etc. . .Ces traces sont ensuite
extrapolées au TRT.
3. Les traces étendues jusqu’au TRT sont ensuite ajustées en utilisant les informations
fournies par les trois sous-détecteurs. Si l’ajustement pixels-SCT-TRT est de















Figure 4.3: Schéma du détecteur interne d’ATLAS [4].
responsables de la dégradation de l’ajustement. Ils restent associés à cette trace
mais ne sont plus utilisés dans l’ajustement.
4. Dans une dernière étape, des algorithmes dédiés utilisent les traces reconstruites pour
reconstruire les vertex issus des collisions de protons, les vertex primaires. Une fois les
vertex primaires reconstruits, on peut utiliser les traces restantes pour reconstruire
les conversions des photons et autres vertex déplacés (secondaires).
La figure 4.4 montre les résolutions longitudinales et transverses sur la position des
vertex primaires en fonction du nombre de traces associées au vertex. Une fois ces vertex
reconstruits, on définit en général le vertex primaire principal comme le vertex primaire
dont la somme scalaire du p2T des traces associées est la plus importante. Dans la majorité
des processus physiques, ce critère permet de sélectionner l’interaction de protons ayant
mise le plus d’énergie en jeu. Cependant, certaines analyses de physique nécessitent de
définir d’autres critères, notamment la recherche du boson de Higgs dans le canalH0 → γγ,
où l’état final ne contient pas de particules chargées.
Une fois les traces de l’événement reconstruites et le vertex primaire choisi, on se place
dans le référentiel du vertex primaire principal pour définir les caractéristiques de la trace.
Par convention les caractéristiques d’une trace sont définies dans la représentation du
périgée, le point de moindre approche de la trace et du vertex primaire. On définit le
périgée par :
• φ, l’angle dans le plan transverse du détecteur ;
• θ, l’angle entre l’axe du faisceau et la trace ;
• d0, le paramètre d’impact dans le plan transverse ;
• z0, le paramètre d’impact le long de l’axe du faisceau.
La figure 4.5 résume la définition de ces grandeurs dans les plans transverse et longitudinal.
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Figure 4.4: Résolution sur les positions transverses et longitudinales d’un vertex primaire
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Figure 4.6: Résolution sur les paramètres d’impact en fonction de pT sin θ dans les régions
0 < |η| < 0.25 et 1 < |η| < 1.5 [11].
2.2 Système calorimétrique
Le système calorimétrique d’ATLAS couvre une grande partie de l’angle solide, jusqu’à
|η| < 4.9. Une vue d’ensemble est présentée figure 4.7. La conception du calorimètre a été
guidée par le besoin des analyses de physique telle que la recherche du boson de Higgs
dans le canal H → γγ. Le calorimètre d’ATLAS se divise en deux parties, un calorimètre
électromagnétique (ECAL) et un calorimètre hadronique (HCAL). Dans les deux cas, il
s’agit de calorimètres à échantillonage, c’est-à-dire qu’ils absorbent l’énergie des particules
dans un métal de grande densité et échantillonnent à intervalles réguliers l’énergie des
gerbes de particules résultantes afin d’inférer l’énergie de la particule à l’origine de l’activité
observée.
2.2.1 Calorimètre électromagnétique
Le calorimètre électromagnétique mesure l’énergie des électrons et des photons. Le
calorimètre électromagnétique est séparé en deux parties : une partie centrale, le “tonneau”
couvrant l’intervalle de pseudorapidité |η| < 1.475, et deux bouchons, placés aux extrémités
du tonneau et couvrant l’intervalle de pseudorapidité 1.375 < |η| < 3.2. Dans la région
“avant” du calorimètre, c’est à dire l’intervalle de pseudorapidité 3.15 < |η| < 4.3, on
trouve le calorimètre avant, le FCal pour Forward Calorimeter.
Le tonneau et les bouchons sont constitués d’une succession d’absorbeurs de plomb
et d’électrodes de cuivre, séparés par le milieu actif, de l’argon liquide (LAr). Chaque
couche d’argon liquide est plongée dans un champ électrique généré par une alimentation
haute-tension dédiée.
Le tonneau est composé de trois couches, comme illustré figure 4.8. La première couche,
la plus proche du point d’interaction, a une épaisseur de 4.3 longueurs de radiation (la















Figure 4.7: Vue d’ensemble du système calorimétrique d’ATLAS [10].
1/e de son énergie). Cette couche est très finement segmentée en cellules de taille (∆η ×
∆φ) = (0.0031 × 0.098). Cette segmentation fine est un élément crucial de la séparation
photon-pi0. La seconde couche d’échantillonage a une épaisseur de 16 longueurs de radiation
et absorbe la majeure partie de l’énergie. Dans cette seconde couche les cellules sont plus
larges et mesurent (∆η ×∆φ) = (0.0245× 0.0245) et (∆η ×∆φ) = (0.075× 0.0245) pour
1.40 < |η| < 1.475 . Seules les particules de plus hautes énergie atteindront la troisième
couche du calorimètre électromagnétique. À ce stade de leur développement les gerbes
électromagnétiques sont larges, et les cellules sont plus larges, (∆η×∆φ) = (0.075×0.0245).
Un pré-échantilloneur est situé juste avant la première couche. Il est composé d’une fine
couche d’argon liquide qui permet de détecter les gerbes initiées par une interaction avec la
matière avant le calorimètre électromagnétique. La géométrie en accordéon des électrodes,
visible sur la figure 4.8, permet une lecture rapide des signaux et une couverture continue
en φ.
Les bouchons du calorimètre électromagnétique (EMEC pour ElectroMagnetic
End-Cap) couvrent l’intervalle de pseudorapidité 1.375 < |η| < 3.2. Les bouchons se
caractérisent par la largeur variable de la couche d’argon liquide et les haute-tensions
appliquées qui varient de façon à obtenir une réponse en η uniforme.
Le FCal est composé de trois modules, utilisant aussi l’argon liquide comme milieu
actif. Le premier de ces modules, destiné à mesurer l’énergie des électrons, utilise un
absorbeur de cuivre. Les deux autres modules, dédiés à la mesure de l’énergie hadronique,
utilisent un absorbeur en tungstène.
2.2.2 Calorimètre hadronique
Le calorimètre hadronique absorbe l’énergie des particules qui ont traversé le
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Figure 4.8: Structure du tonneau du calorimètre électromagnétique.
des hadrons neutres.
Figure 4.9: Structure d’un des modules du calorimètre hadronique.
Le calorimètre hadronique d’ATLAS, aussi appelé TileCal pour Tile calorimeter
(calorimètre à tuiles) est divisé en trois parties. Un tonneau, couvrant |η| . 1 et deux















est constitué d’une succession d’absorbeurs en acier séparés par des tuiles plastiques
scintillantes utilisées comme matériau actif. La figure 4.9 illustre un des modules du
TileCal. La lumière obtenue dans les tuiles scintillantes est acheminée via des fibres
optiques jusqu’aux photomultiplicateurs permettant de convertir en signal électrique les
photons de scintillation.
Les bouchons sont des calorimètres à argon liquide avec absorbeurs de cuivre.
2.3 Spectromètre à muons
Le spectromètre à muons est la partie la plus éloignée du point d’interaction pour le
détecteur ATLAS. Ce spectromètre est constitué de quatre types de chambres à muons,
illustrées figure 4.10. Ces chambres sont plongées dans un champ magnétique produit par
des aimants toroïdaux afin de pouvoir mesurer l’impulsion et la charge des muons.
Figure 4.10: Vue d’ensemble des composantes du spectromètre à muons d’ATLAS.
Les chambres à muons sont réparties en deux catégories, les chambres dites de
précision et les chambres de déclenchement. Les chambres de précision ont une meilleure
résolution spatiale que les chambres de déclenchement. En contrepartie les chambres de
déclenchement ont une meilleure résolution temporelle et peuvent être utilisées par le
système de déclenchement.
Les chambres de précisions sont constituées de 3 couches cylindriques dans le tonneau
et trois disques à ailettes dans les bouchons. La plupart de ces chambres sont des chambres
à dérives individuelles tubulaires d’un rayon de 3 cm. Elles offrent une résolution de 80 µm
qui dépend de la distance entre la trace et l’anode. Ces chambres peuvent prendre en charge
jusqu’à 150 événements par seconde et par cm2. Ces contraintes ne sont pas vérifiées pour
2.0 < |η| < 2.7 et pour la couche de chambres la plus proche du point d’interaction. Dans
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multifils. Ces chambres proportionnelles ont une résolution de 60µm et tolèrent un flux 6
fois plus important que les chambres à dérives.
Les chambres de déclenchement couvrent l’intervalle de pseudorapidité |η| < 2.4. À
|η| < 1.0, ces chambres sont des chambres à plaques résistives. Elles sont composées de
plaques parallèles en matière plastique séparées par un mélange gazeux qui sera ionisé au
passage des muons. Ces chambres ont un temps de réponse inférieur à 10 ns et produisent
un signal de 5 ns. Dans la région 1.0 < |η| < 2.4, on utilise trois disques de chambres
proportionnelles multifils.
2.4 Système de déclenchement
Dans la configuration nominale du LHC, le taux de collisions est de 40 MHz (20MHz
entre 2010 et 2012). Le temps de réponse de certains sous-systèmes et la bande passante
admissible en sortie (200 Hz) ne permettent de conserver qu’une fraction des événements
se produisant dans le détecteur. Cette limitation a peu d’impact car parmi les millions
de collisions de paquets ayant lieu chaque seconde, seule une partie résultent en des
interactions suffisamment intéressantes dans le cadre du programme de physique d’ATLAS.
Le système de déclenchement joue alors le rôle de filtre afin de sélectionner en ligne les
événements ayant des signatures intéressantes.
Le système d’acquisition d’ATLAS est divisé en trois étages successifs :
• Niveau L1 : à cet étage une sélection implémentée au niveau matériel permet de
réduire le taux de 40 MHz à 75 kHz. Pour ce faire, le L1 utilise les sous-détecteurs
dont les informations sont disponibles le plus rapidement : calorimètres, chambres de
déclenchement du spectromètre à muons. Bien que la lecture des pixels et du SCT
soit plus rapide, la grande granularité de ces détecteurs nécessiterais une architecture
de lecture spéciale pour les utiliser au niveau L1. Les cellules des calorimètres sont
regroupées en blocs de 0.1×0.1. Ces blocs sont utilisés pour identifier la présence d’un
jet, d’un électron, d’un photon ou d’un lepton τ . Ils permettent aussi de détecter la
présence d’énergie manquante élevée dans l’événement. Le L1 permet de paramétrer
256 critères de sélection sur la multiplicité des objets et leur seuil en énergie. En moins
de 2.5 µs, le niveau L1, décide de la lecture complète des différents sous-détecteurs
et transmet ces informations au deuxième étage du système de déclenchement, le
niveau L2.
• Niveau L2 : cet étage reconstruit les informations de l’ensemble des détecteurs dans
leur granularité optimale. Cette reconstruction est logicielle et se concentre sur les
régions d’intérêt repérées par le L1. Ce niveau permet de calculer des variables
cinématiques et d’implémenter des critères de sélection plus poussés que dans le
L1. Le niveau L2 réduit le taux à 3.5 kHz avec un temps de réponse moyen de 40 ms.
• Filtre d’événement : cet étage effectue la reconstruction complète de l’événement
en utilisant le même logiciel que la reconstruction des événements hors-ligne. Cette
reconstruction est effectuée en quelques secondes.
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Étiquetage de saveur 5
Dans ce chapitre on s’intéresse aux techniques développées au sein de la collaboration
ATLAS pour identifier les jets issus de l’hadronisaton des quarks b. Après un bref rappel des
techniques en place au début de ma thèse, je présenterai les algorithmes multivariés que j’ai
développés ou co-développés. Enfin, je présenterai rapidement les différentes techniques de
calibrations existantes ainsi qu’un nouveau paradigme d’identification, baptisé “étiquetage
continu”.
1 Jets et saveurs lourdes
1.1 Quarks, gluons et jets
De part l’intensité de l’interaction forte, les partons (quarks et gluons) ne peuvent
se propager librement dans le vide. La propagation d’une paire de quarks dans le vide
s’accompagne de la production de paires quark-anti-quark jusqu’à ce que l’énergie restante
au centre de masse soit inférieure à ΛQCD ' 1 GeV. Une fois cette énergie atteinte les (anti-
)quarks sont confinés dans des états liés, les hadrons, qui se propagent dans le détecteur.
Figure 5.1: Un jet dans le détecteur ATLAS.
En gris, le trajectographe, en vert le ECAL,
en rouge le HCAL et en bleu les chambres à
muons.
La production d’un quark va donc
se manifester par l’émission de plusieurs
particules, préférentiellement dans la
direction du parton initial. Cet ensemble
de hadrons émis dans la même direction
constitue un jet.
En moyenne les jets ainsi produits
contiennent 60% de hadrons chargés (pi±,
K±, p, . . .), qui formeront un faisceau
de traces dans le détecteur interne
et de l’activité dans les calorimètres
électromagnétique et hadronique, voir
exemple en figure 5.1.
Au delà de cette signature visuellement
simple à identifier, il est nécessaire
de donner une définition formelle et
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construire des observables dont on pourra
faire la correspondance avec les prédictions
de QCD.
Historiquement les algorithmes de reconstruction de jets cherchaient à reconstruire
des jets coniques centrés sur les tours calorimétriques de plus haute énergie. Aujourd’hui,
les algorithmes de reconstruction de jets reposent sur la combinaison d’objets visibles
dans l’événement, par exemple des amas d’énergie dans le calorimètre. Pour ce faire, les
algorithmes définissent une mesure de la distance entre les objets et avec le faisceau :
dij = min(k2pti , k
2p
tj )
(yi − yj)2 + (φi − φj)2
R2
(5.1)
diB = k2pti (5.2)
Avec :
• kti : l’impulsion transverse du i-ème objet ;
• yi : rapidité du i-ème objet ;
• φi : angle azimutal du i-ème objet ;
• R : paramètre relatif au rayon du jet dans le plan y − φ ;
• p : indice entier équilibrant l’importance relative de l’énergie et de la géométrie dans
la combinaison.
Pour chaque paire d’objet (i, j), si dij est plus petit que diB, alors les deux objets sont
combinés. Sinon, l’objet i est identifié comme un jet et sera retiré des entités à recombiner.
Cette procédure est répétée jusqu’à ce qu’il n’y ait plus d’entité à recombiner.
Le choix de p définit 3 classes d’algorithmes :
• p = 1 : algorithme kt ;
• p = 0 : algorithme Cambridge/Aachen ;
• p = −1 : algorithme anti-kt.
Aujourd’hui le choix par défaut des expériences est l’algorithme anti-kt. Ce choix est
en particulier motivé par la forme des jets obtenus avec cet algorithme. Ils sont de forme
conique, avec un bord régulier. D’un point de vue expérimental, cette forme, connue à
l’avance simplifie l’étalonnage de l’énergie des jets. Les qualités de cet algorithme sont
décrites dans [1].
La figure 5.2 illustre le résultat de l’agglomération par anti-kt. Les jets isolés ont une
forme conique dans le plan y− φ. Dans les topologies boostées, avec un recouvrement des
cônes, les composantes pouvant contribuer aux deux cônes sont préférentiellement associées
au jet de plus haut kt.
La collaboration ATLAS utilise principalement cet algorithme anti-kt avec comme
paramètre R = 0.4. Les objets utilisés pour reconstruire et agglomérer les jets sont des
clusters topologiques calorimétriques.
1.2 Quarks lourds
On appelle quarks “lourds” les quarks charm (mc ' 1.275 GeV), bottom (mb '
4.18 GeV) et top (mt ' 173.2 GeV), par opposition avec les quarks “légers” up, down
et strange (respectivement 2.49, 5.05 et 101 MeV).
Le quark top est un cas particulier, qui contrairement aux autres quarks ne s’hadronise
pas. Le temps d’interaction typique de QCD étant de Λ−1QCD ' 250 MeV−1, et le temps de











Figure 5.2: Exemple de jets reconstruits avec l’algorithme anti-kt.
vie du top de Γ−1t ' (1.99 GeV)−1, les quarks top se désintègrent avant de pouvoir former
des états liés.
Dans plus de 99% des cas la désintégration du top se fait par courant chargé avec
un quark b dans l’état final. L’observation des quarks top passe donc exclusivement par
l’observation d’états liés contenant un quark b, les hadrons B. Dans ' 90% des cas ces
quarks b se désintègrent en quarks c.
Les hadrons B ont la particularité d’avoir une durée de vie typique de l’ordre de la
picoseconde, soit un < cτ >B de 500 µm. Ce temps de vol est à comparer à celui d’autres
hadrons tels que certains kaons dont le < cτ > est de l’ordre du mètre, et voleront hors
du détecteur interne avant de se désintégrer. Les hadrons D, contenant un quark c, ont un
temps de vie plus faible que les hadrons B, avec < cτ >D de l’ordre du micromètre.
Les hadrons B et D issus de l’hadronisation emportent la majeure partie de l’impulsion
du quark initialement produit. Un méson B emportera en moyenne 70% de l’impulsion
du quark b initial [2, 3], contre 60% de l’impulsion initiale d’un quark c pour un méson
D [4–6]. Les produits d’hadronisation des autres quarks ou gluons emportent une fraction
bien plus faible de l’impulsion du quark initial.
La combinaison de ces deux propriétés, temps de vie et impulsion importante, implique
que les vertex de désintégration de ces hadrons seront suffisamment déplacés pour être
reconstruits dans le trajectographe.
L’ensemble des techniques visant à identifier ces vertex secondaires est appelé flavour-
tagging (étiquetage de saveur).
Elles sont particulièrement importantes pour le programme de physique du LHC :
• physique du top : chaque top produit au LHC donnera un quark b dans l’état final ;
• physique du boson de Higgs : la désintégration du Higgs en une paire bb est le canal
de désintégration avec le rapport d’embranchement le plus élevé ;
• les extensions du Modèle Standard cherchant à résoudre le problème de hiérarchie
en étendant le secteur du top (SUSY, . . .) : en règle général ces théories introduisent
un nouveau champ T et le vertex thT . Pour stabiliser la masse du boson de Higgs, le
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que le désintégration T → t soit favorisée. Dans les théories supersymétriques c’est
le stop qui joue ce rôle.











2 Étiquetage de saveur
Le flavour-tagging cherche à identifier la saveur du quark à l’origine d’un jet donné.
La première étape consiste en la définition même de la saveur d’un jet dans la simulation
Monte Carlo, c’est à dire déterminer si le jet calorimétrique est issu de l’hadronisation
d’un quark b, c, d’un τ hadronique ou de quarks légers. Cette association est ambiguë,
entre la production du quark initial et la reconstruction du jet, le quark hadronise, puis
se désintégre en de nombreux hadrons. La modélisation de l’hadronisation et de la chaîne
de désintégration peuvent être différentes selon le générateur Monte Carlo et constituent
des sources d’ambiguité dans cette association quark-jet.
ATLAS catégorise la saveur des jets en utilisant la correspondance spatiale entre la
direction d’un jet et celle d’éventuels quarks lourds. La distance entre un jet et un quark
est mesurée dans le plan η−φ avec dR = √dη2 + dφ2. La catégorisation de la saveur d’un
jet suit la procédure suivante :
• si un quark b est à dR < 0.3 de la direction du jet il est étiqueté b-jet ;
• sinon, si un quark c est à dR < 0.3 de la direction du jet il est étiqueté c-jet ;
• sinon, si un τ est à dR < 0.3 de la direction du jet il est étiqueté τ -jet ;
• sinon il est étiqueté jet léger.
L’objectif du flavour-tagging est de construire une variable w qui maximise la
discrimination entre différentes saveurs de jet. Une simple coupure sur cette variable
permet l’identification de la saveur des jets.
Soit :
s(w) la distribution du poids discriminant pour le signal,
bi(w) la distribution du poids discriminant pour le fond i,
pour chaque choix de coupure wcut, on peut définir deux caractéristiques :
s l’efficacité d’identification d’un jet signal,

















Les performances d’étiquetage sont évaluées dans une simulation Monte Carlo du
processus tt. On détermine ainsi dans la simulation la valeur de coupure que les analyses
utiliseront, et les efficacités et taux de rejet correspondants pour chaque saveur. Afin de
corriger d’éventuelles imperfections de la simulation, ces efficacités et taux de rejet sont
ensuite mesurées dans les données afin de fournir des facteurs correctifs.
Il existe quatre classes principales d’algorithmes d’identification dans ATLAS, utilisant
différentes reconstructions ou objets :
• IP, algorithmes basés sur les propriétés des traces associées au jet ;
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• JetFitter, algorithme basé sur la reconstruction de la chaîne de désintégration d’un
B-hadron ;
• SoftLeptons, algorithmes basés sur les propriétés des leptons chargés issus de la
désintégration semi-leptonique des hadrons B.
On ne discutera pas ici les étiqueteurs SoftLeptons qui ont été peu utilisés en raison de
leur efficacité limité par le taux d’embranchement b→ µ/e d’approximativement 20%. De
plus, l’algorithme utilisant les muons est corrélé avec certaines techniques d’étalonnage des
efficacités d’étiquetages basées sur les muons.
Il est important de remarquer que le flavour-tagging repose essentiellement sur des
informations obtenues via la trajectographie. Seuls la direction et le pT du jet sont issus
des calorimètres, à travers les algorithmes de reconstruction des jets.
2.1 Étiqueteurs basés sur le paramètre d’impact
Cette première classe d’étiqueteurs repose seulement sur les propriétés des traces et
ne requiert pas la reconstruction explicite du vertex secondaire. Les traces provenant d’un
vertex déplacé ne passent pas par le vertex primaire, c’est cette propriété des traces qui
est utilisée par les étiqueteurs IP [7].
Les jets étant reconstruit à partir d’informations calorimétriques, les traces doivent
êtres associées au jet avant de pouvoir être utilisées. Les traces sont associées au jet
calorimétrique si ∆R(track,jet) < Rmatch avec Rmatch une fonction du pT du jet. Ce
rayon d’association devient de plus en plus petit à grand pT . Pour un jet de 20 GeV,
Rmatch = 0.45, à 150 GeV ce rayon d’association est réduit à Rmatch = 0.26. Cette fonction
a été optimisée dans la simulation pour qu’en moyenne 95% des traces associées au jet
proviennent de la désintégration d’un b-hadron.
Les étiqueteurs basés sur le paramètre d’impact utilisent un sous-ensemble des ces
traces vérifiant les critères de qualité suivant :
• pT > 1 GeV ;
• |d0| < 1 mm ;
• |z0| sin θ < 1.5 ;
• au moins 7 coups dans les pixels et le SCT ;
• au moins 2 coups dans les pixels ;
• au moins 1 coup dans la première couche de pixels.
où d0 et z0 sont les paramètres d’impact définis dans la section 4.2.1.
Un signe est ensuite attribué au paramètre d’impact transverse avec l’expression
suivante :












• ~XPV, la position du vertex primaire ;
• ~Pj , l’impulsion du jet ;
• ~Pt, l’impulsion de la trace à son périgée ;
• ~Xt, la position du périgée de la trace.











Dans le cas d’une trace venant du vertex primaire, le signe sera aléatoire et déterminé
par la résolution de la trajectographie. Pour les vertex déplacés, comme dans les b-jets,
le signe des traces sera souvent positif. La figure 5.3 montre la signification statistique
du paramètre d’impact signé. La signification statistique est le rapport d0/σ(d0) où σ(d0)
est l’incertitude sur la mesure de d0. On voit sur cette figure que pour les jets légers la
signification statistique du paramètre d’impact signé est symétrique et centrée sur 0, alors
que pour les jets b cette grandeur est préférentiellement positive.
Dans ATLAS il existe trois étiqueteurs basés sur différentes distributions de ces


























Figure 5.3: Signification statistique du
paramètre d’impact transverse signé pour les
b, c et jets légers.
Les étiqueteurs IP utilisent le
formalisme du LLR (pour Log-Likelihood
Ratio), qui est le test d’hypothèse le plus
puissant d’après le lemme de Neyman-
Pearson [8].
Prenons l’exemple de la procédure
suivie pour IP2D. On génère à partir de
la simulation une distribution de référence
de d0/σ(d0) pour les hypothèses : b-
jets, c-jets et jets légers. Pour chaque
trace associée à un jet à identifier
on mesure son paramètre d’impact. On
évalue dans les distributions de référence
normalisées et lissées 1 la probabilité
de trouver ce paramètre d’impact pour
chaque hypothèse. On obtient alors trois
probabilités, pb, pc et pu. La grandeur
qui maximise la discrimination entre les
hypothèses b-jets et jets légers est donnée





Dans l’hypothèse où les propriétés des traces sont indépendantes les unes des autres
on peut combiner le poids individuel de chaque trace dans une somme et conserver les





Ici, le poids d’étiquetage IP2D est construit pour discriminer les b-jets des jets légers,
mais cette technique est applicable à n’importe quelle combinaison signal/fond. La
figure 5.4 montre les distributions des poids d’étiquetage IP2D et IP3D, optimisés pour
l’étiquetage des b-jets et le rejet des légers.
Le tableau 5.1 résume les différentes distributions de référence utilisées pour les
différents étiqueteurs IP.
Étiqueteur Distribution(s) de référence
IP1D z0/σz0
IP2D d0/σd0
IP3D z0/σz0 vs d0/σd0
Table 5.1: Distributions de référence utilisées par les étiqueteurs IP.
1. Le lissage est effectué par moyenne d’histogrammes décalés (ASH, pour average shifted histogram).





































Figure 5.4: Distributions des poids discriminant IP2D (gauche) et IP3D (droite) évalués
dans une simulation Monte-Carlo de production tt dans des collisions p− p à √s = 8 TeV.
Cette simulation utilise les conditions d’empilement de 2012. Dans ces deux distributions,
le pic à −20 correspond aux cas où aucune trace vérifiant les critères de qualités n’a été
associée au jet.
2.2 Étiqueteurs basés sur le vertex secondaire
Il est possible d’aller plus loin en reconstruisant explicitement le vertex secondaire [9].
Les étiqueteurs SV utilisent les propriétés de ce vertex secondaire.
La sélection des traces est modifiée par rapport à celle des étiqueteurs basés sur le
paramètre d’impact :
• pT > 400 MeV ;
• |d0| < 3.5 mm ;
• pas de coupure sur z0 ;
• au moins 7 coups dans les pixels et le SCT ;
• au moins 2 coups dans les pixels.
Pour reconstruire un vertex secondaire, on n’utilise que les traces suffisamment
éloignées du vertex primaire et on n’utilise que des traces dont la signification statistique
de la position 3D du périgée est supérieure à 2 (Lxyz/σLxyz > 2). On associe ces traces
par paires pour former des vertex. Parmi ces vertex, ceux dont la masse invariante est
compatible avec un V 0(K0,Λ, . . .) sont exclus. Toutes les traces associées aux vertex
restants sont combinées dans un vertex unique par un ajustement du χ2, où les traces les
moins compatibles avec le vertex reconstruit sont ôtées itérativement jusqu’à ce que le χ2
du vertex soit suffisamment petit.
Le plus simple des étiqueteurs SV, SV0, utilise la longueur de vol signée (comme pour
les traces) Lxyz/σLxyz comme variable discriminante.
SV1 et SV2 utilisent les propriétés de ce vertex dans des LLR :
• mSV, la masse invariante du vertex ;
• Efrac, le rapport de l’énergie des traces du jet contenues dans le vertex avec l’énergie
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Étiqueteur Distribution(s) de référence
SV1 (mSV vs Efrac) et n2tV
SV2 mSV vs Efrac vs n2tV
Table 5.2: Distributions de référence utilisées par les étiqueteurs SV.
• n2tV , nombre de vertex à deux traces fusionnés dans le vertex.
La table 5.2 résume les distributions de référence utilisée par les étiqueteurs SV1 et SV2.
Les figures 5.5 montrent l’efficacité de reconstruction d’un SV en fonction du pT du
jet, et les propriétés du SV reconstruit. On remarque que l’efficacité de reconstruire un jet
pour un c-jet ou un jets léger augmente avec les pT du jet. L’efficacité de reconstruction
pour les b-jets augmente jusqu’à un maximum de 75% à 150 GeV puis décroît. Au delà, les
étiqueteurs SV souffrent de la collimation des traces et ne parviennent plus à reconstruire
de vertex secondaire.





































ATLAS Simulation Work In Progress
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Figure 5.5: Efficacité de reconstruction d’un vertex secondaire pour les différentes saveurs
en fonction du pT du jet (en haut à gauche). Masse invariante du vertex secondaire (en
haut à droite), fraction d’énergie contenue dans le vertex (en bas à gauche) et le nombre
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2.3 Étiqueteurs basés sur la reconstruction topologique
Figure 5.6: Schéma de l’hypothèse
principale de JetFitter, le vertex primaire, le
B-hadron et le D-hadron sont alignés.
L’algorithme JetFitter [10] cherche à
reconstruire la chaîne de désintégration
b → c, le long de la trajectoire du hadron
B. Pour ce faire, JetFitter implémente sa
propre reconstruction multivertex à l’aide
d’un filtre de Kalman [11]. JetFitter fait
l’hypothèse que le vertex primaire, le vertex
du hadron B et le vertex du hadron D
sont situés le long du même axe, voir figure
5.6. JetFitter essaie ensuite d’attacher les
traces associées au jet à cet axe. Ces traces
sont finalement rassemblées pour former
des vertex.
Contrairement à la reconstruction
standard des vertex secondaires, qui nécessite deux traces pour former un vertex
secondaire, JetFitter peut reconstruire des vertex à une trace, et peut séparer la
désintégration des hadrons B et D. Le fait d’accepter des vertex à une trace permet de
reconstruire des topologies incomplètes.
La reconstruction par JetFitter de la chaîne de désintégration est illustrée figure 5.7 et
est caractérisée par :
• (xPV , yPV , zPV ), la position du vertex primaire ;
• (φ, θ), la direction de vol du hadron B ;
• di, les positions des traces le long de la direction de vol du hadron B.
Figure 5.7: Illustration de la reconstruction via JetFitter.
L’information des vertex reconstruits est ensuite condensée dans les informations
suivantes :
• m : la masse invariante de toutes les traces attachées à la chaîne de désintégration ;
• Efrac : l’énergie des particules chargées attachées à la chaîne de désintégration divisée
par l’énergie de toutes les traces associées au jet ;
• L/σ(L) : significance de la longueur de vol de la position moyenne des vertex
reconstruits le long de l’axe B −D.






















où cat désigne une catégorie d’événements, déterminée par le nombre de vertex et le
nombre de traces associées à ceux-ci. Pour chacune de ces catégories, le coefficient f est
la fraction d’événement appartenant à cette catégorie. Cette fonction de vraisemblance
peut-être utilisée directement comme poids discriminant.
3 Étiqueteurs multivariés
L’ensemble des ces algorithmes, bien que poursuivant les mêmes objectifs, n’utilise
pas les mêmes méthodes de reconstruction. Les trois principales méthodes ne sont pas
complètement corrélées, il existe donc des cas où certaines techniques sont plus efficaces
que d’autres. Ces corrélations étant différentes dans le signal et le bruit de fond on peut
les exploiter en combinant ces différents algorithmes.
Dans le cas des LLR, la combinaison est simple, il suffit d’additionner les poids
discriminant pour obtenir un nouveau discriminant, dans l’hypothèse d’une décorrélation
totale des techniques.
Si des corrélations sont présentes, celles de premier ordre peuvent être exploitées par
l’analyse en composante principale, où l’on diagonalise la matrice de corrélation. Les
corrélations d’ordres supérieurs doivent être exploitées par d’autres techniques.
Une première solution serait d’étendre l’espace des paramètres utilisés pour construire
les LLR. Bien qu’optimale, cette solution est limitée par notre capacité à échantillonner
un espace N-dimensionnel.
Une seconde solution adoptée est l’approximation de ces fonctions de vraisemblance
par analyse multivariée (MVA pour MultiVariate Analysis). Plus particulièrement, on
s’intéressera ici à l’“apprentissage machine”, une branche de l’intelligence artificielle qui
étudie les automates capables d’inférer une relation entre un jeu de caractéristiques d’un
objet et une catégorie. Si cette catégorie est continue, on parle de régression, s’il existe
un nombre fini de catégories (par exemple, signal et fond) on parle alors de classification.
C’est ce dernier aspect qui nous intéresse pour l’étiquetage de saveur et on utilisera aussi
le terme de “classes” pour désigner les “catégories” d’objets.
Avant de pouvoir utiliser ces automates, il est nécessaire de passer par une phase
d’apprentissage, aussi appelée phase d’entraînement, une étape durant laquelle on fournit
à l’automate une collection d’événements dont on connaît la vraie classe. Durant cette
phase l’automate apprend à identifier les différentes classes, on pourra ensuite l’utiliser
pour déterminer la classe d’objets inconnus.
3.1 Réseaux de neurones artificiels
Parmi les algorithmes de classification les plus populaires on trouve les réseaux de
neurones (ANN, pour Artificial Neural Networks) [12]. Un ANN consiste en un ensemble
de neurones formels interconnectés pour former un réseau. Les neurones formels sont
une idéalisation des cellules neuronales, des systèmes recevant de multiples signaux et
fournissant un seul signal en sortie.
Les ANN approximent la fonction de vraisemblance N-dimensionelle en combinant
et en pondérant des fonctions de décision, en général des sigmoïdes. Le théorème
d’approximation universel [13] garanti qu’avec un nombre de neurones N fini, on peut
approximer n’importe quelle fonction avec une précision arbitraire , en l’occurrence la
fonction de vraisemblance.
La figure 5.8 illustre un réseau de neurones dont le but est d’utiliser le jeu de variables
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N(output) classes d’objet. La couche de neurones d’entrée est séparée de la couche de
sortie par une couche intermédiaire (cachée).
Figure 5.8: Schéma d’un réseau de neurones avec une couche cachée.

















• ~x, le vecteur contenant les variables d’entrées ;
• wjk, le poids du neurone j de la couche cachée ;
• θj , le seuil de réponse de la couche cachée ;
• wij , le poids du neurone i de la couche de sortie ;
• θi, le seuil de réponse de la couche de sortie.
et g(x) la fonction sigmoïde, qui sert de fonction de décision dans cet exemple. Les
coefficients w et θ sont déterminés pendant la phase d’entraînement de l’ANN. Fi est
l’approximation de la fonction de vraisemblance recherchée pour la classe i. C’est cette
fonction que l’on peut utiliser comme discriminant.
3.2 Arbres de décision
Les arbres de décision, contrairement aux réseaux de neurones n’essaient pas
de reconstruire une fonction de vraisemblance, mais infèrent un ensemble de règles
permettant de décider si un événement appartient à une classe donnée [14]. Ce classifieur
forme un arbre dont chaque nœud peut être :
• une feuille, ie un noeud terminal, décidant de la classe à laquelle appartient un
événement ;











• un noeud de décision, un nœud séparant le signal et le bruit de fond selon un critère
optimisant la séparation des deux classes.
La figure 5.9 illustre le fonctionnement d’un arbre de décision. Soit un événement K,
on cherche à déterminer s’il appartient à la classe x ou y. L’événement K est caractérisé
par les variables A, B et C. Les nœuds de décision sont représentés par des ellipses, et les
feuilles par des rectangles. Chaque nœud de décision sépare les événements, à gauche, ceux
de type y, et de type x à droite. La variable utilisée pour séparer les populations, ainsi que
la valeur de coupure de chaque nœud sont déterminées durant la phase d’entraînement.
Figure 5.9: Exemple d’arbre de décision.
En pratique, on ne se contente pas d’utiliser un seul arbre de décision, mais plutôt une
collection d’arbres, une “forêt”. Le boosting est une technique reposant sur l’entraînement
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3.3 JetFitterCOMBNN
Pour l’étiquetage de saveur, la première tentative d’utilisation des combinaisons
multivariées a été faite pour combiner JetFitter et IP3D en utilisant un ANN, combinant
ainsi les vertex reconstruits avec l’information sur les traces déplacées. Cet ANN possède
3 neurones de sortie, chacun correspondant à une hypothèse d’étiquetage du jet. La
réponse de chaque neurone est associée à une probabilité, utilisée ensuite pour construire






Malgré cette première combinaison, la figure 5.10 montre qu’il reste encore de
nombreuses corrélations entre les différents algorithmes, différentes dans les b-jets ou
les jets légers. On se propose donc de pousser plus loin la combinaison des algorithmes
d’étiqutage. La suite de ce chapitre expose le développement des étiqueteurs MV1, MV1c,
MV2 et MV3.
SV1 weight

























ATLAS Simulation Work In Progress
(a) IP3D vs SV1 (b-jets)
IP3D+JetFitter weight

























ATLAS Simulation Work In Progress
(b) IP3D vs IP3D+JetFitter (b-
jets)
SV1 weight



























ATLAS Simulation Work In Progress
(c) IP3D+JetFitter vs SV1 (b-
jets)
SV1 weight

























ATLAS Simulation Work In Progress
(d) IP3D vs SV1 (jets légers)
IP3D+JetFitter weight

























ATLAS Simulation Work In Progress
(e) IP3D vs IP3D+JetFitter (jets
légers)
SV1 weight



























ATLAS Simulation Work In Progress
(f) IP3D+JetFitter vs SV1 (jets
légers)
Figure 5.10: Distributions des corrélations entre les poids IP3D, SV1 and IP3D+JetFitter,













Comme montré dans la section précédente il existe des corrélations inexploitées entre
SV1, IP3D and JetFitterCOMBNN. Pour combiner ces trois informations, on utilise l’outil
d’analyse multivarié TMVA [15], distribué avec ROOT. TMVA implémente une classe
de réseau de neurones consistant en des couches successives de neurones interconnectés,
connue sous le nom de perceptron multi-couches. C’est cette implémentation qui a été
utilisée pour obtenir MV1, un nouveau discriminant de b-tagging.
4.1 Configuration et entraînement
Cet ANN est entraîné avec une population de 930000 b-jets en tant que “signal”
et 4200000 jets légers en tant que “fond”. On demande à ce que ces jets soient dans
l’acceptance de l’étiquetage de saveur (|η| < 2.5) et vérifient pT > 20 GeV. Ces deux
populations d’entraînement ont été sélectionnées dans un échantillon simulé de paires top-
antitop produites dans des collisions pp à 7 TeV dans les conditions de pile-up de 2011. Cet
échantillon a été produit en utilisant MC@NLO combiné à Jimmy. Dans cet échantillon, les jets
ont une impulsion transverse moyenne de < pT >' 60 GeV. La population d’entraînement
contient aussi des événements dijet, produit avec Pythia, servant à enrichir l’échantillon
d’entraînement en jets de haut pT . Les jets sélectionnés dans les échantillons dijet ont un
pT compris entre 100 et 400 GeV.
On définit 40 catégories de jets dans le plan pT − η pour chaque saveur. Durant
l’entraînement, chaque jet est pondéré par la fraction de jets appartenant à la même
catégorie. Les poids ainsi obtenus sont montrés figure 5.11.
Enfin, cet ANN prend 4 variables en entrée, le poids IP3D, le poids SV1, le poids
JetFitterCOMBNN et l’identifiant de la catégorie pT − η. Il renvoie une variable unique,
qui optimise la discrimination entre b-jets et jets légers. Après optimisation de la topologie
du réseau, il s’avère que deux couches de neurones cachées avec respectivement 3 et 2
neurones formels est le choix optimal pour la discrimination des b-jets et jets légers. La





























































































































































































































(b) Poids utilisés pour les jets légers.










(a) Topologie du réseau de neurones pour MV1.
MV1 weight









(b) Poids discriminant MV1, pour les b-jets, c-jets et
jets légers.
Figure 5.12: Réseau de neurones utilisé pour obtenir le discriminant MV1 (gauche) et la
distribution du discriminant MV1 (droite).
4.2 Performance
La réponse du neurone final, marqué MV1 sur la figure 5.12(a) est le poids MV1.
L’évaluation de cette réponse dans un échantillon de tt à 8 TeV est montrée figure 5.12(b).
Comme attendu, les b-jets sont majoritairement à grande valeurs de MV1, alors que les
jets légers sont principalement à très faible poids MV1.
Cette distribution présente deux pics, à MV1 ' 0.53 et à MV1 ' 0.26. Ces pics
correspondent aux jets où aucun vertex secondaire n’a été reconstruit et où le poids SV1
prend une valeur par défaut.
Les taux de rejet des jets légers et des c-jets sont évalués pour MV1 pour des efficacités
d’étiquetage de b-jets allant de 50 à 100% dans un échantillon simulé de tt à 8 TeV. Les
figures 5.13 montrent que les taux de rejet sont améliorés de 40 à 60% pour les points
d’opération de 60 à 80% de MV1, comparés à JetFitterCOMBNN. Par exemple, pour une
analyse de physique utilisant MV1 à 70% à la place de JetFitterCOMBNN à 70%, le taux
de rejet des jets légers passe de 93.97 à 147.5, soit un taux de mauvaise identification 38%
plus faible.
















































(a) Taux de rejet des jets légers.
b-jet efficiency






























(b) Taux de rejet des c-jets.
Figure 5.13: Comparaison des taux de rejet des jets légers de MV1 et des algorithmes
d’étiquetage précédents, en fonction de l’efficacité d’identification des b-jets. Le ratio
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5 MV1c
MV1 atteint d’excellentes performances en terme de discrimination des b-jets et jets
légers en comparaison des générations précédentes d’étiqueteurs. Les analyses ont bénéficié
de l’amélioration du taux de rejet des jets légers, mais en supprimant autant de jets légers,
le principal fond non léger dans les b-jets devient les c-jets, dont le taux de rejet n’a pas
été amélioré. On peut identifier 2 raisons pour cela :
• toutes les variables utilisées pour construire MV1 sont des étiqueteurs optimisés pour
discriminer les b-jets des jets légers.
• MV1 est entraîné avec les b-jets comme signal et les légers comme fond.
J’ai donc développé MV1c, une tentative de combler ces lacunes de MV1 en fournissant à
l’ANN des informations relatives aux c-jets pendant sa phase d’entraînement.
5.1 Configuration et entraînement
Durant le développement de MV1c, la seule information spécifique aux c-jets était la
réponse du neurone dédié au c de JetFitterCOMBNN. Plutôt que de fournir directement
le poids JetFitterCOMBNN comme pour MV1, on utilise les probabilités des 3 hypothèses
déterminées par JetFitterCOMBNN.
La couche d’entrée du réseau a été modifiée pour intégrer pJFCu , pJFCc et pJFCb . Après
réoptimisation de la topologie du réseau, on constate que la configuration des couches
cachées, ainsi que de la profondeur du réseau de MV1, sont aussi optimales pour MV1c.
La topologie de l’ANN MV1c est montrée figure 5.15(a). MV1c utilise le même schéma
de pondération que MV1, voir figure 5.14. Les c-jets fournis durant l’entraînement sont



































































































































































































































(b) Poids utilisés pour les c-jets et jets légers.
Figure 5.14: Les 40 catégories de poids utilisées pour l’entraînement de MV1c.
La population d’entraînement a aussi été modifiée pour intégrer des c-jets au fond. Au
final, l’ANN MV1c est entraînée avec 1M b-jets, 2.4M jets légers et 250k c-jets. Ces jets












sélectionnés dans un mélange de tt et d’échantillon dijet simulés similaires à MV1, mais
produits dans des collisions pp à 8 TeV et dans les conditions de pile-up de 2012.
(a) Topologie du réseau de neurone pour MV1c.
MV1c weight











(b) Poids discriminant MV1c, pour les b-jets, c-jets et
jets légers.
Figure 5.15: Réseau de neurones utilisé pour obtenir le discriminant MV1c (gauche) et
la distribution du discriminant MV1c (droite).
5.2 Performance
La réponse du neurone final, marqué MV1c sur la figure 5.15, est évaluée dans une
simulation tt et est montrée figure 5.15. La conception de MV1c résulte en un compromis
entre rejet des jets légers et c-jets. La figure 5.16 montre que pour une efficacité donnée,
MV1c rejette plus de c-jets que MV1, tout en acceptant plus de jets légers. Par exemple,
pour une efficacité d’étiquetage des jets b de 60%, MV1c rejette 20% de jets légers en
moins, mais en contrepartie rejette 20% de c-jet en plus.
MV1c est l’algorithme utilisé par ATLAS pour la recherche du boson de Higgs dans le
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b-jet efficiency






























(a) Taux de rejet des jets légers.
b-jet efficiency


























(b) Taux de rejet des c-jets.














Au vu des améliorations apportées par les ANN, j’ai développé un discriminant basé
sur des forêts de BDT, regroupés sous la dénomination MV3. Le but de ces BDT est
de combiner les variables de bas niveau fournies par les algorithmes de reconstruction
et les LLR. Les BDT ont été préférés pour cette combinaison car les ANN implémentés
par TMVA ont des difficultés de convergence lorsqu’on utilise un trop grand nombre de
variables.
La moitié des variables utilisées sont des likelihoods. Il serait préférable de ne pas les
utiliser car elles constituent une étape supplémentaire dans la préparation des algorithmes
de flavour-tagging. Cependant, l’expérience a montré que même en utilisant un très
grand nombre d’arbres, les BDTs ne parviennent pas à récupérer l’information que ces
likelihoods peuvent fournir. De plus, dans le cas des étiqueteurs IP, les likelihoods offrent un
moyen extrêmement puissant de construire une variable définie au niveau du jet à partir
d’informations définies au niveau des traces. Enfin, il y a le cas de JetFitterCOMBNN.
Alors qu’on pourrait imaginer le BDT capable de reconstruire la combinaison d’IP3D
avec JetFitter, de nombreux tests ont montré une dégradation des performances lorsque
JetFitterCOMBNN n’est pas inclus.
6.1 Configuration et entraînement
Pour l’entraînement de ces BDT, 26 variables relatives aux étiqueteurs IP, SV et
JetFitter ont été sélectionnées. La table 5.3 résume les variables choisies.
Les premières versions de MV3 ont été entraînées avec 500000 jets b, 500000 jets
légers et aucun jets c. La figure 5.17 montre les taux de rejets des jets légers en fonction
du pT des jets pour deux versions de développement de MV3. Dans le premier cas, un
entraînement effectué sur un échantillon tt et dans le second dans un échantillon de jets
modifié pour obtenir une distribution plate du pT des jets légers. On voit sur la figure 5.17
que les performances de ces forêts de BDT dépendent énormément du pT de l’échantilllon
d’entraînement, bien que le le pT ne soit pas explicitement fourni aux BDT. Cette différence
fondamentale entre les réseaux de neurones et les arbres de décisions nécessite d’adapter
la stratégie de combinaison des variables d’étiquetage.
Pour minimiser l’impact de cette sensibilité à la distribution en pT de l’échantillon
d’entraînement, on choisit d’entraîner 10 forêts de BDT dans 10 intervalles de pT différents.
Chaque forêt sera alors spécialisée pour un intervalle de pT spécifique.
6.1.1 Configuration des forêts
Chacune des 10 forêts spécialisés est entraînée dans un intervalles de pT sur un nombre
d’évènements variables. La table 5.4 montre les statistiques d’entraînement dans chaque
intervalle de pT .
Après optimisation de l’entraînement de MV3, le meilleur compromis entre la
complexité de l’évaluation et les performances d’étiquetage, est une forêt de BDT par
intervalle de pT avec la configuration suivante :
• Pour chaque arbre de décision :
– la profondeur maximale de l’arbre est limitée à 3 ;
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Type d’étiqueteur Variable Description
Paramètres d’impact IP2D pu Probabilité IP2D pour l’hypothèse jet léger
IP2D pc Probabilité IP2D pour l’hypothèse c-jet
IP2D pb Probabilité IP2D pour l’hypothèse b-jet
IP3D pu Probabilité IP3D pour l’hypothèse jet léger
IP3D pc Probabilité IP3D pour l’hypothèse c-jet
IP3D pb Probabilité IP3D pour l’hypothèse b-jet
Vertex secondaire : SV1 pb Probabilité SV1 pour l’hypothèse jet léger
SV1 pc Probabilité SV1 pour l’hypothèse c-jet
SV1 pu Probabilité SV1 pour l’hypothèse b-jet
SV m Masse invariante du SV
SV Efrac Fraction de l’énergie du SV par rapport au jet
SV ntrk Nombre de traces associées au SV
SV n2tv Nombre de vertex à deux traces trouvés dans le jet
Lxyz/σ(Lxyz) Significance de la position par rapport au vertex
primaire




Énergie des particules chargées attachées à la chaîne de
désintégration divisée par l’énergie de toutes les traces
associées au jet
Nv Nombre de vertex avec au moins deux traces
N2tv Nombre de vertex à deux traces sur la trajectoire du
b-hadron
N1tv Nombre de vertex à une trace sur la trajectoire du b-
hadron
Ntrk Nombre de total de traces associées aux vertex à une
ou deux traces
∆φ ∆φ entre la trajectoire du b-hadron et l’axe du jet
∆η ∆η entre la trajectoire du b-hadron et l’axe du jet














Réponse du neurone associé à l’hypothèse d’un b-jet
léger de JetFitterCOMBNN
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Figure 5.17: Taux de rejets des jets légers en fonction de pT pour une efficacité
d’étiquetage des jets b de 70%. À gauche, MV3 a été entrainé sur un échantillon de tt. À
droite, MV3 a été entrainé sur un échantillon modifié pour avoir un spectre plat en pT
pour les jets légers.
Intervalle de pT [GeV] Nombre de jets légers Nombre de jets b
20 < pT < 30 300000 600000
30 < pT < 40 200000 200000
40 < pT < 50 500000 500000
50 < pT < 60 500000 500000
60 < pT < 75 200000 200000
75 < pT < 90 100000 200000
90 < pT < 110 300000 600000
110 < pT < 140 300000 300000
140 < pT < 200 200000 300000
200 < pT < 500 100000 150000
Table 5.4: Intervalles de pT et nombres d’évènements utilisés pour l’entraînement de
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−→ l’index de Gini [14] est utilisé comme critère de séparation. Cet index est
défini comme :
G = 2sb(s+ b)2 (5.11)
où s désigne le nombre d’évènements de type signal et b le nombre
d’évènements de type bruit de fond.
−→ la coupure optimale est déterminée par dichotomie en un maximum de 150
itérations ;
• Pour la forêt :
– 4000 arbres ;
– boosting par AdaBoost [16] ;
On obtient ainsi 10 variables discriminantes pour l’étiquetage, chacune optimisée dans
un intervalle de pT bien défini. Ces 10 discriminants étant obtenus indépendamment, la
correspondance entre la valeur de coupure et les efficacité d’étiquetage est différente pour
chaque discriminant. Autrement dit, les efficacités en fonction de pT (et donc les taux de
rejets) ne sont pas imposées par les algorithmes d’étiquetage.
Dans la suite, afin de pouvoir comparer les performances de MV1 et MV3, on imposera
à MV3 la même efficacité en fonction de pT que MV1.
6.2 Performance
Cette section présente les performances obtenues avec MV3, et les compare à celles
de MV1 et MV1c. La figure 5.18 présente le taux de rejet des jets légers en fonction de
l’efficacité d’identification des b-jets.
Malgré les améliorations apportées par MV3, l’entraînement de 10 BDT et le choix d’un
profil d’efficacité arbitraire sont des obstacles pratiques à l’utilisation de cet algorithme












































































Figure 5.18: Comparaison des taux de rejet des jets légers de MV3 avec MV1, MV1c, en
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7 MV2
MV2 utilise les mêmes variables d’entraînement que MV3, résumées table 5.3. La
première version de MV2 est entraînée avec 1M de b-jets, 1M de jets légers et aucun
c-jets. Les jets utilisés pour cet entraînement utilisent seulement de la simulation de paires
top-antitop, identique à celle utilisée pour MV1c. Ces jets vérifient aussi pT > 20 GeV et
sont dans l’acceptance de l’étiquetage de saveur.
Après optimisation de MV2, le meilleur compromis entre la complexité de l’évaluation
et les performances d’étiquetage est une forêt de BDT avec la configuration suivante :
• Pour chaque arbre de décision :
– la profondeur maximale de l’arbre est limitée à 3 ;
– pour chaque noeud :
−→ l’index de Gini est utilisé comme critère de séparation ;
−→ la coupure optimale est déterminée par dichotomie en un maximum de 150
itérations ;
• Pour la forêt :
– 1000 arbres ;
– boosting par AdaBoost [16] ;
Pour éliminer la dépendance du résultat sur la distribution du pT de l’échantillon
d’entraînement, les évènements sont pondérés durant l’entraînement par l’inverse de la
fonction de densité cumulée (CDF, pour Cumulated Density Function) 2D dans le plan
pT -η. Les deux CDF sont présentées figure 5.19. Les performances en fonction de pT sont


















































































































































































(b) CDF pour les jets légers.
Figure 5.19: CDF de l’échantillon d’entraînement de MV2. L’inverse est utilisé pour
























Figure 5.20: Poids discriminant MV2, pour les b-jets, c-jets et jets légers.
7.0.1 Contenu en saveur
Comme pour MV1c, la population d’entraînement de MV2 a été modifiée pour intégrer
des c-jets dans le fond. Les résultats sont deux nouvelles version de MV2, MV2c10 et
MV2c20, entraînées avec :
• MV2c10 : 1M b-jets, 1M jets légers, 100k c-jets
• MV2c20 : 1M b-jets, 1M jets légers, 200k c-jets
Les figures 5.20 et 5.21 montrent les trois discriminants obtenus pour la série
d’étiqueteurs MV2.
MV2c10 weight























Figure 5.21: Poids discriminant MV2c10 (gauche) et MV2c20 (droite), pour les b-jets,
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7.1 Performance
Cette section présente les performances obtenues avec MV2c00, MV2c10 et MV2c20,
et les compare à celles de MV1 et MV1c. Les figures 5.22(a) et 5.22(b) présentent les taux
de rejet des jets légers et des c-jets en fonction de l’efficacité d’identification des b-jets.
b-jet efficiency
































(a) Taux de rejet des jets légers.
b-jet efficiency






























(b) Taux de rejet des c-jets.
Figure 5.22: Comparaison des taux de rejet de MV2, MV2c10 et MV2c20 avec MV1,
MV1c, en fonction de l’efficacité d’identification des b-jets.
Dans ces figures, MV2 correspond à l’approche standard de l’étiquetage de saveur,
cherchant à maximiser la discrimination entre b-jets et jets légers. En fonction de l’efficacité
d’identification des b-jets choisie, le taux de rejet des jets est augmenté d’au moins 20% par
rapport à MV1. Cela représente une amélioration équivalente à celle que MV1 a apporté
par rapport à JetFitterCOMBNN. Sur le plan du rejet des c-jets, MV2 reste au niveau de
MV1.
Les variations de MV2c10 et MV2c20 se comportent de la même façon que MV1c pour
MV1. Au plus la fraction de c-jets dans la population d’entraînement est importante,
au plus le taux de rejet des jets légers de l’étiqueteur résultant est faible, avec en
contrepartie un taux de rejet des c-jets plus importante. Par exemple pour 60%
d’efficacité d’identification des b-jets, MV2c10 et MV2c20 perdent respectivement 20 et
40% de taux de rejet des jets légers, mais gagnent 60 et 80% de taux de rejet des c-jets.
Les étiqueteurs MV2 apportent la plus grande amélioration à très grande efficacité.
Les 3 versions de MV2, représentent en effet un gain de 80% de taux de rejet des légers et
10% de taux de rejet des c-jets pour une efficacité d’identification des b-jets de 90%.











8 Performances en fonction de pT
Dans cette section, les performances d’étiquetage sont montrées en fonction du pT du
jet. Dans chaque intervalle de pT , l’efficacité d’identification des b-jets est fixée à 70%.
Toutes les figures de cette section font donc l’hypothèse d’une efficacité plate de 70% en
fonction de pT . Cette façon de présenter les performances ne correspond pas à ce qui est
fait dans les analyses, qui fixent une seule coupure sur le discriminant sans tenir compte du
pT du jet. Cette manière de faire est cependant très importante car elle est indépendante
du spectre en pT de l’échantillon dans lequel on mesure les performances et offre un moyen
de comparer les algorithmes dans des conditions identiques.
Les courbes de performance présentées 5.23(a) et 5.24(a) ont la même allure, les
performances s’améliorent jusqu’à un maximum à 150 GeV puis se dégradent. À bas pT la
reconstruction des traces est dégradée à cause de la diffusion multiple et des interactions
secondaires, voir section 2.1 du chapitre 4. À grand pT , le nombre de traces dues à la
fragmentation augmente, et une fraction plus importante des b-hadrons volent au delà
de la première couche de pixel. Enfin, à très grand pT , les traces sont collimées et la
reconnaissance des agglomérats de coups dans les pixels est dégradée au centre des jets.
La figure 5.23 montre les taux de rejet des c-jets et jets légers. On peut voir que par
rapport à JetFitterCOMBNN, MV1 améliore les performances de 20 à 40% selon le pT du





















































































(b) Taux de rejet des c-jets.
Figure 5.23: Comparaison des taux de rejet de MV1 et des algorithmes d’étiquetage
précédents, en fonction de pT , pour une efficacité constante d’étiquetage des jets b de 70%.
La figure 5.24 montre les taux de rejet des c-jets et jets légers de MV1c et MV2, et la
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Pour MV1c et MV2 on retrouve le compromis entre rejet des jets légers et c-jets présenté




















































































(b) Taux de rejet des c-jets.
Figure 5.24: Comparaison des taux de rejet de MV1c et MV2 avec MV1, en fonction de
pT , pour une efficacité constante de 70%.











9 Performances en fonction de pT pour une efficacité moyennée
Comme souligné dans la section précédente,
l’étiquetage de saveur standard consiste à
utiliser une seule coupure sur le poids
d’étiquetage, sans considération pour le pT .
Déterminée pour avoir une efficacité de 70%
dans un échantillon de tt, cette coupure
sculpte l’efficacité d’étiquetage en fonction de
pT comme le montre la figure 5.25. On y
voit que l’utilisation de cette coupure unique
fait varier l’efficacité entre 50 et 75% alors
que l’efficacité nominale est de 70%. Les
efficacités d’étiquetage pour les étiqueteurs
MV2c ne sont pas montrées ici car identiques
à celles de MV1 à 1% près. Les taux de rejet
associés sont présentés dans les figures 5.26 et
5.27. On y voit que le principal effet de cette
manière de couper est d’avoir un taux de rejet
des jets légers élevés à bas pT au prix d’une

















































Figure 5.25: Efficacités d’étiquetage des
jets b en fonction de pT de différents
algorithmes résultant de la coupure sur
le discriminant permettant d’obtenir une
















































































Figure 5.26: Comparaison des taux de rejet de MV1 et des algorithmes d’étiquetage













































































Figure 5.27: Comparaison des taux de rejet de MV1c et MV2c, en fonction de pT , pour
une efficacité moyenne de 70%.











10 Performances en fonction de |η|
Dans cette section, les performances d’étiquetage des jets b sont montrées en fonction
de |η|. Dans chaque intervalle de |η|, l’efficacité d’identification des b-jets est fixée à 70%. La
figure 5.28 montre les taux de rejet des jets légers et des c-jets pour MV1 et les étiqueteurs
précédents. L’allure générale reste identique pour MV1c et MV2, ils ne seront donc pas
montrés ici.
On voit sur cette figure 5.28 qu’au delà de |η| ' 1 les performances d’étiquetage se
dégradent, principalement parce qu’à grand |η|, la reconstruction des traces est dégradée
à cause de la diffusion multiple et des interactions secondaires.
|η|








































































Figure 5.28: Comparaison des taux de rejet de MV1 et des algorithmes d’étiquetage
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11 Performances en fonction de nPV pour une efficacité moyennée
PVn








































Figure 5.29: Efficacités d’étiquetage des
jets b en fonction de nPV , de différents
algorithmes résultant de la coupure sur
le discriminant permettant d’obtenir une
efficacité moyenne de 70%.
Les performances d’étiquetage
dépendent aussi du pileup de l’événement.
Lors du croisement de deux paquets
de protons dans le détecteur, plusieurs
interactions ont lieu, le long de l’axe du
faisceau, résultant en la reconstruction
de plusieurs vertex primaires. Une fois
un jet calorimétrique reconstruit il est
donc nécessaire de l’associer au bon vertex
primaire.
Si on choisit le mauvais vertex,
les traces associées ne passeront pas
les coupure de qualité des algorithmes
d’étiquetage. Si ce vertex primaire est
suffisamment proche du vertex qui nous
intéresse, les traces associées avec ce
vertex peuvent être interprétées comme le
vertex secondaire issu d’un b-jet, faisant
alors diminuer l’efficacité d’étiquetage des
b. Ce vertex primaire peut aussi être
fusionné au vertex d’intérêt si ceux-ci sont
suffisamment proche pour ne pas être
résolus par le détecteur interne. Ces vertex
fusionnés sont associés à un grand nombre
de traces, ce qui dilue les performances
d’étiquetage. L’augmentation du nombre
de vertex primaires dégrade aussi la
résolution en z, qui impacte directement les
performances des algorithmes d’étiquetage
utilisant cette information, comme par
exemple IP3D.
Les figure 5.29 et 5.30 illustrent les performances d’étiquetage en fonction de nPV ,
le nombre de vertex primaires reconstruits. Ces performances sont évaluées dans un
échantillon simulé par Powheg+Pythia de paires tt avec < µ >' 22. On voit que l’efficacité
d’étiquetage des b-jets se dégrade légèrement avec nPV . Les taux de rejet sont quant à
eux aussi relativement stables.
12 Performances d’étiquetage dans les données
Afin de compenser d’éventuelles imperfections de la simulation, il est nécessaire de
mesurer les efficacités dans les données. Pour mesurer les efficacités d’identification des
différentes saveurs de jets on utilise plusieurs techniques, qui exploitent plusieurs types
d’événements.
L’étalonnage des taux de mauvaise identification des jets légers et des c-jets est effectué
dans des événements contenant au moins un jet. Ces événements sont enregistrés avec un
OU logique de trigger single-jet.























































































Figure 5.30: Comparaison des taux de rejet en fonction de nPV , de différents algorithmes
résultant de la coupure sur le discriminant permettant d’obtenir une efficacité moyenne de
70%.
L’efficacité d’identification des b-jets est mesurée à la fois dans des événements
contenant des muons, enregistrés avec un trigger muon-jet, et dans des échantillons
enrichis en paires de quarks top, enregistrés avec des triggers single-lepton de haut pT .
Les résultats sont présentés sous forme de facteur d’échelle (SF, pour scale-factor) des






Où fMC est l’efficacité mesurée dans une simulation Monte Carlo du détecteur, et 
f
data
est l’efficacité mesurée dans les données pour la saveur f .
12.1 Étalonnage de b
12.1.1 Méthodes basées sur les muons
Dans 20% des cas, la désintégration d’un quark b donnera un muon dans l’état final. Les
méthodes prelT et system8 [17] utilisent les propriétés de ces muons pour mesurer l’efficacité
d’identification des b-jets.
prelT
Cette technique est basée sur le pT du muon par rapport à l’axe du jet. Il exploite le
fait que le spectre en pT des muons issus de la désintégration des quarks b est beaucoup
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On dérive deux gabarits de ce spectre dans la simulation. Un gabarit pour les jets b, et
un gabarit pour les jets c et légers combinés. Les jets c et jets légers sont combinés car leur
gabarit est très similaire. Implicitement, cela signifie que l’on fait confiance à la simulation
pour la fraction relative de c et de légers.
Ces deux gabarits sont ensuite ajustés simultanément dans les données, avant et après
application de la coupure d’étiquetage. Ces ajustements permettent de remonter à la
fraction de b-jets contenus dans l’échantillon de données avant et après étiquetage des







où fb, la fraction de b-jets et N le nombre total d’événement. L’indice “tag” correspond
aux cas où le jet est étiqueté.
Cette efficacité mesurée dans les données reçoit un facteur correctif supplémentaire
permettant de tenir compte de différences entre les données et la simulation concernant
la direction de vol du B-hadron et des contaminations en b-jet du gabarit utilisé pour les
jets légers.
system8
system8 définit 3 critères de sélection décorrélés :
• Un critère relatif aux vertex déplacés, par exemple, une coupure sur le discriminant
MV1 ;
• Un critère relatif aux muons, une coupure sur prelT ;
• Un critère relatif à la présence d’autres jet contenant un vertex secondaire avec
L/σ(L) > 1 dans l’évènement.
À partir de ces trois critères, on peut construire un système de 8 équations complètement
contraint. Ce système peut-être résolu pour 8 inconnues :
• les efficacités pour les jets de b et non-b de passer chacun des 3 critères de sélection
• le nombre de b et de non-b présents dans l’échantillon de données
Ce système de 8 équations est donné ci-dessous :
n = nb + ncl (5.14)
p = pb + pcl (5.15)
nLT = LTb nb + LTcl ncl (5.16)
pLT = α6LTb pb + α4LTcl pcl (5.17)
nMT = MTb nb + MTcl ncl (5.18)
pMT = α5MTb pb + α3MTcl pcl (5.19)
nLT,MT = α1LTb MTb nb + α2LTcl MTcl ncl (5.20)
pLT,MT = α7α6α5LTb MTb pb + α8α4α3LTcl MTcl pcl (5.21)
où les indices LT et MT désigne respectivement les critères sur le discriminant et sur les
muons, n et p désignent les populations avec et sans un second jet contenant un SV. Les
coefficients αi sont des facteurs correctifs relatifs aux corrélations entre catégories.



































































Figure 5.31: Facteurs d’échelle données/simulation pour l’efficacité d’étiquetage, obtenus
avec les techniques basées sur les muons, prelT et system8, en analysant 5 fb−1 de données
à
√
s =8 TeV [17].
Résultat
Les résultats de prelT et system8 sont montrés figure 5.31. Dans les deux cas les facteurs
d’échelle sont proches de l’unité.
12.1.2 Méthodes basées sur les paires de top
Au cours du Run1, le LHC a produit un très grand nombre de paires de quark
top-antitop, plus de 800000 paires à 7 TeV et plus de 60 millions à 8 TeV. On dispose
donc d’un très grand nombre de quark top, et donc de quarks b. Les techniques présentées
dans cette section reposent sur un échantillon très pur de tt. Ces techniques utilisent les
désintégrations semileptoniques et dileptoniques des paires top-antitop avec différentes
techniques de comptage , d’ajustement cinématique [18], etc. . .On décrira ici une des
techniques les plus récentes, une méthode basée sur la maximisation de la fonction de
vraisemblance, qui exploite seulement les événements dileptons [19]. Cette technique
présente l’avantage d’avoir des erreurs systématiques faibles.
Dans le canal de désintégration dileptonique du tt, on attend deux leptons de signes
opposés et deux b-jets. On peut aussi observer un troisième jet venant de radiations de
l’état initial ou final. L’analyse étudie indépendamment les cas à 2 et 3 jets, et les cas où
les leptons chargés sont de différentes saveurs ou de même saveurs. Cette section ne couvre
que le cas à 2 jets.
En traitant individuellement les jets des événements sélectionnés, la fraction de jet
étiquetés b est donnée par :
ftagged = fbb + (1− fb)j (5.22)
où fb est la fraction de vrais b-jets dans l’échantillon, b l’efficacité d’étiquetage des b et j
l’efficacité d’étiquetage des non-b. Cette technique à l’avantage de permettre de mesurer
facilement l’efficacité en fonction de variables définies au niveau du jet, par exemple pT , η.
Elle ne tient cependant pas compte des corrélations possibles au niveau des événements.
Dans un événement à deux jets, on peut donner la fraction d’événement 2 ou 1 seul jet
étiqueté b par ;
f2 tags = fbb2b + fbfjjb + (1− fbb − fbj) 2j
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où :
• fbb, fbj et fjj , les fractions d’événements pour les trois combinaisons de saveurs.
Ce système d’équations exploite les corrélations au niveau de l’événement et est
utilisable pour mesurer l’efficacité d’étiquetage des jets b en mesurant f2 tags et f1 tag dans
les données, et fbb, fbj et j dans la simulation Monte Carlo. En utilisant ce système de
deux équations pour contraindre b, le système est surcontraint. On pourrait par exemple
mesurer la fraction fbb/fbj dans les données à partir de ce système. Malheureusement cela
augmenterait l’incertitude statistique sur la mesure de b.
La mesure des efficacités en fonction de pT et η devient beaucoup plus complexe dans
ce cas. En supposant que l’on traite N intervalles cinématiques, il faut résoudre un système
non-linéaire de 2N2 équations. Bien que réalisable techniquement, il est préférable d’utiliser
une technique basée sur la maximisation de la fonction de vraisemblance, plus flexible et
performante.
Dans le cas à deux jets, la fonction de vraisemblance est définie par :
L(pT,1, pT,2, w1, w2) = [fbbPbb(pT,1, pT,2)Pb(w1|pT,1)Pb(w2|pT,2) (5.23)
+ fbjPbj(pT,1, pT,2)Pb(w1|pT,1)Pj(w2|pT,2) (5.24)
+ fjjPjj(pT,1, pT,2)Pj(w1|pT,1)Pj(w2|pT,2) (5.25)
+ 1↔ 2] /2 (5.26)
avec :
• Pf (w|pT ), la fonction de densité de probabilité (PDF) du discriminant d’étiquetage
w pour une saveur f et un pT donné ;
• Pf1f2(pT,1, pT,2), la fonction de densité de probabilité à deux dimensions pour la
combinaison de saveur f1f2.
Ces PDF sont implémentées sous forme d’histogrammes découpés en intervalles de pT .
Elles sont déterminées dans la simulation, à l’exception des PDF pour le discriminant des
b-jets, qui contiennent les informations que l’on cherche à extraire des données. La figure
5.32 montre les résultats de cette technique d’étalonnage de l’efficacité d’étiquetage pour
MV1. Les facteurs d’échelle sur l’efficacité sont proches de 1, la simulation reproduit donc
correctement ce qui est observé dans les données. On voit aussi sur cette figure que les
facteurs d’échelle dépendent peu du pT du jet, mais s’éloignent de l’unité pour les jets à
|η| > 1.5.
12.2 Étalonnage de l
12.2.1 Méthode basée sur les faux-positifs
Les jets légers étiquetés en tant que b-jets le sont principalement à cause de la résolution
finie de la trajectographie. Des traces provenant du vertex primaire sembleront venir de
l’avant ou de l’arrière du vertex primaire à cause des effets de résolution. Il est donc
possible de reconstruire un vertex secondaire situé derrière le vertex primaire à cause des
effets de résolution. Ces effets sont symétriques. Les parties négatives des poids SV0 et IP
sont donc de bonnes estimations des taux de faux-positifs [20].
Pour l’étiqueteur SV0, qui repose seulement sur la significance du temps de vol du
vertex secondaire, on utilise un étiquetage négatif. Au lieu de considérer un jet étiqueté
avec W > wcut on considére qu’un jet est étiqueté négativement si −W > wcut. De cette
manière on peut obtenir la contribution des effets de résolution à la partie positive de la
distribution et donc estimer les faux positifs, étiquetés avec W > wcut.
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Figure 5.32: Facteurs d’échelle données/simulation pour l’efficacité d’étiquetage des jets
b, obtenus dans du tt par maximisation de la fonction de vraisemblance. En fonction de
pT (gauche) et en fonction de pT et η (droite).
Dans le cas des étiqueteurs plus complexes comme ceux basés sur un LLR ou des
techniques MVA, on inverse le signe de la significance des traces et on évalue le LLR ou le
MVA avec ces variables modifiées, on obtient alors un poids Wneg. On obtient le taux de
faux positifs en coupant Wneg > w.
Cette technique repose sur la symétrie de l’effet de résolution, cependant d’autres effets
que la résolution du trajectographe peuvent inverser le signe de la significance d’une trace
ou d’un vertex secondaire :
• la résolution sur la direction des jets est finie et peut aussi provoquer une inversion
du signe pour la significance de la position des vertex et des traces, cet effet est
corrigé par un facteur multiplicatif khf ;
• les particules à longue durée de vie (non-b, non-c) tels que les K0s ,Λ0 ou les
interactions avec la matière du détecteur (conversion de photon, interaction
hadronique) peuvent donner des vertex déplacés et contribuer à une asymétrie dans
les paramètres d’impact ou longueurs de vol pour les jets légers. On corrige cet effet
avec le facteur multiplicatif kll.
Ces deux facteurs sont estimés dans la simulation, khf est plus petit que 1 mais reste
très proche de 1. kll par contre peut varier de 1 à 13 pour MV1.
Une fois les facteurs correctifs connus, le taux d’erreurs d’étiquetage sur les jets légers
dans les données vaut :
l = neginc khfkll (5.27)
La figure 5.33 montre les facteurs d’échelle obtenus par cette méthode des faux positifs.
On peut y voir que les facteurs d’échelle sont systématiquement supérieurs à 1 mais restent
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Figure 5.33: Facteurs d’échelle données/simulation pour le taux de mauvaise identification
des jets légers, obtenus par méthodes des faux-positifs, pour |η| < 1.2 et 1.2 < |η| < 2.5.
12.3 Étalonnage de c
12.3.1 Méthode basée sur les D∗
La méthode présentée ici [21] utilise les désintégrations D∗ pour évaluer le taux de
faux-positifs dans les c-jets :
D∗+ → D0(→ K−pi+)pi+ (5.28)
On commence par ajuster la différence de masse entre les candidats D∗ et D0 afin de
soustraire le fond combinatoire de l’échantillon sélectionné. Une fois le fond soustrait, on
obtient un échantillon pur de D0.
On se sert du pseudo-temps-propre du D0 :




comme variable discriminante pour déterminer la fraction de D0 venant de la
désintégration d’un quark b ou d’un quark c. La figure 5.34 montre le paramètre
d’impact des D0.
On peut alors définir l’efficacité d’étiquetage des D∗ avec, par exemple, MV1 :
D∗ = fbb + (1− fb)c (5.30)
Dans cette équation, fb vient de l’ajustement du pseudo-temps propre et b est l’efficacité
d’étiquetage des jets b mesurée par les méthodes prelT et system8.
L’efficacité ainsi mesurée est ensuite extrapolée pour obtenir l’efficacité inclusive
d’étiquetage de c-jets, dont le facteur d’échelle est présenté figure 5.34.
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Figure 5.34: Distribution du pseudo-temps propre des D0 sélectionnés (gauche). Facteurs
d’échelle données/simulation pour le taux de mauvaise identification des c-jets, obtenus
par extrapolation du facteur obtenu dans un échantillon de D∗ (droite).
13 Étiquetage continu
Jusqu’ici on a classifié les jets en fonction du point d’opération d’un algorithme donné,
par exemple, un jet est étiqueté b à 70% si son poids MV1 est supérieur à wcut = 0.7892.
En 2013, le groupe d’analyse recherchant le Higgs dans le canal V H(→ bb) a étudié la
possibilité de définir les b-jets par une coupure supérieure et une coupure inférieure sur
le discriminant d’étiquetage. On peut donc par exemple définir des jets entre 70 et 80%
d’efficacité, c’est ce qu’on appelle l’étiquetage continu [22].
Ce nouveau paradigme d’identification a de nombreux intérêts :
• dans une analyse multivariée, il est possible d’appliquer un facteur d’échelle à chaque
jet en fonction de la valeur du discriminant utilisé. Cela permet d’utiliser l’intégralité
de la distribution du discriminant et permet à l’analyse multivariée de fixer elle-même
le point d’opération optimal, en fonction de la portion de l’espace des paramètres
qu’il optimise ;
• elle permet d’utiliser des catégories exclusives d’étiquetage, c’est-à-dire classifier les
événements par la qualité de l’identification des b-jets. On peut par exemple exploiter
le fait que la contamination en c-jet est plus grande pour une efficacité d’étiquetage
des jets b comprise entre 60 et 70% que pour un étiquetage entre 90 et 100% pour
contraindre des bruits de fond dus aux saveurs lourdes ;
• les incertitudes systématiques sur les efficacités d’étiquetage sont réduites dans cette
approche.
Malgré les bénéfices apportés par cette catégorisation, il reste nécessaire de dériver des
facteurs d’échelle pour l’efficacité d’identification de ces jets. Au premier ordre on peut
se contenter d’approximer ce facteur d’échelle dans l’approche pseudo-continue, où l’on
dérive les facteurs d’échelle exclusifs à part des facteurs d’échelle inclusifs :
SF ′i =
MCi SFi − MCi SFi+1
MCi − MCi+1
(5.31)
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Pour dériver les facteurs d’échelle en continu, il est nécessaire d’utiliser une technique
permettant d’étalonner intégralement la forme de la distribution du discriminant. Par
exemple, la technique ttbar PDF, ou l’étalonnage basé sur les D∗ permettent de dériver
les facteurs d’échelle pour chaque intervalle de discriminant.
L’étalonnage continu révèle un problème connu mais généralement ignoré au vu des
incertitudes sur les étalonnages. Dans le MC de référence, on a une relation de fermeture













où l’indice i se réfère aux intervalles de discriminant. Dans le cas des étalonnages standards,
on a deux intervalles, un intervalle étiqueté b et un intervalle étiqueté léger. Mais si l’on












la relation de fermeture n’est généralement pas vérifiée. Ce n’est pas un problème dans le
cas à deux intervalles car les populations étiquetées et non-étiquetées sont anti-corrélées,
par contre dans le cas de l’étalonnage continu, on ne bénéficie pas de cette anticorrélation.
Le problème devient encore plus important lorsque les facteurs d’échelle sont mesurés en
fonction de pT et η, non seulement à cause des différences entre générateurs mais aussi à
cause des différences cinématiques intrinsèques entre les processus physiques.
La solution proposée à ce problème est la réévaluation des SF à l’aide de cartes
d’efficacités dérivées pour chaque saveur en fonction de pT , η et du poids d’étiquetage.
Par exemple, si le discriminant est le poids MV1 :
SF ′ (pT , η,MV1) = 1 + (SF (pT , η,MV1)− 1) old (pT , η,MV1)
new (pT , η,MV1)
(5.36)
où old se réfère à la simulation de référence et new à la simulation cible. On voudrait
par exemple utiliser les SF dérivés à partir d’un échantillon tt Powheg+Pythia sur un
échantillon tt MC@NLO+Jimmy.
La figure 5.35 montre une carte d’efficacité dans un échantillon de tt Powheg+Pythia
avec des jets étiquetés entre 70 et 80% d’efficacité d’étiquetage. Ces cartes d’efficacité,
en plus d’être bidimensionnelles, sont dérivées par intervalle de discriminant, participant
encore plus à la dilution de la statistique. Cette dilution est illustrée par les fluctuations
de la carte 5.35.
Pour diminuer l’influence des fluctuations les cartes sont lissées en utilisant un lissage
par moyenne d’histogrammes décalés (ASH, pour average shifted histogram). Le lissage
ASH est un lissage par noyau, on substitue à chaque intervalle une somme pondérée du
contenu de ses voisins. Pour le lissage présenté ici, on utilise un noyau quartique de taille





















































0.084 0.215 0.272 0.215 0.084
0.215 0.55 0.7 0.55 0.215
0.272 0.7 0.88 0.7 0.272
0.215 0.55 0.7 0.55 0.215
0.084 0.215 0.272 0.215 0.084
Figure 5.35: Carte d’efficacité brute dans l’intervalle de discriminant MV1 correspondant
à l’intervalle 70-80% d’efficacité d’efficacité d’étiquetage des jets b, dans le plan pT /η
(gauche). Noyau quartique utilisé pour le lissage ASH (droite).
5 × 5 présenté figure 5.35. Ce noyau est normalisé afin de conserver la normalisation des
histogrammes.
Le lissage ASH, en sommant le voisinage des intervalles génère des artefacts au bord
des cartes d’efficacité. Par exemple, à grand η et grand pT , là où la carte d’efficacité est
essentiellement vide, les intervalles vides vont recevoir des contributions de leurs proches
voisins, créant ainsi une information artificielle au bord des cartes. La figure 5.36 montre
sur la gauche une carte brute et à droite cette même carte après lissage. On y voit que des
intervalles vides sont remplis après lissage.
Pour enlever ces contributions artificielles, il suffit d’utiliser la relation de fermeture
des cartes d’efficacité. La somme de ces cartes doit être égale à 1, ce qui n’est pas le cas
au bord des cartes comme le montre la figure 5.37(gauche). On peut donc se servir de
cette contrainte pour déterminer une carte des artefacts du lissage. La figure 5.37 (droite)
montre un tel masque pour les b-jets dans du tt.
Parallèlement à cette approche par lissage, une approche par interpolation a été
développée. Ces deux approches souffrent d’une prescription pour le traitement des
intervalles vides pour lesquels il est difficile de trouver un critère permettant de décider
si l’estimation du contenu de l’intervalle est correcte. Les cartes d’efficacités sont donc










































































































Figure 5.37: Somme des cartes d’efficacité (gauche). Carte des artefacts dus au lissage
des bords (droite)











14 Conclusions et perspectives
Dans ce chapitre j’ai présenté le développement des algorithmes multivariés utilisés
dans ATLAS [23]. En particulier MV1c, utilisé pour la recherche du Higgs se désintégrant
en une paire de quarks b et les algorithmes de très haute performance MV3 et MV2, qui
ne sont pas encore utilisés dans ATLAS mais seront utilisés pour le Run2 du LHC.
Les différentes itérations des étiqueteurs MVN représentent des gains importants de
performance pour le flavour-tagging. Le taux de rejet des jets légers est de 0.7% pour MV1
et 0.5% pour MV3. En comparaison, le meilleur algorithme utilisé par CMS atteint un
taux de 1.5% [24].
Aujourd’hui les approches multivariées du flavour-tagging sont devenues très populaires
dans ATLAS et ont permis de développer des étiqueteurs spécifiques à certains problèmes :
• l’étiquetage de c-jets, utilisé dans la recherche de stop se désintégrant en quark c ;
• l’étiquetage de jets dans des topologies boostées.
L’utilisation de techniques d’apprentissage de plus en plus poussées semble cependant
atteindre une limite en terme de performance brute. La priorité est aujourd’hui donnée
à la réoptimisation des algorithmes les plus basiques pour exploiter au mieux l’IBL, une
nouvelle couche de pixels, inséré en 2014 dans ATLAS.
Une autre possibilité à explorer est l’ajout des discriminants basés sur les leptons
reconstruits dans les jets dans les étiqueteurs multivariés.
De nouvelles techniques de reconstruction multi-vertex sont aussi en cours de
développement et permettront aussi d’augmenter la quantité et la qualité des informations
fournies aux algorithmes d’apprentissage.
L’exploration de ces nouvelles possibilités est indispensable pour maintenir et améliorer
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σtot[pb]: pp → SUSY
√S = 8 TeV
Figure 6.1: Hiérarchie des sections efficaces de production des partenaires
supersymétriques au LHC à
√
s = 8 TeV d’après Prospino [1].
Dans les collisionneurs hadroniques, les partenaires supersymétriques sont produits par
paire via l’interaction de partons. D’une part par QCD, avec la production de paires de
squarks ou de gluinos et d’autre part par interaction électrofaible, avec la production par
paires de sleptons, de charginos et de neutralinos. Naturellement, la composition du proton
et l’intensité relative de QCD par rapport à la force électrofaible résulte en une hiérarchie
claire des sections efficaces de production des partenaires supersymétriques. La figure 6.1
présente les sections efficaces de paires de partenaire supersymétriques en fonction de la





136 CHAPITRE 6. RECHERCHE DE LA SUSY AU LHC
1 Recherche dans le secteur QCD
Les principaux modes de productions au LHC sont les réactions QCD :
gg → g˜g˜, q˜iq˜∗j (6.1)
gq → g˜q˜i (6.2)
qq → g˜g˜, q˜iq˜∗j (6.3)
qq → q˜iq˜j (6.4)
où les q˜i désignent à la fois les squarks légers et les squarks de troisième génération, les
stops et sbottoms.
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Figure 6.2: Limites observées par ATLAS sur la masses des gluinos (à gauche) et celle
des stops (à droite). Ces deux figures résument les recherches effectuées avec 20.3 fb−1 de
données collectées à 8 TeV [2].
Après l’analyse de 20.3 fb−1 de collisions de protons à 8 TeV, une partie significative
de l’espace des paramètres a été exclue. La figure 6.2 présente les résultats d’ATLAS pour
la recherche de stops et de gluinos dans des modèles simplifiés. Pour des χ˜01 d’une masse
de l’ordre de la centaine de GeV ou moins, les gluinos sont exclus au delà de l’échelle du
TeV et les stops sont exclus jusqu’à une masse de plus de 600 GeV. Les limites d’exclusion
obtenues par ATLAS [2] et CMS [3] sont compatibles pour les recherches de gluinos et de
squarks.










2 Recherche dans le secteur électrofaible
Malgré les plus faibles sections efficaces des processus électrofaibles, les luminosités
intégrées collectées par ATLAS et CMS permettent de s’intéresser à la production des
charginos, sleptons et neutralinos :
qq → χ˜±i χ˜±j , χ˜0i χ˜0j (6.5)
qq → l˜+i l˜−j (6.6)
ud → χ˜±i χ˜0j (6.7)
D’un point de vue pratique, les recherches se concentrent sur les productions
directes des χ˜±1 , χ˜02 et l˜+. On considère généralement les désintégrations suivantes des
superpartenaires ainsi produits :
l˜± → l±χ˜01 (6.8)
χ˜±1 → W±χ˜01 (6.9)
χ˜±1 → l˜±ν, ν˜l± (6.10)
χ˜02 → Zχ˜01 (6.11)
χ˜02 → l˜l (6.12)
La production par paire de charginos, neutralinos et sleptons peut être recherchée
dans des états finaux multileptons. La figure 6.3 illustre quelques modes de désintégration,
résultant dans des signatures à 1, 2 ou 3 leptons chargés.
Là aussi, aucun signal n’a été observé, mais les analyses SUSY électrofaibles ont aussi
permit d’exclure une partie significative de l’espace des paramètres du pMSSM décrit
chapitre 2.
Dans le secteur électrofaible, les matrices de masses des charginos et neutralinos
peuvent être paramétrée à l’arbre par M1, M2, tan β et µ, voir équations 2.23 et 2.24. La
figure 6.4 présente les contours d’exclusion observés par ATLAS après combinaison des
recherches à 2 et 3 leptons [4, 5]. Cette figure montre que la combinaison des analyses 2
et 3 leptons chargés sont capables d’exclure des χ˜±1 de masses inférieures à 200 GeV pour

























Figure 6.3: Diagrammes de Feynman représentant les différents modes de désintégration
des neutralinos, charginos et sleptons et résultant en des signatures à 1, 2 ou 3 leptons
chargés.
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Figure 6.4: Limites d’exclusion obtenues dans le pMSSM par la combinaison des analyses
2 et 3 leptons [4], présentées dans le plan µ/M2.










3 Boson de Higgs dans les cascades de désintégration SUSY
Dans l’hypothèse où le boson de Higgs découvert en 2012 est le Higgs léger du MSSM,
ce nouvel objet constitue une sonde de recherche de la supersymétrie dans le secteur
électrofaible. On peut à présent considérer la désintégration du χ˜02 :
χ˜02 → hχ˜01 (6.13)
La production de paires χ˜±1 χ˜02 donnera alors des signatures contenant un lepton chargé
et isolé issu de la désintégration du W. Quant au Higgs, il devient possible de chercher sa
désintégration dans des résonances γγ, ττ et bb. Les modes de désintégration discutés ici
sont montrés figure 6.5.
Figure 6.5: Diagrammes de Feynman illustrant différents états finaux de la production
Wh par désintégration des paires χ˜±1 χ˜02.
On s’intéresse dans cette thèse à la désintégration du Higgs en paires de quarks bottom.
Par souci de clarté et de simplicité, il est nécessaire de paramétrer le modèle considéré de
la façon la plus simple possible. Ce modèle dit “simplifié”, repose sur plusieurs hypothèses :
• le Higgs recherché a les propriétés du Higgs du Modèle Standard :
– sa masse est fixée à mh = 125 GeV ;
– le rapport d’embranchement est celui attendu dans le Modèle Standard :
BR(h0 → bb)=0.58.
• les sleptons et les squarks sont découplés du reste du spectre supersymétrique en
fixant arbitrairement leurs masses à 3 TeV. De cette façon on s’assure qu’il n’y aura
pas de sleptons ou de squarks intermédiaires dans la désintégration des charginos
et neutralinos. De plus, à l’ordre le plus bas, la production des paires χ˜±1 χ˜02 passe
par l’intermédiaire d’un boson W dans la voie s ou d’un squark dans la voie t, voir
figure 6.6. Ces deux diagrammes interfèrent et si la production par voie t n’est pas
supprimée par la masse des squarks, l’interférence diminuera la section efficace de
production ;
• on fixe les rapports d’embranchement de la désintégration des charginos et
neutralinos :
– BR(χ˜±1 →W±χ˜01)=1
– BR(χ˜02 → h0χ˜01)=1
le choix de cette valeur maximale permet de réinterpréter a posteriori le résultat de
l’analyse via des facteurs multiplicatifs ;
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• enfin, on ne s’intéresse qu’au cas où ∆M = mχ˜02 −mχ˜01 > 125 GeV afin de s’assurer
que le Higgs sera produit sur couche de masse.
La production de paires χ˜±1 χ˜02 est alors entièrement caractérisée par deux paramètres, la
masse du χ˜02 et la masse du χ˜01.
Ce modèle simplifié présente une phénoménologie similaire au point SPS2 présenté



























Figure 6.6: Diagramme de Feynman de la production de paires χ˜±1 χ˜02, dans la voie s (à
gauche) et dans la voie t (à droite).
Après avoir posé ces hypothèses, on se propose de chercher un signal contenant un
lepton chargé(électron ou muon), de haut pT et isolé, 2 b-jets et de l’énergie transverse
manquante. La figure 6.7 montre les signaux recherchés dans le cadre de ce modèle
simplifiée. Cette figure illustre aussi les différents régimes cinématiques possibles pour
la désintégration du χ˜02 à travers le Higgs, le Z, etc. . . Les sections efficaces de production
diminuent rapidement avec l’augmentation de la masse des particules produites, mais
restent de l’ordre du picobarn pour mχ˜02 = O(100) GeV. La table 6.1 montre les sections
efficaces de deux points de signal. Tous les points de signaux de la grille présentée figure
6.7 sont générés avec Herwig++.
mχ˜01
, mχ˜02,χ˜±1 [GeV] 0, 130 0, 250
σ(pp→ χ˜02χ˜±1 ) [pb] 4.24±0.29 0.32±0.022
Table 6.1: Caractéristiques de deux points de la grille de signal. Les sections efficaces sont
calculées au NLO (Next-to-Leading Order) avec Prospino [1].
4 Simulation des bruits de fonds physiques
Pour simuler les processus de bruit de fond du Modèle Standard, on commence par
utiliser des générateurs Monte Carlo à partir desquels on obtient une liste de particules,
ainsi que leurs quadrivecteurs énergie-impulsion associés. L’ensemble des particules ainsi
générés sont hadronisées par un code dédié. Ces événements sont ensuite superposés à des
simulations d’événements de biais minimum afin de simuler le pile-up.






















































































Figure 6.7: Espace des paramètres du modèle simplifié défini pour cette analyse. Les
points rouges représentent les modèles recherchés. En bleu, la région de l’espace des
paramètres où le χ˜02 peut se désintégrer en Higgs sur couche de masse. En mauve, la
région où le χ˜02 se désintègre en un boson Z sur couche de masse. En jaune, la région
où le χ˜02 se désintègre via un Z hors couche de masse. La bande noire sur la diagonale
représente la région où l’état final bb est impossible. Ces régions sont indicatives et les
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Les particules stables restantes sont alors propagées à travers une simulation GEANT4
[6, 7] du détecteur qui simule les dépôts d’énergie dans les différentes parties des sous-
détecteurs.
À partir des ces dépôts d’énergie on simule le signal électronique de chaque sous-
détecteurs. Ces signaux sont transmis au programme de reconstruction, identique à celui
utilisé pour les données non-simulées.
Pour cette analyse, on considère les processus Modèle Standard suivants :
• tt, simulé par Powheg[8] et hadronisé avec Pythia[9] ;
• tt+ V , simulé par Madgraph[10] et hadronisé avec Pythia ;
• single-top dans la voie t, simulé par AcerMC[11] et hadronisé avec Pythia ;
• single-top dans la voie s, simulé par Powheg et hadronisé avec Pythia ;
• single-top associé à un W , simulé par Powheg et hadronisé avec Pythia ;
• W+jets et Z+jets, simulés par Sherpa[12] ;
• diboson, simulé par Sherpa ;
• WH et ZH, simulés par Pythia.










5 Sélection des événements
5.1 Données
Cette analyse utilise les données enregistrées par ATLAS en 2012. Ces données doivent
satisfaire de nombreux critères assurant la qualité des données. On utilise seulement
les données enregistrées lorsque les faisceaux fournis par LHC sont stables, le détecteur
fonctionne complètement et avec les champs magnétiques toroïdal et solénoïdal dans leurs
conditions nominales. Ces données correspondent à une luminosité intégrée de 20.3 fb−1,
avec une incertitude de 2.8% [13].
Les données utilisées pour le canal électron sont sélectionnées en ligne puis
enregistrées par une combinaison des conditions de déclenchement EF_e24vhi_medium1 et
EF_e60_medium1. De même, pour le canal muon, on utilise les conditions EF_mu24i_tight
et EF_mu36_tight. Plus explicitement, cela signifie que l’on sélectionne les événements
qui contiennent au niveau du filtre d’évènement au moins un des objets suivants :
• un candidat électron reconstruit, de qualité medium, isolé, de pT > 24 GeV et |η| <
2.5 ;
• un candidat électron reconstruit, de qualité medium, de pT > 60 GeV et |η| < 2.5 ;
• un candidat muon reconstruit, de qualité tight, isolé, de pT > 24 GeV et |η| < 2.4 ;
• un candidat muon reconstruit, de qualité tight, de pT > 36 GeV et |η| < 2.4.
5.2 Définition des objets
5.2.1 Électrons
Les électrons sont reconstruits en utilisant la sélection dite medium++, qui utilise
les informations relatives à la forme de la gerbe dans le calorimètre électromagnétique,
la fraction d’énergie déposée dans le calorimètre hadronique, les propriétés de la trace
associée, et la compatibilité trace/amas électromagnétique [14].
On applique ensuite les coupures suivantes :
• sur l’énergie transverse, ET > 10 GeV ;
• sur la pseudorapidité de l’amas, |ηcl| < 2.47 ;
• on rejette les électrons qui passent par des régions où le calorimètre électromagnétique
est mal instrumenté (étiqueté par la variable “OQ”).
On appelle les électrons vérifiant ces conditions les électrons “baseline”. On vérifie alors
si ces électrons passent les critères sur le recouvrement des objets décrits dans la section
5.2.4.
On applique ensuite des contraintes supplémentaires pour obtenir les électrons “signal”
utilisés pour l’analyse :
• pelT > 25 GeV ;
• un critère d’isolation défini par pconeT /ET < 0.16 où pconeT est la somme de l’impulsion
transverse des traces dans un cone de ∆R = 0.3 autour de la trace de l’électron et ET
l’énergie transverse de l’électron. ET est limité à 30 GeV, rendant le critère d’isolation
absolu plutôt que relatif à grand ET ;
• un critère d’isolation défini comme Econe,corrT /ET < 0.18 où Econe,corrT = EconeT −
A × Nvtx avec A = 20.15 MeV (17.94 MeV) dans les données (simulation Monte
Carlo). Nvtx est le nombre de vertex primaires avec au moins 5 traces associées et
EconeT est un paramètre d’isolation corrigé. ET est limité à 30 GeV, rendant le critère
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• |d0|σ(d0) < 5. ;
• |z0 sin θ| < 0.4 mm ;
• identification tight++, qui se base à la fois sur les variables relatives au calorimètre,
au trajectographe et sur des variables combinant les deux types d’information.




Acceptance ET > 10 GeV, |ηcl| < 2.47
Qualité medium++
Nettoyage Coupure sur la variable de qualité “OQ”
Recouvrement Accepter l’électron si ∆R(e, jet) > 0.4
Accepter l’électron de plus haut ET si ∆R(e, e) < 0.1
Électron “signal”
Qualité tight++
Acceptance ET > 25 GeV, |ηcl| < 2.47
Isolation
pconeT /ET < 0.16
Econe,corrT /ET < 0.18
if ET > 30 GeV, ET≡30 GeV
Issu du vertex primaire principal
|d0|
σ(d0) < 5
|z0 sin θ| < 0.4 mm
Table 6.2: Résumé des critères de sélection des électrons.
Pour corriger les différences observées entre données et simulation pour les efficacités
de reconstruction des électrons, des facteurs d’échelle d’efficacité sont appliqués à chaque
électron “baseline” simulé, en fonction de ET et η [15]. Ces facteurs d’échelles sont compris
entre 0.96 et 1 selon l’énergie transverse de l’électron. L’incertitude sur ce facteur correctif
est comprise entre 5 et 6% pour les électrons dont ET est inférieur à 25 GeV, et elle est
comprise entre 1 et 2 % au delà.
5.2.2 Muons
Les muons sont reconstruits par l’algorithme STACO (STAtistical COmbination) qui
combine une trace reconstruite dans le détecteur interne et un segment reconstruit dans le
spectromètre à muons (combined muons). On utilise aussi des muons dont la reconstruction
a été initiée par une trace dans le détecteur interne, puis associée à un segment reconstruit
dans les chambres à muons (segment-tagged muons) [16].
On applique ensuite les coupures supplémentaires :
• pµT > 10 GeV
• |η| < 2.40










• la trace du muon doit avoir au moins un coup dans la première couche de pixels
• la trace du muon doit avoir au moins un coup dans les pixels et au moins 5 coups
dans le SCT
• si dans l’acceptance du TRT, |η| < 2.1, on demande une extension de la trace du
muon dans le TRT.
On vérifie alors si ces muons passent les critères sur le recouvrement des objets décrits
dans la section 5.2.4. Les muons restants sont appelés muons “baseline”. Un jeu de critères
supplémentaires permet de définir les muons “signal”, utilisés dans l’analyse :
• pµT > 25 GeV
• |d0|σ(d0) < 3
• |z0 sin θ| < 0.4 mm




Algorithme STACO, muon combined ou segment-tagged
Acceptance pT > 10 GeV, |η| < 2.4
Qualité des traces du trajectographe > 1 coup dans la b-layer
> 1 coup dans les pixels
> 5 coups dans le SCT
Recouvrement Accepter le muon si ∆R(µ, jet) > 0.4
Muons “signal”
Acceptance pT > 25 GeV, |η| < 2.4
Isolation
pconeT /ET < 0.12
Econe,corrT /ET < 0.12
if ET > 30 GeV, ET≡30 GeV
Issu du vertex primaire principal
|d0|
σ(d0) < 3
|z0 sin θ| < 0.4 mm
Veto sur les muons cosmiques |zµ − zPV | < 1 mm, d0 < 0.2 mm
Table 6.3: Résumé des coupures de sélection des muons.
Pour corriger les différences observées entre données et simulation pour les efficacités de
reconstruction des muons, des facteurs d’échelle d’efficacité sont appliqués à chaque muon
“baseline” simulé, en fonction de pT , η et φ [17]. Ces facteurs correctifs sont compatibles
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5.2.3 Jets
Les jets sont reconstruits avec l’algorithme anti-kt, voir section 1.1 du chapitre 5, utilisé
pour agglomérer des agrégats topologiques calorimétriques avec un paramètre R = 0.4. Les
jets reconstruits sont étalonnés en utilisant la méthode d’étalonnage local cluster weighting
(LCW), qui pondère différemment les dépôts d’énergie des gerbes électromagnétiques et
hadroniques. Ces corrections sont déduites dans la simulation Monte Carlo. L’énergie finale
des jets contient aussi les corrections Jet Energy Scale (JES), qui corrigent la réponse du
calorimètre pour qu’elle corresponde à l’énergie du jet de particules issu de la simulation
Monte Carlo [18].
Les coupures d’acceptance pour les jets sont :
• pT > 20 GeV
• |η| < 4.5
Après ces coupures d’acceptance, les jets doivent vérifier les critères de recouvrement avec
les électrons. Si un évènement contient au moins un jet de mauvaise qualité 1, cet évènement
ne sera pas sélectionné pour l’analyse.
Les jets restants, |η|< 4.5 sont appelés jets “baseline” et sont utilisés dans la procédure
destinée à éviter le recouvrement des objets.
Les jets “signal”, utilisés pour l’analyse correspondent à deux catégories : centraux et
en avant. Les jets centraux sont des jets “baseline” vérifiant :
• pT > 25 GeV
• |η| < 2.4
• |JVF| > 0.5 pour les jets avec pT < 50 GeV
où JVF (Jet Vertex Fraction) est le rapport de la somme scalaire du pT des traces
associées au jet et au vertex primaire choisi et de la somme scalaire du pT des traces
associées à tous les vertex primaires de l’événement. Cette coupure permet de réduire les
effets d’empilement en supprimant les jets d’empilement non-associés au vertex primaire
principal.
Les jets en avant sont des jets “baseline” vérifiant :
• pT > 30 GeV
• 2.4≤ |η| < 4.5
Pour étiqueter la saveur des jets, on utilise MV1, voir section 4, en utilisant la coupure
correspondant à 70% d’efficacité d’identification des b-jets.
5.2.4 Critères de recouvrement
En utilisant seulement les définitions “baseline” présentées ci-dessus, les objets peuvent
correspondre à plusieurs catégories. Par exemple, un électron isolé est souvent reconstruit
à la fois comme un électron et un jet. Pour éviter de compter deux fois les mêmes objets
on applique les critères de recouvrement suivants :
1. ∆R(e1, e2) > 0.1 : si deux électrons “baseline” sont à une distance ∆R < 0.1,
l’électron avec l’énergie transverse ET la plus basse est rejeté.
2. ∆R(j, e) > 0.2 : si un électron passe l’étape 1 et qu’un jet se trouve à moins de 0.2
de cet électron, le jet est rejeté ;
1. Définie à partir des fractions d’énergie déposée dans les calorimètre électromagnétique et hadronique,
de la forme des impulsions électriques dans le calorimètre etc. . .










3. ∆R(j, e) > 0.4 : si un jet passant l’étape 2 se trouve à moins de 0.4 d’un électron,
l’électron est rejeté ;
4. ∆R(j, µ) > 0.4 : si un jet “baseline” passant l’étape 2 se trouve à moins de 0.4 d’un
muon, le muon est rejeté.
5.2.5 Énergie transverse manquante
L’impulsion transverse manquante est calculée à partir des électrons, muons et jets
étalonnés, et à partir des agrégats topologiques associés à aucun de ces objets [19, 20]. La
définition de l’énergie transverse manquante est la suivante :















y . Le terme Ee(x,y) utilise des électrons
passant la sélection medium++ et avec ET > 10 GeV. Le terme Eγ(x,y) est calculé en utilisant
les photons passant la sélection tight et avec ET > 10 GeV. Le terme Ejets(x,y) est calculé en
utilisant les jets LCW ayant un pT > 20 GeV [21]. Les agrégats topologiques non associés
à ces objets sont combinés pour calculer le soft term Ecl(x,y) [22]. Enfin, le terme E
µ
(x,y)
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5.3 Régions de signal
Les événements utilisés pour cette recherche doivent contenir de l’énergie transverse
manquante, un lepton “signal”, isolé et associé au trigger et exactement 2 jets étiquetés
b. Les radiations de gluon des quarks dans l’état initial ou final peuvent conduire à des
topologies contenant des jets supplémentaires. Afin d’augmenter l’acceptance du signal, un
troisième jet peut être présent dans l’événement. Les événements contenant 4 jets ou plus
sont rejetés, non seulement parce qu’une trop faible fraction du signal rentre dans cette
catégorie, mais surtout celle-ci serait largement dominée par le fond tt semi-leptonique.
5.3.1 Variables d’analyse
On utilise 4 variables principales afin d’isoler les événements de signal des processus
du Modèle Standard.
La première variable utilisée dans l’analyse est l’énergie transverse manquante définie
section 5.2.5. La désintégration de la paire χ˜±1 χ˜02 via un W et un Higgs donne 3 particules
invisibles dans le détecteur, un neutrino et deux χ˜01. Dans la plupart des topologies, cela
résultera en une énergie transverse manquante plus importante que dans la plupart des
processus du Modèle Standard.
Une autre particularité de ce signal est l’existence d’une résonance bb issue de la
désintégration du Higgs. Dans une topologie contenant un lepton, il existe seulement deux
processus ayant une résonance bb dans le Modèle Standard :
pp→W (→ lν)Z(→ bb) (6.15)
pp→W (→ lν)h(→ bb) (6.16)
Le premier est la résonance du Z, aux alentours deMZ = 91.2 GeV, dont l’impact est réduit
par le taux d’embranchement du Z en bb, ' 15%, à comparer au taux d’embranchement
du Higgs en bb, de 58% pour un Higgs de 125 GeV. Le second sera principalement atténué
par une coupure élevée en énergie manquante.
Cette grande différence de forme entre le signal et la majeure partie des fonds physiques
sera utilisée afin de maximiser la sensibilité de l’analyse à de tels processus.
La figure 6.8 montre la distribution de mbb pour le point de signal où χ˜±1 = χ˜02 = 150
et χ˜01 = 0. Cette distribution est modélisée par une fonction “Crystal-Ball” [23]. Cette
fonction est constituée d’une gaussienne et d’une loi de puissance en dessous d’un certain
seuil. Cette fonction permet d’approximer la forme de la résonance, ainsi que la perte
d’énergie par émission de radiations dans l’état final. La fonction ajustée, a un maximum
à mbb ' 120 GeV et une largeur à mi-hauteur σbb ' 15 GeV. Cette valeur maximale et
cette largeur ont été estimées pour tous les points de signaux et restent qualitativement
stables pour toute la grille.
Cet ajustement motive la division de la distribution de mbb en 5 intervalles pour toutes
les régions de signal, de contrôle et de validation de cette analyse. Cette division est
construite autour de mmaxbb = 120 GeV et pour une largeur σbb = 15 GeV :
• 45 GeV < mbb < 75 GeV : bande latérale de largeur 2σbb ;
• 75 GeV < mbb < 105 GeV : bande latérale de largeur 2σbb ;
• 105 GeV < mbb < 135 GeV : intervalle le plus sensible, défini comme mmaxbb ± σbb ;
• 135 GeV < mbb < 165 GeV : bande latérale de largeur 2σbb ;
• 165 GeV < mbb < 195 GeV : bande latérale de largeur 2σbb.






























Figure 6.8: Modélisation de la résonancembb dans le point signal (150,0) par une Crystall-
Ball. Les points noirs sont issus de la simulation Monte Carlo. En bleu, le modèle ajusté
à la simulation.
L’un des fonds dominants de cette analyse est la production de paires de quark top,
qui don neront deux b-jets dans l’état final et dont les W donneront soit 2 leptons chargés,
soit 1 leptons et deux jets. Si un des deux leptons, ou un des jets du cas semi-leptonique est
hors de l’acceptance du détecteur, l’événement tt entrera dans la sélection. Pour supprimer
un maximum de tt, on utilise la mass contransverse, mCT [24, 25].
Cette variable a été initialement conçue pour mesurer la masse de particules produites
par paire et ayant la même chaîne de désintégration contenant un objet indétectable dans
l’état final. Le schéma 6.9 montre l’exemple de la désintégration d’une paire de sbottom.
Figure 6.9: Exemple de la désintégration d’une paire de sbottom. Chaque sbottom se
désintègre de façon identique, en un quark b et un χ˜01. Les cercles représentent l’émission
de radiation par l’état initial.
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b-jets issus de l’hadronisation des quarks b de la figure 6.9, mCT est donnée par :
m2CT(v1, v2) = [ET (v1) + ET (v2)]2 − [pT(v1)− pT(v2)]2 (6.17)
Comme illustré figure 6.9 on peut avoir émission de radiation dans l’état initial, mCT
nécessite d’être corrigée du boost ainsi reçu. Ces corrections sont implémentées dans la
librairie utilisée pour calculer cette variable.





où mheavy est la masse invariante de l’objet produit par paire et à l’origine de la cascade
(le sbottom dans l’exemple), et minvis la masse invariante de l’objet semi-invisible (le
neutralino dans l’exemple) sur lequel les agrégats reculent.
Pour supprimer le fond tt on identifie les deux b-jets aux agrégats v1 et v2. On combine
ensuite le lepton à l’énergie manquante pour former le système semi-invisible sur lequel




' 135 GeV (6.19)
Cette variable possède donc une limite supérieure aux alentours de 135 GeV pour le tt. En
réalité, à cause des approximations, de la combinatoire et de la résolution expérimentale,
cette limite est dégradée et se situe au-delà de 150 GeV.
Enfin, on utilise la masse transverse pour réduire le fond W+bb. On utilise la définition





1− cos ∆φ (l, EmissT )). (6.20)
La distribution de mT possède une limite supérieure à mW = 80.3 GeV. Comme pour mCT
la queue de la distribution est étalée au delà de mW de par les effets expérimentaux.
La figure 6.10 illustre les distributions des variables EmissT , mCT et mT .
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Figure 6.10: De haut en bas, les distributions de EmissT , mCT et mT . Le fond et le signal
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5.3.2 Optimisation des régions de signal
Sur toute la grille de signal, la différence de masse ∆m entre le χ˜±1 et le χ˜01 varie
de 130 à 450 GeV. Ces différences de masse affectent la cinématique des événements et
l’optimisation a été faite dans deux régions différentes. SRA si ∆m < 175 GeV et SRB
pour ∆m > 175 GeV.
Durant la phase d’optimisation, seuls les événements vérifiant 105 < mbb < 135 GeV
ont été utilisés (voir section 5.3.1 sur la résolution). Cependant, dans la configuration
finale, les 5 intervalles de mbb définis précédemment sont utilisés pour mieux contraindre
les fonds résonants (WZ, WH).
Pour estimer la sensibilité dans les régions de signal, on utilise les prédictions de la
simulation Monte Carlo des nombres d’événements de signal et de bruit de fond. En faisant
l’hypothèse d’une incertitude systématique de 30% sur la prédiction du bruit de fond on
peut exprimer la sensibilité en terme de Zn. Dans l’hypothèse d’une distribution gaussienne
à une seule aile du bruit de fond, Z désigne le nombre d’écart-types auquel on s’attend
à observer le signal et l’indince n la probabilité d’observer un fluctuation au moins aussi
grande que celle induite par le signal [26–28].
Après optimisation de la valeur de Zn en utilisant les variables mT, mCT et EmissT , on
définit les deux régions de signal, orthogonales, SRA et SRB, par les coupures de la table
6.4.
Coupures SRA SRB
Multiplicité de b-jets Exactement deux jets étiquetés à 70% avec MV1
Cinématique des jets Les deux jets étiquetés sont ceux de plus haut pT
Veto sur les jets Pas de quatrième jet avec pT >25 GeV
Lepton Exactement un lepton “signal”
EmissT > 100 GeV
mCT > 160 GeV
mbb 105 < mbb < 135 GeV
mT 100 < mT < 130 GeV > 130 GeV
Table 6.4: Coupures de définition des régions de signal SRA et SRB, après optimisation
de la sensibilité.










6 Mesure du bruit du fond Modèle Standard
Les fonds dominants dans cette analyse sont les paires de tt, la production associée d’un
boson W et de jets, la production single-top ainsi que des contributions plus petites de la
production WH Modèle Standard et des processus QCD. Dans cette section on différencie
les fonds QCD des fonds non-QCD :
• les processus QCD, résultant en au moins un des jets identifiés comme électrons/ou
muons sont estimés par la méthode de la matrice et sont négligeables dans les régions
de contrôle et de signal. Ce fond se caractérise par le fait que pour rentrer dans les
régions définies pour cette analyse la majeure partie des objets doivent être mal
identifiés pour reproduire la signature 1l + bb+ EmissT . ;
• les fonds non-QCD, directement évalués dans la simulation Monte Carlo. Les fonds
W+jets et tt sont normalisés dans des régions de contrôle dédiées.
6.1 Régions de contrôle et de validation
En plus des régions de signal préalablement définies, on définit deux régions de contrôle
et trois régions de validation.
Les régions de contrôle sont des régions enrichies en un fond donné et sont utilisées pour
contraindre la normalisation de ces fonds. Les régions de validation sont des régions situées
entre les régions de contrôle et de signal, et servent à vérifier la qualité de l’extrapolation
vers les régions de signal.
On définit les régions de contrôle :
• CRT : cette région est enrichie en événements tt en inversant la coupure mCT >
160 GeV, utilisée avec succès pour réduire la contribution tt des régions de signal et en
imposant une limite inférieure sur la valeur demCT de 100 GeV. Afin de rester le plus
proche possible cinématiquement des régions de signal, on impose mT > 100 GeV.
D’après la simulation, cette région contient 93.5% de tt et seulement 2.5% de fond
W+jets.
• CRW : cette région est enrichie en événements W+jets. Elle est définie pour mCT >
160 GeV, et contrairement aux autres régions requiert exactement un seul b-jet, et
seulement deux jets “signal”. La contrainte sur mT est relâchée pour augmenter la
statistique de cet échantillon enrichi en W+jets. D’après la simulation, cette région
contient 51.7% de W+jets et 37.1% de tt.
et les régions de validation :
• VRA : cette région est définie en utilisant les mêmes coupures que CRT, mais en
exigeant 40 < mT < 100 GeV
• VRB : région similaire à VRA mais avec mCT > 160 GeV
• QCD-VR : une région enrichie en événements contenant de faux leptons. Cette
région contient entre 2 et 3 jets, et vérifie mbb > 45 GeV et EmissT > 50 GeV. Cette
région sert à valider la méthode de la matrice développée dans la section 6.2.
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Figure 6.11: Schéma représentant les régions de signal, de contrôle et de validation de
cette analyse.
6.2 Estimation du bruit de fond QCD
Pour évaluer la possibilité pour un faux lepton isolé de passer notre sélection, on utilise
la méthode de la matrice. Cette matrice exploite les corrélations entre les leptons tight(T)
et loose(L) et vrais (R) et faux (F) leptons isolés à travers une série d’équations linéaires.
Les leptons loose sont les leptons “baseline” et les leptons tight sont les leptons “signal”.









Où ε désigne l’efficacité d’identification d’un lepton, et f le taux d’identification de faux







(×NL −NT + ×NT ) (6.22)
La contribution des faux-leptons aux leptons “signal” peut être calculée si ε, f et le
nombre de leptons “baseline” et signal sont connus.
Pour les efficacités d’identification, on utilise les efficacités en fonction de pT et η
mesurées dans les désintégrations des bosons Z par les analyses recherchant des signaux
supersymétriques dans le secteur QCD. Ces analyses ont aussi mesuré les taux de faux
leptons isolés, mais contrairement aux efficacités, le taux de mauvaise identification dépend
de l’échantillon dans lequel ils sont mesurés, il est donc nécessaire de les dériver dans une
région au contenu en saveur lourde similaire à celui de l’analyse.
Pour évaluer ces taux de mauvaise identification on utilise des données collectées
avec les versions non-isolées des triggers présentés plus haut : EF_e24vh_medium1 et
EF_mu24_tight.
Les taux d’identification des faux leptons ont été dérivés dans la région suivante :










• au moins un lepton “baseline” (loose)
• au moins deux jets étiquetés b avec MV1 à 70%
• EmissT < 25 GeV
• mT < 40 GeV
• éventuellement un quatrième jet de pT < 25 GeV
Le taux de faux électrons est estimé en comptant les leptons tight et loose dans
des intervalles de pT et η dans les données et la simulation Monte Carlo. Le nombre de
leptons sélectionnés dans la simulation est ensuite soustrait de ceux sélectionnés dans les
données. Le ratio des nombres de leptons tight et loose dans un intervalle donne le
taux de mauvaise identification. Dans le cas des muons, les taux de faux-positifs sont très
similaires à ceux mesurés par les analyses stop, mais avec une incertitude statistique plus
grande, on préfère donc utiliser directement ceux fournis par ces analyses.
On en déduit donc le nombre de faux leptons passant les critères d’identification tight,
donné dans la table 6.5. Le fond QCD est négligeable par rapport aux fonds non-QCD
prédis par la simulation, et en particulier négligeable en comparaison des incertitudes sur
les prédictions des fonds non-QCD. On ignore donc la contribution de QCD dans toutes
les régions de l’analyse.
La figure 6.12 montre la distribution de l’énergie transverse manquante dans la région
de validation QCDVR. Cette figure contient l’estimation de QCD et on y voit que l’accord
donnée/simulation est compatible avec l’unité aux incertitudes près.
Estimation du fond QCD dans les régions de contrôle et de validation
Région QCD (Méthode de la matrice) Non-QCD (Simulation Monte Carlo) QCD/Non-QCD (%)
CRT 16.0 ± 8.9 527.31 ± 98.46 3.0
CRW 50.3 ± 14.6 1689.46 ± 81.78 3.0
VRA 21.0 ± 10.5 802.96 ± 62.16 2.6
VRB 4.0 ± 3.9 240.80 ± 21.43 1.7
Table 6.5: Estimation de la contribution du fond QCD dans les régions de contrôle et de
validation. Par manque de statistique et d’événements QCD, l’estimation du fond QCD
dans les régions de signal est nulle. Les incertitudes montrées contiennent les incertitudes
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 1033.8±single top, 1918.2 
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Figure 6.12: Distributions de l’énergie transverse manquante dans QCDVR, pour les
canaux électrons et muons. Les incertitudes contiennent les incertitudes statistiques ainsi
que les incertitudes systématiques expérimentales.
6.3 Estimation des fonds physiques du “Modèle Standard”
Malgré la qualité des prédictions Monte Carlo, il est nécessaire de mesurer dans les
données la normalisation des fonds dominants afin de compenser d’éventuels problèmes de
modélisation dans la région d’espace de phase explorée par cette analyse.
Les fonds Modèle Standard sont estimés grâce au logiciel HistFitter développé au
sein du groupe SUSY de la collaboration ATLAS. Ce logiciel automatise la construction
des fonctions de vraisemblance, l’ajustement dans les données, ainsi que les procédures
statistiques permettant d’extraire des limites à partir des données observées.
HistFitter estime le nombre d’événements attendus grâce à la fonction de
vraisemblance :












• P (. . . ), la distribution de Poisson ;
• nSik et njk, les nombres d’événements observés dans le k-ième intervalle de mbb dans
les régions de signal i et de contrôle j ;
• λSi et λj , les nombres d’événements attendus dans les régions de signal et de contrôle,
qui dépendent de :
– b, les prédictions de différentes sources de bruit de fond ;
– µsig, la force du signal.
• L (n|µsig,b), la probabilité de mesurer n événements distribués dans les SR et CR,
en fonction des prédictions de bruit de fond et d’une hypothèse de force du signal.
La fonction de vraisemblance est construite à partir de simulations Monte Carlo.










6.4 Traitement des incertitudes systématiques
Les incertitudes expérimentales et théoriques sur les prédictions de la simulation Monte
Carlo sont traitées comme des paramètres de nuisance dans la construction de la fonction

















où θ0 désigne les valeurs centrales des paramètres de nuisance autour desquelles les
paramètres θ peuvent varier. Dans l’hypothèse de paramètres de nuisance indépendants,









où S est l’ensemble des incertitudes systématiques à considérer. On utilise généralement
des gaussiennes centrées sur 0 et de largeur unité mais dans certains cas, on peut être
amené à considérer un seul coté de la gaussienne.
6.4.1 Incertitudes expérimentales
Pour construire les gaussiennes décrivant les paramètres de nuisances expérimentaux,
on fait varier chaque source de nuisance d’un écart-type vers le haut, et d’un écart type
vers le bas.
On fait cet exercice pour :
• les échelles d’énergie des jets, électrons et muons ;
• les efficacités de reconstruction des électrons et muons ;
• les efficacités des triggers électrons et muons ;
• la résolution en énergie des électrons ;
• la résolution en impulsion des muons, traitée séparément dans le spectromètre à
muons et le détecteur interne ;
• l’impact des différentes échelles d’énergie sur l’énergie manquante ;
• la coupure JVF ;
• les (in)efficacités d’étiquetages de chaque saveur pour chaque jet étiqueté ;
• l’incetitude sur le facteur correctif appliqué pour reproduire le nombre de vertex
primaires en fonction de < µ > ;
• l’incertitude sur la luminosité.
À la différence des autres incertitudes expérimentales, l’incertitude sur la résolution en
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6.4.2 Incertitudes théoriques
Les incertitudes théoriques affectent la prédiction du fond dans les régions de signal car
elles jouent sur la normalisation et l’acceptance de ces fonds. Dans le cas de tt et W+jets,
la normalisation étant mesurée dans les données ces incertitudes n’affecteront que la forme
de la distribution de mbb des bruits de fond.
Ces incertitudes sont estimées en comparant différents générateurs Monte Carlo et
codes d’hadronisation. La différence est ensuite symétrisée et utilisée pour évaluer la
largeur de la gaussienne utilisée pour décrire ce paramètre de nuisance dans la fonction de
vraisemblance.
Pour le processus tt, on estime quatre sources d’incertitude :
• une incertitude sur le générateur Monte Carlo utilisé, évaluée en comparant une
simulation tt Powheg+Pythia avec une simulation MC@NLO+Jimmy ;
• une incertitude sur le modèle d’hadronisation, évaluée en comparant une simulation
tt Powheg+Pythia avec une simulation Powheg+Jimmy+Herwig ;
• une incertitude sur l’émission de partons dans l’état final ou initial, obtenu en
comparant deux simulations AcerMC+Pythia avec deux configurations de l’émission
de radiations différentes ;
• une incertitude sur l’influence du choix des échelles de renormalisation et de
factorisation nominales. Pour chaque échelle, on compare deux productions
Powheg+Pythia où l’échelle nominale est multipliée ou divisée par deux.
Pour les processus single-top
• pour la production par voie s, t etWt, on compare deux simulations AcerMC+Pythia
avec deux configurations de l’émission de radiations différentes ;
• pour la production par voie s, une incertitude sur le choix du générateur Monte Carlo
est évaluée en comparant une simulation single-top en voie s Powheg+Pythia avec
une simulation MC@NLO+Jimmy ;
Pour les processus W+jets :
• on évalue l’incertitude venant du nombre fini de partons dans l’état final par
comparaison de simulations dédiées ;
• l’incertitude sur les choix des échelles de factorisation et de renormalisation est
évaluée à partir d’une technique de repondération des événements développée par
l’analyse 0-leptons inclusive [29].
Enfin, pour les processus diboson :
• on évalue l’incertitude venant du nombre fini de partons dans l’état final par
comparaison de simulations dédiées ;
• on évalue les incertitudes sur le choix des échelles de renormalisation, de factorisation
et d’appariement CKKW [30] par comparaison de simulation où ces échelles ont été
multipliées et divisées par deux.
Les effets de l’incertitude sur la composition de la PDF (pour Parton Density Function)
du proton sont évalués pour les processus tt, W+jets, Z+jets et diboson. Pour chacun de
ces processus la PDF nominale est CT10 [31]. Cette PDF est fournie avec un jeu de
variations correspondant à 26 sources d’erreurs expérimentales décorrélées sur les PDF.
Ces variations sont évaluées dans toutes les régions.










6.5 Validation du modèle
Dans un premier temps, un modèle background-only, où le signal est enlevé de la
fonction de vraisemblance, est ajusté sur les données simultanément dans CRT, CRW,
SRA et SRB. Dans ce modèle, la normalisation des fonds tt (noté µtt) et W+jets (noté
µW+jets) sont des paramètres libres.
HistFitter ajuste le modèle aux données en faisant varier µtt, µW+jets et les
paramètres de nuisance θ afin de maximiser la valeur de la fonction de vraisemblance.
La table 6.6 montre les facteurs de normalisation pour les fonds tt et W+jets après
ajustement. Ces deux facteurs sont anticorrélés (coefficient de corrélation de -0.49). Cette
anticorrélation est due à la composition des régions de contrôle. Le fond tt est très contraint
dans la région de contrôle CRT, dominé par le fond tt, alors que la région de contrôle CRW
est composée d’un mélange de tt et de W+jets à parts quasiment égales. Si la normalisation
de tt augmente, en conséquence, la normalisation W+jets doit diminuer, et inversement.
Échantillon Facteur d’échelle (µ)
tt 1.03 ± 0.15
W+jets 0.79 ± 0.07
Table 6.6: Valeurs des facteurs de normalisation pour les fonds tt et W+jets déterminés
dans les données. Les erreurs contiennent à la fois les incertitudes statistiques et
systématiques.
Les prédictions de la simulation Monte Carlo avant et après ajustement sont montrées
dans la table 6.7.
Les tables 6.8, 6.9, 6.10 et 6.11 présentent la décomposition des incertitudes
systématiques dans les régions CRT, CRW, SRAh et SRBh respectivement. Il est
important de noter que les contributions individuelles des incertitudes systématiques sont
corrélées et ne doivent pas être additionnées en quadrature pour obtenir l’incertitude
totale.
Les incertitudes dominantes sont les incertitudes théoriques, suivies des incertitudes
sur l’ajustement. Enfin on retrouve les incertitudes expérimentales sur la JES, la JER et
l’étiquetage de saveur.
Les figures 6.13, 6.14 et 6.15 montrent les distribution de mbb dans les régions de
contrôle, de validation et de signal. On y voit que les données sont en accord avec les
prédictions de la simulation Monte Carlo corrigée dans les régions de contrôle et de
validation. Aucun excès significatif de données compatible avec le signal ne semble être
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6.6 Interprétation dans les modèles simplifiés
On cherche maintenant à évaluer une éventuelle contribution du signal aux données
observées. Pour ce faire on utilise HistFitter pour maximiser la fonction de vraisemblance
(signal compris) dans les données, simultanément dans les régions CRT, CRW, SRA et
SRB. Durant cet ajustement µtt, µW+jets, µsig et θ sont des paramètres libres.
La figure 6.17 montre les limites obtenues par la méthode CLs [32] sur la force du
signal observée à 95% de niveau de confiance en fonction de la masse du χ˜02, pour quelques
hypothèses de masse du χ˜01. La limite observée est compatible avec les limites attendues
dans la simulation. Les limites observées sont proches de µ95%CL = 1, c’est à dire proche
de la possibilité d’exclure le modèle simplifié considéré. La combinaison de cette recherche
χ˜±1 χ˜
0
2 → Wh(→ l + bb) avec des désintégrations alternatives du Higgs (h→ ττ, γγ,WW )
pourraient permettre d’exclure les modèles simplifiés considérés. Cet effort de combinaison
est en cours au sein de la collaboration ATLAS.
La figure 6.16 présente les limites dans le plan mχ˜±1 /mχ˜02 . Les limites observées, ainsi
que les contours à ±1σ présentés sur cette figure correspondent à l’intersection de µ95%CL
avec 1 dans les figures 6.17.
Pour un mχ˜01 non-massif, cette analyse permet d’exclure les χ˜
0
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Figure 6.16: À gauche, un rappel de la grille de modèles simplifiés étudiés dans cette
analyse. À droite, les limites sur la force du signal à 95%CL. En bleu pointillé, la limite
attendue dans la simulation, avec en jaune l’incertitude à 1σ. En rouge, la limite observée
dans les données. Les traits rouges pointillés correspondent à l’incertitude théorique (PDF,
αS , les échelles de factorisation et de renormalisation) sur la limite observée.
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Figure 6.17: Limites sur la force du signal à 95%CL. En bleu pointillé, la limite attendue
dans la simulation, avec en jaune l’incertitude à 1σ. En rouge, la limite observée dans les
données. Les traits rouges pointillés correspondent à l’incertitude théorique (PDF, αS , les
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6.7 Interprétation dans le pMSSM
On reproduit ici l’exercice effectué dans le cadre des modèles simplifiés mais pour un
modèle pMSSM. On considère un modèle où les sleptons et squarks sont découplés et où
on génère des modèles pMSSM pour différentes combinaisons de M1, M2, tan β et µ. La
masse du stop est choisie a posteriori afin d’obtenir un Higgs dont la masse est proche de
125 GeV.
 [GeV]2M
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Figure 6.18: Limites sur la force du
signal à 95% CL en fonction de M2 pour
µ = 3000 GeV.
Pour de grandes valeurs de µ, les
Higgsinos sont découplés et les χ˜02 et χ˜±1
sont quasiment de purs winos et dégénérés
en masse. Dans cette région de l’espace des
paramètres le rapport d’embranchement du
χ˜02 en h peut atteindre les 97%, résultant en
un modèle très similaire à celui étudié plus
tôt.
Contrairement aux modèles simplifiés,
on considère ici un χ˜01 dont la masse
est proche de 50 GeV (approximativement
fixée par M1). On sait donc que cette
analyse ne sera pas capable d’exclure ces
points.
Les limites d’exclusions sont présentées
dans les figures 6.18 et 6.19. De ces deux
figures on peut voir que l’analyse présentée
ici complète les analyses 2 et 3 leptons en
apportant de la sensibilité à grand µ.
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Figure 6.19: À gauche, les limites attendues dans l’analyse 1l+ bb pour la grille pMSSM
présentée ici. À droite, les limites attendues observées par la combinaison avec les analyses
2 et 3 leptons [4, 5].











Dans ce chapitre j’ai présenté la première recherche de paires charginos–neutralinos se
désintégrant via un boson de Higgs dans les données récoltées par ATLAS au cours du
Run1 du LHC. Cette analyse a permis d’exclure certains modéles simplifiés pour lesquels
le neutralino le plus léger est non-massif. Dans ces scénarios, les χ˜02 et χ˜±1 de moins de
150 GeV sont exclus.
La sensibilité de cette analyse à des modéles plus génériques est réduite, mais dans
certaines régions de l’espace des paramètres la désintégration via un Higgs est dominant.
Dans ces régions, l’analyse présentée dans ce chapitre complète les autres recherche de
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Au cours de cette thèse mon travail a couvert divers aspects de la physique des
particules.
Tout d’abord un aspect à l’interface entre la théorie et la phénoménologie, à travers
le développement du code d’évolution des RGE supersymétriques SuSpect3. En trois ans,
nous avons pu faire passer SuSpect3 d’une version de développement à une version validée
et publique qui commence à être utilisée par la communauté. Aujourd’hui le développement
se tourne vers l’utilisation des nouvelles possibilités de SuSpect afin d’étudier de nouveaux
modèles supersymétriques.
J’ai ensuite travaillé au sein de la collaboration ATLAS pour rechercher des signes de
production supersymétrique dans le secteur électrofaible.
À l’interface du détecteur et des analyses de physique, j’ai participé à l’amélioration
des algorithmes d’étiquetage de saveur des jets, qui jouent un rôle primordial dans le
programme de physique d’ATLAS. En utilisant des technique multivariées, j’ai développé
les étiqueteurs MV1c, MV3 et co-développé MV2. MV1c est depuis deux ans l’algorithme
choisi pour la recherche du boson de Higgs dans le canal H → bb. Les étiqueteurs MV3
et MV2 ont constitués un travail préparatoire pour les futurs algorithmes d’étiquetage
d’ATLAS. Ces développement ont permis d’atteindre des performances encore jamais
atteints pour l’étiquetage de saveur. Pour une efficacité d’identification de 70% pour les
jets b, le taux de mauvaise identification des jets légers est de 0.7% pour MV1 et 0.5%
pour MV3.
En se basant sur cette expérience dans le domaine de l’étiquetage de saveur, je me
suis intéressé à la production associé d’un boson de Higgs et d’un boson W dans la
désintégration d’une paire de chargino et neutralino. Cette analyse SUSY a la particularité
d’exploiter la désintégration résonante du Higgs en deux quarks b et d’être la première
analyse SUSY de ce type dans les données ATLAS. Après avoir participé à la mise en
oeuvre des techniques de contrôle du bruit de fond du Modèle Standard et des outils
permettant d’évaluer la signification statistique des observations, nous avons pu poser des
limites d’exclusion sur certains modèles SUSY simplifiés. Ces limites permettent d’exclure
des χ˜02 et χ˜±1 de moins de 150 GeV dans l’hypothèse d’un χ˜01 non massif.
Si l’état final contenant deux quarks b ne permet pas à lui seul d’exclure la majeure
partie de l’espace des paramètres étudié dans cette analyse, il constitue l’analyse la plus
sensible à ces modes de désintégration. La combinaison préliminaire de ces résultats avec
ceux obtenus par les analyses recherchant le Higgs dans sa désintégration en γγ, WW
et ττ est présentée figure 6.20. On y voit que la contribution dominante à grande masse




d’exclure les χ˜02 et χ˜±1 de moins de 250 GeV dans l’hypothèse d’un χ˜01 non massif. De
plus ces analyses utilisant le boson de Higgs comme intermédiaire dans la recherche
de supersymétrie sont complémentaires des analyses contenant 2 ou 3 leptons dans les
interprétations pMSSM.
Figure 6.20: Combinaison des limites recherchant un boson de Higgs dans la
désintégration des neutralinos et charginos [1].
Aujourd’hui le LHC se prépare à redémarrer en 2015 avec une énergie au centre
de masse de
√
s = 13 TeV qui nous permettra d’étendre l’espace des phases exploré
par les expériences LHC. Suivant la hiérarchie naturelle entre les sections efficaces
supersymétriques, les premiers signes de la supersymétrie sont attendus dans le secteur
des squarks et des gluinos. De plus la masse du Higgs, favorise les scénarios SUSY où le
mélange des stops est grand, on s’attend donc à ce que le stop le plus léger soit accessible
au LHC.
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