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ABSTRACT We have determined the effect of mutations involving isoleucine and valine (i.e., mutations I/V and V/I) on the
stability of Escherichia coli thioredoxin. Despite the similarity in chemical structure (V and I differ only in a methyl group), we ﬁnd
that many environments are optimized to a signiﬁcant extent for either V or I. We ﬁnd, furthermore, that a plot of effect of
hydrophobic mutations on stability versus packing density shows a strikingly simple pattern that clearly reﬂects evolutionary
structural optimization. The existence of such patterns suggests the possibility of rationalizing (and perhaps even predicting)
mutation effects on protein stability on the basis of evolutionary models. By ‘‘evolutionary model’’ we speciﬁcally refer in this
context to a model for mutation effects on stability in which certain physical features of the mutated residue environments are
evaluated from an assumption regarding how such environments have been selected during protein evolution (as opposed to
a purely ‘‘physical model’’ in which those features would be derived from some kind of energetics analysis of the protein
structural characteristics). To illustrate this novel approach and provide general guidelines for its application, we develop here
a simple evolutionary model that successfully explains the effect of the I4V mutations on thioredoxin stability.
INTRODUCTION
Since the advent of genetic engineering, numerous physico-
chemical studies into the effects of mutations on proteins have
been carried out. The interpretation of such studies in terms of
the physical forces responsible for the native protein structure
has provided a basis formany current efforts in protein design.
However, many features of natural proteins are expected to
be the result of natural selection, which could also operate on
stability. In fact, the marginal thermodynamic stability of
natural proteins (experimental values of the order of a few tens
of kilojoules per mol for the denaturation free energy at phys-
iological temperature) has been sometimes suggested to have
been selected during evolution due to several potential advan-
tages (1). For instance, low stability may be associated with
the degree of ﬂexibility perhaps required for function, to facil-
itate degradation, and to help avoid trapping the protein in in-
correctly folded states during folding (2).Also, a certain number
of speciﬁc destabilizing interactions may be required for
functional reasons or to guarantee structural uniqueness (3,4).
More surprisingly, recent work highlights that the relation
between protein evolution and protein stability is apparent
even at the level of individual-residue environments. Thus,
we reported recently (1) that all glutamate (E) to aspartate
(D) mutations in wild-type Escherichia coli thioredoxin were
destabilizing, as well as most of the aspartate to glutamate
mutations. We also found a robust correlation between the
effects of these mutations on thioredoxin stability and the
frequencies of occurrence of the involved residues in several
hundred sequence alignments derived from a BLAST search.
These results indicate that environments of charged residues
in protein surfaces may be optimized for stabilizing inter-
actions to a remarkable degree of speciﬁcity (to the point of
discriminating between glutamate and aspartate).
Here, we study the effect of mutations involving isoleucine
(I) and valine (V) on the stability of E. coli thioredoxin and
compare the measured mutation effects with the frequency of
occurrence of I and V residues in sequence alignments. These
I/V and V/I mutations are expected to be conservative
and have very small effects on protein structure (in a well-
packed hydrophobic region, an I/Vmutation is expected to
create a very small cavity and a V/I mutation is expected to
introduce a small amount of strain). In fact, I and V residues
can easily exchange in the course of protein evolution as shown
by the I/V coefﬁcients in PAM and BLOSUM matrices (5).
The study of the effect of I/V and V/I mutations on
stability allows us to explore whether the type of evolu-
tionary optimization we previously found for exposed charged
residues may also occur in protein hydrophobic cores. In
addition, and most important, the analysis of hydrophobic
mutations leads naturally to a structural interpretation of the
evolutionary optimization. The reason is that the environ-
ment of buried hydrophobic residues can be described, as a
ﬁrst approximation at least, in terms of a single parameter:
the hydrophobic packing density. (This is in sharp contrast
with the description of the environment of charged residues,
which must necessarily involve several parameters, related to
long-distance electrostatic interactions, extent of charged-
atoms solvation, ion pairing, hydrogen bonding, etc.)
Indeed, we ﬁnd in this work that the plot of effect of
hydrophobic mutations on stability versus packing density
shows a strikingly simple pattern that clearly reﬂects evolu-
tionary structural optimization. The existence of such a
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pattern suggests that mutation effects on protein stability
can be interpreted (and potentially predicted) on the basis
of evolutionary models (in addition to the usual physical
models). By ‘‘evolutionary model’’ we speciﬁcally mean in
this context a model in which certain physical features of the
residue environments are evaluated from an assumption
regarding how such environments have been selected during
protein evolution (as opposed to a purely ‘‘physical model’’
in which those features would be derived from some kind of
energetic analysis of the protein structural characteristics).
To illustrate this novel approach, we develop in this work a
simple model to explain the effect of hydrophobic mutations
on protein stability, which takes into account the hydropho-
bic packing density around the mutation site in the native
structure, as well as the kind and degree of evolutionary opti-
mization of the mutated-residue environment. We ﬁnd such
a model to be successful in accounting for the effect of both
the cavity-creating I/V mutations and the strain-introducing
V/I mutations on stability. From a more general viewpoint,
our analysis suggests guidelines as to how the role of evolu-
tionary optimization in protein folding and stability can be
systematically investigated.
MATERIALS AND METHODS
Sequence alignments
BLAST 2 (1996–2003, W. Gish, http://blast.wust1.edu) was used to search
the UniProt/TrEMBL database (http://www.ebi.ac.uk/trembl/) with the
thioredoxin sequence as query and the default options of the search. The
sequences found were aligned to the query sequence using the Smith-
Waterman algorithm (see Appendix 1 in Supplementary Material) and those
with similarity with the query higher than 0.25 were retained (similarities
were calculated as the number of matches between the given sequence and
the query divided by the number of residues in the latter). The 0.25 similarity
cutoff was chosen because it is usually accepted that proteins from various
species and having sequence similarity of at least 0.25–0.3 have similar
tridimensional structures (see Dokholyan and Shakhnovich (6) and refer-
ences quoted therein). Therefore, we assumed that most of the sequences
selected share the thioredoxin fold. Furthermore, for most of the 491 selected
sequences, the parameter p that measures the statistical signiﬁcance of the
alignment with the query was reported by the BLAST program to be,106
(speciﬁcally, among the 491 sequences, there are 428 sequences with p ,
106, 479 sequences with p , 104 and 489 sequences with p , 102).
Among the 491 selected sequences, 219 belong to bacteria, 249 to
eukaryota, and 18 to archaea (for ﬁve sequences, the biological classiﬁcation
was not available in the UniProt/TrEMBL database). Within the eukaryota,
there are 123 metazoa, 81 viridiplantae, and smaller numbers of others
(fungi, alveolata, etc.). Within the bacteria, there are 101 proteobacteria, 51
ﬁrmicutes, and smaller numbers of others (cyanobacteria, actinobacteria,
etc.). Only 62 sequences of the proteobacteria sequences correspond to
g-proteobacteria (the class to which E. coli belongs).
Site-directed mutagenesis, expression,
puriﬁcation, and preliminary characterization
of thioredoxin variants
Preparation of wild-type (WT) and variant forms of E. coli thioredoxin were
carried out as we have recently described (1,7), except for the fact that we
have used here plasmid pET30a (into which the thioredoxin gene had been
subcloned) and BL21(DE3) supercompetent cells for overexpression.
Stability determinations
Differential scanning calorimetry (DSC) experiments were carried out with
a VP-DSC calorimeter from MicroCal (Northhampton, MA) as we have
described previously in detail (1,7,8). Protein solutions for the calorimetric
experiments were prepared by exhaustive dialysis against the buffer (5 mM
HEPES, pH 7.0). A protein concentration dependence for WT thioredoxin
denaturation temperature has been reported in the literature and attributed to
protein dimerization (9). Therefore, we carried out all the DSC experiments
at comparatively low protein concentrations (;0.5 mg/mL or below) and we
checked that no protein concentration effects on denaturation occurred
within the 0–0.5 mg/mL range. Denaturation of all thioredoxin variants
studied was highly reversible and ﬁttings of the two-state equilibrium model
to the heat capacity proﬁles were excellent and similar to that we have
previously described for WT thioredoxin (8). It is worth noting that thermal
denaturation of thioredoxin has also been shown to conform to a two-
macrostate scenario on the basis of the variable-barrier analysis recently
proposed by Mun˜oz and Sanchez-Ruiz (10). Mutation effects on thioredoxin
stability (DDG values) were calculated from the mutation effects on dena-
turation temperature (DTm values) by using the approximate Schellman
equation, as we have previously described in detail (1,7). A more rigorous
calculation, based on a Gibbs-Helmholz extrapolation, yields DDG values
that differed in ;0.1 kJ/mol from those calculated using the Schellman
equation. Most DDG and DTm values given in this work are the average of
three independent determinations, with typical scatters of the order of 0.1 K
for DTm.
Calculation of structural descriptors
Accessible surface areas (ASA) were calculated using a modiﬁcation of the
Shrake-Rupley algorithm (11), which randomly places 2000 points in the
expanded van der Waals sphere representing each atom. A radius of 1.4 A˚
for the solvent probe and the Chothia set (12) for the protein atoms were
used. Residue accessibilities were calculated as the ratio between the side-
chain ASA in the native structure and that in Gly-X-Gly tripeptide.
Hydrophobic packing densities (h-values) were obtained for all positions
with I or V in the WT protein according to the following procedure: we
calculate, for each side-chain carbon atom of the residue (I or V) present at
a given position, the number of other-residue carbon atoms (NC) at distances
smaller than6 A˚ and thenwe average those numbers over all side-chain atoms.
That is, we obtain a side-chain average of the number of carbon atoms within
a 6-A˚ distance (h) as [NC(Cb)1NC(Cg1)1NC(Cg2)]/3 whenV is present and
[NC(Cb)1 NC(Cg1)1 NC(Cg2) 1 NC(Cd)]/4 when I is present.
RESULTS AND DISCUSSION
The effect of I!V and V!I mutations on
thioredoxin stability
We have studied the effect on thioredoxin stability of all pos-
sible I/V (WT residue ¼ I) and V/I (WT residue ¼ V)
mutations in the WT form. All positions mutated had low
accessibility to solvent in the native structure, except I5 and
V91, which are signiﬁcantly exposed (Fig. 1). All V/I
mutations were found to be destabilizing, as well as most of
I/V mutations (Fig. 1). Therefore, despite the similarity in
chemical structure (V and I differ only in a methyl group),
the environments of most I/V positions in thioredoxin are
optimized to a signiﬁcant extent for stabilizing interactions
with the speciﬁc residue type (I or V) actually present in the
WT form. This is the same type of result as that we recently
reported for the surface mutations involving carboxylic acid
residues (1).
Evolutionary Structural Optimization 3321
Biophysical Journal 89(5) 3320–3331
Note that, in subsequent analyses in this work, we will
consider all mutations in the I/V direction; that is, the sign
of the stability effects associated to the V/I mutations (with
WT residue¼V) is reverted, so that the values correspond to
I/V effects. Of course, we will indicate in all relevant ﬁg-
ures the type of residue (I or V) present at the given position
in the WT form (see Fig. 2). As it will be made clear by the
analyses given below, the purpose of considering all muta-
tion effects on a given direction (I/V) is to expose envi-
ronment optimization. For instance, a positive and sufﬁciently
large value for the mutation effect DDGI/V at a given
position will be taken to mean that the environment at that
position is optimized for V (over I), regardless of the speciﬁc
residue (I or V) that is present at that position in the WT form
(a speciﬁc example will be given further below).
Correlating mutation effects on stability with
the frequencies of occurrence of residues
in sequence alignments: a test of the
pseudoequilibrium hypothesis
It has been suggested (1,6,13), mostly on theoretical grounds,
that over some evolutionary timescale, sequences are visited
according to free energy, in a manner analogous to the
Boltzmann distribution of energies for a system at ther-
modynamic equilibrium. We refer to this proposal as the
‘‘pseudoequilibrium’’ or Boltzmann hypothesis.When applied
to single, neutral (or quasineutral) mutations, the pseudoe-
quilibrium hypothesis is equivalent to assuming that mutations
become ﬁxed in the course of evolution with frequencies that
roughly reﬂect the mutation effect on stability. As we have
previously pointed out, the pseudoequilibrium hypothesis is
supported by the acceptable level of success of the so-called
‘‘consensus concept’’ to protein stabilization (14) that employs
statistical analysis of sequence alignments to predict stabi-
lizing mutations.
We recently showed (1) that the effect of glutamate/
aspartate and aspartate/glutamate on the stability of E. coli
thioredoxin show a robust correlation with the frequencies
of occurrence of the involved residues in several hundred
sequence alignments derived from a BLAST search, a result
that is consistent with the pseudoequilibrium hypothesis.
Here, we show that the same correlation holds for the hydro-
phobic mutations reported in this work. Furthermore, we
perform in this work (see below) a more detailed charac-
terization and testing of the pseudoequilibrium description of
our data.
Our analysis of the correlation between mutation effects
on stability and sequence alignments is based on the fol-
lowing equation:
DDGIðEÞ/VðDÞ ¼ A1Ru  ln NVðDÞ
NIðEÞ
 
: (1)
In Eq. 1, DDGI/V on the left side stands for the effect on
stability of an I/V mutation at a given position. On the
FIGURE 1 (Upper panel) Effect of isoleucine/valine and valine-
/isoleucine mutations on E. coli thioredoxin stability. Stability changes
are measured by the effect of mutation on denaturation temperature (left
axis) and denaturation free energy (right axis). I/V and V/I mutations
are shown with open and closed bars, respectively. The numbers alongside
the bars indicate the mutated residue inWT thioredoxin. (Lower panel) Side-
chain accessibility to solvent in the native structure of the residues mutated.
ASAs were calculated using a version the Shrake-Rupley algorithm with
a radius of 1.4 A˚ for the solvent probe and the Chothia set for the protein
atoms. The accessibilities shown are the ratio between the side-chain ASA
values in the native structure and in a Gly-X-Gly tripeptide. Solid bars are
used to denote residues with high accessibility (5 and 91).
FIGURE 2 Correlation between effects of I/Vmutations on thioredoxin
stability (solid symbols) and the frequency of occurrence of I and V residues
in sequence alignments. Stability changes are measured by the effect of
mutation on denaturation temperature (left axis) and denaturation free
energy (right axis). All the stability changes given describe the effect of
I/Vmutations. The solid circles correspond to the original I/Vmutations
in WT thioredoxin. The solid squares are derived from the original V/I
mutations, but the sign of the stability changes has been reverted, so that the
values shown correspond to I/V effects (for instance, DTm ¼ Tm(WT, V)
 Tm(variant, I)). The small numbers alongside the symbols indicate the
position mutated. We also include (open symbols) the effects of carboxylic
acid mutations (E/D) on thioredoxin stability we previously reported (1).
The large numbers in both panels indicate the sequence similarity range used
in the calculation of the number of residues: NI, NV, NE, and ND.
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right side of Eq.1, A is a constant (whose value is expected to
be not too different from 0) and NI (NV) is the number of
sequences with I (V) at the given position in sequence align-
ments derived from a BLAST search using the thioredoxin
sequence as query (see Materials and Methods for details
and for a description of the features of the alignment used;
see Appendix 2 in Supplementary Material for the numbers
of occurrences of all the 20 amino acids at the positions
studied). The term Ruln(NV/NI) is a free-energy-like func-
tion that reﬂects the relative I versus V preference at the given
position in the sequence alignments, and the temperature u
could be interpreted as a measure of evolutionary pressure
on stability (6). Equation 1 is obviously suggested by the
pseudoequilibrium hypothesis (1); that is, according to Eq. 1,
if the environment of a given position is strongly optimized
for V and consequently the I/V mutation is stabilizing,
then during protein evolution V will be ﬁxed at that position
more often than I, resulting in a higher frequency of oc-
currence for V in sequence alignments. Likewise, if the
environment is strongly optimized for I, we may expect the
I/V mutation to be destabilizing and the frequency of
occurrence in sequence alignments to be higher for I (versus
V). Note ﬁnally that in this work we apply Eq. 1, not only to
I/Vmutations, but also to the carboxylic acid mutations we
previously reported (1). In this latter case, the left side of Eq.
1 is the effect of the E/D mutation on stability (DDGE/D)
and the numbers of sequences on the right side are calculated
for D and E residues at the given position (ND and NE). This
is indicated by the subscripts within brackets in Eq. 1.
The plot of DDGI/V (or DDGE/D) versus ln(NV/NI) (or
ln(ND/NE)) of Fig. 2 shows a signiﬁcant correlation between
the mutation effects on stability and a simple function of the
relative frequencies of occurrence of residues in sequence
alignments: there is only one clear outlier (position 75) out of
27 mutation data and, when using for frequency of occur-
rence calculation the 247 sequences with similarity with the
query higher than 0.3 (as in Fig. 2), the correlation coef-
ﬁcient is r ¼ 0.84 and the statistical signiﬁcance (probability
that the observed correlation is due to chance) is p ¼ 6 3
108. Actually, there is a likely explanation for the outlier:
I75 is in close contact with the C32-C35 disulﬁde bridge in
thioredoxin and, therefore, its high conservation could be
due to functional (rather than stability-associated) reasons.
The correlation is also a robust one; that is, a signiﬁcant cor-
relation is obtained when using the sequences with similarity
with the query higher than 0.25 (491 sequences, r ¼ 0.85,
p¼ 33 108), 0.3 (247 sequences, r¼ 0.84, p¼ 63 108),
0.35 (144 sequences, r ¼ 0.83, p ¼ 2 3 107), or 0.4 (74
sequences, r ¼ 0.85, p ¼ 5 3 108). Also, signiﬁcant
correlations are obtained when carboxylic acid mutations
and hydrophobic mutations are considered separately (for
instance, r ¼ 0.89 and p ¼ 6 3 105 for carboxylic acid
mutations and r ¼ 0.80 and p ¼ 1 3 103 for hydrophobic
mutations, using the 491 sequences of similarity with the
query higher than 0.25).
The intercept in the plot of Fig. 2 is close to zero (0.696
0.25 kJ/mol). The slope has units of energy and can be
viewed as Ru, where the value of the ‘‘temperature’’ umight
be interpreted as a measure of evolutionary pressure on sta-
bility or, perhaps, on physical features associated in some
way with stability (see ‘‘Concluding remarks’’). The latter
possibility (see further below) seems to be supported by the
value found for u (180 6 23 K), which is signiﬁcantly
smaller than the physiological temperature. The above
u-value is calculated using sequences with the query higher
than 0.3 (i.e., from the plot in Fig. 2). However, qualitatively
similar results are obtained using other similarity cutoffs:
0.25 (u ¼ 211 6 26 K, 491 sequences), 0.35 (u ¼ 150 6 21
K, 144 sequences), and 0.4 (u¼ 1266 16 K, 74 sequences).
The above calculations have been carried out using raw
numbers of occurrences in the alignment (i.e., the NI, NV, ND,
and NE numbers). In our previous work (1), we used
similarity-weighted number of sequences, but because such
weighting does not signiﬁcantly affect the result of the
analysis, it has been omitted here for the sake of simplicity.
On the other hand, at the request of one reviewer, we have
explored in this work the effect of the use of pseudocounts on
the studied correlations. Pseudocounts have been previously
used to correct raw amino acid frequencies when the number
of sequences in the alignment is small and there is a risk of
some of the raw frequencies becoming 0, a fact that may
cause fatal problems in some algorithms (see Chapter 6 in
Ewens and Grant (15)). The use of pseudocounts is based on
Bayesian statistics, although the practical choice of the
pseudocounts values is often done subjectively (see Chapter
6 in Ewens and Grant (15)). Here, we follow the procedure of
Lawrence et al. (16). We deﬁne ‘‘corrected’’ frequencies as,
qij ¼ Nij1 bj
N  11B; (2)
where qij is the corrected frequency for amino acid j at
position i, Nij is the raw number of occurrences of amino acid
j at position i, N is the total number of sequences in the
alignments, bj stands for the pseudocounts of amino acid j,
and B is the sum of the pseudocount values for the 20 amino
acids (i.e., B ¼ +20
j¼1 bj). Following Lawrence et al. (16) we
made pseudocounts proportional to the background frequen-
cies of the amino acids with a proportionally constant of
ﬃﬃﬃﬃ
N
p
:
As background frequencies we chose those calculated from
the whole alignment (i.e., including all sequences and
positions). We then used the calculated corrected frequencies
(Eq. 2) instead of the raw numbers of occurrences in the
analysis based on Eq. 1. The results obtained, however, were
essentially the same as those obtained using raw numbers of
occurrences. For instance, using all the sequences in the
alignment we obtain u ¼ 2166 27 K, r ¼ 0.85 and p ¼ 33
108 (versus u¼ 2116 26 K, r ¼ 0.85, p¼ 33 108 using
raw numbers of occurrences) and using only the sequences
with similarity with the query higher than 0.4 we get u ¼
143 6 19 K, r ¼ 0.83 p ¼ 1 3 107 (versus u ¼ 126 6 16,
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r ¼ 0.85 and p ¼ 5 3 108 when using raw numbers of
occurrences). This agreement is not surprising given the
comparatively large number of sequences in our alignment.
To test further the applicability of the pseudoequilibrium
hypothesis, we have carried out the correlation analyses
based on Eq. 1 for different subsets of the alignment chosen
according to the following two criteria: 1), sequence cluster-
ing according to similarity. For this purpose, we created a
distance matrix for the 491 sequences in the alignment, using
as ‘‘distances’’ the values of 1 minus pairwise similarity (i.e.,
Dayhoff distances), and we performed a K-means clustering
analysis based on that matrix. We used the ‘‘kmeans’’
program included in the MATLAB suite, with the squared
euclidean distance option and 10 replica in each analysis.
Runs specifying different numbers of clusters (from two to
nine) were performed; for illustration, the results obtained
with ﬁve clusters are shown in Fig. 3. Note that signiﬁcant
correlations (p , 102) in the plots of DDGI/V (or
DDGE/D) versus ln(NV/NI) (or ln(ND/NE)) are obtained in
all cases and, for three out of the ﬁve clusters, p is on the
order of 105. This general result is quite robust with respect
to the number of clusters speciﬁed in the analysis (results not
shown), although, for larger numbers of clusters, some of the
clusters found are too small for a statistically reliable
correlation analysis. 2), Sequence clustering according to the
taxa well-represented in the alignment. Thus, plots of
DDGI/V (or DDGE/D) versus ln(NV/NI) (or ln(ND/NE))
were constructed for the sequences belonging to bacteria
(219 sequences), eukaryota (249 sequences), proteobacteria
(101 sequences), and metazoa (123 sequences). In all four
cases (see Fig. 4), signiﬁcant correlations were found (p on
the order of 105–106). For viridiplantae (81 sequences)
and ﬁrmicutes (51 sequences) the correlations were less
signiﬁcant (p ¼ 1 3 102 and p ¼ 7 3 103, respectively),
although this may be a statistical effect associated with the
lower number of sequences belonging to these taxa in our
alignment.
The above analyses strongly support the pseudoequi-
librium hypothesis, at least as ﬁrst-order description of the
probability of mutation during evolution at the positions
FIGURE 3 Correlation between mutation effects on E. coli thioredoxin stability and frequencies of occurrences of the involved amino acids for ﬁve
sequence subsets obtained from the original alignment by K-means clustering. The larger plot gives the silhouette values for the sequences in each of the ﬁve
clusters. The silhouette value for each sequence ranges from 1 to 1 and is a measure of how similar that sequence is to sequences in its cluster compared to
sequences in other clusters. The numbers in the plots of mutation effect on stability versus logarithm of the ratio of raw occurrences refer to the cluster. The
values of u and p (statistical signiﬁcance) derived from the ﬁve correlation analyses are shown alongside the corresponding cluster in the silhouette plot.
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studied. We ﬁnd particularly relevant the correlation between
mutation effects on stability of thioredoxin from E. coli (a
proteobacteria) with the logarithm of the ratio of the number
of occurrences of the involved residues in the eukaryota and
metazoa subsets of the alignment (see Fig. 4). This clearly
suggests that the type of environment optimization at a given
position may be highly conserved during evolution (a de-
tailed discussion on this proposal is given further below).
The experimental stability-packing pattern for
hydrophobic mutations reﬂects evolutionary
structural optimization
The results summarized in Figs. 1–4 indicate that hydro-
phobic environments can be optimized for stabilizing inter-
actions to a very high degree of residue speciﬁcity (to the
point of discriminating between I and V). Most remarkably,
this evolutionary structural optimization is clearly reﬂected
in the strikingly simple pattern (Fig. 5 A) seen in a plot of
mutation effect on stability versus hydrophobic packing
density (the side-chain average of the number of carbon
atoms within a 6-A˚ distance; see Materials and Methods for
details). For instance, it is clear from Fig. 5 A that, for high
packing density, environments must be either optimized for
V (DDGI/V  0) or for I (DDGI/V  0). In structural
terms, if the environment of a given position is optimized
(i.e., evolutionary selected) for the smaller V, an I in that
position will cause overpacking and lead to a decrease in
stability. Likewise, if the environment is optimized for I, an
V will produce a cavity with the consequent loss of packing
interactions leading again to a stability decrease (see, for
example, Loladze et al. (17)). The relation between the evo-
lutionary selection of residue environment and the mutation
effects on protein stability has also been proposed by Takano
et al. (18) on the basis of an analysis on the effect of
Thr4Val mutations on ribonuclease Sa stability.
Furthermore, according to Fig. 5 A, the environment capa-
bility to discriminate between V and I decreases with decreas-
ing packing density and disappears at a packing density of
;10, where the V-optimized and I-optimized branches join
(note that, as was to be expected, the valines in E. coli
thioredoxin tend to cluster on the V-optimized branch). Only
positions 5 and 91 depart signiﬁcantly from this pattern, an
unsurprising result given their high exposure to solvent (see
Fig. 5 A), which indicates that their environment cannot be
solely described in terms of hydrophobic packing density.
The slightly negative value of DDGI/V for the packing
density at which the two branches meet (Fig. 5) likely reﬂects
a general nonspeciﬁc preference for I over V associated with
the extra methyl group in the former.
Overall, the plot of Fig. 5 A indicates a parabolic-like
dependence of packing density with DDGI/V. In the next
section we develop a simple model that rationalizes this
dependence in terms of its physical and evolutionary origins.
A simple evolutionary model for the effect of
hydrophobic mutations on protein stability
The existence of mutation stability patterns that reﬂect
evolutionary optimization (such as that shown in Fig. 5 A)
suggests the possibility that mutation effects on protein
stability can be interpreted (and potentially predicted) on the
basis of evolutionary models (in addition to the usual
physical models). By ‘‘evolutionary model’’ we speciﬁcally
FIGURE 4 Correlation between mutation effects on
E. coli thioredoxin stability and frequencies of occur-
rence of the involved amino acids for four sequence
subsets corresponding to the taxa well-represented in
the original alignment. We show in each plot of mu-
tation effect on stability versus logarithm of the ratio of
raw occurrences, the name of the taxa, the number of
sequences (in parentheses), and the values of u and p
(statistical signiﬁcance) derived from the correlation
analysis.
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refer in this context to a model for mutation effects on
stability in which certain physical features of the mutated
residue environments are evaluated from an assumption
regarding how such environments have been selected during
protein evolution (as opposed to a purely ‘‘physical model’’
in which those features would be derived from some kind
of energetic analysis of the protein structural characteristics).
In this section, we illustrate how such models can be con-
structed using, as a case example, the hydrophobic I4V
mutations studied in this work.
We start by writing the effect of an I/V mutation at
a given position on thermodynamic stability as:
DDGI/V ¼ DDGI/V  ðGENVV  GENVI Þ; (3)
where GENVV and G
ENV
I stand for the free energies associated
with the environment in the native structure when V and I
are present at the given position, and DDGI/V collects all
contributions not related to the environment, denatured-state
effects among them, for instance. (Actually, as we will
discuss below, a small and roughly constant part of the non-
speciﬁc environment contribution to DDGI/V, is included in
DDGI/V).
We describe the environment of a given hydrophobic
residue (I orV) in the native structure in terms of three features:
1. The hydrophobic packing density in the neighborhood of
the residue (h, the side-chain average of the number of
carbon atoms within a 6-A˚ distance; see Materials and
Methods for details). We note that h is only meant to
provide an overall measure of the packing density; ﬁner
structural details of the packing, such as those responsible
for the optimization of the environment for V or I, are
described by the parameter f introduced below.
2. The extent to which the environment is optimized for
interactions with I or V. We describe this feature with
a single parameter f, which takes a value of 0 when the
environment is perfectly optimized for I and a value of
unity when the environment is perfectly optimized for V.
Thus, we write the free energy associated with the inter-
action of I with the environment as a0  ðhm  hÞ1a
h  f ; where hm is the maximum value of h and a0 and a
are constants. That is, we assume a nonspeciﬁc contri-
bution related to the overall packing in the region around
the I-residue [a0  ðhm  hÞ] and a contribution related
with the environment optimization [a  h  f ]. The opti-
mum I-environment interaction occurs when the overall
packing is the maximum possible (i.e., h ¼ hm) and the
environment is fully optimized for I (f ¼ 0); in this case,
the free energy of interaction takes a minimum possible
value of 0. The free energy associated with the inter-
action of V with the environment is likewise written as
a0 ðhmhÞ1ahð1 f Þ and the optimum V-environment
interaction (free energy of interaction equal to zero)
occurs when h ¼ hm (maximum overall packing) and f ¼
1 (environment fully optimized for V). Note that we use
the same expression of the nonspeciﬁc interaction term
for V and I [a0  ðhm  hÞ], although this contribution
could be expected to be somewhat larger for I (due to the
extra methyl group). Actually, in the spirit of proposing a
simple model, we are assuming here that the small dif-
ference between V and I in nonspeciﬁc interaction with
the environment is roughly constant and can be included
in DDGI/V (Eq. 3). Note also that, unlike h, we do not
calculate the value of f from the native structure but, in
our model, environment optimization is determined on
the basis of a hypothesis regarding the effect of natural
selection (see further below).
3. The environment ‘‘plasticity’’. We do not consider hy-
drophobic environments to be rigid, but, rather, we take
into account that they may change in response to muta-
tion. We thus include a free-energy term associated to envi-
ronment reorganization and given by b  h  ðf  f0Þ2;
FIGURE 5 (A) Effect of hydrophobic mutations on stability versus
hydrophobic packing density. The numbers alongside the points stand for
the side-chain accessibilities to solvent in the native structure (a value of
0 means ‘‘fully buried’’ and a value of 1 means ‘‘fully exposed’’). (B) Fitting
of Eq. 15 to the experimental mutation effects on thioredoxin stability. The
numbers alongside the symbols indicate the position mutated. All mutations
effects on denaturation free energy are given in the I/V direction and the
type of residue present in the WT form is indicated by the symbol used:
circles for Ile and squares for Val. The continuous line is the best ﬁt of Eq. 15
to the experimental mutation data for the buried positions. (C) Distribution
of I/V residues over hydrophobic positions for E. coli thioredoxin and four
of the sequences in the alignments derived from a BLAST search using E.
coli thioredoxin as query (see Materials and Methods). From top to bottom
those proteins are thioredoxin from E. coli, Q9KV51 (thioredoxin from
Vibrio cholerae), Q88CG6 (thioredoxin from Pseudomonas putida),
Q8L1N0 (thioredoxin from Buchnera aphidicola), and Q9JYY9 (thioredox-
in fromNeisseria meningitides). The hydrophobic positions chosen are those
in which I or V residues are present in WT thioredoxin from E. coli. In all
cases, the I/V distribution (open symbols/solid symbols) is displayed over the
stability/packing pattern for E. coli thioredoxin. The numbers alongside the
protein codes stand for the similarity with the query sequence.
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where b is a constant. The reorganization free energy is
zero when f ¼ f0 and, therefore, the value of f0 may be
considered as a measure of the ‘‘intrinsic’’ preference of
the environment for I or V. Of course, values of f dif-
ferent from f0 may be observed if the required reorga-
nization free energy is ‘‘paid’’ by the interaction residue
environment (see below). Note that this reorganization
free energy will be larger the higher the value of h; that
is, well-packed environments are assumed in our model
to be more ‘‘rigid’’.
The environment free-energy terms in Eq. 3 (GENVV and
GENVI ) contain, therefore, contributions from the direct inter-
action of the residue (I or V) with the environment and also
from the possible environment reorganization:
GENVI ðf Þ ¼ a0  ðhm  hÞ1a  h  f 1b  h  ðf  f0Þ2 (4)
G
ENV
V ðf Þ ¼a0  ðhm  hÞ1a  h  ð1 f Þ1b  h  ðf  f0Þ2:
(5)
These expressions are taken to be free-energy functionals.
That is, the actual values of GENVV and G
ENV
I are obtained by
minimizing Eqs. 4 and 5 with respect to f. Fig. 6 provides
graphical illustrations of such minimization. Panels A, B, and
C correspond to the case of a rigid (high h) environment that
is optimized for I (A), for V (B), or has no deﬁnite intrinsic
optimization (f0 ¼ 1/2; C); the situation of a ‘‘plastic’’
environment (low h) and no deﬁnite intrinsic optimization
(f0 ¼ 1/2) is shown in panel D. Note that the optimum values
of f (i.e., the values fV and fI that minimize G
ENV
V and G
ENV
I ;
respectively) are determined by the interplay between the
direct interaction terms and the term associated to environ-
ment reorganization. Note also that the optimum fI and fV
values differ from f0, as the environment changes in response
to the interaction with the residue. General expressions for
fI and fV can be obtained by solving @G
ENV
I =@f ¼ 0 and
@GENVV =@f ¼ 0; respectively. The results are fI ¼ f0  a/2b,
fV¼ f01 a/2b. Note that, because f is in the 0# f# 1 range,
f0 is restricted in our model to the a/2b # f0 # 1  a/2b
range. Substitution into Eqs. 4 and 5 yields:
G
ENV
I ¼a0  ðhmhÞ1ah  f01=2ð Þ1
ah
2
1 a
2b
 
(6)
G
ENV
V ¼ a0  ðhmhÞah  f01=2ð Þ1
ah
2
1 a
2b
 
: (7)
We will ﬁnd it convenient for subsequent derivations to
have GENVI and G
ENV
V referred to their lowest possible values
(those corresponding to f0 ¼ a/2b and f0 ¼ 1  a/2b,
respectively):
DG
ENV
I ¼GENVI GENVI ða=2bÞ ¼ah  f01=2ð Þ
1
ah
2
1a
b
 
(8)
DG
ENV
V ¼GENVV GENVV ð1a=2bÞ ¼ah  f01=2ð Þ
1
ah
2
1a
b
 
: (9)
Substitution of Eqs. 6 and 7 into Eq. 3 leads to,
DDGI/V¼DDGI/V12ah  f0 1=2ð Þ; (10)
which gives the mutation effect on stability in terms of the
environment preference for I or V, as measured by the value
of f0.
FIGURE 6 Illustrative examples of the free energies associated with
the environment when V and I residues are present at a given position, as
calculated from the simple model introduced in this work (Eqs. 3–15 in the
text). The values of GENVI and G
ENV
V (Eqs. 4 and 5) are given versus f (the
parameter that describes environment optimization) as thick red and blue
lines, respectively. The thin-dashed red and blue lines represent the con-
tributions to GENVI and G
ENV
V associated with the direct residue-environment
interaction (that is, the a0  ðh hmÞ1a  h  f and a0  ðh hmÞ1a  h
ð1 f Þ terms in Eqs. 4 and 5, respectively). The thin-dashed green line is the
contribution associated to environment reorganization (the term b(f  f0)2
in both Eqs. 4 and 5). The proﬁles shown have been calculated with the
following values: a0¼ 0.2 kJ/mol, a¼ 0.2 kJ/mol, b¼ 0.5 kJ/mol, hm ¼ 30
(all panels). In panels A, B, and C we have used h ¼ 25 (a high-packing
environment) and, in panel D, h ¼ 9 (a low-packing environment). The
values of f0 are 0.22 in panel A (environment with a clear intrinsic preference
for I), 0.78 in panel B (environment with a clear intrinsic preference for V),
and 0.5 in panels C and D (environment with no clear intrinsic preference).
The thick black line represents the lowest possible values of GENVI andG
ENV
V
in each case (note that those lowest possible values are taken as zero for the
right-axis free-energy scales). The difference between the minima in the
thick red and blue lines and the black line indicates the optimization
achieved. Thus, optimization for I is achieved in panel A, optimization for V
is achieved in panel B, and for, both I and V in panel D; in these three cases,
the QENV partition function (Eq. 11) is on the order of unity. In panel C no
clear optimization for either I or V is achieved and QENV is signiﬁcantly
smaller than unity.
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We now proceed to make a hypothesis regarding the
restrictions imposed by natural selection on residue environ-
ments. We assume that environments of I/V residues are
‘‘accepted’’ during evolution if optimization for at least one
kind of residue (I or V) is achieved. According to this hy-
pothesis, the situation depicted in Fig. 6 Awould be accepted
because the environment leads to clear optimization for I
(i.e., GENVI is close to its lowest possible value and DG
ENV
I is
close to 0); of course, optimization for V is not achieved, but
this poses little problem because, according to the pseudoe-
quilibrium hypothesis, V will rarely appear at that position
during protein evolution (perhaps, only when stabilizing
mutations in other parts of the molecule compensate for the
destabilizing effect of having V in a well-packed environ-
ment optimized for I). Likewise, the situation shown in Fig. 6
B will be accepted (optimization for V is achieved). How-
ever, the rigid environment with no clear intrinsic preference
for I or V (f0 ¼ 1/2) of Fig. 6 C will be rejected, because it
cannot be optimized for either I or V. On the other hand,
a plastic environment (low-packing) with no clear preference
(as in Fig. 6 D) will be accepted, because it reorganizes upon
interaction with I and V, leading to optimization for both
types of residues.
The above qualitative reasoning can be expressed in math-
ematical terms by stating that the following partition function
must have a sufﬁciently high value:
where, in the ﬁrst equality we have used Eqs. 8 and 9 and in
the second the deﬁnition of the hyperbolic cosine: cosh(x) ¼
(ex 1 ex)/2 (see Chapter 3 in Steiner (19)). Under the
assumption that, at least one of the free-energy terms (DGENVI
or DGENVV ) is close to zero, we may expect the value of Q
ENV
to be close to unity (as illustration, see the QENV values in
Fig. 6). Of course, we do not state that natural selection keeps
QENV ¼ 1 strictly; we do expect, however, to obtain a rea-
sonable approximation to the evolutionary accepted environ-
ments (as described by the f0 value) by setting Q
ENV ¼ 1 in
Eq. 11 and solving for f0:
f0¼ 1
2
1
Ru
ah
cosh
1 1
2
exp
ah
2Ru
ð1a=bÞ
  
; (12)
where cosh1 stands for the inverse hyperbolic cosine. This
function can be easily calculated (see Chapter 3 in Steiner
(19)) from cosh1ðxÞ ¼ ln x6
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2  1
p 
and, for x . 1, it
has two values that only differ in sign. For x¼ 1 it has only one
value (zero) and the function is not deﬁned for x , 1.
This implies that in our model there must be a minimum
value for h (we call it h0), which can be easily found by
setting equal to 1 the argument of the cosh1 in Eq. 12 and
solving for h0:
h0 ¼
2  ln2 Ru
a  ð1a=bÞ; (13)
and using Eq. 13, Eq. 12 can be written as:
f0¼ 1
2
1
Ru
ah
cosh
1f2ðhh0Þ=h0g; (14)
which, upon substitution into Eq. 10, yields ﬁnally:
DDGI/V¼DDGI/V12Ru  cosh1f2ðhh0Þ=h0g: (15)
According to Eqs. 14 and 15, for h ¼ h0; there is only one
possible value of f0 (1/2) and only one possible value for the
mutation effect on stability ðDDGI/V ¼ DDGI/VÞ. There-
fore, h0 may be interpreted as deﬁning a low-packing density
for which environment optimization is not possible. On the
other hand, for each h-value higher than h0, there are two
possible values of f0 (f0. 1/2 and f0, 1/2) and two possible
values of DDGI/VðDDGI/V.DDGI/V andDDGI/V,
DDGI/VÞ, which obviously correspond to environment
optimization for V and for I, respectively.
It is important to note that many of the details of our model
are not apparent in Eq. 15, which is, in fact, strikingly simple.
We take this as indication of the robustness of the equation.
For instance, the reader may easily verify that using a general
function of h, instead of a0  ðh hmÞ; or neglecting envi-
ronment reorganization (that is, omitting the term b(f  f0)2
and the subsequent minimization of GENVI and G
ENV
V with
respect to f) leads to the same Eq. 15. The latter, however,
would have been inconsistent with experimental structural
data that show variable degrees of cavity collapse upon
mutating a large hydrophobic side chain to a smaller one
(20). Therefore, the approach we have taken has been to in-
clude environment reorganization in the analysis in a simple
but plausible manner (Eqs. 4 and 5) and then to show that the
general outcome of the theoretical analysis (Eq. 15) does not
actually depend on environment reorganization.
Fitting of the model to the thioredoxin
mutation data
Equation 15 has only three ﬁtting parameters (DDGI/V,
h0, and u) and its nonlinear least-squares ﬁtting to the ex-
perimental DDGI/V versus h data is straightforward.
Q
ENV ¼ exp DGENVI =Ru
	 

1 exp DGENVV =Ru
	 
 ¼ exp  ah
2Ru
ð1 a=bÞ
 n o
 exp ah
Ru
ðf0  1=2Þ
 n
1 exp
ah
Ru
ðf0  1=2Þ
 o
¼ 2  exp  ah
2Ru
ð1 a=bÞ
 n o
cosh
ah
Ru
ðf0  1=2Þ
 
; (11)
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We ﬁtted Eq. 15 to the experimental DDGI/V data,
excluding the mutations at two positions with large exposure
to the solvent (5 and 91; see Fig. 5 A). The ﬁt to the data for
the remaining 12 buried positions is excellent (Fig. 5 B). As
was to be expected, the mutation data for the two well-
exposed positions do not agree with the ﬁtted dependence,
which indicates that their environment cannot be solely de-
scribed in terms of hydrophobic packing density. The ﬁtting
is quite robust with respect to the choice of the parameter
used to measure packing: although we have used for h the
average number of side-chain carbon atoms within a distance
of 6 A˚ (see previous section), we have checked that in-
creasing the distance limit to 8 A˚ or including all side-chain
atoms (not only carbons) yields similar ﬁttings (results not
shown).
The values of the ﬁtting parameters derived from the ﬁt-
ting shown in Fig. 5 B are h0 ¼ 10 6 0.2, DDGI/V ¼ 0.9
6 0.3 kJ/mol and u ¼ 142 6 16 K (associated errors were
calculated by the Monte Carlo method). The value of the
temperature u is in good agreement with those derived from
the several correlation analysis reported in this work (see
Figs. 2–4). This agreement provides clear support for the
validity of the main features of our model.
The small but negative value obtained for DDGI/V in-
dicates a general preference for I versus V. As pointed out
above, the nonspeciﬁc (independent of optimization) in-
teraction of the extra methyl group in isoleucine with the
environment may contribute to the DDGI/V value, as well as
factors related with solvent exposure of the residues in the
denatured state, including residual structure (hydrophobic
clustering). In connection with this latter possibility, it must
be noted that a strongly ‘‘polarized’’ thermally denatured
state (i.e., a denatured state with well-deﬁned hydrophobic
clustering in certain regions and high exposure to the solvent
in others), would have likely led to different DDGI/V values
for positions in different protein regions and the ﬁtting of Eq.
15 to the experimental data with constant DDGI/V would
have failed. To further probe this interpretation, we have em-
ployed the approach suggested by Marqusee and co-workers
(21) in which residual structure in the denatured state is
detected through its disruption (detected by heat capacity de-
terminations) induced by amutation that introduces a charged
residue. We thus prepared four variants of thioredoxin with
mutations V16D, L42D, A67D, and L99D, which are located
in the buried sides of the a-helices 11–17, 33–49, 67–70, and
94–105. These mutations target hydrophobic regions located
at both sides of the central b-sheet in the native structure, but
we did not detect any signiﬁcant increase in denatured-state
heat capacity over that of the WT protein (results not shown).
Environment conservation versus
residue conservation
The data reported in this work indicate that many of the
hydrophobic environments studied are optimized to a signif-
icant extent for either V or I but, also, that during the course
of protein evolution, I may be accepted in environments op-
timized for V (and vice versa), with frequencies that roughly
reﬂect the associated free-energy penalties. For instance, the
environment of position 23 is optimized for V, as indicated
by a positive experimental value for DDGI/V. In fact, during
protein evolution, V appears more often than I at that posi-
tion (152 V versus 13 I in the sequences with similarity with
the query higher than 0.3). This general preference of V over
I at position 23 is also observed when analyzing separately
the taxa well-represented in the alignment: 107 V versus four
I for bacteria, 37 V versus eight I for eukaryota, 52 V versus
two I for proteobacteria, and 15 V versus four I for metazoa.
Clearly, position 23 is a ‘‘valine-optimized position’’, al-
though there is an I at that position in E. coli thioredoxin as
a result of a recent (in the evolutionary sense) mutation.
This interpretation is reminiscent of the recently proposed
evolutionary hypothesis for the generation of transmembrane
helix kinks (22), according to which nonproline kinks in
membrane proteins are created by vestigial prolines and
stabilized by second-site mutations that optimize packing
around the kink, after which replacement of the proline
during the course of evolution occurs leaving the nonproline
kink; indeed, at positions of nonproline kinks in given pro-
teins, proline residues were found to occur often in related
sequences (22).
What is more remarkable, however, about the results
presented in this work is that they indicate that hydrophobic
environments can be optimized for stabilizing interactions to
a very high degree of residue speciﬁcity; i.e, to the point of
discriminating between I and V, which only differ in a methyl
group (note that the structural consequences of I4V mu-
tations are expected to be much smaller than those of intro-
ducing a proline in a helix). This speciﬁcity may be the
consequence of the need for good packing in certain protein
regions, which requires a tight ﬁt of the involved side chains.
Thus, if good packing around a given position was originally
(in the evolutionary sense) achieved with, for instance,
valine in this position, the environment will be optimized for
V. Certainly, the neutral or quasineutral V/I mutation will
be occasionally accepted over the course of evolution (as in
position 23 in thioredoxin) as a result of random drift.
However, the kind of environment optimization is less likely
to change (from optimization for V to optimization for I),
because this will possibly require the combined effect of
several second-site mutations (23).
From all the above, we conclude that, as a ﬁrst approxi-
mation at least, we may consider hydrophobic-residue envi-
ronments as more evolutionary conserved than residues
themselves. This implies, for instance, that the DDGI/V
versus packing pattern (Fig. 5, A and B) should be the same
(or similar) for evolutionary related proteins, although the
distribution of I and V residues may differ to some extent.
This interpretation is illustrated in Fig. 5 C where we display
on the stability/packing pattern for thioredoxin, the I/V
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distribution for several of the sequences obtained in the
BLAST search using the thioredoxin as query.
On the ruggedness of the stability-sequence
landscape (a Japanese rock garden analogy)
Evolutionary optimization of residue environments may per-
haps occur to different extents in different proteins (meso-
philic versus thermophilic, for instance) and, for the same
protein, in different structural regions (due, for instance, to
the effect of functional or interaction constraints). This not-
withstanding, the results reported here suggest that, in some
proteins at least, a signiﬁcant number of residue environ-
ments are evolutionary optimized for stabilizing interactions
with speciﬁc amino acid residues and that residues not
matched with the environment occur rarely (with frequencies
related to the associated free-energy penalties, according to
the pseudoequilibrium hypothesis). However, the evolution-
ary optimization of potentially many residue environments in
proteins does not mean that overall protein stability is close
to its global maximum (which would perhaps seem in con-
ﬂict with the fact that the thermodynamic stability of natural
proteins is marginal). In our view, it only means that the
stability-sequence landscape is rugged, in such a way that
most single mutations are destabilizing. We believe that an
illustrative (albeit imperfect) analogy to such stability-
sequence landscape is provided by some Japanese rock
gardens (such as those of Ryogen-in and Tofuku-ji in Kyoto;
for pictures see http://phototravels.net/japan/photo-gallery/
japanese-rock-gardens.html). The sand level represents the
minimum stability required for proper folding (for the purpose
of this analogy, we disregard the patterns in the sand) and the
rocks symbolize ‘‘stability islands’’, the top of each rock
being a local optimum in stability (note that the top of a small
rock will necessarily be close to the sand level). To any given
sequence of a natural protein, a deﬁnite spot on a rock
(between the sand level and the top) may be assigned and
single mutations are assumed to move the spot on a given
rock. If the WT spot is already close to the top, only a few
single mutations will be stabilizing and, in any case, these
mutations will not increase stability over the local optimum
(the top of the rock). Of course, larger stability enhancements
may be achieved, but the sequence spot needs to be moved
to a different, taller rock, which requires the combined effect
of several mutations (that is, some of those mutations may
be destabilizing when they occur individually). Actually, it
appears feasible to obtain high stability, severalfold mutant
proteins in vitro through the use of adequate protein-design
computational procedures (24–26).
Concluding remarks
We show in this work, by providing a simple and clear
experimental example, that stability patterns of protein
mutations may reﬂect structural evolutionary optimization.
We believe it likely that such kind of stability patterns occur
often. They have not been previously detected (to the best of
our knowledge) possibly because exhaustive studies on con-
servative mutations involving two similar residues (for in-
stance, all I/V and V/I mutations in a given protein) are
not usually performed. The existence of these patterns
suggests the possibility of rationalizing (and perhaps even
predicting) mutation effects on protein stability on the basis
of evolutionary models. By ‘‘evolutionary models’’ we spe-
ciﬁcally mean in this context models for mutation effects on
stability in which some of the physical characteristics that
determine the mutation effect are evaluated from an assump-
tion regarding how the mutated-residue environment has
been selected during protein evolution. To illustrate this novel
approach and provide general guidelines for its application,
we have developed here one such evolutionary model that
successfully accounts for the effect of the I4Vmutations on
thioredoxin stability. In addition, the model could potentially
be used to predict the effect of hydrophobic mutations on
other proteins (work in progress); this prediction will likely
require a simple procedure to estimate the temperature u
from the sequence alignments and the ability to determine
the type of environment optimization from a rough analysis
of the native structure (note that the environment optimiza-
tion of a given position cannot be deduced with absolute
certainty from the amino acid present at that position in the
protein of interest, because, during evolution, amino acids
‘‘not-matched’’ with the environment are expected to be
occasionally accepted with probabilities related with the
associated free-energy penalties).
It only remains now to make some comments as to the
origin of the energetic optimization of residue environments
in proteins. As we have previously pointed out (1), optimi-
zation may be a consequence of the fact protein stability is
marginal (27), although, in addition, it appears plausible that
it may also reﬂect the natural selection of some other protein
physical features associated in some way with stability. For
instance, an interesting (although speculative at this stage)
possibility is that residue optimization is related with the low
level of frustration possibly required for folding efﬁciency
(28) and with the evolutionary design of folding coopera-
tivity. Thus, theoretical work (29) indicates that it may be
more difﬁcult for proteins to achieve cooperativity (i.e., a
signiﬁcant folding free-energy barrier) than a stable native
structure and, in fact, computer-designed proteins have been
found to fold faster than their natural templates, although no
selection for a lower folding barrier was included in the
design strategy (30). Theoretical analysis of protein models
(29) also shows that models with more speciﬁc interactions
are more cooperative and that cooperativity increases with
increasing number of letters in the amino acid alphabet used.
Our result that environments in proteins may be optimized to
a remarkable degree of residue speciﬁcity (to the point of
discriminating between V and I or between D and E) seems
consistent with the view suggested by these polymer model
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analyses and suggests that evolution may actually be taking
full advantage of the natural 20-letter amino acid alphabet.
SUPPLEMENTARY MATERIAL
An online supplement to this article can be found by visiting
BJ Online at http://www.biophysj.org.
Note added in proof: After this work had been accepted for
publication, we became aware of the work of Chen and Stites
(Biochemistry. 2001. 40:15280–15289), which also ad-
dresses the relation between hydrophobic packing and
protein evolution.
We thank David Rodriguez-Larrea for helpful suggestions.
This work was supported by Spanish Ministry of Education and Science
grant BIO2003-02229 and Feder Funds.
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