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Neste trabalho e´ investigado o controlo o´ptimo de poteˆncia em redes o´pticas de
acesso mu´ltiplo por divisa˜o de co´digo (OCDMA) atrave´s de algoritmos de op-
timizac¸a˜o por enxames de part´ıculas (PSO) e desenvolvido um PSO modificado
baseado em mu´ltiplos enxames. O algoritmo e´ utilizado para encontrar poteˆncias
o´ptimas e garantir uma raza˜o sinal ru´ıdo mais interfereˆncia (SNIR) que possa
garantir qualidade de servic¸o (QoS) de transmissa˜o. Para o estudo deste traba-
lho foram considerados co´digos na˜o coerentes unidemensionais (1D) conhecidos
como co´digos primos e considerados os efeitos de ru´ıdo de emissa˜o espontaˆnea do
amplificador o´ptico (ASE). Foram investigados a influeˆncia da determinac¸a˜o dos
paraˆmetros para algoritmos PSO para o problema de alocac¸a˜o de poteˆncia em re-
des OCDMA, e investigado tambe´m adaptac¸o˜es ao algoritmo PSO para garantir
a convergeˆncia, sobreposic¸a˜o de restric¸o˜es de SNIR e a capacidade de gerar so-
luc¸o˜es va´lidas. Os principais resultados apresentados fornecem uma comparac¸a˜o
de desempenho entre o PSO e o PSO modificado proposto neste trabalho para o
problema da alocac¸a˜o de poteˆncia em redes OCDMA.
Palavras-Chave
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This dissertation investigated the optimum power control in optical networks with
code division multiple access (OCDMA) using particle swarm optimization (PSO)
algorithms and developed a modified PSO based on multiple swarms. The algo-
rithm is used to find optical powers and ensure signal noise plus interference ratio
(SNIR) that can ensure quality of service (QoS) of transmission. For the study
of this work were considered not coherent unidemensionais codes (1D) known as
prime codes and considering the effects of amplifier spontaneous emission (ASE)
noise of the optical amplifier. We investigated the influence of the parameters
for determination of PSO algorithm for power allocation problem in networks
OCDMA, and also investigated adaptations to the PSO algorithm to ensure the
convergence, overlapping of SNIR constraints and the ability to generate valid so-
lutions. The main results presented provide a comparison performance between
the PSO and modified PSO proposed in this paper for power allocation problem
in OCDMA networks.
Keywords PSO, modified PSO, sub-swarm, OCDMA networks, optimum
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A comunicac¸a˜o por redes de fibra o´ptica e´ uma tecnologia eletricamente passiva
e imune a` interfereˆncia electromagne´tica, possui uma elevada largura de banda
que possibilita aumentar a capacidade de transmissa˜o, ale´m disso, as redes de
fibra o´ptica apresentam alta escalabilidade com baixo custo, e.g., a utilizac¸a˜o de
multiplexagem por divisa˜o dos comprimentos de onda (WDM) e processamento
digital de sinais. Entre outras vantagens, as redes de fibra o´ptica sa˜o preferencial-
mente utilizadas para a transmissa˜o de informac¸o˜es em locais onde a interfereˆncia
eletromagne´tica e´ um fator de ru´ıdo, e.g., indu´strias e e empresas produtoras e
distribuidoras de energia ele´ctrica. A crescente demanda por maiores taxas de
transmissa˜o e largura de banda exigem que as redes sejam capazes de suprir
necessidades dos utilizadores e tambe´m garantir a qualidade de servic¸o (QoS).
Redes o´pticas de acesso mu´ltiplo for divisa˜o de co´digo (OCDMA) sa˜o capazes
de oferecer menores requisitos de tempo e frequeˆncia em comparac¸a˜o com ou-
tras te´cnicas de transmissa˜o em fibra o´ptica, a implementac¸a˜o de redes OCDMA
atrave´s dispositivos passivos oferece maior transpareˆncia e flexibilidade de confi-
gurac¸a˜o do encaminhamento evitando a utilizac¸a˜o de converso˜es eletroo´pticas e
optoele´tricas.
Os algoritmos de optimizac¸a˜o por enxame de part´ıculas PSO sa˜o algoritmos
de optimizac¸a˜o conhecidos por oferecerem boas soluc¸o˜es em relac¸a˜o a` sua com-
plexidade de implementac¸a˜o, e a` sua vasta utilizac¸a˜o em diversos problemas de
optimizac¸a˜o pricipalmente na engenharia.
1.1 Contextualizac¸a˜o
O presente trabalho determina e investiga a influeˆncia dos paraˆmetros do algo-
ritmo PSO para o problema de alocac¸a˜o de poteˆncia em redes o´pticas, bem como
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apresenta adaptac¸o˜es atrave´s de condic¸o˜es iniciais e de contorno para paraˆmetros
do PSO cla´ssico de forma a garantir soluc¸o˜es va´lidas ao sobrepor as restric¸o˜es de
raza˜o sinal ru´ıdo mais interfereˆncia impostas pela utilizac¸a˜o de co´digos primos.
Posteriormente, o presente trabalho oferece novas abordagens do PSO para o pro-
blema de optimizac¸a˜o na alocac¸a˜o de poteˆncia em redes OCDMA considerando
a capacidade e viabilidade de implementac¸a˜o da rede.
Quanto a` simulac¸a˜o, sera´ utilizado o ambiente de MATLAB; todos os algo-
ritmos desenvolvidos esta˜o comentados ao longo dos Anexos.
1.2 Problema
A problema´tica do controlo de poteˆncia para redes OCDMA apresentado matrici-
almente na˜o oferece a soluc¸a˜o optimizada e a soluc¸a˜o apresentada matricialmente
tambe´m na˜o considera o limite superior de SNIR alcanc¸a´vel com co´digos primos.
Tendo em vista esse problemas, a optimizac¸a˜o apresenta-se como uma potencial
soluc¸a˜o para esses problemas, e ale´m da optimizac¸a˜o de poteˆncia tambe´m oferece
maior eficieˆncia energe´tica.
1.3 Motivac¸a˜o
Expandir os conhecimentos do tema da utilizac¸a˜o de algoritmos de controlo dis-
tribu´ıdo de poteˆncia em redes o´pticas atrave´s de algoritmos PSO e avaliar o
desempenho de novas abordagens de algoritmos PSO.
1.4 Objetivos
O objetivo principal do trabalho e´ apresentar resultados referentes a uma nova
abordagem para o PSO cla´ssico na problema´tica de alocac¸a˜o de poteˆncia em
redes.
Na intenc¸a˜o da abordagem do tema proposto, procurar conhecer sobre a pro-
blema´tica, compreender o problema e enta˜o o desenvolvimento do algoritmo. Para
efetuar a implementac¸a˜o foi realizado o estudo sobre os algoritmos de optimiza-
c¸a˜o, algoritmos gene´ticos e algoritmos de optimizac¸a˜o por enxame de part´ıculas.
A intenc¸a˜o da abordagem do tema proposto, procura perceber as influeˆncias
da determinac¸a˜o de paraˆmetros do PSO cla´ssico e desenvolver um algoritmo me-
nos suscet´ıvel a influeˆncia da determinac¸a˜o dos paraˆmetros, e enta˜o comparar os
resultados obtidos com o PSO cla´ssico e a nova abordagem apresentada neste
trabalho.
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1.5 Planeamento do Projecto
O desenvolvimento da investigac¸a˜o sobre o tema foi feito da maneira apresen-
tada na tabela 1.1, que exibe os focos principais deste trabalho e as etapas para
elaborac¸a˜o do trabalho.
Tabela 1.1: Calendarizac¸a˜o referente as etapas do trabalho.
Meˆs
Etapas Mar. Abr. Mai. Jun. Jul. Ago.
1.Elaborac¸a˜o da proposta de trabalho X
2. Levantamento bibliogra´fico sobre
redes o´pticas e algoritmos gene´ticos
X X
3. Estudo da alocac¸a˜o de poteˆncia em
redes OCDMA por algoritmos PSO
X X
Desenvolvimento e implementac¸a˜o X X
Resultados e concluso˜es X X
Ajustes finais na redac¸a˜o e correc¸a˜o
para posterior apresentac¸a˜o
X X
1.6 Estrutura do Relato´rio
Neste primeiro cap´ıtulo abordou-se a introduc¸a˜o ao trabalho, sua contextualiza-
c¸a˜o, problema, motivac¸a˜o, objetivos e planeamento do projeto a serem cumpridos.
O segundo cap´ıtulo e´ uma breve apresentac¸a˜o dos conceitos das redes o´pticas,
suas caracter´ısticas, dispositivos, e tecnologias.
O terceiro cap´ıtulo faz a descric¸a˜o matema´tica das redes OCDMA e aborda
o problema de alocac¸a˜o de poteˆncia.
O quarto cap´ıtulo faz uma breve abordagem sobre os algoritmos PSO e tam-
be´m apresenta a uma nova abordagem de PSO baseada em sub enxames para o
problema de alocac¸a˜o de poteˆncia em redes OCDMA.
O quinto cap´ıtulo demonstra os resultados obtidos e promove a discussa˜o dos
resultados.
No sexto cap´ıtulo sa˜o apresentadas as principais concluso˜es obtidas ao longo




Este cap´ıtulo tem como objetivo fazer uma breve descric¸a˜o sobre redes o´pticas
h´ıbridas WDM/OCDM que sa˜o o tema de estudo deste trabalho, neste cap´ıtulo
sa˜o apresentadas caracter´ısticas, dipositivos da rede WDM e tambe´m uma breve
introduc¸a˜o histo´rica.
As redes de fibra o´ptica sa˜o comercialmente desde a de´cada de 80 para trans-
missa˜o de a´udio, v´ıdeo e dados. As primeiras redes de fibra o´ptica foram imple-
mentadas em redes pu´blicas de telefone e utilizavam padro˜es proprieta´rios que
tornavam trabalhosa e com custos elevados a interligac¸a˜o entre diferentes opera-
doras. Na primeira gerac¸a˜o de redes de fibra o´ptica esta˜o a Synchronous Digital
Hierarchy (SDH) e Synchronous Optical Network (SONET) baseadas em abor-
dagens de ligac¸a˜o ponto-a-ponto que traziam benef´ıcios como a interconexa˜o de
tecnologias e fabricantes diferentes. Nestas redes a amplificac¸a˜o, repetic¸a˜o, co-
mutac¸a˜o e encaminhamento era feito no domı´nio ele´trico. A segunda gerac¸a˜o de
redes de fibra o´ptica e´ caracterizada pelo encaminhamento atrave´s de comprimen-
tos de onda, ja´ a terceira gerac¸a˜o concentra esforc¸os na comutac¸a˜o o´ptica ra´pida,
comutac¸a˜o o´ptica de circuitos ra´pida e dinaˆmica, comutac¸a˜o o´ptica de pacotes e
tambe´m na comutac¸a˜o o´ptica h´ıbrida [1].
Entre outras vantagens, as fibras o´pticas apresentam elevada capacidade de
transmissa˜o, baixa taxa de erros, imunidade a interfereˆncias eletromagne´ticas,
elevada largura de banda, peso e volume reduzidos, e baixo custo. Nos u´ltimos
anos teˆm-se intensificado os esforc¸os na investigac¸a˜o com o objetivo de aproveitar
ao ma´ximo a capacidade de transmissa˜o das fibras.
A multiplexagem por divisa˜o em comprimentos de onda (WDM) e´ uma te´c-
nica de multiplexagem que consiste na transmissa˜o paralela de va´rios canais em
comprimentos de onda na mesma fibra, e mostrou-se uma maneira eficiente para
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o aproveitamento da enorme largura de banda das fibras o´pticas. As primeiras
investigac¸o˜es ainda na de´cada de 1980 ja´ mostravam que WDM de dois canais
era muito mais atrativa para um sistema simples, aproveitando-se uma taxa de
transmissa˜o de 565 Mbit/s para uma instalac¸a˜o de uma ligac¸a˜o de 140 Mbit/s, e
desta forma aumentar a capacidade de transmissa˜o da rede [4].
Na e´poca dos anos 90, as investigac¸o˜es voltadas para o telefone mo´vel con-
centravam esforc¸os no acesso mu´ltiplo por divisa˜o de co´digo (CDMA), e tambe´m
na multiplexagem por divisa˜o de co´digo (CDM). Posteriormente, CDM e CDMA
passaram a ser aplicados em redes o´pticas, e assim a dar in´ıcio ao CDM o´ptico
(OCDM) e tambe´m ao CDMA o´ptico (OCDMA).
O OCDM e´ uma te´cnica digital de multiplexagem que utiliza uma sequeˆncia
pseudoaleato´ria, i.e. um co´digo, para codificar um sinal antes de o transmitir
e, depois da transmissa˜o, o sinal no recetor e´ decodificado utilizando a mesma
sequeˆncia pseudoaleato´ria, e a autocorrelac¸a˜o. O CDMA e´ a te´cnica que permite
o acesso mu´ltiplo atrave´s da divisa˜o de co´digo, baseado no mesmo princ´ıpio do
CDMA.
OCDM e´ baseado na comutac¸a˜o de circuitos (OCS), OCS e´ utilizado em redes
de ligac¸a˜o orientada (”connection-oriented”) e a sua principal desvantagem e´ na˜o
ser via´vel em relac¸a˜o a` sua eficieˆncia quando ha´ grandes oscilac¸o˜es no tra´fego
[5]. Dessa forma, soluc¸o˜es em redes baseadas em OCS evolu´ıram de servic¸os de
longas distaˆncias, e.g. SDH/SONET, para redes residenciais e empresariais. O
desenvolvimento deste trabalho aborda redes de pequena dimensa˜o, e em que as
taxas de transmissa˜o sa˜o constantes.
A te´cnica de combinar dois ou mais tipos de multiplexagem e´ conhecida como
multiplexagem h´ıbrida. A multiplexagem h´ıbrida pode oferecer vantagens, e.g.
sobrepor limitac¸o˜es de determinada te´cnica. A utilizac¸a˜o de abordagens utili-
zando WDM e OCDM diminui os requisitos de gerenciamento de tempo e frequeˆn-
cia quando se distribui co´digo o´ptico pelos no´s [6] [7] [8].
Neste trabalho as redes h´ıbridas WDM/OCDM sa˜o utilizadas na rede de
transporte e o OCDMA na rede de acesso. O objetivo deste trabalho incide na
alocac¸a˜o de recursos da camada de enlace. WDM tem como caracter´ıstica o apro-
veitamento eficiente da largura de banda com o aumento de taxas de transmissa˜o
atrave´s da combinac¸a˜o de va´rios sinais em diferentes comprimentos de onda para
transmitir na mesma fibra. A combinac¸a˜o de sinais e´ realizada por um multiple-
xador o´ptico e transportados atrave´s de uma u´nica fibra como ilustra a Figura
2.1. As primeiras redes WDM comerciais surgiram na de´cada de 90 em aborda-
gens ponto-a-ponto com o objetivo de aproveitar a largura de banda e tambe´m
como alternativa para a instalac¸a˜o de novos cabos de fibra o´ptica, essas redes
suportavam poucos canais com separac¸a˜o entre 3 e 5 nm. O desenvolvimento
ao longo do tempo de dispositivos mais seletivos em comprimento de onda, e.g.
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Figura 2.1: Princ´ıpio do WDM [1].
fontes o´pticas que apresentavam melhores resoluc¸a˜o espectral e detetores com
elevada sensibilidade, possibilitaram diminuir a separac¸a˜o entre comprimentos de
onda, e assim o aparecimento de sistemas WDM comerciais com maior nu´mero
de canais. Paralelamente a este desenvolvimento, outras abordagens tambe´m se
desenvolveram, e.g., transporte multiponto com canais fixos e encaminhamento
o´ptico WDM.
Atualmente a tecnologia WDM e´ largamente utilizada em redes de transporte
pois tem como caracter´ıstica oferecer transpareˆncia e flexibilidade de configu-
rac¸a˜o de encaminhamento, pois os caminhos virtuais sa˜o configurados no meio
f´ısico, i.e., em comutadores o´pticos. Entretanto, a separac¸a˜o entre canais de
comprimento de onda e´ dependente da estabilidade de fontes o´pticas e de pouca
inserc¸a˜o de ru´ıdo, e dessa forma, torna-se importante a tarefa de controlar e
alocar recursos em redes WDM [2][9].
Para que seja poss´ıvel a comunicac¸a˜o em uma rede WDM sa˜o necessa´rios
inu´meros dispositivos e.g. fontes de luz, detetores de luz, acopladores o´pticos,
divisores o´pticos, comutadores o´pticos e outros inu´meros dispositivos e acesso´rios.
Ale´m disso, sa˜o necessa´rios esta´gios intermedia´rios que realizam o processamento
dos dados para o controlo de operac¸a˜o [10].
2.1 Caracterizac¸a˜o de um sistema o´ptico WDM
A arquitetura da rede WDM apresenta no´s com transmissores e recetores. As fon-
tes o´pticas sa˜o responsa´veis pela transmissa˜o, e entre as fontes o´pticas destacam-
se os diodos emissores de luz (LED) e os dispositivos de amplificac¸a˜o de luz por
emissa˜o estimulada (LASER). Os LASER’s sa˜o as fontes o´pticas preferenciais
para as redes WDM por serem fontes coerentes, por terem uma largura espetral
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muito pequena, e por poderem emitir com poteˆncias mais elevadas do que os LED
[11][1].
Na rede WDM cada LASER transmissor opera em um comprimento de onda,
e cada recetor deve ser capaz de encaminhar o sinal gerado em um no´ de acesso
para qualquer no´ dentro da rede. Por motivos diversos, e.g. limitac¸o˜es de dispo-
sitivos e nu´mero de comprimentos de onda, e´ por vezes necessa´rio a reutilizac¸a˜o
de comprimentos de onda atrave´s da utilizac¸a˜o de dispositivos o´pticos capazes
de adicionar ou remover comprimentos de onda; esses dispositivos sa˜o conhecidos
como multiplexador o´ptico de adic¸a˜o/remoc¸a˜o (OADM). Inicialmente, os dispo-
sitivos OADM eram esta´ticos, posteriormente a combinac¸a˜o de OADM e comuta-
c¸a˜o o´ptica possibilitou o OADM reconfigura´veis (ROADM), que sa˜o dispositivos
passivos baseados em rede de Bragg em fibra (FBG)[1][12]. Na procura pela
flexibilizac¸a˜o e conetividade da rede tambe´m surgiram os comutadores o´pticos
de cruzamento (OXC’s), dispositivos capazes de promover a escolha da conexa˜o
entre sinais de entrada e sinais de sa´ıda.
Os transmissores da rede sa˜o geralmente LASER de realimentac¸a˜o distribu´ıda
(DFB) com modulac¸a˜o externa ou interna, onde os sinais sa˜o combinados na
mesma fibra atrave´s de um multiplexador o´ptico. Devido a atenuac¸o˜es, perdas por
inserc¸a˜o e outras perdas, ou outros motivos e.g., impactos devido a` distribuic¸a˜o
geogra´fica da rede, o sinal pode ser amplificado por amplificadores o´pticos [13].
Existem ainda problemas de dispersa˜o na transmissa˜o do feixe de luz ao longo
de uma fibra o´ptica, a qual causa a distorc¸a˜o do sinal ao longo da transmissa˜o. A
dispersa˜o na transmissa˜o digital consiste no alargamento do impulso gerando a
sobreposic¸a˜o de impulsos vizinhos, esse fenoˆmeno e´ conhecido como interfereˆncia
entre s´ımbolos (ISI), a ISI aumenta a taxa de erros e pode ate´ mesmo tornar o sinal
indistingu´ıvel para o recetor. A dispersa˜o penaliza os sistemas ao limitar a taxas
de transmissa˜o, desta forma e´ importante o planeamento para a compensac¸a˜o de
dispersa˜o [1][14]. A Figura 2.2 ilustra o efeito da dispersa˜o.
Figura 2.2: Dispersa˜o na Transmissa˜o Digital [1].
Simulac¸o˜es de redes o´pticas passivas (PON) compararam me´todos diferentes
de compensac¸a˜o da dispersa˜o croma´tica (CD) em redes densa WDM (DWDM) e
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conclu´ıram que e´ poss´ıvel obter melhores resultados com a utilizac¸a˜o de FBG em
configurac¸o˜es de pre´-compensac¸a˜o[15].
Os amplificadores o´pticos sa˜o dispositivos que operam no domı´nio o´ptico, sem
qualquer conversa˜o electroo´ptica. Entre os amplificadores o´pticos destacam-se
os amplificadores de fibra dopada com e´rbio (EFDA). Os recetores sa˜o detetores
o´pticos, dispositivos responsa´veis pela conversa˜o do sinal o´ptico em sinal ele´ctrico
e tambe´m e´ responsa´vel pela amplificac¸a˜o do sinal ele´trico para processamentos
posteriores. Na Figura 2.3 e´ ilustrada uma rede o´ptica com WDM duplex.
Figura 2.3: WDM Duplex [1].
2.1.1 Transmissores
Os transmissores sa˜o responsa´veis pela conversa˜o do sinal ele´trico em sinal o´ptico
para ser transmitido na fibra o´ptica. Em sistemas WDM as fontes o´pticas mais
utilizadas sa˜o os LASER pelos motivos indicados anteriormente.
Existe uma variedade de LASER diferentes com caracter´ısticas que os tornam
importantes em diversas aplicac¸o˜es desde a biome´dica, astronomia e telecomu-
nicac¸o˜es. Os lasers DFB com sintonizac¸a˜o fixa sa˜o muito utilizados em redes
o´pticas, embora LASER sintoniza´veis sejam prefer´ıveis em aplicac¸o˜es WDM, la-
borato´rios WDM e ambientes de testes de modo a reduzir o nu´mero de fontes de
luz necessa´rias.
A poteˆncia injetada pelo laser na fibra e´ um fator relevante para o planea-
mento da rede pois permite avaliar a necessidade da utilizac¸a˜o de amplificadores,
e caso seja necessa´rio a sua utilizac¸a˜o, planear onde os amplificadores devem ser
instalados. A Figura 2.4 ilustra os componentes gene´ricos de um transmissor.
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Figura 2.4: Componentes do Transmissor [2].
2.1.2 Recetores
Os detetores o´pticos sa˜o dispositivos fundamentais para a comunicac¸a˜o atrave´s
de fibra o´ptica. Estes dispositivos sa˜o responsa´veis pela conversa˜o do sinal o´ptico
em sinal ele´trico e pela amplificac¸a˜o do sinal ele´ctrico para processamentos pos-
teriores. O detetor deve apresentar como caracter´ısticas uma alta sensibilidade
aos comprimentos de onda da transmissa˜o, alta fidelidade, grande resposta ele´-
trica ao sinal recebido, pequenos tempos de resposta, introduzir o mı´nimo ru´ıdo,
apresentar estabilidade e durabilidade[1].
O planeamento eficiente da conversa˜o optoele´trica esta´ dependente da modu-
lac¸a˜o utilizada. Um dos principais paraˆmetros do detetor e´ a sua sensibilidade, e
esta pode ser definida como a poteˆncia o´ptica mı´nima necessa´ria para ser dete-
tada pelo fotodetetor, sendo um paraˆmetro determinante para o sistema e pode
tambe´m ser definida como a menor taxa de erro por bit (BER) necessa´ria para o
sinal ser corretamente detetado [2].
A precisa˜o do detetor e´ dependente da raza˜o sinal ru´ıdo que chega ao fotodete-
tor. O ru´ıdo penaliza o sistema, e.g., a dispersa˜o, onde o alargamento do impulso
leva a detec¸a˜o incorreta e aumenta o nu´mero de erros. Devido a`s caracter´ısticas
dos sistemas OCDMA a taxa de BER e´ dependente do nu´mero de utilizadores
ativos [3].
Entre os fotodetetores utilizados em redes o´pticas destacam-se os fototrans´ıs-
tores e fotodiodos, e em especial os fotodiodos com/sem efeito de avalanche pois
apresentam bom desempenho considerando o seu menor custo. Os fotodiodos
de sil´ıcio da primeira gerac¸a˜o apresentam alta sensibilidade em comprimentos de
onda entre os 800 e 900 nm, condutaˆncia de junc¸a˜o despreza´vel e longo prazo
de estabilidade [16]. Ja´ a segunda gerac¸a˜o oferecia boa sensibilidade nos compri-
mentos de onda entre 1100 e 1600 nm. Outro tipo de fotodetetor de destaque sa˜o
os fotodiodos de heterojunc¸a˜o e detetor fotocondutivo, ambos feitos de mate´rias
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semicondutores. Atualmente, os detetores mais utilizados sa˜o fotodiodos do tipo
pin e fotodiodos de efeito de avalanche.
Os fotodiodos pin sa˜o conhecidos por fotodiodos sem ganho interno pois apre-
sentam um u´nico par eletra˜o-lacuna por fota˜o, e basicamente a sua sensibilidade
depende de uma corrente aleato´ria e flutuac¸o˜es de tensa˜o nos terminais de sa´ıda
para detectar a presenc¸a ou na˜o de luz. Devido a isso, e tambe´m a outros efeitos
cumulativos de caracter´ısticas pro´prias dos fotodiodos e.g., corrente de escurida˜o,
os fotodiodos devem ser encarados tambe´m como fontes de ru´ıdo [1].
Em todo o processo de fotodetec¸a˜o existe adic¸a˜o de ru´ıdos e a origem dos
ru´ıdos e´ variada. Diversos ru´ıdos sa˜o adicionados na transmissa˜o e amplificac¸a˜o,
e.g., ru´ıdos de amplificac¸a˜o, dispersa˜o croma´tica e ru´ıdos de partic¸a˜o modal.
Portanto, pode-se dizer que a sensibilidade deve ser determinada tendo em conta
todas as formas de ru´ıdo que degeneram a raza˜o sinal ru´ıdo (SNR) [2].
A Figura 2.5 ilustra os componentes de um recetor gene´rico.
Figura 2.5: Componentes do Componentes do Fotodetector [2].
2.1.3 Multiplexadores
O multiplexador tambe´m conhecido como MUX e´ o dispositivo responsa´vel por
misturar os λN sinais de comprimentos de onda provenientes de N diferentes
fibras numa mesma fibra. Em WDM a separac¸a˜o e extrac¸a˜o dos sinais multiple-
xados (i.e., comprimentos de onda) e´ feita com a utilizac¸a˜o de filtros o´pticos, e.g.,
filtros de interfereˆncia, filtros de redes de difrac¸a˜o ou filtros prisma´ticos. [1]
A necessidade de multiplexac¸a˜o deve-se a ser mais econoˆmico transmitir dados
em elevadas taxas de transmissa˜o atrave´s de uma u´nica fibra do que transmitir
em baixas taxas de transmissa˜o em mu´ltiplas fibras [17].
O demultiplexador tambe´m conhecido por DEMUX faz o processo inverso do
multiplexador, sendo responsa´vel por separar os λN sinais multiplexados de uma
mesma fibra em N sinais para N fibras diferentes.
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2.1.4 Amplificadores O´pticos
As converso˜es eletroo´pticas e optoele´tricas, sa˜o fundamentais na transmissa˜o em
redes o´pticas, contudo essas converso˜es podem representar um problema, e.g.,
limitac¸o˜es com a largura de banda da fibra e qualidade do sinal, e dessa forma
a diminuir o desempenho do sistema. Os amplificadores o´pticos, como o nome
indica, trabalham apenas no domı´nio o´ptico sem a necessidade de converso˜es
optoele´tricas ou eletroo´pticas e desta forma resolvem o problema mencionado
anteriormente.
Os amplificadores o´pticos sa˜o posicionados ao longo da fibra para promover
a amplificac¸a˜o linear do sinal e, conforme o s´ıtio em que esta´ localizado, desem-
penha a amplificac¸a˜o com func¸o˜es diferentes. Os amplificadores de poteˆncia sa˜o
posicionados na sa´ıda do transmissor, os amplificadores de linha esta˜o distribu´ı-
dos ao longo da fibra e servem para compensar as perdas de transmissa˜o, ja´ os
pre´-amplificadores esta˜o posicionados na entrada do recetor e teˆm como finalidade
aumentar a poteˆncia do sinal de maneira a melhorar a sensibilidade do recetor
[2]. A Figura 2.6 ilustra os diferentes tipos de amplificador e a sua localizac¸a˜o.
Figura 2.6: Tipos de Amplificadores [2].
Existem atualmente duas abordagens dominantes em relac¸a˜o a` investigac¸a˜o
sobre os amplificadores o´pticos. Essas abordagens sa˜o: os amplificadores o´pticos
semicondutores (SOA) que utilizam a emissa˜o estimulada atrave´s da injecc¸a˜o de
portadoras; e amplificadores o´pticos em que o ganho prove´m da emissa˜o estimu-
lada. A emissa˜o estimulada pode ser obtida atrave´s de efeitos na˜o lineares, e.g.,
espalhamento de Brillouin e Raman, ou pode ser obtida atrave´s da dopagem com
elementos raros, e.g., e´rbio [1]. Esses amplificadores propo˜em ganhos em bandas
diferentes de comprimentos de onda, dessa forma, a amplificac¸a˜o e´ dependente
do comprimento de onda do sinal e na˜o depende da taxa de transmissa˜o de da-
dos. A Figura 2.7 ilustra os ganhos de diferentes amplificadores ao longo dos
comprimentos de onda [1].
Em sistemas WDM os amplificadores mais utilizados sa˜o os SOA e os EFAA
devido a` sua largura de banda espectral [10]. Algumas publicac¸o˜es tambe´m pro-
po˜em amplificadores h´ıbridos que combinam amplificadores EDFA e amplificado-
res de fibra por espalhamento de Raman (RFA) em sistemas WDM, essa com-
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Figura 2.7: Amplificadores: Ganho × Comprimentodeonda[1].
binac¸a˜o propo˜e melhorias como possibilitar o ganho em qualquer comprimento
de onda [18]. Outra proposta de amplificadores h´ıbridos a combinar SOA e RFA
demonstrou ser capaz de transmitir a 170 km de distaˆncia em situac¸o˜es dinaˆmicas
de disponibilidade de recursos com a utilizac¸a˜o de um ganho varia´vel por parte
do amplificador [19].
Ale´m dos amplificadores o´pticos existem os repetidores o´pticos que sa˜o dis-
positivos ativos, i.e., fazem a conversa˜o optoele´trica e eletroo´ptica do sinal. A
amplificac¸a˜o obtida por repetidores o´pticos pode conter ate´ 4 esta´gios conhecidos
como 4R, e sa˜o eles reamplificac¸a˜o (1R), reformatac¸a˜o do impulso (2R), retem-
porizac¸a˜o do impulso (3R) e realocac¸a˜o de comprimentos de onda (4R) [1]. A
Figura 2.8 ilustra os esta´gios de regenerac¸a˜o do sinal.
Figura 2.8: Esta´gios da regenerac¸a˜o do sinal [1].
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Apo´s um determinado nu´mero de amplificac¸o˜es, devido ao efeito cumulativo
de ru´ıdos e distorc¸a˜o, o sinal torna-se corrompido sendo necessa´rio os esta´gios
2R e 3R para diminuir o nu´mero de erros. O esta´gio 4R e´ uma melhoria em
redes WDM e e´ capaz de aumentar a conetividade da rede pois possibilita o
reaproveitamento de comprimentos de onda evitando conflitos quando o mesmo
no´ recebe sinais de transmissores distintos que utilizam o mesmo comprimento
de onda [1][20].
2.1.5 Limitac¸o˜es da Tecnologia WDM
O sistema WDM oferece outras vantagens ale´m da elevada largura de banda.
Num sistema WDM a principal limitac¸a˜o e´ o crosstalk, i.e., a interfereˆncia entre
canais, pois praticamente todos os componentes introduzem crosstalk de alguma
maneira, inclusive a fibra o´ptica devido a`s suas na˜o linearidades.
Outra limitac¸a˜o e´ o nu´mero de comprimentos de onda definidos por carac-
ter´ısticas pro´prias dos componentes devido a` busca crescente por aumentar a
largura de banda e a esta limitac¸a˜o surgiram abordagens com redes o´pticas
WDM/OCDMA para a rede de transporte.
2.2 A tecnologia OCDM
O CDMA e´ baseado em conceitos de espectro espalhado de partilha da largura
de banda, e embora possa soar contra intuitivo, a partilha de forma aleato´ria
da largura de banda e´ ta˜o eficiente quanto as te´cnicas em que cada utilizador
tem frequeˆncias ou intervalos de tempo espec´ıficos, e apresenta mesmo menores
requisitos de temporizac¸a˜o e gesta˜o da frequeˆncia [21].
Comecemos por abordar alguns conceitos ba´sicos sobre a modulac¸a˜o CDMA:
de forma gene´rica, existe o sinal de dados (data signal) com um intervalo de bit
Tb muito maior que o intervalo de bit do sinal de codificac¸a˜o T c (code signal ou
chirp signal) e para dar origem ao sinal a ser transmitido e´ realizada a operac¸a˜o
de ’ou exclusivo’ (XOR) entre os sinais. A raza˜o Tb/Tc e´ conhecida como fator
de espalhamento e determina o nu´mero ma´ximo de utilizadores ativos simulta-
neamente. Posteriormente o sinal e´ recuperado no recetor atrave´s da correlac¸a˜o.
Para cada sinal de dados deve existir apenas um sinal de co´digo.
E´ deseja´vel que todos os co´digos sejam ortogonais entre si, i.e., na˜o inter-
ferentes. Existem diversas maneiras de construir co´digos ortogonais, pore´m e´
matematicamente imposs´ıvel a construc¸a˜o de um nu´mero muito grande de co´di-
gos aleato´rios e todos serem ortogonais entre si. Dessa forma sa˜o gerados co´digos
de forma determin´ıstica conhecidos como pseudo-aleato´rios ou tambe´m chamados
como pseudo-ru´ıdo (PN), essas sequeˆncias PN sa˜o estatisticamente na˜o correlaci-
onadas e a soma de um grande nu´mero de sequeˆncias e´ visto como ru´ıdo gaussiano
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por parte do recetor, sendo esse fenoˆmeno conhecido como interfereˆncia por acesso
mu´ltiplo (MAI) [21].
O OCDMA e´ a aplicac¸a˜o do CDMA em redes o´pticas e as primeiras investiga-
c¸o˜es sobre OCDMA surgiram na de´cada de 90 e foram se desenvolvendo ao longo
do tempo, sendo em algumas refereˆncias o CDM chamado de CDMA s´ıncrono.
Aplicac¸a˜o do OCDMA alivia requisitos em temporizac¸a˜o em relac¸a˜o ao Acesso
Mu´ltiplo por Divisa˜o no Tempo (TDMA) que necessita de uma sincronizac¸a˜o de
precisa˜o muito alta. OCDMA tambe´m alivia os requisitos em relac¸a˜o a` frequeˆn-
cia pois dispensa bandas de guarda entre frequeˆncias adjacentes requeridas em
Acesso Mu´ltiplo por Divisa˜o de Frequeˆncias. No OCDMA e´ necessa´rio apenas
um controlo de poteˆncia, a qual esta´ ao n´ıvel da camada f´ısica, e dessa forma a
torna a sua implementac¸a˜o mais simples [21][22].
Alguns investigadores demonstraram que a utilizac¸a˜o de OCDMA combinada
com te´cnicas de multiplexagem de saltos mu´ltiplos (multihop) em n´ıvel o´ptico
e´ uma alternativa a` expansa˜o das redes WDM ja´ existentes e sem comprometi-
mento de recursos, i.e., a implementac¸a˜o de redes WDM/OCDMA [23]. Novas
investigac¸o˜es em OCDMA tambe´m propo˜em abordagens com detec¸a˜o incoerente
e uma arquitetura com dois co´digos o´pticos diferentes com correlac¸a˜o cruzada
zero (ZCC) entre si que apresentam um potencial para transmissa˜o 123% maior
que as te´cnicas de detec¸a˜o coerente tradicionais [24].
2.3 Rede h´ıbrida WDM/OCDM
A utilizac¸a˜o de redes WDM/OCMA apresenta muitos atrativos pois, com a utili-
zac¸a˜o de ambas as te´cnicas os canais passam a apresentar duas dimenso˜es: co´digo
e comprimento de onda. Dessa forma e´ poss´ıvel aumentar o nu´mero de canais,
e ale´m disso a implementac¸a˜o pode reduzir o nu´mero de comprimentos de onda
WDM utilizados e contornar as limitac¸o˜es da rede WDM que apresenta um nu´-
mero de canais em comprimento limitado devido a` curva de atenuac¸a˜o da fibra
em relac¸a˜o aos comprimentos de onda. Esse alivio tambe´m pode reduzir o cros-
stalk introduzido pelos dispositivos da rede. Ale´m desses atrativos a abordagem
de rede WDM/OCDM tambe´m apresenta escalabilidade, i.e., a capacidade do
sistema de acomodar um grande nu´mero de no´s e utilizadores finais sem preju-
dicar o seu rendimento. As caracter´ısticas mencionadas permitem um alto n´ıvel
de conectividade [25]. A implementac¸a˜o de redes WDM/OCDM surge como uma
alternativa via´vel para a expansa˜o da rede WDM
A camada de transporte da rede WDM/OCDM e´ composta por caminhos
o´pticos virtuais baseados em co´digos (VOCP) e caminhos virtuais de comprimento
de onda (VWP). Caminho virtual e´ a ligac¸a˜o estabelecida entre o transmissor ate´
o recetor [23].
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Na rede WDM/OCDM a primeira camada e´ a de comprimentos de onda e a
segunda camada e´ de co´digos o´pticos, i.e., os co´digos o´pticos esta˜o combinados
dentro do mesmo comprimento de onda.
A rede o´ptica WDM/OCDM considerada para esta tese de mestrado consiste
em no´s formados por nu´cleos o´pticos de encaminhamento interconectados atrave´s
de caminho de co´digo o´ptico (OCP) definidos pelo sinal de co´digo e comprimento
de onda espec´ıfico, as ligac¸o˜es sa˜o compostos por uma ligac¸a˜o e em cada ligac¸a˜o
ha´ um amplificador o´ptico. Os sinais sa˜o acoplados por meio de um acoplador
em estrela responsa´vel por distribuir o sinal o´ptico de uma fibra de entrada para
mu´ltiplas fibras de sa´ıda. A Figura 2.9 ilustra a arquitetura de um acoplador em
estrela.
Figura 2.9: Acoplador Estrela [2].
O OCP entre os transmissores e recetores e´ criado a partir do comprimento








Onde dtxi e´ o comprimento da ligac¸a˜o entre o no´ transmissor ate´ o acoplador
o´ptico, drxj e´ o comprimento entre o acoplador ate´ o no´ do recetor. A poteˆncia
Pr recebida pelo j
th no´ e´ dada por:
Pr = αstar ∗ Pi ∗Gamp ∗ e−αfdij (2.2)
Em que astar e´ a atenuac¸a˜o do acoplador em estrela, Pi e´ a poteˆncia emitida
pelo no´ transmissor ith, Gamp e´ o ganho proveniente do amplificador, αf e´ a
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atenuac¸a˜o da fibra em dB/km e dij e´ o comprimento total da ligac¸a˜o em km [26].
E αstar e´ definido como:
αdBstar = 10[log10(K)− log2(K) ∗ log10(δ)] (2.3)
Com δ como perda por excesso e K e´ o nu´mero de utilizadores ativos [26]. O
termo 10 log10(K) e´ tambe´m conhecido como Spliting loss [1].

Cap´ıtulo 3
Alocac¸a˜o de Recursos em Redes
O´pticas
Neste cap´ıtulo sera´ abordado o problema da alocac¸a˜o de poteˆncia em redes o´pticas
OCDMA atrave´s da descric¸a˜o matema´tica.
Alguns investigadores propuseram e avaliaram a escalabilidade e desempenho
em diferentes arquiteturas de redes OCDMA e mostraram que as redes OCDMA
possuem boa escalabilidade e dessa forma e´ uma te´cnica que apresenta potencial
para a expansa˜o e o aumento do nu´mero de utilizadores [9][27]. A utilizac¸a˜o de
outras te´cnicas atrave´s do processamento digital de sinais tambe´m mostrou ser
capaz de aumentar o nu´mero de utilizadores com a utilizac¸a˜o de filtros digitais e
uma opc¸a˜o de escalabilidade de baixo custo [28]. Dessa forma, o planeamento da
rede e alocac¸a˜o dos recursos em redes o´pticas e´ uma tarefa importante e torna-se
trabalhosa com a expansa˜o da rede com uma grande quantidade de OCP’s.
A alocac¸a˜o de recursos e´ decisiva para se obter o maior aproveitamento da lar-
gura de banda dispon´ıvel e tambe´m minimizar efeitos na˜o lineares que aparecem
nas fibras quando a transmissa˜o e´ a poteˆncias mais elevadas, e.g. espalhamento
estimulado de Brillouin (SBS) e espalhamento estimulado de Raman (SRS). Ale´m
disso, foi demonstrado que sistemas OCDMA na˜o coerentes e intensamente mo-
dulados apresentam falhas de seguranc¸a em que o co´digo pode ser quebrado por
uma simples detec¸a˜o de poteˆncia [27][29].
Neste trabalho sera´ analisada a modulac¸a˜o conhecida como espalhamento es-
pectral por sequeˆncia direta (DSSS), embora existam outras formas de espalha-
mento espectral, e.g., espalhamento espectral por saltos em frequeˆncia (FHSS).
Para realizar a transmissa˜o OCDMA sa˜o necessa´rios codificadores e descodificado-
res localizados nos transmissores e recetores respectivamente. O sinal pretendido
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e´ selecionado atrave´s da sequeˆncia de pulsos ou da forma temporal do sinal. O
codificador e´ o componente responsa´vel pelo espalhamento do sinal enquanto o
decodificar utiliza o mesmo co´digo e comprime o espectro do sinal gerado pelo
codificador para recuperar o sinal de dados atrave´s da correlac¸a˜o. Em sistemas
OCDMA a principal fonte de ru´ıdo e´ a MAI, uma das principais maneiras de
reduzir a MAI e´ o dimensionamento de co´digos ortogonais.
Em OCDMA existem sistemas na˜o coerentes unipolares baseados apenas na
modulac¸a˜o da intensidade de poteˆncia o´ptica; tambe´m existem sistemas de co´-
digos bipolares coerentes baseados na amplitude e modulac¸a˜o de fase. Embora
os sistemas bipolares apresentem um desempenho maior ao comparar a raza˜o
sinal-ru´ıdo e interfereˆncia (SNIR) as suas aplicac¸o˜es ainda se restringem a`s inves-
tigac¸o˜es e experieˆncias laboratoriais devido a` complexidade da implementac¸a˜o e
modulac¸a˜o de fase do sinal o´ptico [30][31].
Na rede estudada neste trabalho todos os utilizadores sa˜o ligados atrave´s de
um acoplador em estrela numa a´rea central e cada utilizador tem dois cabos
de fibras, um para transmissa˜o e outro para recec¸a˜o. As distaˆncias de cada no´
ate´ o acoplador sa˜o diferentes, os efeitos de dispersa˜o sa˜o desprezados, tambe´m
sa˜o desprezados os efeitos na˜o lineares devido a` limitac¸a˜o de poteˆncia que pode
garantir a minimizac¸a˜o de efeitos na˜o lineares, o tra´fego na rede e´ considerado
constante e sem flutuac¸o˜es.
Devido a` capacidade de implementac¸a˜o foi adotado no estudo deste trabalho
um co´digo do tipo na˜o coerente. Os co´digos na˜o coerentes podem ser classificados
em unidimensionais (1D) ou bidimensionais (2D). Enquanto nos co´digos 1D os
bits sa˜o subdivididos no tempo em muitos chirps curtos com padra˜o de chirp
designado, nos co´digos 2D os bits sa˜o subdivididos em chirps individuais e a
cada chirp e´ atribu´ıdo um comprimento de onda independente de um conjunto
discreto de comprimentos de onda. Os co´digos 2D possuem um desempenho
melhor que os co´digos 1D e o seu desempenho foi avaliado em simulac¸o˜es levando
em considerac¸a˜o codificac¸a˜o, topologia e limitac¸o˜es f´ısicas [32].
O co´digo 1D adotado no estudo deste trabalho e´ conhecido como co´digo primo.
Os co´digos primos apresentam uma figura de me´rito conhecido como peso q, onde
q e´ um nu´mero primo (os valores geralmente utilizados sa˜o 7, 13, 17, 23 e 31);
o co´digo compreende q blocos de comprimento q, dessa forma geram um co´digo
de comprimento NT = q
2. Em relac¸a˜o aos co´digos ortogonais, os co´digos pri-
mos apresentam alta correlac¸a˜o e suportam um nu´mero maior de utilizadores [3].
Entre os atrativos dos co´digos primos destacam-se a capacidade de ser imple-
mentados de forma simples atrave´s de componentes passivos, me´todos com baixa
complexidade de detec¸a˜o de mu´ltiplos utilizadores, e melhor eficieˆncia espectral
e desempenho em relac¸a˜o a`s taxas de transmissa˜o dos co´digos primos compara-
dos com outros co´digos na˜o coerentes [26][33]. Um esquema de cancelamento da
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interfereˆncia que reduz os efeitos da MAI e aumenta a capacidade do sistema e´
proposto em [34].
A alocac¸a˜o de recursos em redes OCDMA e o controlo de poteˆncia com a
utilizac¸a˜o de algoritmos de balanceamento distribu´ıdos e´ apresentado em [3].
Outra investigac¸a˜o propoˆs um algoritmo inspirado no modelo de Verhulst como
algoritmo distribu´ıdo de controlo de poteˆncia em [11]. Em outras investigac¸o˜es
tambe´m foi proposto a utilizac¸a˜o de algoritmos de otimizac¸a˜o por enxame de
part´ıculas, como apresentado em [2].
Os algoritmos de mu´ltiplos enxames sa˜o algoritmos de optimizac¸a˜o baseados
em algoritmos de optimizac¸a˜o por enxame de part´ıculas (PSO) que foram ins-
pirados no comportamento de enxames de animais, e.g., pa´ssaros e abelhas. Os
enxames sa˜o sistemas compostos por agentes, em que os agentes teˆm pouca ou
nenhuma inteligeˆncia e tambe´m capacidades individuais limitadas, entretanto os
agentes sa˜o capazes de interagir entre si, e tambe´m interagir com o meio am-
biente, dessa forma produzindo uma inteligeˆncia coletiva. Essas estrate´gias de
optimizac¸a˜o sa˜o conhecidas como inteligeˆncia dos enxames.
O sucesso de um algoritmo PSO geralmente e´ conseguido a partir do compar-
tilhamento de informac¸o˜es ou do intercaˆmbio entre indiv´ıduos. Pesquisas sobre o
comportamento do algoritmo PSO canoˆnico (ou cla´ssico) mostraram que o algo-
ritmo penaliza-se com a convergeˆncia prematura, desta forma, a fim de se evitar
a convergeˆncia prematura, e´ proposto o algoritmo de mu´ltiplos enxames [35][36].
Os algoritmos de mu´ltiplos enxames diferenciam-se do PSO, por apresentar
PSO modificados onde os enxames tambe´m sa˜o uma classe de varia´veis. Existem
va´rias maneiras de estabelecer um algoritmo de mu´ltiplos enxames, e.g. com
sub-espac¸os e estruturas subordinadas, estruturas interativas entre dois enxames,
que interagem trocando frequentemente sua melhor soluc¸a˜o encontrada ate´ o
momento, conhecida como gbest, outra forma de estabelecer interac¸a˜o e´ uma
estrutura mestre-escravo, quando ha´ um mo´dulo de comparac¸a˜o entre o enxame
mestre e os enxames escravos. Ale´m destes existem outras inu´meras maneiras de
conceber-se uma optimizac¸a˜o por mu´ltiplos enxames, onde coexistam enxames
que interagem de alguma forma [35][37][38][36][39][40][41].
Este trabalho tem como objetivo investigar o desempenho de algoritmos de
mu´ltiplos enxames na alocac¸a˜o de recursos e controlo de poteˆncia em redes
OCDMA baseadas em acoplador em estrela. Os algoritmos de mu´ltiplos enxames
sa˜o relativamente recentes e podem ser encarados como um ou dois ou mais al-
goritmos PSO que funcionam simultaneamente e interagem de alguma forma. As
interac¸o˜es entre populac¸o˜es nos algoritmos de mu´ltiplos enxames podem ocorrer
de inu´meras maneiras diferentes, e a forma como os enxames interagem ainda sa˜o
um campo vasto para investigac¸a˜o e inovac¸o˜es.
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3.1 Descric¸a˜o do Problema
Esquemas de optimizac¸a˜o da alocac¸a˜o de recursos e controlo de poteˆncia sa˜o
importantes para aumentar o desempenho de redes o´pticas com objetivo de ga-
rantir transmissa˜o bem-sucedida e satisfazer os requerimentos de utilizadores.
Dessa forma, e´ considerado a SNIR como crite´rio de qualidade de servic¸o (QoS).
O controlo de poteˆncia em redes o´pticas OCDMA surge como um problema
de optimizac¸a˜o.
Na ana´lise do controlo de poteˆncia centralizado a relac¸a˜o entre portadora e
ru´ıdo (CIR) e´ denotada por Γi e corresponde ao valor desejado para obter a QoS
requerida pelo sistema, i.e., o valor requerido na entrada do decodificador para
alcanc¸ar o ma´ximo valor tolerado de BER pelo ith no´ o´ptico. O vetor de poteˆncia
o´ptica transmitida tem dimensa˜o K e e´ representado por p = [p1, p2, . . . , pK ]
T .
Enta˜o, o controlo de poteˆncia consiste em encontrar um vetor ~p que minimize a
func¸a˜o de custo J(p) [2][3][11][42].





Pmin ≤ pi ≤ Pmax∀i = 1, 2, ...,K







Em que K e´ o nu´mero de utilizadores ativos, 1T = [1, 1, . . . 1] e Γ∗ e´ a CIR
mı´nima para alcanc¸ar QoS desejada, ou tambe´m chamada de CIR alvo; Gij e´
a atenuac¸a˜o do OCP entre o no´ transmissor jth e o no´ receptor ith, Gamp e´ o
ganho do amplificador no OCP, pi e´ a poteˆncia transmitida pelo i
th OCP e pj
e´ a poteˆncia transmitida pela interfereˆncia no OCP, N eqsp e´ a poteˆncia de ru´ıdo
espontaˆneo do amplificador (ASE) ao considerar amplificadores em cascata e pode
ser dada por:
Nsp = 2nsphfc(Gamp − 1)B0 (3.3)
Onde nsp e´ o fator de emissa˜o espontaˆnea, geralmente entre 2 e 5, h e´ a
constante de Planck, fc e´ a frequeˆncia da portadora e B0 e´ a largura de banda
o´ptica. A SNIR e´ denotada por γi e e´ relacionada com a CIR por um fator
NT
σ2
como mostra a expressa˜o a seguir:
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E que σ2 e´ variac¸a˜o me´dia da amplitude de Hamming da correlac¸a˜o cruzada ape-
rio´dica, para co´digos primos e´ aproximadamente σ2 ≈ 0.29 independentemente







A expressa˜o 3.2 pode ser escrita em notac¸o˜es matriciais como:
[~I − ~Γ∗ ~H]~p ≥ ~u (3.6)
Onde I e´ a matriz identidade, Γ∗ e´ a matriz diagonal com elementos da CIR
mı´nima, H e´ a matriz de interfereˆncia normalizada e u e´ o vetor de poteˆncia de
ru´ıdo. H e u esta˜o representados a seguir.
Hij =
{
0 quando i = j
Gij
Gii





Ao rearranjar a expressa˜o 3.5, ao substituir a desigualdade por igualdade, e
ao multiplicar pela matriz inversa, podemos obter o vetor de poteˆncia.
~p∗ = [~I− ~Γ∗ ~H]−1~u (3.9)
A expressa˜o (3.9) mostra que a inversa˜o da matriz e´ equivalente ao controlo
de poteˆncia centralizada, i.e., a existeˆncia de um no´ central para o controlo de
poteˆncia. Dessa forma o no´ central armazena informac¸a˜o sobre toda a arquitetura
da rede.





A ana´lise da transmissa˜o de poteˆncia o´ptima em (3.9) pode ser simplificada
ao dividir a rede em duas partes distintas, a rede de acesso caracterizada entre
os transmissores ate´ a` sa´ıda do acoplador em estrela, e a rede de transporte,
caracterizada apo´s o acoplador em estrela. Dessa forma as atenuac¸o˜es podem
ser dividas em gj a atenuac¸a˜o do transmissor ate´ a sa´ıda acoplador e gi como a
atenuac¸a˜o apo´s o acoplador em estrela ate´ o receptor. Essa ana´lise particionada
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A Figura 3.1 ilustra a arquitetura da rede.
Figura 3.1: Arquitetura da rede [2][3].
Ao assumir o ru´ıdo da fonte emissora despreza´vel e assumir apenas o ASE do














Analisando o controlo de forma particionada a matriz de interfereˆncia norma-
lizada H apresentada em (3.7) pode ser reescrita da seguinte forma:
Hij =
{
0 quando i = j
gj
gi
quando i 6= j (3.12)
E´ importante realc¸ar que a SNIR ma´xima alcanc¸ada em redes OCDMA com
a utilizac¸a˜o de co´digos primos e´ fornecida por [3]:
γmax =
q2
σ2(K − 1) (3.13)
O gra´fico da Figura 3.2 mostra a SNIR ma´xima para diferentes pesos de co´digo
e nu´meros de utilizadores.
A desvantagem do controlo de poteˆncia centralizado e´ a necessidade de um no´
central que armazena toda a informac¸a˜o da atenuac¸a˜o das ligac¸o˜es na arquitetura
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Figura 3.2: SNIR ma´xima em func¸a˜o do nu´mero de utilizadores.
da rede, e.g., atenuac¸o˜es provenientes do comprimento da fibra, atenuac¸a˜o do
acoplador, etc.
Enquanto isso, a abordagem do controlo distribu´ıdo de poteˆncia oferece a van-
tagem de conhecer apenas informac¸o˜es locais, e.g., CIR alvo ou SNIR alvo para
configurar a poteˆncia transmitida por determinado no´. Investigac¸o˜es de algorit-
mos de controlo distribu´ıdo de poteˆncia (DPCA) em redes o´pticas mostraram a
eficieˆncia do me´todo atrave´s de diferentes abordagens [2][3][11][42].
3.2 Restric¸o˜es da Camada F´ısica
A implementac¸a˜o pra´tica de uma rede o´ptica deve ser planeada de modo a levar
em considerac¸a˜o as restric¸o˜es impostas pela camada f´ısica, pois as restric¸o˜es da
camada f´ısica teˆm um impacto no desempenho da rede o´ptica de forma significa-
tiva. Entre as limitac¸o˜es das redes o´pticas destacam-se os efeitos da velocidade de
grupo de dispersa˜o (GVD), a dispersa˜o modal de polarizac¸a˜o (PMD), e o ru´ıdo
de emissa˜o espontaˆnea (ASE). Tambe´m existem efeitos na˜o lineares, os efeitos
na˜o lineares sa˜o divididos em efeitos de espalhamento e efeitos Kerr. Os efeitos
de espalhamento na˜o lineares mais conhecidos sa˜o o espalhamento estimulado
de Brillouin (SBS) e espalhamento estimulado de Raman (SRS); ambos possuem
caracter´ısticas muito semelhantes, diferentemente do espalhamento linear de Ray-
leigh, que emite uma onda na mesma frequeˆncia da onda incidente e dessa forma
e´ conhecido por ser um efeito ela´stico, os espalhamentos de Brillouin e Raman
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sa˜o conhecidos por serem inela´sticos, i.e., emitem uma onda em uma frequeˆncia
de desvio em relac¸a˜o a` frequeˆncia de onda incidente. Enquanto nos efeitos Kerr,
destacam-se a auto modulac¸a˜o de fase (SPM), modulac¸a˜o de fase cruzada (XPM)
e a mistura de quatro ondas (FWM); estes efeitos sa˜o conhecidos por penalizar as
comunicac¸o˜es em fibra o´ptica, e ainda sa˜o temas de investigac¸a˜o com o objetivo
de contornar essas penalizac¸o˜es [1][43][44][45][46].
Os efeitos de SBS e SRS sa˜o causados pelo alto n´ıvel de poteˆncia, e o controlo
de poteˆncia abaixo do n´ıvel de SBS e SRS garante o na˜o aparecimento desses
efeitos, enquanto o gerenciamento e planeamento da dispersa˜o e´ uma te´cnica
efetiva para suprimir as penalizac¸o˜es causadas pelas na˜o linearidades de efeito
Kerr [1][43][45][46].
O limite superior de poteˆncia em Watts para o aparecimento dos efeitos SBS
assumindo que a polarizac¸a˜o da luz na˜o e´ mencionada e´ dado pela expressa˜o [1]:
PB = 4, 4× 10−3d2λ2αdBϑ (3.14)
Onde d e´ o diaˆmetro do nu´cleo da fibra, λ e´ o comprimento de onda de
operac¸a˜o em micrometros, αdB e´ a atenuac¸a˜o da fibra em dB/km e ϑ e´ a largura
de banda em GHz.
Atualmente, a maior restric¸a˜o em redes o´pticas e´ a PMD e devido a` sua
natureza e´ extremamente dif´ıcil de determinar e compensar de forma eficiente,
entretanto o desenvolvimento de novos processos de fabrico tem permitido dimi-
nuir o paraˆmetro da PMD. Investigac¸o˜es mostraram que futuramente em redes
dome´sticas e empresariais a PMD na˜o sera´ um problema para taxas de transmis-
sa˜o menores que 10 Gbps [47][48]. Ao considerar os efeitos da GVD e PMD de








Em que σD e´ a variaˆncia de poteˆncia devido aos efeitos da GVD e PMD de






















(1 + C2p)x− 1
)1/2
(3.16)





e´ a largura do pulso RMS, TC e´
o per´ıodo de chirp de meia altura, β2 = −Dλ20/2πc e´ o fator GVD, D e´ paraˆmetro
de dispersa˜o, c e´ a velocidade da luz no va´cuo, x = ∆τ2/4τ20 e ∆τ = DPMD
√
dij ,
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DPMD e´ o paraˆmetro da dispersa˜o e dij e´ o comprimento da ligac¸a˜o. O fator GVD
e´ diferente para cada comprimento de onda, no entanto de forma a simplificar
os ca´lculos e´ aceita´vel considerar o mesmo valor de fator de GVD para toda a
janela de transmissa˜o para uma quantidade pequena de canais em comprimento
de onda. O ASE ao longo de uma ligac¸a˜o com va´rios amplificadores em cascata
como ilustrado na 2.6 pode ser interpretado pelo modelo tambe´m abordado em
[11], onde o ASE nos amplificadores e´ calculado de forma recursiva. A Figura
3.3 e´ uma versa˜o particular da Figura 2.6; a Figura 3.3 nomeia os amplificadores
para ilustrar a expressa˜o do ASE (N eqsp ) apresentada a seguir:
N eqsp =
NSP−1(G1 − 1)GiiG0 +NSP−0(G0)− 1
G1GiiG0 − 1 (3.17)
Figura 3.3: Amplificadores em cascata.
Neste modelo o pre´-amplificador e´ nomeado como nu´mero 0, a partir da´ı cada
amplificador e´ numerado a partir do recetor, na expressa˜o 3.15 Gi e´ assumido
como o ganho do amplificador, e Pi representado na Figura 3.3 equivale a` poteˆncia
na entrada do amplificador ith; o ASE de cada amplificador NSP−i pode ser
calculado pela expressa˜o (3.2). No aˆmbito deste trabalho a maior limitac¸a˜o da
SNIR alvo e´ o ASE, dessa forma ao considerar uma rede OCDMA com curtas




Optimizac¸a˜o por enxame de
part´ıculas
Este cap´ıtulo tem como objetivo apresentar o conceito de optimizac¸a˜o por enxames
de part´ıculas, e como a optimizac¸a˜o e´ utilizada para o problema de alocac¸a˜o de
poteˆncia.
A optimizac¸a˜o por enxame de part´ıculas (PSO) e´ um algoritmo de optimiza-
c¸a˜o inspirado no comportamento coletivo de enxames, e.g., pa´ssaros, cardumes,
abelhas. As part´ıculas voam por um espac¸o multidimensional de soluc¸o˜es pos-
s´ıveis com o objetivo de encontrar a soluc¸a˜o que optimiza a func¸a˜o de custo.
A recursividade possibilita a interac¸a˜o entre as part´ıculas e melhorando o de-
sempenho do algoritmo, pois durante o voo a part´ıcula modifica a sua posic¸a˜o
conforme a sua pro´pria experieˆncia e a experieˆncia adquirida coletivamente pelo
comportamento das outras part´ıculas.
A alocac¸a˜o de recursos atrave´s do PSO ja´ demonstrou ser eficaz, e proporci-
onar uma convergeˆncia ra´pida e confia´vel, entretanto a convergeˆncia prematura
pode penalizar o desempenho do algoritmo, outra desvantagem e´ a forte depen-
deˆncia dos paraˆmetros de controlo do algoritmo que em alguns casos na˜o levam
ao comportamento de convergeˆncia confia´vel [35][38].
Cada part´ıcula armazena as suas coordenadas no espac¸o de busca associadas
a` melhor soluc¸a˜o encontrada ate´ o momento durante a execuc¸a˜o do algoritmo,
essa func¸a˜o que armazena a melhor soluc¸a˜o e´ conhecida como fitness e serve
como crite´rio de avaliac¸a˜o do desempenho das part´ıculas. O termo indicador
da experieˆncia ou conhecimento individual de cada part´ıcula e´ conhecido como
pbest e o indicador responsa´vel pelo conhecimento do enxame como um todo e´
o gbest. A proposta do PSO e´ que as part´ıculas movimentam-se pelo espac¸o de
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buscas atualizando a sua velocidade dinamicamente de acordo com o histo´rico de
experieˆncias individuais e coletivas, portanto a evoluc¸a˜o do PSO esta´ associada a`
trajeto´ria percorrida pelo enxame e tempo gasto para encontrar a melhor soluc¸a˜o
do problema. O fluxograma apresentado na 4.1 ilustra a lo´gica de um algoritmo
PSO cla´ssico.
Figura 4.1: Fluxograma do PSO.
A descric¸a˜o do PSO cont´ınuo para o problema de alocac¸a˜o de recursos em
redes OCDM e´ descrito em [2] [50] e [51]. A velocidade de voˆo da part´ıcula
e´ denotada por ~vp e a posic¸a˜o da part´ıcula e´ denotada por ~bp, e cada vetor
de poteˆncia candidato a` soluc¸a˜o com dimensa˜o K × 1 e´ denotado por ~bp[t]. A
atualizac¸a˜o da velocidade de busca a iterac¸a˜o e´ dada por [2]:









Em que ω[t] e´ a ine´rcia da velocidade anterior para atualizac¸a˜o da nova velo-
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T , ~Up1[t] e ~Up2[t]
sa˜o matrizes diagonais com dimensa˜o K e tem os seus elementos com varia´veis
aleato´rias com distribuic¸a˜o uniforme U ∈ [0, 1], G e´ a gerac¸a˜o do enxame corres-
pondente de t, ~bbestp e´ o melhor vetor de posic¸a˜o geral encontrado ate´ o momento
pela part´ıcula ~bbestg e´ o melhor vetor de posic¸a˜o encontrado entre todas as part´ıcu-
las do enxame ate´ o momento . Enquanto C1 e C2 sa˜o coeficientes de acelerac¸a˜o
em relac¸a˜o a`s melhores part´ıculas e melhores posic¸o˜es locais que influenciam a
velocidade de atualizac¸a˜o.
O primeiro termo da expressa˜o (4.1) ω[t] e´ conhecido como ine´rcia ou peso
inercial e e´ importante para a convergeˆncia, o termo C1Up1[t](b
best
p [t] − bp[t]) e´
conhecido como termo cognitivo e faz refereˆncia a` aprendizagem individual da
part´ıcula. Por sua vez, o termo C2Up2[t](b
best
g [t]− bp[t]) e´ conhecido como termo
coletivo, e e´ responsa´vel pelo aprendizado do comportamento coletivo, os coefici-
entes C1 e C2 sa˜o importantes para o comportamento de diversidade e explorac¸a˜o.
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A atualizac¸a˜o da posic¸a˜o da part´ıcula pth e´ atualizada a cada tth iterac¸a˜o no








~bp[t+ 1] = ~bp[t] + ~vp[t+ 1], p = 1, 2, ...,P (4.2)
O P e´ o tamanho da populac¸a˜o de part´ıculas do enxame. A fim de evitar
que part´ıculas deixem o universo de busca, o fator de velocidade ma´xima Vmax
e´ incorporado no modelo do PSO, e sera´ responsa´vel por limitar a velocidade
no intervalo [−Vmax, Vmax]. A estrate´gia para o ajuste da velocidade ma´xima
e´ apresentada em [2], a estrate´gia que consiste em limitar a velocidade ma´xima
atrave´s da expressa˜o :
~vtpk = min[Vmax; max[−Vmax;~vtpk]]parak = 1, ...,K; p = 1, ...,P(4.3)
E´ comum definir Vmax em func¸a˜o do espac¸o de busca, i.e., o intervalo [Pmin;Pmax],
e dessa forma Vmax = φ(Pmax − Pmin), em que 0, 1 ≤ φ ≤ 1, 0 [52].
O peso inercial influencia a part´ıcula a mover-se na mesma direc¸a˜o, que tende
a seguir a pro´pria direc¸a˜o com a mesma velocidade. O termo cognitivo melhora o
indiv´ıduo, e forc¸a o indiv´ıduo a voltar para uma posic¸a˜o anterior que seja melhor
que a atual, i.e., e´ um fator conservativo, no termo de aprendizado coletivo o
indiv´ıduo e´ forc¸ado a seguir a direc¸a˜o dos seus vizinhos com melhores resultados
[52].
Quanto menor for o peso inercial, este incentiva a explorac¸a˜o local assim como
as part´ıculas sa˜o mais atra´ıdas por ~bbestp e
~bbestg , e com objetivo de alcanc¸ar a con-
vergeˆncia e um equil´ıbrio entre busca local e busca global, e´ proposto um peso
inercial linear dinaˆmico e decrescente com a convergeˆncia incorporado com um al-
goritmo evolutivo que demonstra boa capacidade de pesquisa global inicialmente
e boa capacidade de busca local em suas u´ltimas iterac¸o˜es, dessa maneira, o peso
inercial [t] pode ser descrito como:





Em que ωiniciale´ a ine´rcia inicial e ωfinal e´ a ine´rcia final, com ωinicial > ωfinal,
G o nu´mero de gerac¸o˜es do PSO.
4.1 Alocac¸a˜o e Optimizac¸a˜o de Recursos
A func¸a˜o de custo apresentada em [51] pode ser utilizada para a atribuic¸a˜o e
controlo da poteˆncia numa rede OCDM, a func¸a˜o incorpora o problema perto-
















para γ ≥ γ∗, 0 < plk ≤ Pmax, Rl = Rlmin, ∀k ∈ Kl e ∀l = 1, 2, ..., L
Em que L e´ o nu´mero de diferentes grupos de taxa de informac¸o˜es permitidos
no sistema, e Kl e´ o nu´mero de utilizadores no l
th com taxa mı´nima dada por
Rlmin. O termo ρ/σrp da´ cre´dito para soluc¸o˜es com utilizadores com diferentes
requisitos de QoS e com mu´ltiplas taxas de transmissa˜o, atrave´s da utilizac¸a˜o do
fator de taxa inversa F l e com pequenos desvios padra˜o para a poteˆncia distri-
bu´ıda normalizada, os valores pro´ximos de poteˆncia normalizada sa˜o recebidos e






Dessa maneira, o temo ρ/σrp tem como objetivo minimizar o efeito perto-
longe. Para o contexto deste trabalho, e´ considerado um sistema de taxa de
transmissa˜o u´nica, i.e., F 1 = F l = ... = FL, e os mesmos requisitos de QoS, i.e.,
a mesma SNIR para todos os utilizadores. Desta forma, as taxa de transmissa˜o
sa˜o as mesmas para todos os pares transmissor-recetor, e o termo ρ/σrp assume
pouca importaˆncia e pode ser desprezado.
Em seguida, a func¸a˜o de restric¸a˜o F thk em (4.5) e´ apresentada como:
F th =
{
1 quando γk ≥ γ∗
0 caso contra´rio
(4.7)
Onde a SNIR γ∗ e´ fornecida pela expressa˜o (3.10), de forma alternativa ao
considerar diferentes abordagens atrave´s de diferentes DPCA a SNIR pode tam-




Essa te´cnica e´ baseada em mensurar e enviando de volta a poteˆncia trans-








da´ cre´dito a soluc¸o˜es que
utilizam a menor poteˆncia e penaliza as soluc¸o˜es com n´ıveis mais altos de energia
[51][52]. O algoritmo do PSO e´ composto da recursividade e iterac¸a˜o atrave´s da
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atualizac¸a˜o constante da velocidade e posic¸a˜o apresentadas pelas expresso˜es 4.1 e
4.2, o PSO cla´ssico de objetivo comum para o problema de alocac¸a˜o de recursos
em redes OCDM e´ apresentado em pseudoco´digo pelo Algoritmo 1 [2].
Algoritmo 1 – Algoritmo PSO cla´ssico para o problema de alocac¸a˜o
de poteˆncia
in´ıcio
1. Inicializa a populac¸a˜o em t = 0
~B[0] ∼ U ∈ [Pmin;Pmax]




~vp[0] = 0 : velocidade inicial nula
2. Enquanto t ≤ G
a. Calcular J(~bp[t]),∀~bp[t]in ~B[t] utilizando (4.6)
b. Atualizar a velocidade ~vp[t],p = 1, 2, ...,P utilizando (4.1)
c. Atualizar as melhores posic¸o˜es:
para p = 1, 2, ...,P
se J(~bp[t]) ≤ J(~bbestg [t])
~bbestp [t+ 1]← ~bp[t]
sena˜o
~bbestp [t+ 1]← ~bgbestp [t]
fim
se (∃ ~bp[t]|J(~bp[t]) <~bbestg [t] & Rp[t] ≥ Rmin &...
... [J(~bp[t] ≤ J(~bp[t] ≤ ~b′p[t])∀p′ 6= p])
~bbestg [t+ 1]← ~bp[t]
sena˜o
~bbestg [t+ 1]← ~bbestg [t]
fim
d. Desenvolve uma nova populac¸a˜o de part´ıculas utilizando (4.6)
e. Seleciona t = t+ 1
fim
3. ~p∗ = ~bbestg [G]
~B[0]: Matriz inicial de part´ıculas
G: Nu´mero de gerac¸o˜es
P: Tamanho da populac¸a˜o
4.2 Algoritmos de Mu´ltiplos Enxames
Os algoritmos de optimizac¸a˜o por mu´ltiplos enxames sa˜o uma variante do PSO
cla´ssico, inu´meras investigac¸o˜es ao longo dos u´ltimos anos propuseram e conti-
nuam a propor estrate´gias diferentes para diferentes problemas de optimizac¸a˜o,
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com o objetivo de aprimorar resultados e sobrepor limitac¸o˜es do PSO cla´ssico.
Entre as estrate´gias de desenvolvimento para o algoritmo de mu´ltiplos enxames
esta˜o interac¸o˜es entre enxames com nu´mero de part´ıculas reduzido conhecidos
como subenxames, e tambe´m mecanismos relacionados com algoritmos evolucio-
na´rios [37][38][36][53][54][55][40].
Estrate´gias de subenxames que colaboram entre si exibiram bons resultados
em func¸o˜es de desempenho (benchmark), problemas multiobjectivo e problemas
sujeitos a restric¸o˜es [53]. Para este trabalho, a estrate´gia para criac¸a˜o do algo-
ritmo de mu´ltiplos e´ inspirada em trabalhos anteriores e consiste em subenxames
como diferentes paraˆmetros que partilham a mesma melhor e soluc¸a˜o encontrada
ate´ o momento (~bbestg ). A forte dependeˆncia dos paraˆmetros do PSO pode influ-
enciar na melhor soluc¸a˜o encontrada. A abordagem de mu´ltiplos enxames tem
como objetivo estimular a explorac¸a˜o ao combinar enxames com diferentes perfis
de performances durante a explorac¸a˜o.
Inicialmente, cada subenxame possui diferentes valores para os paraˆmetros de
peso inercial ω, coeficiente de aprendizado individual C1 e coeficiente de apren-
dizado coletivo C2. O nu´mero de gerac¸o˜es G e´ o mesmo para todos subenxames,
e o tamanho da populac¸a˜o P e´ o mesmo para todos subenxames. O tamanho
igual entre todos os subenxames tem como objetivo evitar que algum enxame
consiga impor suas soluc¸o˜es ~bbestp durante todas as gerac¸o˜es. Neste trabalho tam-




Nesse cap´ıtulo sera˜o apresentados os resultados obtidos atrave´s de simulac¸o˜es
realizadas com a utilizac¸a˜o do software MATLABTM, tambe´m sera˜o descritos os
paraˆmetros utilizados pelo PSO cla´ssico e os algoritmos de mu´ltiplos enxames.
Algumas definic¸o˜es utilizadas neste trabalho sa˜o baseadas na literatura existente
e em trabalhos anteriores.
5.1 Paraˆmetros Gerais
Para todas as simulac¸o˜es foi considerado o comprimento de onda central λ0 =
1550 nm, o N eqsp tem um valor diferente para cada comprimento de onda, en-
tretanto e´ aceita´vel assumir o mesmo valor de N eqsp para um pequeno nu´mero
de comprimentos de onda na janela de 1550 nm. Foi considerada a transmissa˜o
monomodo em uma fibra de dispersa˜o diferente de zero (NFD)-ITU G.655 com
atenuac¸a˜o (αf ) de 0,2 dB/km e diaˆmetro de 6µm em um u´nica ligac¸a˜o entre
ligac¸o˜es transmissor ate´ acoplador, e tambe´m um u´nica ligac¸a˜o entre acoplador e
recetor. Os comprimentos das ligac¸o˜es sa˜o pequenos e os efeitos da SPM podem
ser desprezados. Os valores t´ıpicos para nsp = 2, h = 6, 63 × 10−34 J/Hz e o
ganho dos amplificadores Gamp = 20 dB, a taxa de transmissa˜o (R
L
min) e´ de 10
Gbps para todos os OCP’s.
O peso do co´digo escolhido e´ q = 31, com variac¸a˜o me´dia da amplitude de
Hamming da correlac¸a˜o cruzada aperio´dica σ2 = 0, 29 e com a QoS e´ escolhida a
SNIR alvo (γ∗).
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5.2 Soluc¸o˜es va´lidas atrave´s do PSO
Inicialmente e´ importante saber que nem todas as soluc¸o˜es encontradas pelo PSO
podem ser soluc¸o˜es va´lidas, esta secc¸a˜o abordara´ as condic¸o˜es impostas ao algo-
ritmo do PSO cla´ssico para a obtenc¸a˜o de soluc¸o˜es va´lidas e a descric¸a˜o destes
processos. As simulac¸o˜es foram realizadas atrave´s do software MATLABTM.
Tendo em vista que sa˜o necessa´rias algumas adaptac¸o˜es do algoritmo, a op-
timizac¸a˜o por algoritmos de enxames de part´ıculas pode tornar-se um processo
complexo. No caso da alocac¸a˜o de poteˆncia em redes o´pticas nem todas as solu-
c¸o˜es geradas pelo PSO podem ser consideradas soluc¸o˜es va´lidas. Para o estudo
deste trabalho, uma soluc¸a˜o e´ considerada como soluc¸a˜o va´lida apenas quando
a SNIR mı´nima apresentada pela equac¸a˜o (3.5) e´ garantida em todos os OCP’s
e tambe´m se a SNIR correspondente no OCP esta´ abaixo do limite de SNIR es-
tabelecido pela equac¸a˜o (3.13). Portanto, embora um vetor de soluc¸a˜o consiga
satisfazer a SNIR em todos os OCP’s e apresentar qualquer SNIR acima do limite
estabelecido em (3.13) e´ considerado como soluc¸a˜o inva´lida. A na˜o garantia da
SNIR em algum OCP penaliza a func¸a˜o de custo (4.5) atrave´s da func¸a˜o F thk que
assume valor zero quando a SNIR esta´ abaixo da SNIR alvo ou acima do limite
de SNIR.
A fim de solucionar o problema da alocac¸a˜o de poteˆncia durante as simulac¸o˜es
foram observados a influeˆncia da determinac¸a˜o dos paraˆmetros, e assim estabe-
lecidos os paraˆmetros mais adequados. Entre os paraˆmetros observados pode-se
citar o coeficiente de acelerac¸a˜o referente ao aprendizado individual C1, o coefi-
ciente de acelerac¸a˜o referente ao aprendizado coletivo C2, a velocidade ma´xima
Vmax, o peso inercial ω, o tamanho da populac¸a˜o P e o nu´mero de gerac¸o˜es G.
O caso de estudo apresentado nesta secc¸a˜o para determinac¸a˜o dos paraˆme-
tros do PSO foi para uma rede com 7 OCP’s, i.e., K = 7, foram consideradas
perdas por decodificac¸a˜o no lado do recetor αdec, a configurac¸a˜o da rede e suas
caracter´ısticas sa˜o descritas na Tabela 5.1 e 5.2.
Tabela 5.1: Comprimentos da ligac¸a˜o de cada OCP.








Para o problema de alocac¸a˜o de poteˆncia, os paraˆmetros do algoritmo sa˜o
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Tabela 5.2: Descric¸a˜o da Rede.
Varia´vel Valor
Atenuac¸a˜o da fibra 0,2 dB/km
Constante de Planck 6, 63× 10−34 J/Hz
Frequeˆncia da luz 193, 12× 10−12 Hz
Taxa de transmissa˜o 10 Gbps
Largura de banda o´ptica 20 GHz
Fator de ru´ıdo de transmissa˜o espontaˆnea 2
Perdas por excesso 0,2
Ganho do amplificador 20 dB
Peso do co´digo 31
Variac¸a˜ome´dia da amplitude de Hamming
da correlac¸a˜o cruzada aperio´dica
0,29
Perdas por decodificac¸a˜o no
receptor
14 dB
Poteˆncia ma´xima 20 dBm
Poteˆncia mı´nima -20 dBm
SNIR alvo 20 dB
dependentes do nu´mero de utilizadores que transmitem simultaneamente, e a
optimizac¸a˜o dos paraˆmetros foi estudada em [53][54].
Primeiramente, o tamanho da populac¸a˜o de part´ıculas e o nu´mero de gerac¸o˜es
foi estabelecido de acordo com [54] em que P = K + 2 e G = 1000. O crite´rio de
paragem adotado e´ a quantidade de gerac¸o˜es.
Inicialmente, foi implementado um algoritmo da forma apresentada pelo Algo-
ritmo 1. Em inu´meras execuc¸o˜es do algoritmo com uma populac¸a˜o com tamanho
P = K + 2 = 9 e o com o nu´mero de gerac¸o˜es G = 1000 a observac¸a˜o dos re-
sultados mostraram que vetor de melhor soluc¸a˜o ~bbestg na˜o era capaz de produzir
soluc¸o˜es va´lidas de forma a satisfazer a restric¸a˜o de SNIR em todos os OCP’s.
Dessa forma, foi estabelecida uma condic¸a˜o inicial para o algoritmo em que as
part´ıculas de posic¸a˜o inicial na G = 0 satisfizessem a condic¸a˜o de restric¸a˜o da
SNIR na matriz aleato´ria inicial de populac¸a˜o com valores entre Pmax e Pmin.
A func¸a˜o responsa´vel pela gerac¸a˜o da matriz de populac¸a˜o inicial e´ apresentada
com mais detalhes no Anexo A.
Posteriormente foram estabelecidos os coeficientes C1 = C2 = 2 segundo a
literatura de trabalhos anteriores apresentados em [54], e o peso inercial ω = 1
e sem imposic¸a˜o de velocidade ma´xima. Foi observado que a na˜o imposic¸a˜o de
uma velocidade Vmax fazia com que o alogoritmo na˜o conseguisse atingir a con-
vergeˆncia e continuava a na˜o gerar soluc¸o˜es va´lidas capazes de satisfazer a func¸a˜o
de restric¸a˜o F thk responsa´vel pela determinac¸a˜o da SNIR mı´nima e consequente-
mente penalizando a func¸a˜o de custo apresentada em 4.5 de maneira a minimizar
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o seu valor. A na˜o imposic¸a˜o de Vmax implicava que as part´ıculas abandonavam
o espac¸o de busca. Portanto, foi estabelecida uma velocidade ma´xima sugerida
em [54] em func¸a˜o da gama dinaˆmica em que Vmax = 0, 2(Pmax − Pmin).
Seguidamente, foi observado que a limitac¸a˜o da velocidade estabelecida por
Vmax = 0, 2(Pmax−Pmin) ainda na˜o era condic¸a˜o suficiente para garantir a SNIR
mı´nima em OCP’s de menores distaˆncias apo´s G = 1000, pois a velocidade ma´-
xima ainda era alta nas primeiras gerac¸o˜es em comparac¸a˜o com a poteˆncia re-
querida pelo OCP, tal facto fazia a part´ıcula deixar de satisfazer a restric¸a˜o de
SNIR e consequentemente penalizava a func¸a˜o de custo.
A fim de sobrepor o problema da velocidade ma´xima foi estabelecida uma
condic¸a˜o de contorno eficiente de forma emp´ırica baseada na observac¸a˜o de ve-
tores soluc¸o˜es capazes de satisfazer a restric¸a˜o de SNIR para todos os OCP’s.
Num algoritmo paralelo foi executado uma rotina para encontrar soluc¸o˜es ale-
ato´rias va´lidas, durante 10 execuc¸o˜es do algoritmo foram encontrados 623 ve-
tores que satisfaziam as condic¸o˜es de SNIR mı´nima em todos os OCP’s, dessa
forma foi observado o intervalo que compreendia os valores mı´nimos e ma´xi-
mos poss´ıveis para cada posic¸a˜o do vetor, enta˜o a Vmax foi estabelecida como
Vmax = 0, 2(PKmax−PKmin) em que PKmax e´ a poteˆncia de maior ocorreˆncia para
a posic¸a˜o K do vetor de poteˆncia e PKmin e´ a poteˆncia de menor ocorreˆncia para
a posic¸a˜o K do vetor de poteˆncia. Apo´s a condic¸a˜o inicial de criac¸a˜o da matriz de
part´ıculas em G = 0 e a condic¸a˜o de contorno para a Vmax, o algoritmo forneceu
soluc¸o˜es ~bbestg que satisfaziam a restric¸a˜o da SNIR e maximizavam a func¸a˜o de
custo (4.5).
O motivo prova´vel pelo qual o algoritmo na˜o conseguia satisfazer as restri-
c¸o˜es inicialmente consiste em dois fatores: o primeiro fator a ser apontado e´
que soluc¸a˜o ~bbestg = [Pmax] na˜o e´ uma soluc¸a˜o va´lida, dessa forma as part´ıcu-
las eram atra´ıdas para uma soluc¸a˜o inva´lida, por esse motivo a condic¸a˜o inicial
consiste em encontrar part´ıculas capazes de satisfazer as restric¸o˜es; o segundo
fator e´ que para OCP’s com menores distaˆncias, uma variac¸a˜o de velocidade
igual 0, 2(Pmax − Pmin) era uma grande variac¸a˜o, ao ser atualizada a posic¸a˜o da
part´ıcula, a poteˆncia assumia um grande valor, alterando o valor da SNIR no
OCP e tambe´m influenciando na SNIR de outros OCP’s e dessa forma a soluc¸a˜o
tornava-se inva´lida e penalizando a func¸a˜o de custo.
5.3 Optimizac¸a˜o de Paraˆmetros do PSO
Esta secc¸a˜o tem como objetivo investigar a importaˆncia da determinac¸a˜o dos pa-
raˆmetros do algoritmo PSO para o problema de alocac¸a˜o de poteˆncia e avaliar
o desempenho do algoritmo e o impacto da determinac¸a˜o dos paraˆmetros nas
soluc¸o˜es encontradas. Apo´s estabelecidas as condic¸o˜es que garantem a conver-
geˆncia e a gerac¸a˜o de soluc¸o˜es va´lidas foi avaliada e comparada a performance de
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algoritmos com diferentes paraˆmetros. Com os paraˆmetros iniciais estabelecidos
anteriormente em uma rede com caracter´ısticas descritas pelas Tabelas 5.1 e 5.2
e paraˆmetros do PSO determinados com C1 = C2 = 2, G = 800, P = 9, ω = 1
e Vmax = 0, 2(PKmax − PKmin) foi observado a evoluc¸a˜o do valor da func¸a˜o de
custo, que e´ mostrada pelo Gra´fico apresentado na figura 5.1.
Figura 5.1: Evoluc¸a˜o do valor da func¸a˜o de custo para ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 1 e Vmax = 0, 2(PKmax − PKmin) .
Atrave´s do gra´fico e´ poss´ıvel observar que o valor da func¸a˜o de custo teve
pouca alterac¸a˜o apo´s G = 202. A evoluc¸a˜o da SNIR em cada OCP e´ apresentada
pelo Gra´fico da Figura 5.2
Figura 5.2: Evoluc¸a˜o da SNIR em cada OCP para a ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 1 e Vmax = 0, 2(PKmax − PKmin).
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O vetor soluc¸a˜o ~bbestg = [−9, 9834;−2, 5269; 1, 2762; 0, 7705; 7, 6393; 11, 6422;
16, 8226] dBm e´ uma soluc¸a˜o va´lida com γ1 = 23, 4369 dB, γ2 = 26, 7267 dB,
γ3 = 25.8114 dB, γ4 = 20.1725 dB, γ5 = 21.7910 dB, γ6 = 20.3629 dB, γ7 =
20.0408 dB.
Como observado pelos gra´ficos das figuras 5.1 e 5.2, o valor de custo tenha
praticamente atingido o valor final apo´s G = 202 o algoritmo apresentou uma
convergeˆncia prematura e com pouca capacidade de encontrar outras soluc¸o˜es
melhores. Apenas algumas SNIR’s alcanc¸aram o valor pro´ximo ao valor desejado.
E´ importante lembrar que devido a` natureza aleato´ria do mecanismo de ex-
plorac¸a˜o do PSO em diferentes execuc¸o˜es o mesmo algoritmo pode apresentar
soluc¸o˜es diferentes. O caso apresentado a seguir para os paraˆmetros C1 = C2 = 2,
G = 800, P = 9 e Vmax = 0, 2(PKmax−PKmin) descritos anteriormente, entretanto
um novo valor para o peso inercial e´ adotado com ω = 0, 9 e obteve um vetor solu-
c¸a˜o com ~bbestg = [−12, 8800;−8, 6713;−2, 8132; 2, 8314; 6, 4822; 11, 4974; 16, 8260]
dBm, e com γ1 = 20, 9462 dB, γ2 = 20, 7633 dB, γ3 = 21, 8361 dB, γ4 = 22, 3773
dB, γ5 = 20, 6876 dB, γ6 = 20, 2534 dB, γ6 = 20, 0638 dB. A evoluc¸a˜o de sua
func¸a˜o de custo e´ apresentada pelo Gra´fico na Figura 5.3 e a evoluc¸a˜o da SNIR
ao longo das iterac¸o˜es e´ apresentada pelo Gra´fico representado na Figura 5.4.
Figura 5.3: Evoluc¸a˜o do valor da func¸a˜o de custo para ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 0, 9 e Vmax = 0, 2(PKmax − PKmin) .
Foi observado que um peso inercial ω e´ capaz de encontrar melhores soluc¸o˜es
e menos penalizado por convergeˆncias prematuras.
O peso inercial linear que reduz seu valor gradativamente e´ uma aborda-
gem que possibilita optimizar a atualizac¸a˜o da velocidade da part´ıcula. Para
um PSO com paraˆmetros estabelecidos com C1 = C2 = 2, G = 800, P = 9,
Vmax = 0, 2(PKmax − PKmin), e peso inercial linear apresentado pela equac¸a˜o
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Figura 5.4: Evoluc¸a˜o da SNIR em cada OCP para a ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 0, 9 e Vmax = 0, 2(PKmax − PKmin) .
(4.4) em que ωinicial = 0, 9 e ωfinal = 0, 1. Os valores adotados para ωinicial e
ωfinal foram baseados em trabalhos anteriores exibidos em [52], pois os resultados
demonstraram que esses valores sa˜o mais adequados visto que oferecem um bom
equil´ıbrio entre o peso inercial e explorac¸a˜o do espac¸o pelos termos referentes ao
aprendizado individual e aprendizado coletivo na atualizac¸a˜o da velocidade ao
passo que o algoritmo atinge convergeˆncia. A evoluc¸a˜o da SNIR ao longa das
gerac¸o˜es nos OCP’s e´ exibida no Gra´fico exibido pela Figura 5.5, a evoluc¸a˜o da
func¸a˜o de custo e´ apresentada no Gra´fico na Figura 5.6.
O algoritmo descrito anteriormente com peso inercial linear ωinicial = 0, 9 e
ωfinal = 0, 1 apresentou os melhores resultados e tambe´m mostrou na˜o sofrer com
a convergeˆncia prematura e foi capaz de encontrar soluc¸o˜es o´ptimas, i.e., todas
as SNIR convergiram para a SNIR alvo.
Os ficheiros com os algoritmos PSO descritos nessa secc¸a˜o esta˜o presentes no
Anexo B.
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Figura 5.5: Evoluc¸a˜o do valor da func¸a˜o de custo para ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 0, 9  0, 2 e Vmax = 0, 2(PKmax − PKmin).
Figura 5.6: Evoluc¸a˜o da SNIR em cada OCP para a ~bbestg em que C1 = C2 = 2,
G = 800, P = 9, ω = 0, 9  0, 2 e Vmax = 0, 2(PKmax − PKmin).
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5.4 Desempenho do PSO cla´ssico
O objetivo desta secc¸a˜o e´ mostrar o desempenho do PSO cla´ssico para a alocac¸a˜o
de poteˆncia em redes OCDMA para um nu´mero maior de utilizadores. Ao con-
siderar a viabilidade de implementac¸a˜o da rede e desejando o na˜o aparecimento
de efeitos na˜o-lineares indeseja´veis para qualidade da transmissa˜o foi assumido o
SBS como poteˆncia ma´xima alcanc¸a´vel pelo transmissor. As caracter´ısticas da
rede seguem na Tabela 5.3.
Tabela 5.3: Caracter´ısticas da Rede.
Varia´vel Valor
Atenuac¸a˜o da fibra 0,2 dB/km
Constante de Planck 6, 63× 10−34 J/Hz
Frequeˆncia da luz 193, 12× 10−12 Hz
Taxa de transmissa˜o 10 Gbps
Largura de banda o´ptica 20 GHz
Fator de ru´ıdo de transmissa˜o espontaˆnea 2
Perdas por excesso 0,2
Ganho do amplificador 20 dB
Peso do co´digo 31
Variac¸a˜o me´dia da amplitude de Hamming
da correlac¸a˜o cruzada aperio´dica
0,29
Perdas por decodificac¸a˜o no
receptor
5 dB
Poteˆncia ma´xima 31,83 dBm
Poteˆncia mı´nima -20 dBm
SNIR alvo 20 dB
Distaˆncia Tx - Acoplador 2  110 km
Distaˆncia Acoplador - Rx 2  110 km
5.5 PSO 1
O desempenho do PSO para diferentes paraˆmetros e condic¸o˜es para a convergeˆn-
cia observadas anteriormente possibilitaram compreender as limitac¸o˜es do PSO e
estender as ana´lises para um nu´mero maior de OCP’s. Assim para um nu´mero de
K ≥ 8 foi utilizada uma condic¸a˜o inicial diferente da mencionada anteriormente
pelo Anexo C, a condic¸a˜o utilizada em redes com nu´mero de OCP’s consiste em
estabelecer ~bbestg com valores fornecidos pela soluc¸a˜o matricial apresentada pela
equac¸a˜o (3.9). A matriz de part´ıculas iniciais e´ criada com valores aleato´rios no
intervalo [0, 8×~bbestk0 ; 5×~bbestk0 ] em que ~bbestk0 e´ a o valor da part´ıcula resultante da
forma matricial pelo OCP k.
O limite da poteˆncia para o na˜o aparecimento de efeitos de SBS e´ fornecido
pela equac¸a˜o (3.14) e e´ de PSBS = 1, 522 W. Atrave´s da soluc¸a˜o matricial (3.9)
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e´ poss´ıvel observar a quantidade de OCP’s suportados pela rede considerando
seus paraˆmetros. Em uma rede com os paraˆmetros descritos pela Tabela 5.3 em
que a distaˆncia entre os OCP’s consecutivos e´ igualmente espac¸ada, verificou-se
que atrave´s da forma matricial (3.9) que a rede pode suportar ate´ 19 utilizadores
simultaˆneos, i.e., K = 19.
Os paraˆmetros do PSO determinados para essa ana´lise sa˜o C1 = C2 = 2,
G = 6000,P = 21, e Vmax = [5×~bbestk0 ; 0, 8×~bbestk0 ], e peso inercial linear apresentado
pela equac¸a˜o (4.4) em que ωinicial = 0, 9 e ωf inal = 0, 1. Com objetivo de
comprovar a validade das soluc¸o˜es encontradas, o algoritmo foi executado seis
vezes. A Tabela 5.16 exibe o valor de custo da func¸a˜o (4.5) e tambe´m as poteˆncias
em dBm de ~bbestg de cada transmissor em cada OCP durante as seis execuc¸o˜es,
a Tabela 5.17 exibe o valor da SNIR em cada OCP para o cada ~bbestg da Tabela
5.16.
Atrave´s da ana´lise dos resultados obtidos e´ poss´ıvel notar que o PSO descrito
e´ capaz de encontrar os valores o´ptimos de poteˆncias e garantir a SNIR mı´nima
para os requisitos de QoS da rede.
Tabela 5.4: Poteˆncia e Custo do PSO 1 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
Tx-OCP1 -8,65 -8,48 -8,66 -8,66 -8,63 -8,24
Tx-OCP2 -7,12 -7,12 -7,12 -7,12 -7,12 -7,10
Tx-OCP3 -5,49 -5,50 -5,50 -5,50 -5,50 -5,49
Tx-OCP4 -3,81 -3,80 -3,80 -3,80 -3,81 -3,66
Tx-OCP5 -2,03 -1,83 -2,03 -2,03 -2,03 -2,02
Tx-OCP6 -0,07 -0,17 0,00 0,00 -0,17 -0,16
Tx-OCP7 1,83 1,77 1,77 1,77 1,80 1,78
Tx-OCP8 3,79 3,79 3,79 3,79 3,79 3,84
Tx-OCP9 5,89 5,87 5,87 5,87 5,87 5,87
Tx-OCP10 8,01 8,01 8,01 8,01 8,01 8,02
Tx-OCP11 10,21 10,21 10,21 10,21 10,22 10,30
Tx-OCP12 12,45 12,45 12,45 12,45 12,45 12,64
Tx-OCP13 14,72 14,72 14,78 14,78 14,72 14,72
Tx-OCP14 17,02 17,02 17,02 17,02 17,02 17,02
Tx-OCP15 19,34 19,34 19,34 19,34 19,34 19,34
Tx-OCP16 21,68 21,68 21,68 21,68 21,68 21,69
Tx-OCP17 24,04 24,04 24,04 24,04 24,04 24,04
Tx-OCP18 26,40 26,41 26,40 26,40 26,40 26,40
Tx-OCP19 28,78 28,78 28,78 28,78 28,78 28,78
Custo 0,9376 0,9376 0,9376 0,9376 0,9376 0,9376
Foi analisada com mais detalhes execuc¸a˜o no5 do algoritmo, em que evoluc¸a˜o
da func¸a˜o de custo e´ apresentada no Gra´fico pela Figura 5.7, a evoluc¸a˜o da
SNIR de cada OCP e´ fornecida pelo Gra´fico , a poteˆncia de cada transmissor e´
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Tabela 5.5: SNIR em cada OCP para PSO 1 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
SNIR 1 17,02 17,18 17,01 17,01 17,04 17,42
SNIR 2 17,00 17,00 17,00 17,00 17,00 17,02
SNIR 3 17,01 17,00 17,00 17,00 17,00 17,00
SNIR 4 17,00 17,00 17,00 17,00 17,00 17,14
SNIR 5 17,00 17,20 17,00 17,00 17,00 17,00
SNIR 6 17,10 17,00 17,17 17,17 17,00 17,01
SNIR 7 17,06 17,00 17,00 17,00 17,03 17,00
SNIR 8 17,00 17,00 17,00 17,00 17,00 17,05
SNIR 9 17,02 17,00 17,00 17,00 17,00 17,00
SNIR 10 17,00 17,00 17,00 17,00 17,00 17,01
SNIR 11 17,00 17,00 17,00 17,00 17,01 17,09
SNIR 12 17,00 17,00 17,00 17,00 17,00 17,19
SNIR 13 17,00 17,00 17,06 17,06 17,00 17,00
SNIR 14 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 15 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 16 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 17 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 18 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 19 17,00 17,00 17,00 17,00 17,00 17,00
apresentada pelo Gra´fico na Figura 5.8. O Gra´fico na Figura 5.9 exibe a evoluc¸a˜o
do vetor de poteˆncia de cada OCP na ~bbestg ao longo de G = 6000.
Figura 5.7: Evoluc¸a˜o do valor da func¸a˜o de custo para K = 19 ~bbestg em que
C1 = C2 = 2, G = 6000, P = 21, ω = 0, 9  0, 1 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ]
.
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Figura 5.8: Evoluc¸a˜o da SNIR em cada OCP para K = 19 de ~bbestg em que
C1 = C2 = 2, G = 6000, P = 9, ω = 0, 9  0, 2 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ]
.
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Figura 5.9: Evoluc¸a˜o da Poteˆncia em cada transmissor de cada OCP paraK = 19
a ~bbestg em que C1 = C2 = 2, G = 6000, P = 21, ω = 0, 9  0, 2 e Vmax =
0, 2[5×~bbestk0 − 0, 8×~bbestk0 ] .
5.6 PSO 2
A ana´lise da rede descrita pela tabela 5.3 foi estendida para um PSO com os
seguintes paraˆmetros C1 = 1, 2, C2 = 1, 8, G = 2000, P = 21, e Vmax = 0, 2[5 ×
~bbestk0 −0, 8×~bbestk0 ], e peso inercial ω = 0, 7. Da mesma maneira como o apresentado
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anteriormente o algoritmo foi executado seis vezes, a Tabela 5.18 exibe o valor de
custo da func¸a˜o (4.5) e tambe´m as poteˆncias em dBm de ~bbestg de cada transmissor
em cada OCP durante as seis execuc¸o˜es, a Tabela 5.7 exibe o valor da SNIR em
cada OCP para o cada ~bbestg da Tabela 5.18. O gra´fico representado na Figura
5.10 exibe a evoluc¸a˜o da SNIR, o gra´fico presente na figura 5.11 exibe a evoluc¸a˜o
da func¸a˜o de custo e o Gra´fico na Figura 5.12 exibe e evoluc¸a˜o da poteˆncia dos
transmissores em cada OCP ao longo das gerac¸o˜es.
Figura 5.10: Evoluc¸a˜o do valor da func¸a˜o de custo para K = 19 ~bbestg em que
C1 = 1, 2,C2 = 1, 8, G = 2000, P = 21, ω = 0, 7 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ]
.
Atrave´s da ana´lise dos gra´ficos e´ poss´ıvel ver que o PSO consegue tambe´m
encontrar valores o´ptimos de poteˆncia de forma a garantir a SNIR alvo. Com a
evoluc¸a˜o da poteˆncia de cada transmissor e´ poss´ıvel notar que OCP’s com menores
distaˆncias apresentam maiores variac¸o˜es no valor de poteˆncia emitida, enquanto
os OCP’s com maiores distaˆncias apresentam pouca variac¸a˜o de seu valor. Isso
pode ser explicado devido ao fato que a ~bbestg inicial obtida pela soluc¸a˜o matricial
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Figura 5.11: Evoluc¸a˜o da SNIR em cada OCP para K = 19 de ~bbestg em que
C1 = 1, 2, C2 = 1, 8, G = 2000, P = 21, ω = 0, 7 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ]
.
Tabela 5.6: Poteˆncia e Custo do PSO 2 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
TX-OCP1 -8,67 -8,67 -8,67 -8,67 -8,67 -8,67
TX-OCP2 -7,12 -7,12 -7,12 -7,12 -7,12 -7,12
TX-OCP3 -5,50 -5,50 -5,50 -5,50 -5,50 -5,50
TX-OCP4 -3,81 -3,81 -3,81 -3,81 -3,81 -3,81
TX-OCP5 -2,03 -2,03 -2,03 -2,03 -2,03 -2,03
TX-OCP6 -0,17 -0,17 -0,17 -0,17 -0,17 -0,17
TX-OCP7 1,77 1,77 1,77 1,77 1,77 1,77
TX-OCP8 3,79 3,79 3,79 3,79 3,79 3,79
TX-OCP9 5,87 5,87 5,87 5,87 5,87 5,87
TX-OCP10 8,01 8,01 8,01 8,01 8,01 8,01
TX-OCP11 10,21 10,21 10,21 10,21 10,21 10,21
TX-OCP12 12,45 12,45 12,45 12,45 12,45 12,45
TX-OCP13 14,72 14,72 14,72 14,72 14,72 14,72
TX-OCP14 17,02 17,02 17,02 17,02 17,02 17,02
TX-OCP15 19,34 19,34 19,34 19,34 19,34 19,34
TX-OCP16 21,68 21,68 21,68 21,68 21,68 21,68
TX-OCP17 24,04 24,04 24,04 24,04 24,04 24,04
TX-OCP18 26,40 26,40 26,40 26,40 26,41 26,40
TX-OCP19 28,78 28,78 28,78 28,78 28,78 28,78
Custo 0,937642 0,937642 0,937642 0,937642 0,937642 0,937642
(3.9) apresenta maiores SNIR para OCP’s com menores distaˆncias, enquanto os
OCP’s com maiores distaˆncias tem valores mais pro´ximos da SNIR alvo.
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Figura 5.12: Evoluc¸a˜o da Poteˆncia em cada transmissor de cada OCP para K =
19 a ~bbestg em que C1 = 1, 2, C2 = 1, 8, G = 2000, P = 21, ω = 0, 7 e Vmax =
0, 2[5×~bbestk0 − 0, 8×~bbestk0 ] .
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Tabela 5.7: SNIR em cada OCP para PSO 2 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
SNIR 1 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 2 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 3 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 4 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 5 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 6 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 7 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 8 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 9 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 10 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 11 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 12 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 13 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 14 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 15 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 16 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 17 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 18 17,00 17,00 17,00 17,00 17,00 17,00
SNIR 19 17,00 17,00 17,00 17,00 17,00 17,00
5.7 PSO 3
Novamente com o objetivo de investigar a influeˆncia da determinac¸a˜o dos paraˆme-
tros para a soluc¸a˜o encontrada por meio do PSO em redes OCDMA, e´ apresentado
um PSO com seguintes paraˆmetros: C1 = 1, 5, C2 = 2 , G = 8000, P = 21, e
Vmax = 0, 2[5 × ~bbestk0 − 0, 8 × ~bbestk0 ] e peso inercial constante de ω = 0, 9. O
algoritmo tambe´m foi executado seis vezes e os resultados sa˜o apresentados nas
tabelas 5.20 e 5.21, a Tabela 5.20 exibe o valor de custo da func¸a˜o 4.6 e tambe´m
as poteˆncias em dBm de ~bbestg de cada transmissor em cada OCP durante as seis
execuc¸o˜es, a Tabela 5.21 exibe o valor da SNIR em cada OCP para o cada ~bbestg
da Tabela 5.20. Foi investigado mais detalhadamente a primeira execuc¸a˜o do
algoritmo e os resultados obtidos sa˜o exibidos nos gra´ficos da seguinte forma: o
Gra´fico da Figura 5.13 exibe a evoluc¸a˜o da SNIR, o Gra´fico da Figura 5.14 exibe
a evoluc¸a˜o da func¸a˜o de custo e o Gra´fico da figura 5.15 exibe e evoluc¸a˜o da
poteˆncia dos transmissores em cada OCP ao longo das gerac¸o˜es.
O PSO 3 ilustra um caso em que o algoritmo e´ fortemente influenciado pelos
seus paraˆmetros, sendo muito penalizado por convergeˆncia prematura e alterando
poucas vezes o seu valor de ~bbestg e incapaz de encontrar soluc¸o˜es o´ptimas.
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Tabela 5.8: Poteˆncia e Custo do PSO 3 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
TX-OCP1 -6,23 -2,48 -3,43 -4,79 -5,65 -2,53
TX-OCP2 -3,19 -1,01 -2,04 -0,94 -1,21 -4,32
TX-OCP3 0,12 -1,49 -0,11 -4,06 -1,11 -1,02
TX-OCP4 -2,45 -0,13 2,25 -1,28 0,55 0,89
TX-OCP5 2,80 2,02 2,72 3,61 3,61 1,79
TX-OCP6 2,01 3,75 2,33 0,35 3,20 3,55
TX-OCP7 6,15 4,47 6,34 5,40 4,82 6,69
TX-OCP8 8,34 9,28 7,53 8,59 6,33 7,23
TX-OCP9 7,60 8,78 9,63 9,13 7,10 8,18
TX-OCP10 8,67 11,54 9,80 9,57 8,36 10,10
TX-OCP11 12,10 11,29 11,91 11,57 11,12 12,27
TX-OCP12 15,80 13,99 13,80 14,45 13,08 12,67
TX-OCP13 15,65 14,96 15,67 15,37 18,19 16,17
TX-OCP14 17,41 18,67 17,78 17,15 17,64 17,39
TX-OCP15 19,61 19,84 19,96 19,82 19,73 19,69
TX-OCP16 22,03 22,18 21,96 22,57 21,95 21,85
TX-OCP17 24,12 24,21 24,16 24,13 24,27 24,08
TX-OCP18 26,45 26,67 26,49 26,44 26,50 26,60
TX-OCP19 28,87 28,84 28,91 28,82 28,89 28,94
Custo 0,9344 0,9329 0,9339 0,9343 0,9335 0,9340
Figura 5.13: Evoluc¸a˜o da SNIR em cada OCP para K = 19 de ~bbestg em que
C1 = 1, 5, C2 = 2, G = 8000, P = 21, ω = 0, 7 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ].
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Tabela 5.9: SNIR em cada OCP para PSO 3 em seis execuc¸o˜es.
Exec. 1 Exec. 2 Exec. 3 Exec. 4 Exec. 5 Exec. 6
SNIR 1 18,79 22,42 21,52 20,25 19,36 22,52
SNIR 2 20,35 22,39 21,41 22,62 22,33 19,20
SNIR 3 22,11 20,34 21,79 17,89 20,84 20,95
SNIR 4 17,86 20,07 22,52 19,04 20,87 21,23
SNIR 5 21,42 20,52 21,27 22,25 22,23 20,40
SNIR 6 18,81 20,47 19,07 17,14 20,00 20,36
SNIR 7 21,08 19,31 21,22 20,33 19,73 21,63
SNIR 8 21,32 22,20 20,45 21,57 19,28 20,19
SNIR 9 18,52 19,65 20,52 20,06 18,00 19,10
SNIR 10 17,48 20,32 18,58 18,39 17,16 18,92
SNIR 11 18,76 17,90 18,54 18,22 17,77 18,93
SNIR 12 20,26 18,41 18,22 18,90 17,51 17,11
SNIR 13 17,85 17,13 17,85 17,56 20,40 18,37
SNIR 14 17,33 18,58 17,68 17,06 17,55 17,31
SNIR 15 17,21 17,43 17,55 17,43 17,33 17,29
SNIR 16 17,31 17,44 17,23 17,85 17,22 17,12
SNIR 17 17,05 17,14 17,08 17,06 17,20 17,01
SNIR 18 17,02 17,24 17,06 17,01 17,07 17,17
SNIR 19 17,07 17,04 17,11 17,02 17,09 17,15
Figura 5.14: Evoluc¸a˜o do valor da func¸a˜o de custo para K = 19 de ~bbestg em que
C1 = 1, 5, C2 = 2, G = 8000, P = 21, ω = 0, 7 e Vmax = 0, 2[5×~bbestk0 −0, 8×~bbestk0 ]
.
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Figura 5.15: Evoluc¸a˜o da Poteˆncia em cada transmissor de cada OCP para K =
19 de ~bbestg em que C1 = 1, 5, C2 = 2, G = 8000, P = 21, ω = 0, 7 e Vmax =
0, 2[5×~bbestk0 − 0, 8×~bbestk0 ] .
5.8 Algoritmo de mu´ltiplos enxames
A estrate´gia adotada pelo algoritmo MSO deste trabalho foi descrita anterior-
mente e consiste em treˆs sub enxames cada um com tamanho de populac¸a˜o
P = K2 e nu´mero de gerac¸o˜es G = 100000 para todos os sub enxames. O valor de
G foi escolhido baseado em que os algoritmos de mu´ltiplos enxames apresentaram
convergeˆncia mais lenta que o PSO cla´ssico, desta forma o nu´mero de G foi esta-
belecido para ser suficientemente grande de forma a permitir ana´lises posteriores
do desempenho do algoritmo.
O sub enxame 1 apresenta como paraˆmetros os coeficientes de atualizac¸a˜o
da velocidade C1 = C2 = 2, Vmax = 0, 2[5 × ~bbestk0 − 0, 8 × ~bbestk0 ], e peso inercial
linear apresentado pela equac¸a˜o (4.5) em que ωinicial = 0, 9 e ωfinal = 0, 1. O
sub enxame 2 apresenta coeficientes de atualizac¸a˜o da velocidade C1 = 1, 2 e
C2 = 1, 8, peso inercial constante ω = 0, 7 e Vmax = 0, 2[5 ×~bbestk0 − 0, 8 ×~bbestk0 ].
Por u´ltimo, o sub enxame 3 apresenta C1 = 1, 5, C2 = 2, e peso inercial constante
de ω = 0, 9 e Vmax = 0, 2[5×~bbestk0 − 0, 8×~bbestk0 ].
O primeiro me´todo de atualizac¸a˜o da posic¸a˜o das part´ıculas consiste a cada
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gerac¸a˜o atualizar todas as part´ıculas de um sub enxame de uma u´nica vez, i.e.,
apo´s atualizar todas part´ıculas de um sub enxame, outro sub enxame tem todas
suas part´ıculas atualizadas, e isto ocorre ate´ todos sub enxames tiverem sido
atualizados, apo´s todos sub enxames serem atualizados ocorre a iterac¸a˜o para
pro´xima gerac¸a˜o. O segundo me´todo consiste em atualizar uma part´ıcula de cada
sub enxame por vez, i.e., somente apo´s todas as part´ıculas forem atualizadas uma
nova iterac¸a˜o da gerac¸a˜o e´ produzida.
5.9 Primeiro Me´todo de Atualizac¸a˜o das Part´ıculas para
algoritmo de 3 sub enxames
Nesta subsecc¸a˜o sa˜o apresentados os resultados obtidos atrave´s do algoritmo de
mu´ltiplos enxames pelo primeiro me´todo de atualizac¸a˜o dos enxames descrito
anteriormente em uma rede descrita pela tabela 5.3
O gra´fico apresentado pela Figura 5.16 exibe o valor da func¸a˜o de custo e
o gra´fico exibido pela Figura 5.17 exibe a evoluc¸a˜o da SNIR em cada OCP ao
longo das gerac¸o˜es. O gra´fico ilustrado pela Figura 5.18 exibe de qual sub enxame
encontrou a soluc¸a˜o ~bbestg ate´ o momento.
Figura 5.16: Evoluc¸a˜o do valor da func¸a˜o de custo para o algoritmo de mu´ltiplos
enxames do me´todo 1.
A Tabela ?? exibe o valor final de cada part´ıcula em dBm e tambe´m o valor
de custo para cada(~bbestp )do sub enxame 1, a Tabela ?? exibe o valor final da
poteˆncia em dBm de cada part´ıcula (~bbestp ) do sub enxame 2 e da mesma forma a
Tabela ?? exibe o valor final para cada part´ıcula (~bbestp ) do sub enxame 3. Todos
os valores das ~bbestp de cada sub enxame esta˜o em dBm. As Tabelas ??, ??, ??
apresentam a SNIR para ~bbestp dos sub enxames 1, 2 e 3 respectivamente. Os
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Figura 5.17: Evoluc¸a˜o do SNIR em cada OCP para o algoritmo de mu´ltiplos
enxames do me´todo 1.
valores em destaque significam valores de SNIR (γ) que na˜o esta˜o compreendidos
entre γ∗ ≤ γ ≤ γmax.
Conforme observado pelo gra´fico da figura 5.18, apenas os sub enxames 1 e 2
foram responsa´veis pelo ~bbestg i.e., o PSO que apresentou paraˆmetros fortemente
influenciados na˜o conseguiu impor sua ~bbestg como
~bbestg global, o sub enxame 2
que estabelecidos com paraˆmetros que conseguem encontrar soluc¸o˜es o´ptimas
com menores gerac¸o˜es encontrou uma quantidade maior de melhores soluc¸o˜es,
o algoritmo atingiu a convergeˆncia em 28323 e na˜o foi capaz de encontrar uma
soluc¸a˜o o´ptima. Atrave´s das Tabelas 5.10, 5.11, 5.12, 5.13, 5.14 e 5.15, e´ poss´ıvel
observar que ao final de G = 100000 existem part´ıculas que nunca foram capazes
de encontrar soluc¸o˜es va´lidas.
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Figura 5.18: Sub enxame de origem da ~bbestg para o algoritmo de mu´ltiplos enxa-
mes do me´todo 1.
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Tabela 5.10: Poteˆncia e custo para cada ~bbestp do sub enxame 1 para o algoritmo






Tx - OCP1 -1,07 -3,10 -3,55 -3,23 1,61
Tx - OCP2 -0,27 -3,85 -4,98 -6,47 1,75
Tx - OCP3 2,24 -2,69 -1,28 -2,84 1,47
Tx - OCP4 4,36 1,05 -2,78 -0,98 5,01
Tx - OCP5 5,10 2,47 -1,05 -1,20 5,53
Tx - OCP6 9,43 0,12 3,09 0,09 6,54
Tx - OCP7 9,90 1,98 5,87 1,98 5,85
Tx - OCP8 10,87 4,51 6,50 4,99 8,50
Tx - OCP9 12,85 9,04 6,95 6,09 11,89
Tx - OCP10 13,20 8,16 8,91 8,09 12,83
Tx - OCP11 12,33 11,59 10,42 10,30 13,78
Tx - OCP12 16,14 13,34 13,33 12,48 12,88
Tx - OCP13 17,33 15,19 15,03 14,83 15,85
Tx - OCP14 20,88 17,23 17,19 17,06 22,11
Tx - OCP15 22,07 19,67 19,52 19,36 24,68
Tx - OCP16 24,05 21,73 21,94 21,70 23,95
Tx - OCP17 27,90 24,08 24,47 24,05 29,54
Tx - OCP18 29,14 26,47 26,50 26,41 30,75
Tx - OCP19 30,24 28,82 28,85 28,78 30,62






Tx - OCP1 0,38 0,12 -3,21 -3,68 -3,35
Tx - OCP2 0,99 2,22 3,33 4,03 -5,99
Tx - OCP3 3,13 4,18 3,23 3,97 -2,24
Tx - OCP4 4,76 4,93 2,67 3,20 -0,68
Tx - OCP5 4,30 6,03 7,43 3,83 -1,51
Tx - OCP6 7,03 6,60 7,46 3,99 0,39
Tx - OCP7 6,36 6,85 9,55 8,46 1,90
Tx - OCP8 8,85 9,97 9,59 8,79 4,04
Tx - OCP9 11,28 11,00 11,85 9,93 6,89
Tx - OCP10 14,57 11,27 14,88 12,31 8,16
Tx - OCP11 14,73 15,33 15,30 12,77 10,34
Tx - OCP12 15,52 17,36 17,28 15,75 12,48
Tx - OCP13 15,66 19,77 20,30 19,58 14,76
Tx - OCP14 19,86 20,05 21,16 21,00 17,05
Tx - OCP15 20,05 25,92 23,48 19,76 19,38
Tx - OCP16 26,80 26,44 23,94 22,95 21,71
Tx - OCP17 28,18 28,85 26,81 26,73 24,05
Tx - OCP18 29,20 30,55 27,85 27,21 26,41
Tx - OCP19 30,20 31,10 30,69 30,40 28,78
Custo 0,6736 0,6523 0,5776 0,8011 0,9374
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Tabela 5.11: SNIR de cada ~bbestp do subenxame 1 para o algoritmo de mu´ltiplos






SNIR 1 21,75 22,23 21,75 22,35 23,94
SNIR 2 21,16 19,93 18,77 17,53 22,70
SNIR 3 22,26 19,50 20,91 19,56 20,99
SNIR 4 22,91 21,60 17,72 19,75 23,10
SNIR 5 22,08 21,27 17,71 17,74 22,09
SNIR 6 24,85 17,07 20,05 17,18 21,51
SNIR 7 23,59 17,02 20,93 17,15 19,14
SNIR 8 22,76 17,57 19,56 18,16 20,06
SNIR 9 22,89 20,07 17,95 17,18 21,65
SNIR 10 21,27 17,04 17,79 17,04 20,67
SNIR 11 18,36 18,31 17,13 17,07 19,63
SNIR 12 20,10 17,83 17,82 17,01 16,67
SNIR 13 19,13 17,42 17,26 17,09 17,53
SNIR 14 20,50 17,18 17,13 17,03 21,64
SNIR 15 19,44 17,30 17,14 17,00 22,01
SNIR 16 19,15 17,02 17,23 17,00 18,99
SNIR 17 20,71 17,02 17,41 17,00 22,32
SNIR 18 19,61 17,05 17,08 17,00 21,21






SNIR 1 23,21 22,00 19,42 19,77 22,22
SNIR 2 22,43 22,76 24,65 26,18 18,00
SNIR 3 23,16 23,34 23,11 24,62 20,16
SNIR 4 23,31 22,65 21,03 22,28 20,04
SNIR 5 21,27 22,26 24,31 21,31 17,42
SNIR 6 22,39 21,26 22,70 19,78 17,48
SNIR 7 20,00 19,86 23,12 22,53 17,06
SNIR 8 20,71 21,29 21,37 21,02 17,19
SNIR 9 21,29 20,53 21,78 20,23 17,98
SNIR 10 22,66 18,91 22,90 20,63 17,11
SNIR 11 20,77 21,04 21,30 19,01 17,10
SNIR 12 19,47 21,05 21,20 19,87 17,01
SNIR 13 17,45 21,37 22,10 21,54 17,02
SNIR 14 19,46 19,48 20,75 20,72 17,02
SNIR 15 17,41 23,20 20,84 17,20 17,03
SNIR 16 21,92 21,44 19,01 18,11 17,01
SNIR 17 20,99 21,58 19,60 19,58 17,01
SNIR 18 19,67 20,97 18,31 17,71 17,00
SNIR 19 18,33 19,18 18,81 18,56 17,00
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Tabela 5.12: Poteˆncia e custo para cada ~bbestp do sub enxame 2 para o algoritmo






Tx - OCP1 -4,70 -3,64 0,24 -4,51 -3,78
Tx - OCP2 -5,32 -4,97 1,98 -6,40 -5,00
Tx - OCP3 -0,58 -2,32 3,36 -2,65 -0,39
Tx - OCP4 0,34 -0,44 3,92 -0,66 0,67
Tx - OCP5 2,04 -1,07 7,34 -1,23 0,42
Tx - OCP6 3,36 0,42 7,50 0,12 3,98
Tx - OCP7 5,67 1,98 7,56 1,86 5,89
Tx - OCP8 7,50 3,88 9,93 4,11 4,56
Tx - OCP9 10,07 8,17 12,80 6,77 9,87
Tx - OCP10 9,64 8,12 16,31 8,16 8,82
Tx - OCP11 10,97 10,35 16,50 10,30 12,11
Tx - OCP12 13,01 12,49 19,22 12,47 13,16
Tx - OCP13 14,88 14,83 19,90 14,77 16,54
Tx - OCP14 18,35 17,04 24,11 17,07 18,86
Tx - OCP15 19,45 19,39 24,47 19,36 21,70
Tx - OCP16 21,97 21,71 25,26 21,70 21,98
Tx - OCP17 24,28 24,05 26,28 24,04 24,22
Tx - OCP18 26,60 26,41 28,47 26,41 26,81
Tx - OCP19 28,88 28,79 29,47 28,78 29,26






Tx - OCP1 -2,48 -3,47 -3,57 -3,34 -4,38
Tx - OCP2 -4,49 -4,01 -3,80 -3,13 -6,52
Tx - OCP3 -1,26 0,15 -0,90 0,24 -2,64
Tx - OCP4 -2,14 1,25 -0,16 -3,26 -0,63
Tx - OCP5 0,96 3,23 1,67 -0,28 -1,19
Tx - OCP6 4,22 5,85 2,86 1,01 -0,09
Tx - OCP7 2,99 6,48 5,97 2,81 1,94
Tx - OCP8 5,44 7,18 7,48 5,22 4,12
Tx - OCP9 8,71 8,69 10,30 7,55 6,62
Tx - OCP10 11,77 9,40 10,05 10,57 8,05
Tx - OCP11 11,08 12,39 11,77 10,33 10,30
Tx - OCP12 12,62 13,84 13,74 13,82 12,47
Tx - OCP13 14,90 15,70 16,05 15,93 14,80
Tx - OCP14 17,16 18,50 17,94 17,58 17,05
Tx - OCP15 19,70 22,73 20,49 21,02 19,36
Tx - OCP16 22,43 22,03 21,76 21,72 21,69
Tx - OCP17 24,08 24,22 24,10 24,09 24,05
Tx - OCP18 26,63 26,92 26,46 26,45 26,41
Tx - OCP19 29,33 29,09 28,83 28,80 28,78
Custo 0,9312 0,9274 0,9342 0,9347 0,9374
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Tabela 5.13: SNIR de cada ~bbestp do sub enxame 2 para o algoritmo de mu´ltiplos






SNIR 1 20,37 21,89 22,41 21,07 21,00
SNIR 2 18,23 18,99 22,81 17,61 18,28
SNIR 3 21,42 20,05 22,79 19,77 21,37
SNIR 4 20,69 20,25 21,89 20,08 20,81
SNIR 5 20,68 17,85 23,83 17,72 18,84
SNIR 6 20,19 17,49 22,39 17,23 20,64
SNIR 7 20,61 17,13 20,78 17,04 20,69
SNIR 8 20,48 17,03 21,43 17,28 17,39
SNIR 9 21,02 19,26 22,50 17,87 20,71
SNIR 10 18,47 17,06 24,15 17,12 17,56
SNIR 11 17,63 17,11 22,34 17,07 18,71
SNIR 12 17,46 17,01 23,03 17,01 17,55
SNIR 13 17,08 17,09 21,57 17,04 18,70
SNIR 14 18,27 17,01 23,65 17,03 18,76
SNIR 15 17,05 17,03 21,77 17,01 19,29
SNIR 16 17,25 17,01 20,29 17,01 17,23
SNIR 17 17,21 17,00 19,02 17,00 17,14
SNIR 18 17,17 17,00 18,89 17,00 17,38






SNIR 1 23,21 22,00 19,42 19,77 22,22
SNIR 2 22,43 22,76 24,65 26,18 18,00
SNIR 3 23,16 23,34 23,11 24,62 20,16
SNIR 4 23,31 22,65 21,03 22,28 20,04
SNIR 5 21,27 22,26 24,31 21,31 17,42
SNIR 6 22,39 21,26 22,70 19,78 17,48
SNIR 7 20,00 19,86 23,12 22,53 17,06
SNIR 8 20,71 21,29 21,37 21,02 17,19
SNIR 9 21,29 20,53 21,78 20,23 17,98
SNIR 10 22,66 18,91 22,90 20,63 17,11
SNIR 11 20,77 21,04 21,30 19,01 17,10
SNIR 12 19,47 21,05 21,20 19,87 17,01
SNIR 13 17,45 21,37 22,10 21,54 17,02
SNIR 14 19,46 19,48 20,75 20,72 17,02
SNIR 15 17,41 23,20 20,84 17,20 17,03
SNIR 16 21,92 21,44 19,01 18,11 17,01
SNIR 17 20,99 21,58 19,60 19,58 17,01
SNIR 18 19,67 20,97 18,31 17,71 17,00
SNIR 19 18,33 19,18 18,81 18,56 17,00
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Tabela 5.14: Poteˆncia e custo para cada ~bbestp do sub enxame 3 para o algoritmo






Tx - OCP1 -4,46 -0,61 -3,20 1,49 -2,65
Tx - OCP2 -0,14 0,45 -2,26 3,33 -0,39
Tx - OCP3 1,65 1,95 -2,82 3,38 -3,87
Tx - OCP4 2,38 3,56 -1,63 5,22 1,41
Tx - OCP5 4,41 4,55 0,09 5,96 4,78
Tx - OCP6 5,89 4,88 1,84 7,77 3,52
Tx - OCP7 6,30 6,98 2,69 9,30 4,89
Tx - OCP8 8,63 7,99 6,49 10,29 9,60
Tx - OCP9 10,15 11,74 6,67 14,71 9,87
Tx - OCP10 11,17 10,81 9,43 14,86 11,50
Tx - OCP11 14,05 12,74 11,02 15,26 12,08
Tx - OCP12 16,87 17,67 13,61 19,76 17,23
Tx - OCP13 17,03 18,31 16,02 19,78 17,47
Tx - OCP14 20,68 20,71 17,69 21,77 19,89
Tx - OCP15 21,72 22,15 21,92 25,74 22,96
Tx - OCP16 24,61 25,63 21,78 28,34 22,72
Tx - OCP17 26,10 26,88 24,73 30,96 25,86
Tx - OCP18 26,67 28,50 26,52 31,04 27,38
Tx - OCP19 29,38 29,90 28,87 31,60 30,00






Tx - OCP1 -4,22 -3,75 -0,82 1,16 0,51
Tx - OCP2 0,53 4,17 -4,78 2,81 2,18
Tx - OCP3 2,33 5,97 1,71 4,90 3,06
Tx - OCP4 1,94 6,07 3,28 5,24 6,34
Tx - OCP5 4,70 6,72 1,37 7,76 7,73
Tx - OCP6 7,06 7,58 4,54 7,97 9,01
Tx - OCP7 6,72 9,87 7,05 8,09 11,24
Tx - OCP8 9,08 9,96 8,70 8,57 11,64
Tx - OCP9 9,78 14,46 9,83 14,25 13,97
Tx - OCP10 13,62 17,02 12,26 15,06 15,78
Tx - OCP11 14,67 18,01 15,19 15,34 16,54
Tx - OCP12 17,22 19,80 17,42 15,46 19,57
Tx - OCP13 18,14 20,40 18,51 19,04 20,03
Tx - OCP14 21,99 20,55 20,79 21,10 22,41
Tx - OCP15 20,05 22,74 22,65 21,48 24,62
Tx - OCP16 24,67 23,97 24,88 27,84 25,05
Tx - OCP17 28,32 26,10 27,12 28,16 29,50
Tx - OCP18 28,02 28,85 27,65 29,44 31,30
Tx - OCP19 29,78 29,85 28,56 30,67 31,55
Custo 0,8955 0,4289 0,8811 0,4180 0,4719
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Tabela 5.15: SNIR de cada ~bbestp do sub enxame 3 para o algoritmo de mu´ltiplos






SNIR 1 19,28 22,56 21,85 22,35 21,19
SNIR 2 22,21 22,22 21,28 22,88 22,03
SNIR 3 22,52 22,27 19,14 21,57 17,02
SNIR 4 21,70 22,38 18,69 22,02 20,78
SNIR 5 22,13 21,80 18,69 21,32 22,55
SNIR 6 21,91 20,46 18,64 21,64 19,56
SNIR 7 20,53 20,85 17,60 21,61 19,14
SNIR 8 21,01 20,04 19,44 20,96 22,02
SNIR 9 20,58 21,92 17,58 23,71 20,33
SNIR 10 19,59 18,99 18,24 22,04 19,95
SNIR 11 20,39 18,88 17,67 20,55 18,42
SNIR 12 21,07 21,73 18,06 23,13 21,46
SNIR 13 19,03 20,20 18,22 21,09 19,48
SNIR 14 20,45 20,39 17,61 20,98 19,66
SNIR 15 19,21 19,57 19,54 22,82 20,47
SNIR 16 19,80 20,77 17,06 23,23 17,91
SNIR 17 18,97 19,71 17,67 23,60 18,73
SNIR 18 17,18 18,99 17,10 21,38 17,90






SNIR 1 18,86 18,39 22,64 23,22 21,71
SNIR 2 22,24 25,05 17,21 23,53 22,06
SNIR 3 22,61 25,46 22,28 24,25 21,58
SNIR 4 20,69 24,08 22,33 23,12 23,48
SNIR 5 21,90 23,20 18,80 24,16 23,42
SNIR 6 22,63 22,48 20,32 22,78 23,18
SNIR 7 20,54 23,13 21,09 21,23 23,84
SNIR 8 21,11 21,47 20,91 19,98 22,56
SNIR 9 19,91 24,20 20,12 23,91 23,17
SNIR 10 21,81 24,88 20,57 22,82 23,15
SNIR 11 20,81 23,88 21,44 21,12 21,99
SNIR 12 21,27 23,62 21,55 19,18 23,06
SNIR 13 20,01 22,09 20,46 20,67 21,45
SNIR 14 21,67 20,04 20,51 20,58 21,71
SNIR 15 17,45 20,02 20,11 18,73 21,76
SNIR 16 19,80 18,99 20,05 22,89 19,95
SNIR 17 21,16 18,83 19,97 20,89 22,16
SNIR 18 18,50 19,27 18,15 19,86 21,67
SNIR 19 17,91 17,94 16,70 18,76 19,59
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5.10 Segundo Me´todo de Atualizac¸a˜o das Part´ıculas para
o algoritmo de 3 sub enxames
Nesta subsecc¸a˜o sa˜o apresentados os resultados obtidos atrave´s do algoritmo de
mu´ltiplos enxames pelo segundo me´todo de atualizac¸a˜o dos enxames descrito
anteriormente. Conforme e´ descrito na literatura, os algoritmos de mu´ltiplos
enxames possuem convergeˆncia mais lenta que o PSO canoˆnico, dessa forma foi
adotado um nu´mero de gerac¸o˜es G = 100000, os sub enxames sa˜o os mesmos sub
enxames descritos anteriormente pela secc¸a˜o 5.5.1.
A evoluc¸a˜o da func¸a˜o de custo e´ mostrada pelo gra´fico da figura 5.20, a evo-
luc¸a˜o da SNIR em cada OCP e´ exibido pelo gra´fico da figura 5.19 e o enxame de
origem da ~bbestg e´ informado pelo gra´fico da figura 5.21
Figura 5.19: Evoluc¸a˜o da SNIR em cada OCP de ~bbestg para o algoritmo de enxa-
mes mu´ltiplos de me´todo 2.
As tabelas 5.16, 5.17 5.18 informam o valor de custo e a poteˆncia em dBm para
cada ~bbestp dos sub enxames 1, 2 e 3 respetivamente. As Tabelas 5.19, 5.20 5.21
informam a SNIR para cada ~bbestp dos sub enxames 1, 2 e 3 respetivamente. Os
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Figura 5.20: Evoluc¸ao da func¸a˜o de custo de ~bbestg para o algoritmo de enxames
mu´ltiplos de me´todo 2.
Figura 5.21: Enxame de origem ~bbestg para o algoritmo de enxames mu´ltiplos de
me´todo 2 .
valores em destaque mostram que a SNIR esta´ acima do limite da SNIR ma´xima
ou abaixo da SNIR alvo.
Embora o algoritmo de me´todo 2 tambe´m na˜o tenha alcanc¸ado soluc¸o˜es o´p-
timas de forma a conseguir a SNIR mı´nima em todos os OCP’s, o algoritmo foi
capaz de abandonar a convergeˆncia em G = 50050, atrave´s do gra´fico da func¸a˜o
de custo exibido pela figura 5.20. Ate´ G = 50500 a soluc¸a˜o ~bbestg era fornecida
pelo sub enxame 2, enta˜o uma nova soluc¸a˜o ~bbestg e´ encontrada pelo sub enxame 1,
isso possibilitou o algoritmo abandonar a convergeˆncia encontrada anteriormente
e continuar a procurar por uma soluc¸a˜o com maior valor de custo.
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Da mesma maneira como no PSO de mu´ltiplos enxames, existem part´ıculas
que mesmo apo´s G = 100000 nunca foram capazes de gerar soluc¸o˜es va´lida.
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Tabela 5.16: Poteˆncia e custo para cada ~bbestp do sub enxame 1 para o algoritmo






Tx - OCP1 -5,98 -1,45 -5,99 -2,17 -3,00
Tx - OCP2 -5,39 -0,90 1,32 0,36 1,13
Tx - OCP3 -3,66 -1,21 -4,12 2,88 1,57
Tx - OCP4 -1,95 0,96 1,29 4,06 0,40
Tx - OCP5 -1,26 4,68 4,69 6,80 4,19
Tx - OCP6 0,40 3,77 2,48 7,99 1,94
Tx - OCP7 1,93 8,71 6,11 8,06 4,99
Tx - OCP8 5,51 9,73 9,66 10,82 7,44
Tx - OCP9 7,88 11,70 11,16 11,77 10,93
Tx - OCP10 9,83 14,83 11,78 12,85 11,72
Tx - OCP11 10,59 13,84 14,71 11,03 15,60
Tx - OCP12 14,06 17,00 14,88 17,69 17,03
Tx - OCP13 15,07 17,60 18,75 18,51 20,25
Tx - OCP14 17,07 21,73 19,94 21,15 20,10
Tx - OCP15 19,52 25,31 22,63 25,15 22,16
Tx - OCP16 22,07 27,12 22,38 25,62 24,37
Tx - OCP17 24,09 28,14 24,17 26,31 27,27
Tx - OCP18 26,53 29,14 23,52 27,90 28,24
Tx - OCP19 28,94 30,30 29,94 30,36 29,13






Tx - OCP1 -4,79 -6,18 -2,30 1,58 -5,72
Tx - OCP2 1,49 -7,00 -1,45 2,00 0,66
Tx - OCP3 1,20 -4,04 1,39 2,60 1,44
Tx - OCP4 4,14 -3,14 0,67 3,66 3,25
Tx - OCP5 4,45 -1,75 4,11 4,19 3,88
Tx - OCP6 3,35 0,79 6,08 5,72 5,98
Tx - OCP7 8,59 1,84 4,75 9,20 7,75
Tx - OCP8 6,78 3,89 7,79 11,42 9,23
Tx - OCP9 9,27 6,12 9,01 12,54 11,73
Tx - OCP10 12,79 8,07 11,59 15,35 12,58
Tx - OCP11 12,48 10,25 15,61 17,32 14,47
Tx - OCP12 16,40 12,47 16,37 17,60 16,48
Tx - OCP13 15,10 14,74 16,32 19,60 18,55
Tx - OCP14 20,14 17,06 20,33 19,96 20,41
Tx - OCP15 22,15 19,36 23,44 23,82 22,29
Tx - OCP16 24,25 21,69 23,54 24,15 24,36
Tx - OCP17 27,69 24,04 26,01 25,89 27,24
Tx - OCP18 28,78 26,41 27,09 27,39 28,26
Tx - OCP19 29,24 28,78 29,65 30,86 29,80
Custo 0,7437 0,9375 0,9117 0,5828 0,8994
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Tabela 5.17: Poteˆncia e custo para cada ~bbestp do sub enxame 2 para o algoritmo






Tx - OCP1 -2,98 -3,59 -4,03 -4,52 -4,46
Tx - OCP2 -0,73 -6,39 -3,49 -5,33 -3,55
Tx - OCP3 1,17 -4,29 -3,70 -2,84 -0,49
Tx - OCP4 1,53 0,56 -0,83 2,06 -2,44
Tx - OCP5 7,46 2,92 2,47 2,40 3,86
Tx - OCP6 9,72 1,00 2,90 1,02 1,59
Tx - OCP7 10,13 5,30 4,71 5,21 4,44
Tx - OCP8 12,33 5,30 5,61 5,73 7,33
Tx - OCP9 14,15 8,42 8,35 8,32 8,62
Tx - OCP10 14,30 8,88 11,17 8,69 10,22
Tx - OCP11 17,46 11,08 10,90 11,30 10,33
Tx - OCP12 18,97 12,54 12,90 12,81 13,62
Tx - OCP13 20,02 14,94 15,13 15,06 15,55
Tx - OCP14 21,76 17,07 17,19 17,23 17,35
Tx - OCP15 21,82 19,39 19,59 19,45 19,57
Tx - OCP16 27,54 21,75 22,10 21,72 21,75
Tx - OCP17 30,31 24,07 24,12 24,10 24,30
Tx - OCP18 30,40 26,43 26,47 26,43 26,50
Tx - OCP19 30,89 28,79 28,81 28,79 28,82






Tx - OCP1 -3,91 -6,22 -3,19 -6,02 -3,08
Tx - OCP2 -3,75 -6,61 -4,48 -4,60 -4,53
Tx - OCP3 -2,17 -3,91 -2,38 -1,99 -3,31
Tx - OCP4 1,94 -3,37 0,68 0,04 -1,22
Tx - OCP5 2,18 -1,57 3,40 2,34 1,47
Tx - OCP6 3,09 0,62 0,90 2,25 3,62
Tx - OCP7 6,71 1,84 5,12 5,15 5,36
Tx - OCP8 9,40 3,98 5,54 6,67 6,19
Tx - OCP9 8,46 6,14 7,67 9,31 9,37
Tx - OCP10 11,23 8,23 9,27 12,05 10,50
Tx - OCP11 11,59 10,24 11,28 11,25 10,88
Tx - OCP12 14,39 12,47 13,84 14,15 13,80
Tx - OCP13 15,52 14,77 15,40 15,02 15,00
Tx - OCP14 17,45 17,04 17,22 18,04 17,49
Tx - OCP15 19,53 19,35 19,86 19,54 20,15
Tx - OCP16 21,95 21,69 21,99 22,01 24,34
Tx - OCP17 24,10 24,04 24,65 24,23 24,18
Tx - OCP18 26,50 26,41 26,95 26,44 26,65
Tx - OCP19 28,94 28,78 28,92 28,82 28,82
Custo 0,9341 0,9375 0,9317 0,9346 0,9302
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Tabela 5.18: Poteˆncia e custo para cada ~bbestp do sub enxame 3 para o algoritmo






Tx - OCP1 -2,76 -3,47 -5,75 -3,25 -3,51
Tx - OCP2 0,96 -4,38 0,06 -1,05 -0,18
Tx - OCP3 1,59 0,79 -0,81 -0,72 0,79
Tx - OCP4 3,67 0,21 1,83 0,75 2,23
Tx - OCP5 4,75 2,32 4,17 3,00 7,20
Tx - OCP6 7,47 1,42 3,15 4,24 7,45
Tx - OCP7 8,80 5,21 4,75 2,49 7,39
Tx - OCP8 10,09 6,23 8,51 6,71 9,77
Tx - OCP9 11,50 9,64 10,13 8,56 9,98
Tx - OCP10 12,31 10,90 9,33 8,82 13,12
Tx - OCP11 16,00 11,30 12,32 11,95 14,37
Tx - OCP12 18,55 13,90 16,36 13,76 19,96
Tx - OCP13 19,79 15,22 16,43 16,08 21,46
Tx - OCP14 22,04 17,75 19,77 18,76 21,43
Tx - OCP15 24,90 19,66 22,61 23,14 21,69
Tx - OCP16 25,10 21,88 24,16 22,45 24,28
Tx - OCP17 27,78 24,09 25,27 25,22 26,76
Tx - OCP18 29,87 26,51 26,52 28,01 27,99
Tx - OCP19 31,19 28,82 28,75 29,02 29,82






Tx - OCP1 -1,33 -0,49 0,72 0,46 -1,81
Tx - OCP2 -0,53 2,00 1,81 0,16 0,56
Tx - OCP3 -0,19 2,67 2,78 1,14 1,80
Tx - OCP4 5,89 2,25 3,40 2,86 4,30
Tx - OCP5 4,75 3,69 5,84 2,44 4,07
Tx - OCP6 8,11 6,56 5,18 4,69 4,82
Tx - OCP7 9,56 9,27 7,12 7,43 6,43
Tx - OCP8 9,66 11,64 10,48 9,93 8,87
Tx - OCP9 14,01 11,76 12,53 10,79 10,86
Tx - OCP10 15,18 15,09 12,50 15,10 12,67
Tx - OCP11 17,83 14,53 15,65 16,07 15,47
Tx - OCP12 18,78 18,32 16,78 15,63 15,72
Tx - OCP13 20,88 20,64 18,08 17,63 20,11
Tx - OCP14 20,63 22,33 22,63 17,61 22,05
Tx - OCP15 22,38 24,84 23,34 21,88 23,50
Tx - OCP16 25,78 25,19 23,26 21,56 25,84
Tx - OCP17 26,75 28,23 29,33 27,20 26,30
Tx - OCP18 27,09 29,39 28,26 28,91 28,93
Tx - OCP19 30,93 31,21 31,22 30,17 30,42
Custo 0,5269 0,7069 0,7677 0,7478 0,8331
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Tabela 5.19: SNIR de cada ~bbestp do sub enxame 1 para o algoritmo de mu´ltiplos






SNIR 1 19,39 20,91 18,20 20,55 20,34
SNIR 2 18,44 20,09 24,13 21,70 23,10
SNIR 3 18,58 18,36 17,11 22,82 22,07
SNIR 4 18,63 19,07 20,98 22,52 19,35
SNIR 5 17,57 21,29 22,75 23,74 21,58
SNIR 6 17,39 18,77 18,77 23,31 17,64
SNIR 7 17,00 22,08 20,60 21,66 18,96
SNIR 8 18,61 21,35 22,27 22,66 19,59
SNIR 9 18,92 21,50 21,80 21,75 21,19
SNIR 10 18,74 22,73 20,36 20,88 19,98
SNIR 11 17,32 19,73 21,19 17,03 21,83
SNIR 12 18,57 20,84 19,17 21,64 21,14
SNIR 13 17,31 19,30 20,84 20,30 22,20
SNIR 14 17,02 21,27 19,77 20,75 19,81
SNIR 15 17,16 22,65 20,17 22,54 19,60
SNIR 16 17,36 22,20 17,60 20,71 19,53
SNIR 17 17,04 20,91 17,05 19,09 20,11
SNIR 18 17,11 19,59 14,05 18,36 18,74






SNIR 1 18,65 19,45 21,44 24,31 17,50
SNIR 2 23,58 17,07 20,86 23,32 22,52
SNIR 3 21,80 18,43 22,24 22,49 21,84
SNIR 4 23,24 17,64 19,95 22,07 22,14
SNIR 5 21,93 17,24 21,80 21,04 21,19
SNIR 6 19,14 17,93 22,09 20,97 21,64
SNIR 7 22,67 17,04 18,95 22,79 21,68
SNIR 8 18,98 17,08 20,14 23,25 21,35
SNIR 9 19,57 17,23 19,42 22,50 21,95
SNIR 10 21,12 17,05 20,00 23,40 20,81
SNIR 11 18,72 17,03 21,96 23,36 20,66
SNIR 12 20,53 17,01 20,56 21,54 20,56
SNIR 13 17,03 17,02 18,31 21,39 20,45
SNIR 14 19,86 17,03 20,10 19,54 20,09
SNIR 15 19,60 17,01 20,94 21,19 19,72
SNIR 16 19,41 17,00 18,72 19,23 19,51
SNIR 17 20,55 17,00 18,87 18,66 20,08
SNIR 18 19,29 17,00 17,60 17,84 18,76
SNIR 19 17,38 17,00 17,81 18,98 17,94
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Tabela 5.20: SNIR de cada ~bbestp do sub enxame 2 para o algoritmo de mu´ltiplos






SNIR 1 18,44 21,78 21,20 20,78 20,70
SNIR 2 19,36 17,42 20,22 18,44 20,10
SNIR 3 19,89 17,94 18,41 19,35 21,60
SNIR 4 18,83 21,14 19,64 22,62 17,97
SNIR 5 23,35 21,76 21,22 21,20 22,59
SNIR 6 24,10 17,98 19,82 17,97 18,47
SNIR 7 22,88 20,39 19,73 20,28 19,42
SNIR 8 23,42 18,38 18,64 18,80 20,36
SNIR 9 23,48 19,45 19,34 19,33 19,59
SNIR 10 21,77 17,78 20,05 17,57 19,08
SNIR 11 23,03 17,80 17,60 18,01 17,01
SNIR 12 22,54 17,03 17,37 17,30 18,09
SNIR 13 21,51 17,17 17,35 17,29 17,77
SNIR 14 21,11 17,02 17,12 17,17 17,28
SNIR 15 18,97 17,02 17,21 17,08 17,18
SNIR 16 22,50 17,05 17,39 17,02 17,03
SNIR 17 23,01 17,02 17,06 17,05 17,23
SNIR 18 20,78 17,02 17,05 17,01 17,07






SNIR 1 21,05 19,40 21,90 19,05 21,83
SNIR 2 19,69 17,46 19,07 18,96 18,87
SNIR 3 19,72 18,55 19,62 20,01 18,53
SNIR 4 22,22 17,40 21,05 20,40 18,99
SNIR 5 20,73 17,42 22,06 20,99 19,98
SNIR 6 19,85 17,76 17,72 19,08 20,35
SNIR 7 21,61 17,04 20,06 20,10 20,22
SNIR 8 22,35 17,18 18,50 19,65 19,08
SNIR 9 19,35 17,25 18,61 20,25 20,25
SNIR 10 20,03 17,20 18,09 20,90 19,28
SNIR 11 18,23 17,02 17,94 17,91 17,50
SNIR 12 18,82 17,01 18,30 18,61 18,22
SNIR 13 17,71 17,05 17,60 17,21 17,18
SNIR 14 17,35 17,01 17,14 17,97 17,39
SNIR 15 17,13 17,00 17,47 17,15 17,75
SNIR 16 17,22 17,00 17,27 17,28 19,62
SNIR 17 17,02 17,00 17,59 17,16 17,10
SNIR 18 17,07 17,00 17,53 17,01 17,21
SNIR 19 17,14 17,00 17,13 17,03 17,02
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Tabela 5.21: SNIR de cada ~bbestp do sub enxame 3 para o algoritmo de mu´ltiplos






SNIR 1 19,39 21,62 18,45 21,15 19,33
SNIR 2 21,78 19,18 22,86 21,90 21,29
SNIR 3 21,00 22,83 20,45 20,70 20,83
SNIR 4 21,63 20,58 21,53 20,57 20,78
SNIR 5 21,20 20,97 22,22 21,16 24,26
SNIR 6 22,36 18,24 19,45 20,65 22,86
SNIR 7 22,04 20,16 19,22 17,05 21,07
SNIR 8 21,60 19,21 21,11 19,38 21,68
SNIR 9 21,19 20,58 20,76 19,24 20,00
SNIR 10 20,10 19,73 17,89 17,44 21,21
SNIR 11 21,83 17,97 18,77 18,45 20,44
SNIR 12 22,35 18,36 20,66 18,08 23,99
SNIR 13 21,47 17,42 18,50 18,17 23,33
SNIR 14 21,55 17,67 19,60 18,60 21,06
SNIR 15 22,21 17,27 20,15 20,71 19,07
SNIR 16 20,13 17,16 19,39 17,69 19,39
SNIR 17 20,53 17,02 18,16 18,12 19,57
SNIR 18 20,30 17,09 17,05 18,56 18,45






SNIR 1 21,07 21,53 23,18 23,84 20,97
SNIR 2 20,50 22,68 22,90 22,11 21,97
SNIR 3 19,42 21,95 22,45 21,63 21,79
SNIR 4 24,10 20,07 21,60 21,83 22,82
SNIR 5 21,39 20,02 22,53 19,81 21,02
SNIR 6 23,19 21,33 20,24 20,40 20,14
SNIR 7 22,97 22,42 20,52 21,41 20,06
SNIR 8 21,30 23,09 22,15 22,11 20,72
SNIR 9 23,87 21,38 22,37 21,05 20,86
SNIR 10 23,11 22,84 20,41 23,41 20,72
SNIR 11 23,78 20,29 21,58 22,31 21,52
SNIR 12 22,66 22,07 20,63 19,72 19,66
SNIR 13 22,63 22,29 19,80 19,55 21,94
SNIR 14 20,17 21,81 22,20 17,30 21,67
SNIR 15 19,69 22,12 20,66 19,32 20,88
SNIR 16 20,85 20,21 18,31 16,70 20,95
SNIR 17 19,51 20,97 22,12 20,05 19,10
SNIR 18 17,53 19,81 18,70 19,42 19,40
SNIR 19 19,04 19,30 19,33 18,32 18,54
Cap´ıtulo 6
Concluso˜es
Nesse cap´ıtulo sera˜o apresentadas as concluso˜es baseadas nos resultados e nos
conhecimentos adquiridos ao longo das investigac¸o˜es, tambe´m e´ proposto desen-
volvimentos futuros sobre o tema.
6.1 Conclusa˜o
Neste trabalho foram investigadas a influeˆncia da determinac¸a˜o de paraˆmetros
para o desempenho de algoritmos PSO e apresentada uma nova abordagem ba-
seada em sub enxames.
Por parte dos algoritmos PSO inicialmente, so´ foi poss´ıvel alcanc¸ar soluc¸o˜es
va´lidas apresentadas pela secc¸a˜o 5.2 atrave´s de adaptac¸o˜es no algoritmo, as condi-
c¸o˜es estabelecidas que caracterizam as adaptac¸o˜es, a condic¸a˜o inicial foi baseada
de forma heur´ıstica na soluc¸a˜o matricial, a estrate´gia de ordenar o vetor part´ıcula
surgiu da observac¸a˜o em que OCP’s com menores atenuac¸o˜es requerem menores
poteˆncias. Enquanto a estrate´gia adotada para limitar a velocidade ma´xima sur-
giu da observac¸a˜o em que part´ıculas tendiam abandonar o espac¸o de busca ate´
as fronteiras do espac¸o de busca.
Por meio das simulac¸o˜es os algoritmos PSO mostram-se capazes de obter
soluc¸o˜es o´ptimas para a problema´tica da alocac¸a˜o de poteˆncia ao garantir a SNIR
alvo em redes OCDMA com arquitetura baseada em acoplador estrela e co´digos
primos como apresentado pelas secc¸o˜es 5.5 e 5.6, entretanto e´ noto´rio a influeˆncia
da determinac¸a˜o de paraˆmetros investigados na secc¸a˜o 5.7, onde o algoritmo
proposto com paraˆmetros diferentes dos algoritmos apresentados pelas secc¸o˜es
era incapaz de encontrar soluc¸o˜es o´ptimas, a tabela 5.21 mostrou que em diversas
execuc¸o˜es a soluc¸a˜o o´ptima nunca foi encontrada, a func¸a˜o de custo apresentada
no gra´fico pela Figura 5.14, e a evoluc¸a˜o da SNIR ao longo das gerac¸o˜es exibida
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pelo gra´fico da Figura 5.13 mostra que houve pouca diversidade nas buscas. Dessa
forma, chega-se a conclusa˜o que a determinac¸a˜o dos paraˆmetros afeta as respostas
e soluc¸o˜es do problema, e mostrou-se uma tarefa importante a determinac¸a˜o dos
paraˆmetros. Dessa forma, foi proposta uma nova abordagem mais flex´ıvel que tem
como objetivo oferecer uma maior liberdade e flexibilidade para determinac¸a˜o de
paraˆmetros, com a finalidade de evitar que os sub enxames tivessem um grande
nu´mero de part´ıculas levando a um maior custo computacional, os subenxames
foram determinados com nu´mero reduzido de part´ıculas.
Observou-se atrave´s das simulac¸o˜es que o algoritmos de PSO modificado base-
ados em mu´ltiplos enxames propostos neste trabalho na˜o conseguiram encontrar
soluc¸o˜es o´ptimas, entretanto o algoritmo de me´todo 2 foi capaz de abandonar a
convergeˆncia que e´ um objetivo deseja´vel em problemas de optimizac¸a˜o. Como
observado pelos gra´ficos nas Figuras 5.20 e 5.19, em que apo´s um per´ıodo de con-
vergeˆncia uma nova soluc¸a˜o foi encontrada, apo´s ser encontrada a nova soluc¸a˜o o
algoritmo retomou as buscas influenciadas pela nova ~bgbest encontrada. A figura
5.21 exibe o comportamento do PSO modificado e sua habilidade de diversifica-
c¸a˜o nas buscas, em que um sub enxame diferente encontrou uma nova melhor
soluc¸a˜o que estava sendo encontrada por outro sub enxame.
Ao comparar o desempenho atrave´s das simulac¸o˜es e avaliar a qualidade das
soluc¸o˜es encontradas pelos algoritmos PSO cla´ssico e o PSO’s modificados pro-
postos neste trabalho e apresentados no cap´ıtulo 5, conclu´ımos que o PSO cla´s-
sico pode oferecer melhores soluc¸o˜es com escolhas adequadas dos seus paraˆmetros
como apresentado, entretanto, a escolha inadequada oferece soluc¸o˜es piores que as
soluc¸o˜es encontradas pelos PSO’s modificados. Dessa forma conclu´ımos que para
problemas de optimizac¸a˜o tambe´m podemos utilizar o algoritmo PSO modificado
como uma ferramenta auxiliar para o PSO, pois o PSO modificado permite uma
flexibilidade na escolha de paraˆmetros para os diversos sub enxames, ale´m disso
o PSO modificado permite comparar simultaneamente diversos sub enxames sem
comprometer o custo computacional, dessa forma seria poss´ıvel observar quais
enxames apresentam melhor desempenho e executar um PSO cla´ssico com um
nu´mero maior de part´ıculas com os paraˆmetros do sub enxame com melhor resul-
tado. Essas caracter´ısticas podem ser melhores aproveitadas em outros problemas
de otimizac¸a˜o com maiores dimenso˜es.
Por parte das redes OCDMA, estas apresentam viabilidade de implementa-
c¸a˜o para um pequeno nu´mero de utilizadores, i.e., redes empresariais. A maior
penalizac¸a˜o em arquiteturas baseadas em acoplador em estrela e´ justamente a ate-
nuac¸a˜o devido ao nu´mero de utilizadores no acoplador em estrela que aumenta
muito a sua atenuac¸a˜o com o aumento de suas dimenso˜es devido ao nu´mero maior
de utilizadores. Ao considerar as caracter´ısticas da rede como comprimentos da
ligac¸a˜o em um OCP, atenuac¸o˜es provenientes da fibra, acoplador e descodifica-
c¸a˜o e sensibilidade dos recetores sa˜o necessa´rias poteˆncias elevadas para garantir
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requisitos de QoS; poteˆncias elevadas acima do limite de Brillouin inviabilizam a
implementac¸a˜o da rede tendo em em vista o aparecimento de efeitos na˜o-lineares.
Tendo em vista que o nu´mero de utilizadores em uma rede OCDMA e´ baixo,
geralmente menor que dez, a optimizac¸a˜o por algoritmos PSO mostra-se uma
ferramenta importante para optimizac¸a˜o da rede, possibilitando oferecer quali-
dade de transmissa˜o e tambe´m eficieˆncia energe´tica ao garantir a SNIR alvo com
a utilizac¸a˜o de menorespoteˆncias.
6.2 Desenvolvimentos Futuros
Visando ampliac¸a˜o e desenvolvimento de investigac¸o˜es acerca do tema, sa˜o temas
correlatos de estudo para o futuro: a optimizac¸a˜o de redes OCDMA com co´digos
coerentes, com multi-taxas de transmissa˜o, a incorporac¸a˜o de estudos relaciona-
dos a`s restric¸o˜es da camada f´ısica, aos efeitos de GVD, abordagens com diferentes
arquiteturas de redes, a implementac¸a˜o de novos algoritmos baseados em PSO
e tambe´m o desenvolvimento de ferramentas que possibilitem o planeamento de
redes OCDMA com a utilizac¸a˜o de algoritmos de optimizac¸a˜o.
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Neste anexo encontra-se o co´digo comentado e em linguagem MATLAB para a
soluc¸a˜o matricial do problema de alocac¸a˜o de poteˆncia em redes OCDMA baseada
em acoplador em estrela. E´ ilustrado pelo anexo paraˆmetros com a SNIR alvo de
20 dB, nu´mero de usua´rios igual a 7, distaˆncias entre 2 e 86 km entre o transmissor
e acoplador e sa´ıda do acoplador ate´ o recetor, com perda de 5 dB no lado do
recetor.
Entre as linhas 1 e 19 sa˜o declarados paraˆmetros com as caracter´ısticas da
rede, caracter´ısticas dos dispositivos e tambe´m caracter´ısticas dos co´digos primos.
De forma a optimizar o processamento do co´digo, por algumas vezes e´ feita
alocac¸a˜o de memo´ria para algumas varia´veis.
O vetor de atenuac¸o˜es gj em dB entre o transmissor e a sa´ıda do acoplador
que corresponde a camada de acesso da rede para cada OCP e´ fornecido entre
as linhas 27 e 31, enquanto o vetor de atenuac¸o˜es em termos lineares e´ exibido
entre as linhas 35 e 39. De forma semelhante, o vetor de de atenuac¸o˜es gi em dB
para a camada de transporte da rede , i.e., entre a sa´ıda do acoplador em estrela
ate´ o recetor e´ exibido entre as linhas 45 e 49, e o vetor de atenuac¸a˜o linear e´
apresentado entre as linhas 53 e 57. A matriz de interfereˆncia normalizada ~H
e´ gerada entre as linhas 61 e 81. O vetor de poteˆncia do ru´ıdo normalizado ~u
e´ exibido entre as linhas 86 e 91. A matriz ~Γ∗ e´ fornecida pela linha 96. A
operac¸a˜o exibida pela linha 97 e´ feita por uma varia´vel auxiliar Y e o vetor de
poteˆncia optimizada em Watts ~p∗ e´ fornecido pela linha 99. Entre as linhas 110 e
112 correspondem a expressa˜o 3.10 e e´ responsa´vel por calcular a SNIR em cada
OCP.
1 SNIR alvo db = 20 ;
2 k = 7 ; % NUMERO DE USUARIOS
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3 d = 14 ; % INCREMENTO DO COMPRIMENTO ENTRE TXs
SUCESSIVOS
4 l o s s d e c = 5 ; % PERDA DO DECTOR [dB ]
5
6 nsp = 2 ; % FATOR DE RUIDO DE EMISSAO ESPONTANEA
7 h = 6.63∗10ˆ(−34) ; % CONSTANTE DE PLANCK
8 f c = 193 .1∗10ˆ12 ; % FREQUENCIA DA PORTADORA [Hz ]
9 R = 10∗10ˆ9; % TAXA DE TRANSMISSAO MINIMA [Gbps ]
10 Bo = 2∗R; % LARGURA DE BANDA OPTICA [Hz ]
11 Gamp = 100 ; % GANHO DO AMPLIFICADOR [dB ]
12 q = 31 ; % PESO DO CODIGO
13 oh = 0 . 2 9 ; % MEDIA DA VARIAN . . . DE HAMMING
14
15 Nsp = nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
16 Pmax = 1 . 5 2 2 ; % POTENCIA MAX
17 Pmin = 0.1∗10ˆ−4; % POTENCIA MIN
18
19 SNIR alvo = 10ˆ( SNIR alvo db /10) ;
20
21 % = ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA ==
22
23 l o s s s t a r = 10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA
DO ACOPLADOR [dB ]
24
25 gdb = ze ro s (k , 1 ) ; % ALOCACAO PREVIA DE MEMORIA
26
27 f o r i = 1 : k
28




33 g=ze ro s (k , 1 ) ; % ALOCACAO PREVIA DE MEMORIA
34
35 f o r i = 1 : k
36




41 % = ATENUACOES DA SAIDA DO ACOPLADOR ESTRELA ATE Rx =
87
42
43 g db = ze ro s (k , i ) ;
44
45 f o r i = 1 : k
46





51 g = ze ro s (k , 1 ) ;
52
53 f o r i = 1 : k
54




59 H = ze ro s (k , k ) ; % ALOCACAO PREVIA DE MEMORIA
60
61 f o r i = 1 : k
62




67 f o r j = 1 : k
68




73 f o r i =1:k
74
75 f o r j =1:k
76 i f i = = j
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82
83 CIR = SNIR alvo∗oh/(qˆ2) ; % RELACAO PORTADORA
INTERFERENCIA
84 u = ze ro s (k , 1 ) ;
85
86 f o r i = 1 : k
87
88 u( i )=2∗SNIR alvo∗Nsp/( ( qˆ2) ∗Gamp∗g ( i ) ∗ g ( i ) ) ;




93 I = eye (k ) ;
94
95 C = CIR ∗ I ;
96
97 Y=inv ( [ I−C∗H] ) ; % Y: VARIAVEL AUXILIAR PARA INVERSAO DA
MATRIZ
98
99 p=Y∗u ; % VETOR DE POTENCIA
100
101 somator io = 0 ;
102
103 f o r i = 1 : k
104 somator io = somator io + p( i ) ∗g ( i ) ;
105 end
106
107 SNIR = ze ro s (k , 1 ) ;
108
109
110 f o r i = 1 : k
111 SNIR( i ) = ( Gamp∗qˆ2∗p( i ) ∗g ( i ) ) / ( Gamp∗ohˆ2∗(
somator io − (p( i ) ∗g ( i ) ) ) + (2∗Nsp/g ( i ) ) ) ;
112 end
113
114 % SAIDAS :
115 SNIR db=10∗ l og10 (SNIR) ;
116 p dbm=10∗ l og10 (p/10ˆ−3) ;
Anexo B
PSO cla´ssico e condic¸o˜es para
convergeˆncia
Este anexo apresenta as primeiras verso˜es implementadas para o problema de
alocac¸a˜o de poteˆncia em redes OCDMA baseadas em acoplador em estrela abor-
dados na secc¸a˜o 5.2. Os co´digos descritos esta˜o em linguagem MATLAB.
As primeiras verso˜es implementadas eram incapazes de atingir convergeˆncia
ou produzir soluc¸o˜es va´lidas, dessa forma foi implementada uma algoritmo com
objetivo de gerar aleatoriamente part´ıculas capazes de satisfazer as restric¸o˜es
e gerar soluc¸o˜es va´lidas. Este algoritmo e´ apresentado a seguir em linguagem
MATLAB.
Nas linhas 1 e 2 sa˜o declaradas as poteˆncias ma´ximas e mı´nima suportadas
pelo transmissor. Na linha 5 e´ gerada uma matriz B1 de dimensa˜o com 7 linhas e
107 colunas com valores aleato´rios entre a poteˆncia mı´nima e a poteˆncia ma´xima,
cada coluna da matriz representa uma part´ıcula. Em seguida, a matriz inicial
B1 e´ ordenada verticalmente na linha 7, o objetivo de ordenar a matriz e´ mo-
tivado por OCP’s com menores atenuac¸o˜es requererem menores poteˆncias, e ao
ordenar a verticalmente e´ garantido que as poteˆncias menores sera˜o destinadas
para OCP’s com menores atenuac¸o˜es. Entre as linhas 13 e 24 e´ avaliada se a
part´ıcula e´ capaz de satisfazer as condic¸o˜es da SNIR alvo e esta´ abaixo do limite
superior de SNIR alcanc¸a´vel com co´digos primos. O valor da func¸a˜o de custo da
part´ıcula e´ armazenado pela varia´vel custo. As func¸o˜es f SNIR exibida na linha
15 e f CUSTO exibida na linha 21 sa˜o apresentadas a seguir.
Algoritmo responsa´vel pela gerac¸a˜o de part´ıculas
1 Pmax = 0 . 1 ;
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2 Pmin = Pmax∗10ˆ−4;
3
4
5 B1 = (Pmax−Pmin) .∗ rand (7 ,10ˆ7)+Pmin ;
6
7 B2 = so r t (B1 , 1 ) ;
8




13 f o r i =1:10ˆ7
14
15 SNIR( i )=f SNIR (B2 ( 1 : 7 , i ) ) ;
16
17 i f SNIR( i ) = = 1
18 numero de par t i cu la s = numero de par t i cu la s +1
19 pa r t i c u l a = i ;
20 B p ( 1 : 7 , j ) = B2 ( 1 : 7 , i ) ;
21 custo ( j ) = f CUSTO(B p ( 1 : 7 , j ) ) ;





A func¸ao f SNIR e´ responsa´vel por calcular e avaliar se a SNIR alvo e´ atin-
gida, e tambe´m se esta´ abaixo do limite superior da SNIR alcanc¸a´vel por co´digos
primos.
Entre as linhas 2 e 18 sa˜o declarados varia´veis que correspondem a caracter´ısti-
cas da rede, caracter´ısticas dos dispositivos e tambe´m caracter´ısticas dos co´digos
primos. Entre as linhas 20 e 54 sa˜o gerados vetores com as atenuac¸o˜es referentes
a` camada de acesso e tambe´m a` camada de transporte da rede, i.e., gi e gj . Entre
as linhas 56 e 68 e´ calculada a SNIR em cada OCP de acordo com a equac¸a˜o
3.10. Em seguida, os valores das SNIR’s sa˜o agrupadas em um vetor, tem seu
valor convertido para dB e avaliado na linha 73 se o valor de SNIR e´ va´lido.
Quando todos os valores de SNIR sa˜o va´lidos a func¸a˜o f SNIR retorna valor 1,
caso contra´rio, retorna valor 0.
f SNIR
1 f unc t i on FTH = f SNIR (p)
91
2
3 nsp=2; % FATOR DE RUIDO DE EMISAO ESPONTANEA
4 h=6.63∗10ˆ(−34) ; % CONSTANTE DE PLANCK
5 f c =193.1∗10ˆ12; % FREUQUENCIA DA PORTADORA [Hz ]
6 R=10∗10ˆ9; % TAXA DE TRANSMISSAO MINIMA [Gbps ]
7 Bo=2∗R; % LARGURA DE BANDA OPTICA [Hz ]
8 Gamp=100; % GANHO DO AMPLIFICADOR [dB ]
9 q=31; % PESO DO CODIGO
10 oh=0.29; % MEDIA DA VARIAN . . . DE HAMMING
11
12 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
13 Pmax=0.1; % POTENCIA MAX
14 Pmin=Pmax∗10ˆ−4; % POTENCIA MIN
15
16 % ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
17
18 l o s s s t a r =10∗ l og10 (7 )−(10∗ l og2 (7 ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
19
20 g1= 0.2∗02 + l o s s s t a r ; % ATENUACOES EM dB
21 g2= 0.2∗16 + l o s s s t a r ;
22 g3= 0.2∗30 + l o s s s t a r ;
23 g4= 0.2∗44 + l o s s s t a r ;
24 g5= 0.2∗58 + l o s s s t a r ;
25 g6= 0.2∗72 + l o s s s t a r ;
26 g7= 0.2∗86 + l o s s s t a r ;
27
28 g1= 10ˆ(−g1 /10) ; % ATENUACAO LINEAR
29 g2= 10ˆ(−g2 /10) ;
30 g3= 10ˆ(−g3 /10) ;
31 g4= 10ˆ(−g4 /10) ;
32 g5= 10ˆ(−g5 /10) ;
33 g6= 10ˆ(−g6 /10) ;
34 g7= 10ˆ(−g7 /10) ;
35
36 % ATENUACOES DA SAIDA DO ACOPLADOR ESTRELA ATE Rx
37
38 l o s s d e c = 14 ; % PERDA DO DETETOR [dB ]
39
40 g 1= 0.2∗02 + l o s s d e c ; % ATENUACOES EM dB
41 g 2= 0.2∗16 + l o s s d e c ;
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42 g 3= 0.2∗30 + l o s s d e c ;
43 g 4= 0.2∗44 + l o s s d e c ;
44 g 5= 0.2∗58 + l o s s d e c ;
45 g 6= 0.2∗72 + l o s s d e c ;
46 g 7= 0.2∗86 + l o s s d e c ;
47
48 g 1= 10ˆ(−g 1 /10) ; % ATENUACAO LINEAR
49 g 2= 10ˆ(−g 2 /10) ;
50 g 3= 10ˆ(−g 3 /10) ;
51 g 4= 10ˆ(−g 4 /10) ;
52 g 5= 10ˆ(−g 5 /10) ;
53 g 6= 10ˆ(−g 6 /10) ;
54 g 7= 10ˆ(−g 7 /10) ;
55
56 SNIR 1= ( Gamp∗qˆ2∗p (1 ) ∗g1 ) / ( Gamp∗ohˆ2∗( p (2 ) ∗g2 + p
(3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 1 ) ) ;
57
58 SNIR 2= ( Gamp∗qˆ2∗p (2 ) ∗g2 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 2 ) ) ;
59
60 SNIR 3= ( Gamp∗qˆ2∗p (3 ) ∗g3 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 3 ) ) ;
61
62 SNIR 4= ( Gamp∗qˆ2∗p (4 ) ∗g4 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 4 ) ) ;
63
64 SNIR 5= ( Gamp∗qˆ2∗p (5 ) ∗g5 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 5 ) ) ;
65
66 SNIR 6= ( Gamp∗qˆ2∗p (6 ) ∗g6 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (7) ∗g7 ) + (2∗
Nsp/g 6 ) ) ;
67
68 SNIR 7= ( Gamp∗qˆ2∗p (7 ) ∗g7 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 ) + (2∗




71 SNIR = [ SNIR 1 ; SNIR 2 ; SNIR 3 ; SNIR 4 ; SNIR 5 ; SNIR 6 ; SNIR 7 ] ;
72 SNIR db = [10∗ l og10 ( SNIR 1 ) ;10∗ l og10 ( SNIR 2 ) ;10∗ l og10 (
SNIR 3 ) ;10∗ l og10 ( SNIR 4 ) ;10∗ l og10 ( SNIR 5 ) ;10∗ l og10 (
SNIR 6 ) ;10∗ l og10 ( SNIR 7 ) ] ;
73 SNIR ok = (SNIR db>20 & SNIR db<27.4217) ;
74
75 FTH = min(SNIR ok ) ;
A func¸a˜o f CUSTO e´ responsa´vel por calcular o valor de custo da de uma
part´ıcula de acordo com a expressa˜o 4.5, e seu co´digo em MATLAB e´ apresentado
a seguir.
f CUSTO















16 % ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
17
18 l o s s s t a r =10∗ l og10 (7 )−(10∗ l og2 (7 ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
19
20 g1= 0.2∗02 + l o s s s t a r ; % ATENUACOES EM dB
21 g2= 0.2∗16 + l o s s s t a r ;
22 g3= 0.2∗30 + l o s s s t a r ;
23 g4= 0.2∗44 + l o s s s t a r ;
24 g5= 0.2∗58 + l o s s s t a r ;
25 g6= 0.2∗72 + l o s s s t a r ;
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26 g7= 0.2∗86 + l o s s s t a r ;
27
28 g1= 10ˆ(−g1 /10) ; % ATENUACAO LINEAR
29 g2= 10ˆ(−g2 /10) ;
30 g3= 10ˆ(−g3 /10) ;
31 g4= 10ˆ(−g4 /10) ;
32 g5= 10ˆ(−g5 /10) ;
33 g6= 10ˆ(−g6 /10) ;
34 g7= 10ˆ(−g7 /10) ;
35
36 % ATENUAOES DA SAIDA DO ACOPLADOR ESTRELA AT Rx
37
38 l o s s d e c =14; % PERDA DO DECTOR [dB ]
39
40 g 1= 0.2∗02 + l o s s d e c ; % ATENUACOES EM dB
41 g 2= 0.2∗16 + l o s s d e c ;
42 g 3= 0.2∗30 + l o s s d e c ;
43 g 4= 0.2∗44 + l o s s d e c ;
44 g 5= 0.2∗58 + l o s s d e c ;
45 g 6= 0.2∗72 + l o s s d e c ;
46 g 7= 0.2∗86 + l o s s d e c ;
47
48
49 g 1= 10ˆ(−g 1 /10) ; % ATENUACAO LINEAR
50 g 2= 10ˆ(−g 2 /10) ;
51 g 3= 10ˆ(−g 3 /10) ;
52 g 4= 10ˆ(−g 4 /10) ;
53 g 5= 10ˆ(−g 5 /10) ;
54 g 6= 10ˆ(−g 6 /10) ;





60 SNIR 1= ( Gamp∗qˆ2∗p (1 ) ∗g1 ) / ( Gamp∗ohˆ2∗( p (2 ) ∗g2 + p
(3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 1 ) ) ;
61
62 SNIR 2= ( Gamp∗qˆ2∗p (2 ) ∗g2 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 2 ) ) ;
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63
64 SNIR 3= ( Gamp∗qˆ2∗p (3 ) ∗g3 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 3 ) ) ;
65
66 SNIR 4= ( Gamp∗qˆ2∗p (4 ) ∗g4 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (5) ∗g5 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 4 ) ) ;
67
68 SNIR 5= ( Gamp∗qˆ2∗p (5 ) ∗g5 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (6) ∗g6 + p (7) ∗g7 ) + (2∗
Nsp/g 5 ) ) ;
69
70 SNIR 6= ( Gamp∗qˆ2∗p (6 ) ∗g6 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (7) ∗g7 ) + (2∗
Nsp/g 6 ) ) ;
71
72 SNIR 7= ( Gamp∗qˆ2∗p (7 ) ∗g7 ) / ( Gamp∗ohˆ2∗( p (1 ) ∗g1 + p
(2) ∗g2 + p (3) ∗g3 + p (4) ∗g4 + p (5) ∗g5 + p (6) ∗g6 ) + (2∗
Nsp/g 7 ) ) ;
73
74
75 SNIR=[SNIR 1 ; SNIR 2 ; SNIR 3 ; SNIR 4 ; SNIR 5 ; SNIR 6 ; SNIR 7 ] ;
76 SNIR db=[10∗ l og10 ( SNIR 1 ) ;10∗ l og10 ( SNIR 2 ) ;10∗ l og10 ( SNIR 3
) ;10∗ l og10 ( SNIR 4 ) ;10∗ l og10 ( SNIR 5 ) ;10∗ l og10 ( SNIR 6 )
;10∗ l og10 ( SNIR 7 ) ] ;
77 SNIR ok=(SNIR db>20 & SNIR db<27.4217) ;
78
79 J custo = (1/7) ∗( SNIR ok (1 ) ∗(1−p (1 ) /Pmax ) + SNIR ok (2 )
∗(1−p (2 ) /Pmax) + SNIR ok (3 ) ∗(1−p (3 ) /Pmax) + SNIR ok (4 )
∗(1−p (4 ) /Pmax) + SNIR ok (5 ) ∗(1−p (5 ) /Pmax) + SNIR ok (6 )




83 custo=J custo ;
Atrave´s de 10 execuc¸o˜es do algoritmo responsa´vel pela gerac¸a˜o de part´ıculas
foram geradas no total 627 part´ıculas, e enta˜o armazenados o menor valor e o
maior valor que ocorreram em cada OCP, i.e., o menor (PKmin) e maior valor
(PKmax) de cada posic¸a˜o do vetor. Os valores armazenados sa˜o exibidos pela
Tabela a seguir. Esses valores posteriormente foram utilizados para limitar a
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velocidade ma´xima de acordo com Vmax = 0, 2(PKmax − PKmin).









O ficheiro principal responsa´vel por dar executar o PSO e´ apresentado a seguir.
Da mesma forma como foi feito anteriormente, a parte inicial do co´digo declara
varia´veis com as caracter´ısticas da rede, dispositivos, co´digo primo e paraˆmetros
do algoritmo gene´tico. Entre as linha 95 e 118 e´ chamada a func¸a˜o responsa´vel
pela atualizac¸a˜o da velocidade e posic¸a˜o, e em seguida e´ feita a atualizac¸a˜o da
gerac¸a˜o G.
1
2 % == PARAMETROS DA REDE == %
3
4 nsp = 2 ; % FATOR DE RUIDO DE EMISSAO ESPONTANEA
5 h = 6.63∗10ˆ(−34) ; % CONSTANTE DE PLANCK
6 f c = 193 .1∗10ˆ12 ; % FREUQUENCIA DA PORTADORA [Hz ]
7 R = 10∗10ˆ9; % TAXA DE TRANSMISSAO MINIMA [ bps ]
8 Bo = 2∗R; % LARGURA DE BANDA OPTICA [Hz ]
9 Gamp = 100 ; % GANHO DO AMPLIFICADOR [dB ]
10 q = 31 ; % PESO DO CODIGO
11 oh = 0 . 2 9 ; % MEDIA DA VARIAN . . . DE HAMMING
12
13 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
14
15
16 % = ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
17
18 l o s s s t a r =10∗ l og10 (7 )−(10∗ l og2 (7 ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
19
20 g1= 0.2∗02 + l o s s s t a r ; % ATENUACOES EM dB
21 g2= 0.2∗16 + l o s s s t a r ;
22 g3= 0.2∗30 + l o s s s t a r ;
23 g4= 0.2∗44 + l o s s s t a r ;
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24 g5= 0.2∗58 + l o s s s t a r ;
25 g6= 0.2∗72 + l o s s s t a r ;
26 g7= 0.2∗86 + l o s s s t a r ;
27
28 g1= 10ˆ(−g1 /10) ; % ATENUACAO LINEAR
29 g2= 10ˆ(−g2 /10) ;
30 g3= 10ˆ(−g3 /10) ;
31 g4= 10ˆ(−g4 /10) ;
32 g5= 10ˆ(−g5 /10) ;
33 g6= 10ˆ(−g6 /10) ;
34 g7= 10ˆ(−g7 /10) ;
35
36 % ATENUACOES DA SAIDA DO ACOPLADOR ESTRELA ATE Rx
37
38 l o s s d e c =14; % PERDA DO DECTOR [dB ]
39
40 g 1= 0.2∗02 + l o s s d e c ; % ATENUACOES EM dB
41 g 2= 0.2∗16 + l o s s d e c ;
42 g 3= 0.2∗30 + l o s s d e c ;
43 g 4= 0.2∗44 + l o s s d e c ;
44 g 5= 0.2∗58 + l o s s d e c ;
45 g 6= 0.2∗72 + l o s s d e c ;
46 g 7= 0.2∗86 + l o s s d e c ;
47
48
49 g 1= 10ˆ(−g 1 /10) ; % ATENUACAO LINEAR
50 g 2= 10ˆ(−g 2 /10) ;
51 g 3= 10ˆ(−g 3 /10) ;
52 g 4= 10ˆ(−g 4 /10) ;
53 g 5= 10ˆ(−g 5 /10) ;
54 g 6= 10ˆ(−g 6 /10) ;




59 % PARAMETROS DO PSO
60
61 pop=9; % TAMANHO DA POPULACAO
62 G=800; % GERACAO
63 w i n i c i a l =1; % PESO INERCIAL INICIAL
64 wf ina l =0.01; % PESO INERCIAL FINAL
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65
66 Pmax=0.1; % POTENCIA MAX
67 Pmin=0.1∗10ˆ−4; % POTENCIA MIN
68 t=0 ; % TEMPO INICIAL
69
70 B=f MATRIX ; % CHAMA A FUNCAO QUE CRIA A MATRIX
71
72 B 0 = B;
73
74
75 % i e j sao o numero de p a r t i c u l a s .
76
77
78 custo = ze ro s (1 , 9 ) ;
79
80 f o r u=1:9






87 ve l o c i dade = ze ro s (7 , 9 ) ; % ALOCACAO DE MEMORIA TORNA
O ALGORITMO MAIS RAPIDO
88
89
90 b pbest = B;
91 b gbest=[Pmax ;Pmax ;Pmax ;Pmax ;Pmax ;Pmax ;Pmax ] ;
92
93 cu s to gbe s t =0; % ALOCACAO DE MEMORIA TORNA
O ALGORITMO MAIS RAPIDO
94
95 whi le t<G
96
97 f o r i =1:9
98 [ v e l o c i dade ( 1 : 7 , i ) ,B( 1 : 7 , i ) ] = f VELOCIDADE(
ve l o c i dade ( 1 : 7 , i ) , B( 1 : 7 , i ) , b pbest ( 1 : 7 , i ) ,
b gbest , t ) ;
99 custo aux = f CUSTO(B( 1 : 7 , i ) ) ;
100
101 i f custo aux > custo ( i )
99
102 custo ( i )= custo aux ;
103 b pbest ( 1 : 7 , i ) = B(1 : 7 , i ) ;
104 e l s e
105 end
106
107 i f custo aux > cu s to gbe s t
108 cu s to gbe s t = custo aux ;
109 b gbest = B(1 : 7 , i ) ;









A func¸a˜o f MATRIX exibida pela linha 70 consiste em uma versa˜o modi-
ficada do algoritmo apresentado anteriormente para a gerac¸a˜o de part´ıculas de
soluc¸o˜es va´lidas. Seu co´digo em MATLAB e´ exibido a seguir
f MATRIX




5 Pmax=0.1; % POTENCIA MAX
6 Pmin=Pmax∗10ˆ−4; % POTENCIA MIN
7
8
9 B1 = (Pmax−Pmin) .∗ rand (7 ,10ˆ7)+Pmin ;
10
11 B2 = so r t (B1 , 1 ) ;
12
13 numero de par t i cu la s = 0 ;
14
15 SNIR = ze ro s (1 ,10ˆ7) ;
16
17 B p = ze ro s (7 , 9 ) ; %pr ime i ro i nd i c e e o numero de OCP,
segundo i nd i c e e o numero de p a r t i c u l a s
18
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19 j=in t8 (1 ) ;
20
21 f o r i =1:10ˆ7
22
23 i f j<=9
24 SNIR( i ) = f SNIR (B2 ( 1 : 7 , i ) ) ;
25
26 i f (SNIR( i )==1)
27 numero de par t i cu la s = numero de par t i cu la s
+1;
28 pa r t i c u l a=i
29 B p ( 1 : 7 , j )=B2 ( 1 : 7 , i ) ;
30 custo ( j )= f CUSTO(B p ( 1 : 7 , j ) ) ;
31 j=j +1;
32
33 e l s e
34 B=B p ;
35 end
36
37 e l s e





43 ok = max(SNIR) ;
44
45 B=B p ;
46
47 end
A func¸a˜o f VELOCIDADE exibida na linha 98 e´ responsa´vel pela atualiza-
c¸a˜o da velocidade e posic¸a˜o da part´ıcula. Entre as linhas 81 e 109 a velocidade
e´ limitada de conforme Vmax = 0, 2(PKmax − PKmin). As func¸o˜es f CUSTO e
f SNIR sa˜o as mesmas apresentadas anteriormente. Entre as linhas 114 e 208
as posic¸o˜es das part´ıculas sa˜o atualizadas de acordo com a expressa˜o 4.1.
f VELOCIDADE
1 % FUNCAO DE ATUALIZACAO DA VELOCIDADE
2
101
3 f unc t i on [ ve loc idade , b ] = f VELOCIDADE( ve loc idade k , b p ,
bpbest , bgbest , t )
4
5 % = PARAMETROS DO PSO
6
7 w i n i c i a l =1; % PESO INERCIAL
8 w = w i n i c i a l ;
9 C1=1.2; % PARAMETRO C1 DA
ATUALIZACAO DA VELOCIDADE
10 C2=1.8; % PARAMETRO C2 DA
ATUALIZACAO DA VELOCIDADE
11 Pmax=0.1; % POTENCIA MAX
12 Pmin=0.1∗10ˆ−4; % POTENCIA MIN
13





19 nsp=2; % FATOR DE RUIDO DE EMISSAO
ESPONTANEA
20 h=6.63∗10ˆ(−34) ; % CONSTANTE DE PLANCK
21 f c =193.1∗10ˆ12; % FREUQUENCIA DA PORTADORA [Hz ]
22 R=10∗10ˆ9; % TAXA DE TRANSMISSAO MINIMA [
Gbps ]
23 Bo=2∗R; % LARGURA DE BANDA OPTICA [Hz ]
24 Gamp=100; % GANHO DO AMPLIFICADOR [dB ]
25 q=31; % PESO DO CODIGO
26 oh=0.29; % MEDIA DA VARIAN . . . DE HAMMING
27
28 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
29 Pmax=0.1; % POTENCIA MAX
30 Pmin=Pmax∗10ˆ−4; % POTENCIA MIN
31
32
33 % ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
34
35 l o s s s t a r =10∗ l og10 (7 )−(10∗ l og2 (7 ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
36
37 g1= 0.2∗02 + l o s s s t a r ; % ATENUACOES EM dB
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38 g2= 0.2∗16 + l o s s s t a r ;
39 g3= 0.2∗30 + l o s s s t a r ;
40 g4= 0.2∗44 + l o s s s t a r ;
41 g5= 0.2∗58 + l o s s s t a r ;
42 g6= 0.2∗72 + l o s s s t a r ;
43 g7= 0.2∗86 + l o s s s t a r ;
44
45 g1= 10ˆ(−g1 /10) ; % ATENUACAO LINEAR
46 g2= 10ˆ(−g2 /10) ;
47 g3= 10ˆ(−g3 /10) ;
48 g4= 10ˆ(−g4 /10) ;
49 g5= 10ˆ(−g5 /10) ;
50 g6= 10ˆ(−g6 /10) ;
51 g7= 10ˆ(−g7 /10) ;
52
53
54 % ATENUACOES DA SAIDA DO ACOPLADOR ESTRELA ATE Rx
55
56 l o s s d e c =14; % PERDA DO DETETOR [dB ]
57
58 g 1= 0.2∗02 + l o s s d e c ; % ATENUACOES EM dB
59 g 2= 0.2∗16 + l o s s d e c ;
60 g 3= 0.2∗30 + l o s s d e c ;
61 g 4= 0.2∗44 + l o s s d e c ;
62 g 5= 0.2∗58 + l o s s d e c ;
63 g 6= 0.2∗72 + l o s s d e c ;
64 g 7= 0.2∗86 + l o s s d e c ;
65
66
67 g 1= 10ˆ(−g 1 /10) ; % ATENUACAO LINEAR
68 g 2= 10ˆ(−g 2 /10) ;
69 g 3= 10ˆ(−g 3 /10) ;
70 g 4= 10ˆ(−g 4 /10) ;
71 g 5= 10ˆ(−g 5 /10) ;
72 g 6= 10ˆ(−g 6 /10) ;
73 g 7= 10ˆ(−g 7 /10) ;
74
75
76 pot1 max = 4.900134156984322∗(10ˆ−4) ; %maxima potenc ia do
OCP 1
77 pot1 min = 5.74570669484992∗(10ˆ(−5) ) ;%minima potenc ia do
103
OCP 1
78 i n t e r 1 = pot1 max−pot1 min ; %i n t e r v a l o de
po t enc i a s
79 v1 max =0.2∗ i n t e r 1 ; % ve l o c idade maxima
do OCP 1
80
81 pot2 max = 0.00110016570476999;
82 pot2 min = 0.000182366643222455;
83 i n t e r 2 = pot2 max−pot2 min ;
84 v2 max = 0.2∗ i n t e r 2 ;
85
86 pot3 max = 0.00285156406496686;
87 pot3 min = 0.000426662927219739;
88 i n t e r 3 = pot3 max−pot3 min ;
89 v3 max = 0.2∗ i n t e r 3 ;
90
91 pot4 max = 0.00773479893638579;
92 pot4 min = 0.00128877079660127;
93 i n t e r 4 = pot4 max−pot4 min ;
94 v4 max = 0.2∗ i n t e r 4 ;
95
96 pot5 max = 0.0237620031962251 ;
97 pot5 min = 0.00442664593674243;
98 i n t e r 5 = pot5 max−pot5 min ;
99 v5 max = 0.2∗ i n t e r 5 ;
100
101 pot6 max = 0.0777087653515769 ;
102 pot6 min = 0.0137986540546617 ;
103 i n t e r 6 = pot6 max−pot6 min ;
104 v6 max = 0.2∗ i n t e r 6 ;
105
106 pot7 max = 0.0999657310735528 ;
107 pot7 min = 0.0488861870097699 ;
108 i n t e r 7 = pot7 max−pot7 min ;
109 v7 max = 0.2∗ i n t e r 7 ;
110
111
112 % VELOCIDADES MAXIMAS DE CADA OCP
113
114 ve l o c idade k (1 )=w∗ ve l o c idade k (1 )+C1∗ rand (1 ) ∗(
bpbest (1 )−b p (1 ) )+C2∗ rand (1 ) ∗( bgbest (1 )−b p (1 ) )
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;
115
116 i f v e l o c idade k (1 )>v1 max ;
117 ve l o c idade k (1 )=v1 max ;
118 e l s e
119 end
120
121 i f v e l o c idade k (1 )<(−v1 max ) ;
122 ve l o c idade k (1 )=(−v1 max ) ;





128 ve l o c idade k (2 )=w∗ ve l o c idade k (2 )+C1∗ rand (1 ) ∗(
bpbest (2 )−b p (2 ) )+C2∗ rand (1 ) ∗( bgbest (2 )−b p (2 ) )
;
129
130 i f v e l o c idade k (2 )>v2 max ;
131 ve l o c idade k (2 )=v2 max ;
132 e l s e
133 end
134
135 i f v e l o c idade k (2 )<(−v2 max ) ;
136 ve l o c idade k (2 )=(−v2 max ) ;





142 ve l o c idade k (3 )=w∗ ve l o c idade k (3 )+C1∗ rand (1 ) ∗(
bpbest (3 )−b p (3 ) )+C2∗ rand (1 ) ∗( bgbest (3 )−b p (3 ) )
;
143
144 i f v e l o c idade k (3 )>v3 max ;
145 ve l o c idade k (3 )=v3 max ;
146 e l s e
147 end
148
149 i f v e l o c idade k (3 )<(−v3 max ) ;
150 ve l o c idade k (3 )=(−v3 max ) ;
105






157 ve l o c idade k (4 )=w∗ ve l o c idade k (4 )+C1∗ rand (1 ) ∗(
bpbest (4 )−b p (4 ) )+C2∗ rand (1 ) ∗( bgbest (4 )−b p (4 ) )
;
158
159 i f v e l o c idade k (4 )>v4 max ;
160 ve l o c idade k (4 )=v4 max ;
161 e l s e
162 end
163
164 i f v e l o c idade k (4 )<(−v4 max ) ;
165 ve l o c idade k (4 )=(−v4 max ) ;





171 ve l o c idade k (5 )=w∗ ve l o c idade k (5 )+C1∗ rand (1 ) ∗(
bpbest (5 )−b p (5 ) )+C2∗ rand (1 ) ∗( bgbest (5 )−b p (5 ) )
;
172
173 i f v e l o c idade k (5 )>v5 max ;
174 ve l o c idade k (5 )=v5 max ;
175 e l s e
176 end
177
178 i f v e l o c idade k (5 )<(−v5 max ) ;
179 ve l o c idade k (5 )=(−v5 max ) ;





185 ve l o c idade k (6 )=w∗ ve l o c idade k (6 )+C1∗ rand (1 ) ∗(
bpbest (6 )−b p (6 ) )+C2∗ rand (1 ) ∗( bgbest (6 )−b p (6 ) )
;
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186
187 i f v e l o c idade k (6 )>v6 max ;
188 ve l o c idade k (6 )=v6 max ;
189 e l s e
190 end
191
192 i f v e l o c idade k (6 )<(−v6 max ) ;
193 ve l o c idade k (6 )=(−v6 max ) ;




198 ve l o c idade k (7 )=w∗ ve l o c idade k (7 )+C1∗ rand (1 ) ∗(
bpbest (7 )−b p (7 ) )+C2∗ rand (1 ) ∗( bgbest (7 )−b p (7 ) )
;
199
200 i f v e l o c idade k (7 )>v7 max ;
201 ve l o c idade k (7 )=v7 max ;
202 e l s e
203 end
204
205 i f v e l o c idade k (7 )<(−v7 max ) ;
206 ve l o c idade k (7 )=(−v7 max ) ;




211 ve l o c idade = [ ve l o c idade k (1 ) ; v e l o c idade k (2 ) ;
v e l o c idade k (3 ) ; v e l o c idade k (4 ) ; v e l o c idade k (5 )
; v e l o c idade k (6 ) ; v e l o c idade k (7 ) ] ;
212 b = b p + ve l o c idade ;
213
214 f t h=f SNIR (b) ;
215
216 ve l o c idade = [ ve l o c idade k (1 ) ; v e l o c idade k (2 ) ; v e l o c idade k
(3 ) ; v e l o c idade k (4 ) ; v e l o c idade k (5 ) ; v e l o c idade k (6 ) ;
v e l o c idade k (7 ) ] ;





Neste anexo sera´ apresentado a implementac¸a˜o do PSO cla´ssico apresentado nas
secc¸o˜es 5.3 a` 5.7. Os co´digos esta˜o em linguagem MATLAB.
Diferentemente da forma para obtenc¸a˜o de soluc¸o˜es va´lidas apresentada an-
teriormente, para um nu´mero de usua´rios k ≥ 7 foi adotada uma forma baseada
na func¸a˜o matricial para obter soluc¸o˜es va´lidas.
O ficheiro principal responsa´vel pela execuc¸a˜o do PSO e´ apresentado a seguir,
tem estrutura semelhante ao ficheiro apresentado anteriormente.
Ficheiro Principal PSO cla´ssico
1 k = 19 ;% NUMERO DE USUARIOS
2 SNIR alvo db = 17 ;% [dB ]
3 d = 6 ;% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS [km
]
4
5 nsp = 2 ;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
6 h = 6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
7 f c = 193 .1∗10ˆ12 ;% FREUQUENCIA DA PORTADORA [Hz ]
8 R = 10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
9 Bo = 2∗R;% LARGURA DE BANDA OPTICA [Hz ]
10 Gamp = 100 ;% GANHO DO AMPLIFICADOR [dB ]
11 q = 31 ;% PESO DO CODIGO
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16 Nsp = nsp∗h∗ f c ∗(Gamp−1)∗Bo ;% RUIDO DE EMISSAO ESPONTANEA
17 Pmax = 1 . 5 2 2 ;% POTENCIA MAX [W] ESTABELECIDA PELO LIMITE
DE BRILLOUIN
18 Pmin = 0.1∗10ˆ−4;% POTENCIA MIN [W]
19
20 SNIR alvo = 10ˆ( SNIR alvo db /10) ;% [LINEAR]
21
22
23 % ATENUAOES DO Tx AT SAIDA DO ACOPLADOR ESTRELA
24
25 l o s s s t a r = 10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA
DO ACOPLADOR [dB ]
26
27 g=ze ro s (k , 1 ) ;% ALOCAR MEMORIA
28
29 f o r i = 1 : k
30




35 f o r i = 1 : k
36




41 % ATENUAAOES DA SAIDA DO ACOPLADOR ESTRELA ATE Rx
42
43 l o s s d e c = 5 ;% PERDA DO DECTOR [dB ]
44
45 g = ze ro s (k , 1 ) ;
46 f o r i = 1 : k
47




52 f o r i = 1 : k
53





58 % PARAMETROS DO PSO
59
60 G = 2000 ;




65 p = f VERSAO MATRICIAL (k , SNIR alvo db , d) ;
66
67 B = f MATRIX(p) ;
68
69 B 0 = B;
70
71 custo = ze ro s ( ( k+2) ,1 ) ;
72
73 f o r u = 1 : k








81 b pbest = B;
82
83 b gbest = p ;
84
85 B gbest = ze ro s (k ,G) ;
86
87 cu s to gbe s t = f CUSTO( b gbest , SNIR alvo db , d) ;% ALOCA O
DE MEMORIA
88
89 W = zero s (G, 1 ) ; % ALOCACAO DE MEMORIA
90
91 t aux= 0 ;% t aux uma va r i a v e l t a u x i l i a r que permite
manipular v a r i a v e i s em double
92
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93 w = 0 . 7 ;
94
95 whi le t<G
96
97
98 f o r i = 1 : ( k+2)
99 [ v e l o c i dade ( 1 : k , i ) ,B( 1 : k , i ) ] = f VELOCIDADE(p ,
v e l o c i dade ( 1 : k , i ) , B( 1 : k , i ) , b pbest ( 1 : k , i ) ,
b gbest ,w) ;
100 custo aux = f CUSTO(B( 1 : k , i ) , SNIR alvo db , d) ;
101
102 i f custo aux > custo ( i )
103 custo ( i )= custo aux ;
104 b pbest ( 1 : k , i ) = B( 1 : k , i ) ;
105 e l s e
106 end
107
108 i f custo aux> cu s to gbe s t
109 cu s to gbe s t = custo aux ;
110 b gbest = B( 1 : k , i ) ;
111 e l s e
112 end
113 b gbest ;
114 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A
EVOLUCAO DA b gbest
115 end
116
117 t = t+1;




122 B custos = ze ro s (G, 1 ) ;% MATRIZ COM VALORES DE CUSTO DA
b gbest E ALOCACAO DE MEMORIA DA MESMA
123
124 f o r r = 1 :G
125
126 B custos ( r )=f CUSTO( B gbest ( 1 : k , r ) , SNIR alvo db , d) ;%




A func¸a˜o f CUSTO e´ responsa´vel por calcular o valor de custo de acordo
com a expressa˜o 4.5 e´ apresentada a seguir
f CUSTO
1 f unc t i on custo = f CUSTO (p , SNIR alvo db , d)
2
3 nsp=2;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
4 h=6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
5 f c =193.1∗10ˆ12;% FREUQUENCIA DA PORTADORA [Hz ]
6 R=10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
7 Bo=2∗R;% LARGURA DE BANDA OPTICA [Hz ]
8 Gamp=100;% GANHO DO AMPLIFICADOR [dB ]
9 q=31;% PESO DO CODIGO
10 oh=0.29;% MEDIA DA VARIAN . . . DE HAMMING
11 k=numel (p) ;% NUMERO DE USUARIOS
12 % d% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS
13 l o s s d e c =5;% PERDA DO DECTOR [dB ]
14
15 %
16 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
17 Pmax=1.522; % POTENCIA MAX
18 Pmin=Pmax∗10ˆ−4; % POTENCIA MIN




23 % ATENUACOES DO Tx AT SAIDA DO ACOPLADOR ESTRELA
24
25 l o s s s t a r =10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
26
27 g=ze ro s (k , 1 ) ; % ALOCAR
MEMORIA
28
29 f o r i =1:k
30




35 f o r i =1:k
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36





42 ATENUAOES DA SAIDA DO ACOPLADOR ESTRELA AT Rx
43
44 f o r i =1:k
45




50 f o r i =1:k
51






58 f o r i =1:k
59 i f p ( i )<0





65 f t h = f SNIR (p , SNIR alvo db , d) ;
66
67 soma = 0 ;
68
69 f o r i =1:k
70










A func¸a˜o f VELOCIDADE e´ responsa´vel atualizar a velocidade e posic¸a˜o
da part´ıcula seguir
f VELOCIDADE
1 f unc t i on [ ve loc idade , b ] = f VELOCIDADE(p , ve loc idade k , b p ,
bpbest , bgbest ,w)
2
3 C1=1.2;% PARAMETRO C1 DA ATUALIZACAO DA VELOCIDADE
4 C2=1.8;% PARAMETRO C2 DA ATUALIZACAO DA VELOCIDADE
5 Pmax=1.522;% POTENCIA MAX
6 Pmin=0.1∗10ˆ−4;% POTENCIA MIN
7 k=numel ( bgbest ) ;
8
9 p max min = ze ro s (k , 2 ) ;
10
11 f o r i =1:k
12
13 p max min ( i , 1 ) = 0.79∗p( i ) ; % O MINIMO FICA NA COLUNA
1





18 f o r i =1:k
19 i f p max min ( i , 2 ) > 1 .522
20 p max min ( i , 2 ) = 1 . 5 2 2 ;






27 v max = ze ro s (k , 1 ) ;
28 f a t o r v e l o c i d ad e = 0 . 2 ;
29
30 f o r i =1:k
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31 v max( i ) = f a t o r v e l o c i d ad e ∗ ( p max min ( i , 2 ) −




35 f o r i =1:k
36
37 ve l o c idade k ( i ) = w ∗ ve l o c idade k ( i ) + C1∗ rand (1 ) ∗(
bpbest ( i )−b p ( i ) ) + C2∗ rand (1 ) ∗( bgbest ( i )−b p ( i ) ) ;
38
39 i f v e l o c idade k ( i )>v max( i )
40 ve l o c idade k ( i )=v max( i ) ;
41 e l s e
42 end
43
44 i f v e l o c idade k ( i )<−(v max( i ) )
45 ve l o c idade k ( i )=−(v max( i ) ) ;






52 ve l o c idade = ve l o c idade k ;
53 b = b p + ve l o c idade ;
54
55 end
A func¸a˜o f VERSAO MATRICIAL exibida na linha 65 do ficheiro prin-
cipal do PSO cla´ssico e´ inspirada na forma matricial apresentada anteriormente.
Os valores configurados entre as linhas 11 e 16 da func¸a˜o f VELOCIDADE sa˜o
baseados na observac¸a˜o dos valores encontrados atrave´s dos valores de PKmax e
PKmin da secc¸a˜o 5.2. O co´digo da func¸a˜o f VERSAO MATRICIAL segue a
seguir.
f VERSAO MATRICIAL




4 nsp=2;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
115
5 h=6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
6 f c =193.1∗10ˆ12;% FREUQUENCIA DA PORTADORA [Hz ]
7 R=10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
8 Bo=2∗R;% LARGURA DE BANDA OPTICA [Hz ]
9 Gamp=100;% GANHO DO AMPLIFICADOR
10 q=31;% PESO DO CODIGO
11 oh=0.29;% MEDIA DA VARIAN . . . DE HAMMING
12 % k% NUMERO DE USUARIOS
13 % d% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS
14 l o s s d e c =5; % PERDA DO DECTOR [dB ]
15
16 %
17 Nsp = nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO
ESPONTANEA %
18 Pmax = 1 . 5 2 2 ; % POTENCIA MAX
19 Pmin = 0.1∗10ˆ−4; % POTENCIA MIN
20






25 % ========= ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR
ESTRELA ==========
26
27 l o s s s t a r = 10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA
DO ACOPLADOR [dB ]
28
29 gdb=ze ro s (k , 1 ) ; % ALOCAR
MEMORIA
30
31 f o r i =1:k
32





37 g=ze ro s (k , 1 ) ;
38
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39 f o r i =1:k
40










51 g db=ze ro s (k , i ) ;
52
53 f o r i =1:k
54





59 g =ze ro s (k , 1 ) ;
60
61 f o r i =1:k
62





68 H=ze ro s (k , k ) ; % ALOCACAO DE MEMORIA
69
70 f o r i =1:k
71




76 f o r j =1:k
77





82 f o r i =1:k
83
84 f o r j =1:k
85 i f i==j






92 CIR=SNIR alvo∗oh/(qˆ2) ;%Relacao portadora i n t e r f e r e n c i a
93
94 u=ze ro s (k , 1 ) ;
95
96 f o r i =1:k
97
98 u( i )=2∗SNIR alvo∗Nsp/( ( qˆ2) ∗Gamp∗g ( i ) ∗ g ( i ) ) ; % VETOR




102 I=eye (k ) ;
103
104 C=CIR∗ I ;
105
106 Y=inv ( [ I−C∗H] ) ; %inve r sao
107
108 p=Y∗u ; % vetor de potenc ia
109
110
111 somator io = 0 ;
112
113 f o r i =1:k
114 somator io = somator io + p( i ) ∗g ( i ) ;
115 end
116
117 SNIR=ze ro s (k , 1 ) ;
118
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119 f o r i =1:k
120
121 SNIR( i ) =( Gamp∗qˆ2∗p( i ) ∗g ( i ) ) / ( Gamp∗ohˆ2∗(





126 SNIR db = 10∗ l og10 (SNIR) ;
127 p dbm = 10∗ l og10 (p/10ˆ−3) ;
128
129 p mtrc l = p ;
130
131 end
A func¸a˜o f SNIR e´ responsa´vel por avaliar se a SNIR esta´ entre a SNIR alvo
e a SNIR ma´xima e´ semelhante ao ao co´digo apresentado anteriormente, entre-
tanto e´ apresentada para um caso geral onde k 6= 7. O co´digo em linguagem
MATLAB segue a seguir.
f SNIR




5 nsp=2;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
6 h=6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
7 f c =193.1∗10ˆ12;% FREUQUENCIA DA PORTADORA [Hz ]
8 R=10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
9 Bo=2∗R;% LARGURA DE BANDA OPTICA [Hz ]
10 Gamp=100;% GANHO DO AMPLIFICADOR [dB ]
11 q=31;% PESO DO CODIGO
12 oh=0.29;% MEDIA DA VARIAN . . . DE HAMMING
13 k=numel (p) ;% NUMERO DE USUARIOS
14 % d% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS
15 l o s s d e c =5;% PERDA DO DECTOR [dB ]
16
17 %
18 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
%
19 Pmax=1.522; % POTENCIA MAX
119
20 Pmin=0.1∗10ˆ−4; % POTENCIA MIN
21
22 SNIR alvo=10ˆ(SNIR alvo db /10) ; %
23 SNIR max = 10∗ l og10 ( ( q∗q ) / (0 . 29∗ ( k−1) ) ) ;
24
25
26 ATENUAOES DO Tx AT SAIDA DO ACOPLADOR ESTRELA
==========
27
28 l o s s s t a r =10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
29
30 gdb=ze ro s (k , 1 ) ;% ALOCAR MEMORIA
31
32 f o r i =1:k
33





38 g=ze ro s (k , 1 ) ;
39
40 f o r i =1:k
41





47 % ATENUACOES DA SAIDA DO ACOPLADOR ESTRELA AT Rx
48
49 g db=ze ro s (k , i ) ;
50
51 f o r i =1:k
52
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57 g =ze ro s (k , 1 ) ;
58
59 f o r i =1:k
60




65 somator io = 0 ;
66
67 f o r i =1:k




72 SNIR=ze ro s (k , 1 ) ;
73
74 f o r i =1:k
75
76 SNIR( i ) =( Gamp∗qˆ2∗p( i ) ∗g ( i ) ) / ( Gamp∗ohˆ2∗(










86 FTH= (SNIR db > SNIR alvo db ) & (SNIR db < SNIR max) ;
87
88 end
Para o caso do PSO cla´ssico a func¸a˜o f MATRIX exibida na linha 67 do
ficheiro principal do PSO e´ apresentada a seguir.
f MATRIX




4 k=numel (p) ;
5
6 p max min = ze ro s (k , 2 ) ;
7
8 f o r i =1:k
9
10 p max min ( i , 1 ) = 0.79∗p( i ) ; % O MINIMO FICA NA COLUNA
1
11 p max min ( i , 2 ) = 5 .1∗p( i ) ; % O MAXIMO FICA NA COLUNA
2
12





17 f o r i =1:k
18 i f p max min ( i , 2 ) > 1 .522
19 p max min ( i , 2 ) = 1 . 5 2 2 ;





25 f o r j =1:(k+2)
26
27 b=ze ro s (k , 1 ) ;
28
29 f o r i =1:k
30
31 b( i )= ( p max min ( i , 2 )−p max min ( i , 1 ) ) ∗ rand




35 b=so r t (b) ;
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Para casos onde o peso inercial ω[t] varia gradualmente de um valor maior
para um valor menor como apresentado pela equac¸a˜o 4.4, foi implementada uma
func¸a˜o que retorna o valor de ω[t] de acordo com o nu´mero de gerac¸a˜o G forne-
cido. A func¸ao f W e´ apresentada a seguir.
f W
1
2 f unc t i on [w] = f W(G, t )
3
4
5 w i n i c i a l =0.9 ; % PESO INERCIAL INICIAL
6 w f i na l =0; % PESO INERCIAL FINAL
7
8




Por fim, para acompanhar a evoluc¸a˜o da SNIR foi implementada uma func¸a˜o
chamada f EV SNIR que permite armazenar o valor da SNIR em cada OCP
ao longo das gerac¸o˜es G. O co´digo em MATLAB para a func¸a˜o f EV SNIR e´
apresentado a seguir
f EV SNIR
1 f unc t i on [ ev SNIR ] = f EV SNIR ( B gbest ,G, d)
2
3 nsp=2;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
4 h=6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
5 f c =193.1∗10ˆ12;% FREUQUENCIA DA PORTADORA [Hz ]
6 R=10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
7 Bo=2∗R;% LARGURA DE BANDA OPTICA [Hz ]
8 Gamp=100;% GANHO DO AMPLIFICADOR [dB ]
9 q=31;% PESO DO CODIGO
10 oh=0.29;% MEDIA DA VARIAN . . . DE HAMMING
11 % d % INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS
12




16 Nsp=nsp∗h∗ f c ∗(Gamp−1)∗Bo ; % RUIDO DE EMISSAO ESPONTANEA
%
17 Pmax=1.522; % POTENCIA MAX
18 Pmin=0.1∗10ˆ−4; % POTENCIA MIN
19 SNIR alvo db = 17 ;
20 SNIR alvo=10ˆ(SNIR alvo db /10) ; %




25 % ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
26
27 l o s s s t a r =10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
28
29 gdb=ze ro s (k , 1 ) ; % ALOCAR
MEMORIA
30
31 f o r i =1:k
32





37 g=ze ro s (k , 1 ) ;
38
39 f o r i =1:k
40




45 g db=ze ro s (k , i ) ;
46
47 f o r i =1:k
48
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52
53 g =ze ro s (k , 1 ) ;
54
55 f o r i =1:k
56




61 ev SNIR=ze ro s (k ,G) ;
62
63 f o r n=1:G
64
65 somator io = 0 ;
66 p=B gbest ( 1 : k , n ) ;
67
68 f o r i =1:k
69 somator io = somator io + p( i ) ∗g ( i ) ;
70 end
71
72 SNIR=ze ro s (k , 1 ) ;
73
74
75 f o r i =1:k
76
77 SNIR( i ) =( Gamp∗qˆ2∗p( i ) ∗g ( i ) ) / ( Gamp∗
ohˆ2∗( somator io − (p( i ) ∗g ( i ) ) ) + (2∗




81 SNIR db=10∗ l og10 (SNIR) ;
82
83




PSO baseado em mu´ltiplos
enxames de me´todo 1
Neste anexo sera´ abordado sobre o PSO de mu´ltiplos enxames do primeiro me´-
todo de atualizac¸a˜o da velocidade. As func¸o˜es f SNIR, f CUSTO, f MATRIX,
f VERSAO MATRICIAL apresentadas anteriormente sa˜o as mesmas utiliza-
das para o ficheiro principal do PSO de mu´ltiplos enxames de me´todo 1.





5 k = 19 ;% NUMERO DE USUARIOIS
6 SNIR alvo db = 17 ;% [dB ]
7 d = 6 ;% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS [km
]
8
9 % NUMERO DE PARTICULAS
10 k1 = int16 (k/2) ;% TAMANHO DO SUBENXAME 1
11 k2 = int16 (k/2) ;% TAMANHO DO SUBENXAME 2
12 k3 = int16 (k/2) ;% TAMANHO DO SUBENXAME 3
13
14 nsp = 2 ;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
15 h = 6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
16 f c = 193 .1∗10ˆ12 ;% FREUQUENCIA DA PORTADORA [Hz ]
17 R = 10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
18 Bo = 2∗R;% LARGURA DE BANDA OPTICA [Hz ]
125
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19 Gamp = 100 ;% GANHO DO AMPLIFICADOR [dB ]
20 q = 31 ;% PESO DO CODIGO
21 oh = 0 . 2 9 ;% MEDIA DA VARIAN . . . DE HAMMING
22
23 l o s s d e c =5; % PERDA DO DECTOR [dB ]
24
25 %
26 Nsp = nsp∗h∗ f c ∗(Gamp−1)∗Bo ;% RUIDO DE EMISSAO ESPONTANEA
%
27 Pmax = 1 . 5 2 2 ;% POTENCIA MAX [W] ESTABELECIDA PELO LIMITE
DE BRILLOUIN
28 Pmin = 0.1∗10ˆ−4;% POTENCIA MIN [W]
29




34 % ATENUACOES DO Tx ATE SAIDA DO ACOPLADOR ESTRELA
35
36 l o s s s t a r =10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
37
38 g=ze ro s (k , 1 ) ; % ALOCAR
MEMORIA
39
40 f o r i =1:k
41




46 f o r i =1:k
47











58 g =ze ro s (k , 1 ) ;
59 f o r i =1:k
60




65 f o r i =1:k
66











78 p = f VERSAO MATRICIAL (k , SNIR alvo db , d) ;
79
80 B = f MATRIX(p , k1 , k2 , k3 ) ;
81
82 B 0 = B;
83
84 custo = ze ro s ( ( k ) , 1 ) ;
85
86 f o r u=1:k






93 ve l oc idade1 = ze ro s (k , k1 ) ; % ALOCACAO DE
MEMORIA TORNA O ALGORITMO MAIS RAPIDO
94 ve l oc idade2 = ze ro s (k , k2 ) ;
95 ve l oc idade3 = ze ro s (k , k3 ) ;
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96
97 b pbest1 = B( 1 : k , 1 : k1 ) ;
98 b pbest2 = B( 1 : k , ( k1+1) : ( k1+k2 ) ) ;




103 b gbest = p ;
104
105 B gbest= ze ro s (k ,G) ;
106
107 cu s to gbe s t = f CUSTO( b gbest , SNIR alvo db , d) ; % ALOCACAO
DE MEMORIA
108
109 W=zero s (G, 1 ) ; % ALOCACAO
DE MEMORIA
110
111 t aux=0; % t aux e
uma va r i a v e l t a u x i l i a r que permite manipular v a r i a v e i s
em double
112
113 swarm=ze ro s (G, 1 ) ;
114
115
116 %swarm (1) =5;
117 aux swarm=5;
118
119 whi le t<G
120
121
122 w=f W(G, t aux , 0 . 9 , 0 . 1 ) ;
123 W( t+1)=w;
124
125 % SUB ENXAME 1
126
127 f o r i =1:( k1 )
128 [ v e l o c idade1 ( 1 : k , i ) ,B( 1 : k , i ) ] = f VELOCIDADE 1(p ,
ve l oc idade1 ( 1 : k , i ) , B( 1 : k , i ) , b pbest1 ( 1 : k , i ) ,
b gbest ,w) ;
129 custo aux = f CUSTO(B( 1 : k , i ) , SNIR alvo db , d) ;
130
129
131 i f custo aux > custo ( i )
132 custo ( i )= custo aux ;
133 b pbest1 ( 1 : k , i ) = B( 1 : k , i ) ;
134 e l s e
135 end
136
137 i f custo aux> cu s to gbe s t
138 cu s to gbe s t = custo aux ;
139 b gbest = B( 1 : k , i ) ;
140 swarm( t )=1;
141 e l s e
142 end
143 b gbest ;
144 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A




148 % SUB ENXAME 2
149
150 f o r i =1:( k2 )
151 [ v e l o c idade2 ( 1 : k , i ) ,B( 1 : k , i ) ] = f VELOCIDADE 2(p ,
ve l oc idade2 ( 1 : k , i ) , B( 1 : k , i ) , b pbest2 ( 1 : k , i ) ,
b gbest ) ;
152 custo aux = f CUSTO(B( 1 : k , i ) , SNIR alvo db , d) ;
153
154 i f custo aux > custo ( i )
155 custo ( i )= custo aux ;
156 b pbest2 ( 1 : k , i ) = B( 1 : k , i ) ;
157 e l s e
158 end
159
160 i f custo aux> cu s to gbe s t
161 cu s to gbe s t = custo aux ;
162 b gbest = B( 1 : k , i ) ;
163 swarm( t )=2;
164 e l s e
165 end
166 b gbest ;
167 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A
EVOLUCAO DA b gbest




171 % SUB ENXAME 3
172
173 f o r i =1:( k3 )
174 [ v e l o c idade3 ( 1 : k , i ) ,B( 1 : k , i ) ] = f VELOCIDADE 3(p ,
ve l oc idade3 ( 1 : k , i ) , B( 1 : k , i ) , b pbest3 ( 1 : k , i ) ,
b gbest ) ;
175 custo aux = f CUSTO(B( 1 : k , i ) , SNIR alvo db , d) ;
176
177 i f custo aux > custo ( i )
178 custo ( i )= custo aux ;
179 b pbest3 ( 1 : k , i ) = B( 1 : k , i ) ;
180 e l s e
181 end
182
183 i f custo aux> cu s to gbe s t
184 cu s to gbe s t = custo aux ;
185 b gbest = B( 1 : k , i ) ;
186 swarm( t )=3;
187 e l s e
188 end
189 b gbest ;
190 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A











201 B custos=ze ro s (G, 1 ) ;% MATRIZ COM VALORES DE CUSTO DA
b gbest E ALOCACAO DE MEMORIA DA MESMA
202
203 f o r r=1:G
204
131
205 B custos ( r )=f CUSTO( B gbest ( 1 : k , r ) , SNIR alvo db , d) ;




As func¸o˜es de atualizac¸a˜o da velocidade f VELOCIDADE 1, f VELOCIDADE 2
e f VELOCIDADE 3, tem estrutura muito semelhante, com apenas paraˆmetros
C1, C2 e ω diferentes, dessa forma sera´ apenas apresentada a func¸a˜o f VELOCIDADE 1
em linguagem MATLAB a seguir.
f VELOCIDADE 1
1 f unc t i on [ ve loc idade , b ] = f VELOCIDADE 1(p , ve loc idade k ,
b p , bpbest , bgbest ,w1)
2
3 C1=2; % PARAMETRO C1 DA
ATUALIZACAO DA VELOCIDADE
4 C2=2; % PARAMETRO C2 DA
ATUALIZACAO DA VELOCIDADE
5 Pmax=1.522; % POTENCIA MAX
6 Pmin=0.1∗10ˆ−4; % POTENCIA MIN
7 k=numel ( bgbest ) ;
8
9 p max min = ze ro s (k , 2 ) ;
10
11 f o r i =1:k
12
13 p max min ( i , 1 ) = 0.79∗p( i ) ; % O MINIMO FICA NA COLUNA
1





18 f o r i =1:k
19 i f p max min ( i , 2 ) > 1 .522
20 p max min ( i , 2 ) = 1 . 5 2 2 ;
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25
26
27 v max = ze ro s (k , 1 ) ;
28 f a t o r v e l o c i d ad e = 0 . 2 ;
29
30 f o r i =1:k
31 v max( i ) = f a t o r v e l o c i d ad e ∗ ( p max min ( i , 2 ) −




35 f o r i =1:k
36
37 ve l o c idade k ( i ) = w1 ∗ ve l o c idade k ( i ) + C1∗ rand (1 ) ∗(
bpbest ( i )−b p ( i ) ) + C2∗ rand (1 ) ∗( bgbest ( i )−b p ( i ) ) ;
38
39 i f v e l o c idade k ( i )>v max( i )
40 ve l o c idade k ( i )=v max( i ) ;
41 e l s e
42 end
43
44 i f v e l o c idade k ( i )<−(v max( i ) )
45 ve l o c idade k ( i )=−(v max( i ) ) ;






52 ve l o c idade = ve l o c idade k ;
53 b = b p + ve l o c idade ;
54
55
56 f o r i =1:k
57 i f b ( i )==0
58 b( i )=0;






PSO baseado em mu´ltiplos
enxames de me´todo 2
O PSO baseado em mu´ltiplos enxames de me´todo 2 e´ muito semelhante ao PSO
de me´todo 1, as func¸o˜es presentes no ficheiro principal do PSO de mu´ltiplos
enxames de me´todo 2 foram apresentadas anteriormente.
Ficheiro principal do PSO de mu´ltiplos enxames de me´todo 2
1 k = 19 ;% NUMERO DE USUARIOIS
2 SNIR alvo db = 17 ;% [dB ]
3 d = 6 ;% INCREMENTO DO COMPRIMENTO ENTRE TXs SUCESSIVOS [km
]
4
5 % NUMERO DE PARTICULAS
6 k1 = int16 (k/2) ;% TAMANHO DO SUBENXAME 1
7 k2 = int16 (k/2) ;% TAMANHO DO SUBENXAME 2
8 k3 = int16 (k/2) ;% TAMANHO DO SUBENXAME 3
9
10
11 nsp = 2 ;% FATOR DE RUIDO DE EMISSAO ESPONTANEA
12 h = 6.63∗10ˆ(−34) ;% CONSTANTE DE PLANCK
13 f c = 193 .1∗10ˆ12 ;% FREUQUENCIA DA PORTADORA [Hz ]
14 R = 10∗10ˆ9;% TAXA DE TRANSMISSAO MINIMA [Gbps ]
15 Bo = 2∗R;% LARGURA DE BANDA OPTICA [Hz ]
16 Gamp = 100 ;% GANHO DO AMPLIFICADOR [dB ]
17 q = 31 ;% PESO DO CODIGO
18 oh = 0 . 2 9 ;% MEDIA DA VARIAN . . . DE HAMMING
19
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20 l o s s d e c =5;% PERDA DO DECTOR [dB ]
21
22 %
23 Nsp = nsp∗h∗ f c ∗(Gamp−1)∗Bo ;% RUIDO DE EMISSAO ESPONTANEA
24 Pmax = 1 . 5 2 2 ;% POTENCIA MAX [W] ESTABELECIDA PELO LIMITE
DE BRILLOUIN
25 Pmin = 0.1∗10ˆ−4;% POTENCIA MIN [W]
26
27 SNIR alvo = 10ˆ( SNIR alvo db /10) ;% [LINEAR]
28
29 % ========= ATENUACOES DO Tx AT SAIDA DO ACOPLADOR
ESTRELA ==========
30
31 l o s s s t a r =10∗ l og10 (k )−(10∗ l og2 (k ) ∗ l og10 ( 0 . 2 ) ) ; % PERDA DO
ACOPLADOR [dB ]
32
33 g=ze ro s (k , 1 ) ;% ALOCAR MEMORIA
34
35 f o r i =1:k
36




41 f o r i =1:k
42






49 % ATENUAAOES DA SAIDA DO ACOPLADOR ESTRELA AT Rx
50
51 g =ze ro s (k , 1 ) ;
52 f o r i =1:k
53





58 f o r i =1:k
59




64 % PARAMETROS DO PSO
65
66 G=100000;




71 p = f VERSAO MATRICIAL (k , SNIR alvo db , d) ;
72
73 B = f MATRIX(p , k1 , k2 , k3 ) ;
74
75 B 0 = B;
76
77 custo = ze ro s ( (G) ,1 ) ;
78
79 %{
80 f o r u=1:k






87 ve l oc idade1 = ze ro s (k , k1 ) ;% ALOCACAO DE MEMORIA TORNA O
ALGORITMO MAIS RAPIDO
88 ve l oc idade2 = ze ro s (k , k2 ) ;
89 ve l oc idade3 = ze ro s (k , k3 ) ;
90
91 b pbest1 = B( 1 : k , 1 : k1 ) ;
92 b pbest2 = B( 1 : k , ( k1+1) : ( k1+k2 ) ) ;




97 b gbest = p ;
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98
99 B gbest= ze ro s (k ,G) ;
100
101 cu s to gbe s t = f CUSTO( b gbest , SNIR alvo db , d) ; % ALOCACAO
DE MEMORIA
102
103 W=zero s (G, 1 ) ;% ALOCACAO DE MEMORIA
104
105 t aux=0;% t aux e uma va r i a v e l t a u x i l i a r que permite
manipular v a r i a v e i s em double
106
107 swarm=ze ro s (G, 1 ) ;
108
109 whi le t<G
110
111





117 f o r i =1:( k1+k2+k3 )%+k3 )
118
119 i t=f l o o r ( i /3)+1; % AUXILIA NA ESCOLHA
DO INDICE DA PARTICULA DO ENXAME, O NUMERO E 3
POIS SAO 3 ENXAMES
120
121 % ========================= SUB ENXAME 1
==============================
122 i f mod( i , 3 ) ==(1) %& i t<=k1
123 [ v e l o c idade1 ( 1 : k , i t ) ,B( 1 : k , i t ) ] =
f VELOCIDADE 1(p , ve l oc idade1 ( 1 : k , i t ) , B( 1 : k
, i t ) , b pbest1 ( 1 : k , i t ) , b gbest ,w) ;
124 custo aux = f CUSTO(B( 1 : k , i t ) , SNIR alvo db , d) ;
125
126 i f custo aux > custo ( i t )
127 custo ( i t ) = custo aux ;
128 b pbest1 ( 1 : k , i t ) = B( 1 : k , i t ) ;




132 i f custo aux > cu s to gbe s t
133 cu s to gbe s t = custo aux ;
134 b gbest = B( 1 : k , i t ) ;
135 swarm( t )=1;
136 e l s e
137 end
138 b gbest ;
139 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A
EVOLUCAO DA b gbest
140
141 e l s e
142 end
143
144 % ========================= SUB ENXAME 2
==============================
145 i f mod( i , 3 ) ==(2) & i t<=k1
146 [ v e l o c idade2 ( 1 : k , i t ) ,B( 1 : k , i t ) ] =
f VELOCIDADE 2(p , ve l oc idade2 ( 1 : k , i t ) , B( 1 : k
, i t ) , b pbest2 ( 1 : k , i t ) , b gbest ) ;
147 custo aux = f CUSTO(B( 1 : k , i t ) , SNIR alvo db , d) ;
148
149 i f custo aux > custo ( i t )
150 custo ( i t )= custo aux ;
151 b pbest2 ( 1 : k , i t ) = B( 1 : k , i t ) ;
152 e l s e
153 end
154
155 i f custo aux> cu s to gbe s t
156 cu s to gbe s t = custo aux ;
157 b gbest = B( 1 : k , i t ) ;
158 swarm( t )=2;
159 e l s e
160 end
161 b gbest ;
162 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA A
EVOLUCAO DA b gbest
163
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168 % ========================= SUB ENXAME 3
==============================
169
170 i f mod( i , 3 )==0 & i t<=k1
171
172 [ v e l o c idade3 ( 1 : k , ( i t −1) ) ,B( 1 : k , ( i t −1) ) ] =
f VELOCIDADE 3(p , ve l oc idade3 ( 1 : k , ( i t −1) ) , B
( 1 : k , ( i t −1) ) , b pbest3 ( 1 : k , ( i t −1) ) , b gbest )
;
173 custo aux = f CUSTO(B( 1 : k , i ) , SNIR alvo db , d) ;
174
175 i f custo aux > custo ( i )
176 custo ( i )= custo aux ;
177 b pbest3 ( 1 : k , i t ) = B( 1 : k , i t ) ;
178 e l s e
179 end
180
181 i f custo aux> cu s to gbe s t
182 cu s to gbe s t = custo aux ;
183 b gbest = B( 1 : k , ( i t −1) ) ;
184 swarm( t )=3
185 e l s e
186 end
187 b gbest ;
188 B gbest ( 1 : k , t+1)=b gbest ; % ARMAZENA
A EVOLUCAO DA b gbest
189 ;












202 B custos=ze ro s (G, 1 ) ; % MATRIZ COM




204 f o r r=1:G
205
206 B custos ( r )=f CUSTO( B gbest ( 1 : k , r ) , SNIR alvo db , d) ;




Para obter ana´lises sobre o comportamento do algoritmo e qual sub enxame
era responsa´vel pela ~bgbest foi implentada a func¸a˜o f BUSCA e e´ apresentada a
seguir.
f BUSCA
1 f unc t i on [M] = f BUSCA(swarm)
2 m=0;
3 G=numel ( swarm) ;
4 index=1;
5 M=zero s (G, 2 ) ;
6
7 f o r i =1:G
8 i f swarm( i ) ˜ =0;
9 i f swarm( i ) = = 1
10 m=[ i 1 ] ;
11 e l s e
12 i f swarm( i ) = = 2
13 m=[ i 2 ] ;
14 e l s e
15 m=[ i 3 ] ;
16 end
17 end
18 e l s e
19 end
20 index=index+1;
21 M( index , 1 : 2 )=m;
22 end
23
24 end

