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iAbstract
Text present in camera captured images is known as natural scene text.
Recognition of such text by computers is challenging due to the complex and
varied nature of scene text. Optical Character Recognition (OCR) systems
designed to recognize text in scanned document images, are not capable of
handling such text. Systems specialized in reading scene text are known
as Text Information Extraction (TIE) systems and have become the focus
of intense research in the recent past. One of the driving factors for such
research has been the boom in mobile devices and hand held cameras. Since
such devices have limited computational power, attempts to perform this
task on them require algorithms with low computational complexity. The
task of reading scene text has been divided into two parts: scene text local-
ization and scene word recognition. Given a scene image, the text detection
module has to locate text present in it, if any. The scene word recognition
algorithms have to ﬁgure out the word, given the cropped word image. Such
images of text, located and cropped from scene images are known as scene
word images and segmenting them at the pixel level (binarization) is the
focus of this work. The maximum recognition rates achievable by the clas-
sical bottom-up approach has been studied on standard scene word image
databases. This brings out the importance of segmentation in scene word
images.
A novel algorithm known as Mid-line Analysis and Propagation of Seg-
mentation (MAPS) has been developed with low computational complexity.
By eﬀectively segmenting scene word images, it contributes to increase in
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the performance of TIE systems. The algorithm analyzes a sub-image and
solves the problem of segmentation in this simpliﬁed setting, through adap-
tive local thresholding. Then, a supervised classiﬁer is trained using the
data and labels associated with the sub-image. The rest of the image pixels
are assigned labels by this classiﬁer. The sub-image chosen is the pixels
on the middle row of the image. We have explored four variants of the
MAPS algorithm, by employing two diﬀerent techniques each for midline
label assignment and propagation of segmentation. A new ﬁlter, known as
min-max ﬁlter has been designed for the purpose of mid-line labeling. As
an alternate approach, Niblack thresholding scheme has been adapted for
labeling the pixels on the midline. Two image extraction algorithms namely,
Bayesian classiﬁcation and graph cut have been independently used for seg-
menting the rest of the image. The performance of the algorithm has been
tested on a number of standard data-sets, which are meant to help evaluate
segmentation and recognition systems for scene word images.
Using the Otsu-discriminant factor, an alternate segmentation algorithm
known as Non-linear Enhancement and Selection of Plane (NESP) has been
developed. It individually enhances diﬀerent color planes of the image
namely, red, green, blue, intensity and CIE lightness. The plane that has
maximum discriminant factor is selected for binarization. The binarized
document is recognized using a commercial English OCR.
The trial version of Omnipage 18 is used to recognize the images bina-
rized by MAPS, NESP and semiautomated segmentation. MAPS achieves
a recognition rate of 64.5% for ICDAR 2003 dataset, while for ICDAR 2011
the method achieves a recognition rate of 71.6%. Using NESP, a recognition
rate of 66.2% was achieved for ICDAR 2003 dataset, while for ICDAR 2011
the method achieves a recognition rate of 72.7% (as against the best result
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of 56.4% reported in the literature). The recognition rates achieved are
higher than any other reported in the literature for the respective datasets.
Hence the proposed methods perform much better than those described in
the literature. The bench-mark recognition rates on the ground truth bi-
nary images are 83.9% and 86.7%, respectively for these two datasets. The
segmentation strategies do not use language speciﬁc information and hence
are script independent. Unlike the state of the art in the literature, which
are compared, our algorithms do not use any custom lexicon for recognition.
Since such lexicon has been generated from the ground truth of the test im-
ages, the practical application of these algorithms becomes limited. Also,
these methods are computationally complex. We have used bottom-up ap-
proaches to solve the problem and demonstrated their ability to recognize
cropped scene word images. The methods can be easily incorporated within
the framework of existing OCR systems with minimal modiﬁcation. Hence
the developed algorithms are better suited for actual implementation.
