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Methods of Hilbert space theory together with the theory of analytic semigroups lead to an alternative approach 
for discussing an analytic birth and death process with the backward equations & = Ak_ ,g,_ , - 
(/.L~ + hl)g, + pI+ ,gk+ I, k =O, 1,2,. ,., where A ~I = 0 = k,. Forrational growingforwardand backward transition 
rates A,=O(kY), pl=O(kY) (as k+m), with O<y< I, the existence and uniqueness of a solution (which is 
analytic for t > 0) can be proved under fairly general conditions; so can the discreteness of the spectrum. Even in 
the critical case of asymptotically symmetric transition rates A, - ficLI - kYone obtains for rational growing transition 
rates with 0 < y< 1 discreteness of the spectrum, generalizing a result of Chihara ( 1987) and disproving the 
traditional belief in a continuous spectrum. 
infinite tridiagonal matrices * discreteness of spectrum * analytic semigroups 
1. Introduction and preliminaries 
When Reuter and Ledermann ( 1953) and Ledermann and Reuter ( 1954) laid the founda- 
tions of the theory of temporally homogeneous birth and death processes with a denumerable 
set of states the question was raised whether or not the spectrum is discrete for analytic 
processes, i.e. for transition rates with algebraic growth. They treated the infinite system of 
linear first-order differential equations (Ledermann and Reuter, 1954) 
dk=&,Igk--l -(~k+Ak)gk+~CLI,+,gk+, , k=Q 1,2, . . . , (1) 
with suitable initial conditions 0 Q gk( 0) and Ck gk( 0) ,< 1 (i.e. {gk( 0) JkE N is a probability 
distribution) as an appropriate limit of a sequence of finite systems. In the backward 
equations (1) the hk and pk are the positive forward and backward transition rates 
(A _, = 0 = /A(,) and gk( t) denotes the probability of the Markov process X( t) being at time 
tin the state k, that is 
gk(t) =prob(X(t) =k) . 
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The idea of the spectral theory given by Ledermann and Reuter ( 1954) is to investigate 
how the zeros of the associated characteristic polynomials of the finite systems, given by a 
recurrence formula, behave as the limit is approached. They obtained some sufficient 
conditions for a discrete spectrum but a few open questions still remained. Karlin and 
McGregor ( 1957) established the connection between birth and death processes and the 
Stieltjes moment problem and were also left to solve a problem involving a recurrence 
formula for polynomials. Refining the previous methods Maki ( 1976), van Doom (1985) 
and Chihara ( 1987) prove discreteness for a large class of analytic processes but their 
results do not cover the case of positive asymptotically symmetric transition rates 
Ak- Fk-kY. 
This case is of special interest as the character of the Markov process changes here from 
recurrent to transient behaviour depending on q = lim,,, +Jhk & 0 is greater or smaller 
than 1. Perhaps motivated by this one expected for q= 1 a continuous spectrum. In fact 
Ledermann and Reuter ( 1954) noticed that for A,= k= ,LQ and A0 = 0 the spectrum is 
continuous. It was demonstrated later by Roehner and Valent ( 1982) that for y= 2 and 
A,,> 0 under certain restrictions the spectrum is also continuous. These authors claim 
furthermore that the spectrum is discrete for y> 2 (see also Bordes and Roehner, 1983) 
and conjecture a continuous spectrum for 0 < y < 2. However, Chihara ( 1987) could show 
that this conjecture does not hold in general: under some quite restrictive assumptions on 
the transition rates a discrete spectrum is always possible. This surprising result was obtained 
by using some sophisticated arguments from a theory of orthogonal polynomials defined 
by a recurrence formula. 
In this paper we are concerned with analytic processes having rational growing forward 
and backward transition rates for which 0 < y< 1 and A0 > 0. Under these conditions we 
can reformulate the birth and death equations ( 1) in the framework of Hilbert spaces (see 
also Kendall, 1959) and investigate the spectral properties of some associated infinite 
tridiagonal symmetric matrices. Existence and uniqueness of a solution (which is analytic 
for t> 0) is proven for a quite general class of initial data by using methods of functional 
analysis. The most important result is that we obtain discreteness of the spectrum for all 
exponents 0 < y < 1 (in agreement with the results of Maki, 1976; van Doom, 1985; Chihara, 
1987; for asymptotically non-symmetric processes i.e. q + 1) and also for asymptotically 
symmetric processes (i.e. q = 1) , weakening Chihara’s additional restrictions on the tran- 
sition rates here. Our result proves the conjecture of Roehner and Valent ( 1982) to be 
wrong at least for algebraic transition rates with exponents less than 1. 
Throughout the paper we impose on the transition rates the following: 
Hypotheses: All A, and pk occurring in ( I) are strictly positive, in particular A,, > 0, and 
tend to infinity with 
(i) A, =O(kY) , pk=O(kY) , O<y<l; 
(ii) ~~+l/~.k=l+O(llk), A,+,lA,=l+O(llk) ; 
(iii) lim pk/A,=q, O<q<m. 
k-z 
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Obviously (i) implies the bound A,< C(k+ I), where C> 0 is suitably large. Notice that 
(ii) is fulfilled for all rational growing transition rates and is therefore not too restrictive. 
2. Hilbert-space methods 
The introduction of some suitably chosen new variables in the backward equations ( 1) will 
be the key for a natural description of ( 1) in the context od Hilbert space methods. Therefore 
let us define the following new variables 
with 
x, =d,g, , k=O, I, 2, . . . , (2) 
i 
1 ifk=O, 
dk = 
&= 
6 
k -2% ifk>O. 
(3) 
,=I Aj-I 
The transformation (2) is very important for the further discussion because it makes the 
right-hand side of the backward equations (1) symmetric. In the new variables (&} the 
equations ( 1) read as 
ik=~k-,xk-, -Akxk+vkxk+, 1 k=O, 1, 2, . . . , (4) 
with the transformed initial data xk( 0) = dkgk( 0)) k = 0, 1, . . . , and 
&=hk+&, (5) 
%=&EL. (6) 
Using a more compact notation, (4) can be written as 
x-=Ax, (7) 
wherex(O)=(x,(O),x,(O),+(O), . ..) g ive n ,~=x(t)=(x,(t),x~(t),x,(t), . ..) and 
-A0 q, 0 0 0 0 . . . 
TJO -A, 71 
A=(A,)= 0 ~1 -A, qz 
i! 
0 0 0 . . . 
0 0 . . . . (8) 
0 0 Q -A, Q 0 . . . 
! ... ‘. ‘. ‘. ‘_ I 
This formal equation (7) with the infinite matrix representation (8) makes sense in the 
Hilbert space H= +!‘( a=). We now state results concerning this evolution equation and the 
corresponding linear operator A in this Hilbert space. In our first lemma we collect some 
useful properties of the infinite matrix operator A acting on H = e2( C). These properties 
enable us later to apply analytic semigroup theory and to deduce also the discreteness of 
the spectrum. 
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Lemma 1. The linear operator A :9(A) + H= e2( C) with domain 
and the injlnite matrix representation (8) has the following properties: 
(i) A is closed and symmetric. 
(ii) A is negatice semidefinite. 
(iii) A has a compact resob)entfor some 5> 0. 
7 
Proof. (i) Take a sequence (x’“‘),,,,c~(A) such that x(‘l)zxEH and Ax'"'z y EH 
as n -+x. We have obviously, for each k E N’, 
y,, = lim ( qk_ Ix:‘!, - Akxp) + qkxL):),) 
,, - r 
=(~k-,xk-, -A,x,+rlk~+,)=(A~)k 
that is, Ax = y and XE 9(A) and hence A is closed. Now observe that the set of finite 
sequences 
~,=(xEH=J!‘(@): 3m,~N such thatx,,=OVm>m,,) 
is dense in H and furthermoref,,~G?J(A). Consider now the operator Ao=A IA,, that is, A 
restricted to&,. Obviously A is a closed extension of A,,. An easy computation shows 
(0, A,,w) = (A,,[‘, w> > c, w ES(A~~) =J;, 
Thus A is symmetric as an operator closure of the densely defined symmetric operator Ao. 
(ii) Noticethatfor~:(“)=(t’,,,r,, . . . . L’,,,O, . ..)~f.,=9(A,,), 
since by definition cl,,+ , = 0, so that AC1 is negative semidefinite. Since A is a closure of A. 
it is also negative semidefinite. Closing the negative quadratic form associated to A. (see, 
for example Reed and Simon, 1980) we obtain for all I’ E 2(A), 
(~,AL’)= - e IJh,v,-\/El.ktlL’k+, (‘GO, 
k = 0 
since every ~3 E S(A) is a Hilbert space limit of a suitable sequence ( L”“)),,~~ CA, and is 
in the domain of the quadratic form. 
We remark, that equality holds if and only if \lhkck = &L’~ + , for all k = 0, I, 2, . . . 
That is, I:~ = u()n,kZ,f Jh,lcLitl - q e-k (by hypotheses (ii) and (iii) ) . For q < 1 we con- 
clude for LJ E 2 (A) that (c, Au) = 0 iff I’= 0 because the sequence ( cI) k B N is not bounded 
in this case; thus 0 E a(A), where (T(A) denotes the spectrum of A. For q > 1, however, the 
sequence ( L’~)~= N decays exponentially fast and hence 0 E U(A). 
(iii) For c> 0 sufficiently large we consider 
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whereD=diag( -(Ak+[)) and 
Now since 
FD-‘= 
0 _- 170 
A,+5 
’ 0 0 0 . 
_--B- 
Ao+i ’ 
rll 
-__ 
A,+< 
’ 0 0 
0 _-w. ’ 772 _- 
A,+< AS+< ’ ’ 
0 0 _-??L- 
A,+l ’ 
_-YE- 
A,+( ’ 
‘. ‘. .. ‘. 
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, 
. . 
‘. 
J 
we have (( FD - ’ (It2 < 1 if the following inequalities hold for all k = 0, 1, 2, . . , 
That these inequalities hold can be seen as follows (the positivity is trivial for l> 0) : the 
right-hand member of the first pair of inequalities reads as 
rlk hkpkt I - = 
Ak+l hk+Pk+l 
<; 
which is equivalent to 
The right-hand side here tends to 0 as k-j ~0 by hypotheses (i) and (ii) and is thus bounded 
above. Therefore it is sufficient to choose lgreater than or equal to this upper bound of the 
right-hand side. The second pair of inequalities holds by the same argument. Finally choose 
l greater than the maximum of these two upper bounds. 
Thus we have shown that 11 FD - ’ I( pz < 1, and therefore ( I+ FD _ ’ ) - ’ is a bounded 
linear operator on H by the convergent von Neumann expansion. Further D - ’ is compact 
(because Ak + [> 0 and Ak + f+ ~0 for k + m; see, for example Farid and Lancaster, 1989) 
and so is 
D-‘( 1 +FD-‘) -‘=(A-{n)-‘=&(A) . 
That is, A has a compact resolvent R<(A) for some sufficiently large [> 0. 0 
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Theorem 2. Under the conditions of Lemma 1 the operator A :3(A) + H is self-adjoint, 
negatiL>e semidefinite, has a purely discrete non-positive spectrum a(A) containing only 
isolated eigennalues - 1 ai 1, j = 0, 1, . ., and is the unique generator of an analytic semi- 
group which is self-adjoint, 
S(t) =e*‘, t>O. (9) 
The initial calue problem (7) is solved uniquely in H by 
x(t) =S(t)x(O) , t>O, (10) 
for all initial data with x( 0) E H. The solution has the following representation for each 
component as a uniformly com~ergent series for t E [ 0, a) : 
xk(t) = 2 e-la~l’~r~) , k=O, 1, 2, . . . , (11) 
,=o 
where~={(c’i’EH:Au’i’= - ((~~lu’j),j=O, 1,2, . . . ) is an orthonormal basis of H and 
the (QiE~ are the Fourier coeflcients of the expansion of x(0) with respect to 2. 
Proof. Since A : B(A) -+ H is a closed symmetric operator with a compact resolvent R<(A) 
for a [> 0 sufficiently large we conclude that the deficiency index is (0, 0) and thus A is 
self-adjoint (Kato, 1984, Chapter V, $3 Section 4, p. 27 1) As a self-adjoint operator with 
a compact resolvent A has a purely discrete spectrum consisting entirely of isolated eigen- 
values (Kato, 1984, Chapter III, $6 Section 8, p. 187). Furthermore A is negative semide- 
finite and therefore the unique generator of an analytic self-adjoint semigroup (Henry, 198 1; 
notice that -A is sectorial in Henry’s notation). The formulas (9) and ( 10) are standard 
results in semigroup theory and functional analysis and so are the properties of B’ (Reed 
and Simon, 1980, Theorem X111.64). Now for every given E > 0 we can find NE N inde- 
pendent of t such that 
which gives ( 11). q 
3. The main theorem 
In the previous section it was proven that for a dense set of initial conditions in the Hilbert 
space the backward equations ( 1) have a unique solution, analytic for t > 0. Notice that we 
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can apply the presented methods to obtain the standard solutions, i.e. solutions corresponding 
to the special initial conditions g (i) (0) = ( &, . ., S,,, . ..) for i=O, 1, . . . . In this section 
we go back to the original equations ( 1) and use an approach analogous to that used by 
Penrose ( 1989): dealing with a truncated finite system and taking the limit to the infinite 
system afterwards one obtains some further information concerning the solution of ( 1) so 
constructed. This is done in the following: 
Lemma 3. Consider the following finite system of equations for any positLIe integer N: 
g;““(t) =I:!?,(t) -I;j”‘(t) , k=O, 1, . . . . N, (12) 
gkN’(t> =o, k=N+ 1, Nt2, . . . , (13) 
IiN’ =hkgiN’(f) - px+,g:.;‘,(t) , k=O, 1, . . . . N, (14) 
with initial conditions 
gLN’(0) =Gk>O, k=O, . . . . N, (15) 
where the non-negative constants Go, G,, . . , are independent of N and correspond to a 
probability distribution with total probability equal to 1. 
(i) For each integer NE FY the system (12)-( 14) has a unique continuous solution. 
With respect to the initial conditions ( 15) this solution is non-negative, that is 
O,<g!J’(t) , k=O, 1, . . . . ( 16) 
(ii) If the initial data have finite second moment c~= C,“=, (k + 1) 2Gk < x then the 
second moment at time t has an upper bound independent of N, 
5 (k+ 1)2g:“‘(f) =zaexp(3Ct)=K(t), C>O. (17) 
k=O 
(iii ) If (ii) holds then there exists an increasing sequence of positice integers N,, N,, . . 
such that as N tends to x through these values the solution ofthefinite system ( 12)-( 14) 
converges to a non-negative solution gk( t) of the infinite system of backward equations ( 1) 
with initial conditions gk( 0) = Gk, 
lim g:‘“,‘(t) =gk(t) , k=O, 1, . . . , (18) 
L!_ zc 
the convergence being uniform in t on compact time intercals for each fixed k = 0, 1, . . 
Proof. (i) Since ( 12)-( 14) is finite and linear, existence, uniqueness and continuity are 
clear. Discussing for E> 0 the solution g;“““’ of the system obtained by adding E to the 
right hand sides of each of the equations in ( 12) leads to the positivity by considering the 
sign of gjN’“’ (t)fortandjsuchthatgjN:“‘(t)=Owhileg:N’”’(7)~OforOiT1tandall 
k# j; using standard results on ordinary differential equations we conclude that gjN’“‘(t) is 
non-negative for all j and tends to a unique non-negative solution g:N’ ( t) as E + 0 + . 
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(ii) Using the positivity of the solution established in (i) and the obvious bounds 
obtained from ( 14) by consideration of the hypothesis (i) on the transition rates leads to 
O<Iy;Y)(f) =A,ghN,N’(t) 
and 
I:N’(r)<_<hkgiN)(t) <C(k+ l)giN’(t) , k=O, 1, . . . . N- 1 
Thus we obtain 
; 5 (k+ 1)2g:N’(t) = ; (kf l)*(Z;?,(t) -ILN’(t)) 
k=O k=O 
N-1 
= C (2k+3)fiN’(t) -N2ZLN’(t) 
k=O 
<3c i (k+l)2g:N’(t) . 
k=O 
After integration and application of Gronwall’s inequality (see, for example, Hartman, 
1973, Chapter III, Section 1, p. 24) with the initial conditions Cc=‘=,< k-t 1) 2giN’ (0) 
< cF=,( k + 1 )*Gk = u this gives inequality ( 17). 
(iii) Consider the compact time interval [ 0, T] for arbitrary T> 0. Inequalities ( 16) and 
(17) givefortE[O,T], 
IgiN’ 1 </c(T)l(k+ 1)2. 
Hence by hypothesis (i) on the transition rates the right hand sides of ( 12)-( 14) are 
uniformly bounded as N--f ~0 and the sequence of functions giN’ ( t) is equicontinuous on 
[0, T] . Applying Arzela-Ascoli’s Theorem with the ‘diagonal’ argument described for 
example by Penrose ( 1989) we find ( 18). That these functions satisfy the infinite system 
( 1) can be seen by integrating both sides of ( 12) from 0 to T, taking the limit N + cc on 
both sides, setting T= t and finally differentiating with respect to t. Cl 
We now summarize the results of Theorem 2 and Lemma 3: 
Theorem 4. Suppose the initial probubility distribution ( gk( 0) }kErm satisfies the following 
conditions: 
(i) 5 (k+ l)*gk(0) <a; 
k=O 
(ii) c [gk(0)12 <m. 
k=O rr, ’ 
(iii) 
k=O 
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where 17, is defined in (3). 
Then the infinite system of equations ( 1) has a unique solution, analytic for t > 0, with 
c gk(t) = 1 
k=O 
(19) 
for all t > 0, that is conservation of the total probability. Furthermore we can represent he 
solution componentwise as a spectral resolution (see ( 11) ) 
gk(f)= c e-‘a”‘ck, k=O, 1, . . . , (20) 
,=0 
which is urnform in any compact subset of the positive real t-axis. The rj, are gicen by 
&= ,$c~!‘ldk with 6~12' as in equation ( 11) and d; ’ as defined in equation (3). 
Proof. It only remains to prove the conservation of total probability. For this purpose we 
observe that for t > 0, 
k@k(t)= f &s(O)- IdT[~~g~(7)-~~+lg\~+,(7)1. 
k=O 
0 
(21) 
Now by our conditions (i)-( iii) and Lemma 3 we have 0 Q gk( T) Q K(t) /(k + 1 )* and thus 
for 7~ [ 0, t] we have 
Ih,g,(r) - /1,V+,!&v+,(r) I <Cdt)I(N+ lYy. 
Finally by taking N * ~0 in (2 1) we obtain 
c &(t)= 2 &(o)=l. i, 
k=O k=O 
4. Conclusion and final remarks 
1. It follows from Lemma 1 and equation (20) in the last theorem that the spectrum is 
always discrete for an analytic birth and death process with algebraic transition rates with 
0 < y < 1, even in the critical case q = lim,,, pk/Ak = 1 (i.e. asymptotically symmetric 
transition rates). This is in agreement with Chihara’s ( 1987) Theorem 3 and Theorem 4 
concerning asymptotically nonsymmetric processes and asymptotically symmetric proc- 
esses with some strong restrictions on the special form of the algebraic transition rates. 
Furthermore for 0 < q < 1 we obtain exponential null-ergodicity, i.e. each of the gk( . ) 
converges to zero exponentially fast as t --) ~0, since 0 E a(A) and the spectrum is nonpo- 
sitive. Unfortunately the method given here does not provide any bounds on the decay- 
parameter like the ones in Calaert and Keilson (1973), Bordes and Roehner (1983), van 
Doom (1985), Chihara (1987). 
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2. Under the conditions of Theorem 4 let us define the operator D:9( 0) + H 
with D=diag(<,}. Obviously D is symmetric and closed on 9(D) = 
(x E H: C,T=, ) djxj 1’ < x}. Since we have CT=,, gk( t) = 1 it follows for all times t > 0 that 
g(t)=(g,,(t),g,(t), . ..)~Handthereforeby (2), 
g(t) =Dx(t) =DeA’D-‘g(O) . 
Hence we can define the evolution operator f: 9(s) *H acting on the domain 
LZ( 3) = (~1 E H: L’ is probability distribution satisfying (i), (ii) and (iii) of Theorem 4) 
and densely defined in a positive cone of componentwise nonnegative sequences with 4?‘- 
norm less than or equal to 1 by s(t) = DeA’D _ ‘. With this it follows that 
g(t+s) =Sl(t+s)g(O) =DeA”+“‘D-‘g(O) =DeA’D-‘DeA’D-‘g(0) 
=S(t)S(s)g(O) 
which leads to the Chapman-Kolmogorop equation s( t + s) = s( t)g( s) . 
3. Obviously Theorem 4 applies to the so called standard solutions, i.e. a set of solutions 
corresponding to initial states g”‘( 0) = ( S,,, . . ., a,,, . .) for i = 0, 1, . . 
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