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The first part of the present PhD thesis is concerned with the reaction mechanism of Cy-
tochrome P450 NO reductase. Two important aspects of this enzyme are studied. 1) The
structural and electronic nature of the key intermediate I and 2) the unusual direct reduction
of the active site by NADH.
In the computational study the inclusion of the entire enzyme structure is important. For
that purpose, an interface for quantum mechanics/molecular mechanics (QM/MM) calcula-
tions with the program packages ORCA and GROMACS is implemented. A QM/MM study
is carried out using density functional theory (DFT) to describe the protein’s active site at
quantum mechanical level (44–142 atoms) and a classical molecular mechanics force field to
describe the remaining parts of the system (about 50000 atoms).
Calculations on two experimentally well characterized intermediates of the reaction cycle are
performed. Structural properties, Mössbauer parameters and IR calculations are in good
agreement with the experimental data.
The third intermediate of the reaction, the key intermediate I, can be observed only under
limited NO concentration and is thus experimentally not well characterized. The structural
and spectroscopic properties of six possible candidates for I are analyzed in detail. The
calculated properties exclude four candidates, leaving two for additional analysis: the singlet
diradicals Fe(III)-NHO•− and Fe(III)-NHOH•.
In further QM/MM calculations two different reaction pathways, connecting all possible in-
termediates, are modeled. In order to perform these calculations the geometry optimization
methodology in ORCA is extended by algorithms for constrained and transition state (TS)
geometry optimization. Additionally, several approaches to exact Hessian matrices that are
used in TS optimization are developed and implemented.
The calculated kinetic and thermodynamic properties for both pathways are used for the
kinetic simulation of the entire reaction course. The kinetic simulation helps to unravel the
nature of intermediate I. It is identified as the singlet diradical species Fe(III)-NHOH•.
For the QM/MM calculations of the reduction of heme-bound nitrosyl by the cofactor NADH
the kinetic isotope effect as well as the calculated activation barrier are in agreement with the
experimental data. The results reveal that the reduction is carried out in form of a hydride
ion transfer. Additionally, they give insight into the factors that determine NADH binding in
the active site and explain the loss of catalytic activity observed in site-directed mutagenesis
experiments.
The calculations on the formation of the N-N bond show that the mechanism behind the
bond formation is spin-recoupling, which is only possible due to the diradical character of
intermediate I.
In a second part of the thesis a more general question is adressed. Namely, the validity of the
point-dipole approximation, which is used in the EPR spectroscopy applications PELDOR
(pulsed electron-electron double resonance) and DQC (double quantum coherence). Both
techniques are used to assign distances in proteins and other macromolecules. The magnetic
dipolar coupling between spin centers in macromolecules is measured experimentally in order
to determine their distance and thus get important insight into the conformation of the en-
tire molecule. For distance determination, a simple point-dipole approximation is frequently
used. In the present thesis, DFT studies on a variety of model systems are performed to
study the limitations of this approximation.
The calculations show that delocalization of the spin density can lead to large errors in the
obtained interspin distances. Even small delocalization leads to errors in the range of 1-2 Å.
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The deviations become dramatic for systems with large delocalization of the spin density, e.g.
unsaturated linkers between the spin centers or aromatic nitroxide systems. For aromatic
nitroxide systems there can even be a dependence on the orientation of the spin-carrying
fragments.
Zusammenfassung
Der erste Teil der vorliegenden Arbeit beschäftigt sich mit theoretischen Untersuchungen des
Reaktionsmechanismus der Cytochrom P450 NO Reduktase und konzentriert sich hierbei auf
zwei wichtige Aspekte des Enzyms: 1) Den Aufbau und die elektronischen Eigenschaften des
Schlüsselintermediates I der Reaktion und 2) die Reduktion des Substrats durch NADH, die
ungewöhnlicherweise direkt im aktiven Zentrum des Enzyms stattfindet.
Für die Studie ist die Berücksichtigung der gesamten Enzymstruktur von Bedeutung. Zu
diesem Zweck wird eine Schnittstelle für Quantenmechanik/Molekularmechanik (QM/MM)
Rechnungen mit den Programmpaketen ORCA und GROMACS implementiert. Es wird hi-
ermit eine QM/MM Studie durchgeführt, in welcher das Aktivzentrum mit Dichtefunktion-
altheorie (DFT) auf quantenmechanischem Niveau (44–142 Atome) und das restliche System
(ca. 50000 Atome) mit einem klassischen Molekularmechanik Kraftfeld beschrieben wird.
Die enzymatisch katalysierte Reaktion verläuft über drei Reaktionsintermediate. Zunächst
werden Berechungen an den beiden experimentell gut charakterisierten Reaktionsintermediat-
en durchgeführt. Die Ergebnisse stimmen gut mit den entsprechenden experimentellen Struk-
turparametern und spektroskopischen Daten von Mössbauer- und IR-Spektroskopie überein.
Das Schlüsselintermediat I der Reaktion kann nur bei niedrigen NO-Konzentrationen beobachtet
werden und ist daher experimentell schlecht zugänglich. Sechs mögliche Kandidaten für Inter-
mediat I werden auf ihre strukturellen und spektroskopischen Eigenschaften hin untersucht.
Vier der Kandidaten können durch Vergleich der berechneten mit den entsprechenden exper-
imentellen Daten ausgeschlossen werden. Die beiden übrigen Kandidaten, die Singulett Di-
radikale Fe(III)-NHO•− und Fe(III)-NHOH•, werden für weitere Untersuchungen ausgewählt.
Im weiteren Teil der Arbeit werden zwei verschiedene Reaktionswege, die alle selektierten In-
termediate miteinander verbinden, modelliert. Um diese Rechnungen durchzuführen, werden
zunächst Methoden zur Optimierung unter Zwangsbedingungen und zur Übergangszustands-
bestimmung in ORCA implementiert. Darüber hinaus werden verschiedene Verfahren zur Bes-
timmung von exakten und genäherten zweiten Ableitungen entwickelt, die zur Optimierung
von Übergangszuständen notwendig sind.
Mit den berechneten Parametern der beiden Reaktionswege wird eine kinetische Simulation
des Reaktionsverlaufs durchgeführt. Diese gibt Aufschluss über die Struktur des Schlüsselin-
termediates. Intermediat I kann als Singulett Diradikal Fe(III)-NHOH• identifiziert werden.
Die QM/MM Ergebnisse eines zentralen Schrittes der Reaktion, der Reduktion des Häm-
gebundenen Nitrosyls durch den Kofaktor NADH, stimmen sowohl mit dem gemessenen
kinetischen Isotopeneffekt, als auch mit der Aktivierungsenthalpie gut überein. Die Rechnun-
gen zeigen, dass der Reduktionsschritt in Form eines Hydridionentransfers abläuft. Darüber
hinaus tragen die Ergebnisse zu einem besseren Verständnis der NADH-Bindung im aktiven
Zentrum bei und können die experimentellen Resultate von ortsspezifischen Mutationsexper-
imenten, die teils drastischen Aktivitätsverlust aufweisen, erklären.
Für die weiteren Teile der Reaktion zeigen die QM/MM-Berechnungen, dass die Knüpfung
der N-N-Bindung über den Mechanismus der Spin-Paarung abläuft. Dies wird erst durch den
Diradikal-Charakter des Intermediates ermöglicht.
Der letzte Teil der Arbeit befasst sich mit der Gültigkeit einer zentralen Näherung, die in der
Elektronenspinresonanz (EPR)-Spektroskopie verwendet wird. Die EPR-Methoden PELDOR
(gepulste Elektron-Elektron Doppelresonanz) und DQC (Doppelquantenkohärenz) werden
verwendet, um Abstände in Proteinen und anderen Makromolekülen zu bestimmen. Hi-
erbei wird die magnetische Dipol-Kopplung zwischen Spinzentren in den Makromolekülen
gemessen. Aus der Grösse der Dipol-Kopplung wird der Abstand zwischen den Spinzentren
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berechnet, was Aufschluss über die Konformation des Moleküls gibt. Für die Berechnung des
Abstands aus der gemessenen magnetischen Dipol-Kopplung wird eine einfache Punkt-Dipol-
Näherung verwendet. In der vorliegenden Arbeit werden DFT-Rechnungen an verschiedenen
Modellsystemen durchgeführt, um die Grenzen der Punkt-Dipol-Näherung zu untersuchen.
Die Berechnungen zeigen, dass eine Delokalisierung der Spindichte zu grossen Abweichungen
in den erhaltenen Spin-Spin Abständen führen kann. Selbst kleine Delokalisierungen können
Fehler in der Grössenordnung von 1–2 Å verursachen. Die Fehler werden noch weitaus grösser
bei Systemen mit stark delokalisierter Spindichte, wie z.B bei aromatischen Nitroxidsyste-
men oder ungesättigten Verbindungsmolekülen zwischen den Spinzentren. Für aromatische
Nitroxidsysteme kann sogar die Orientierung der Spinzentren die Abstände verfälschen.
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11. Introduction
Proteins are biological macromolecules with a large diversity in structure and functionality.
Together with nucleic acids they form the chemical basis of life. Enzymes are proteins that
catalyze chemical reactions.1 All important processes in biological cells are catalyzed by
enzymes, which accelerate reactions by several orders of magnitude. The most prominent
example in terms of rate acceleration is urease, an enzyme that speeds up the hydrolysis of
urea by a factor of ≈ 1014, compared to the reaction in aqueous solution.2
A large number of enzymes contain metal ions. These metalloenzymes are often involved
in processes where reduction or oxidation takes place.3 Photosystem II, the protein complex
which is of central importance for life on earth, converting carbon dioxide to dioxygen with the
aid of solar energy, is probably the most important example of a multi-site metalloenzyme.4
Understanding how enzymes work on a mechanistic, structural and electronic level is of great
importance in contemporary biochemical research. For this purpose it is necessary to gain
knowledge about the intermediates of a reaction. Many intermediates in reactions that are
catalyzed by metalloenzymes have very short life times. Spectroscopy is often the only source
for structural and electronic analysis.5,6
In the last decades a variety of experimental and computational techniques, which are used
to get insight into protein function, have been developed. An overview of these techniques
is given in Section 1.1.1.
The QM/MM (quantum mechanics/molecular mechanics) method, which is introduced in
Section 1.1.2 and in more detail in Section 2.2, was used to study the reaction mechanism
of the enzyme Cytochrome P450 NO reductase (P450nor). Information on the state of
knowledge on P450nor is given in Section 1.2. The results of the study on P450nor obtained
in this work are presented in Chapters 3 and 4.
Electron paramagnetic resonance (EPR) spectroscopy is used in biochemical research to gain
structural information about proteins.7,8 The method is introduced in Section 1.1.3, while
the theoretical background is given in Section 2.3. The validity of approximations that are
used for distance determination in proteins were analyzed as part of this thesis. The results
are presented in Chapter 5.
1.1. Studying Enzymatic Reactions
1.1.1. Overview of Experimental and Computational Approaches
The techniques to analyze protein function are manifold. Since the mid-20th century the
development in biochemical methods has advanced rapidly. Large progress in molecular bi-
ology made it possible to study the composition of proteins and to manipulate their primary
sequence different from the native one.1,9 The determination of three-dimensional protein
structures started in 1958 with the first X-ray structure of myoglobine10 and made it possible
to link protein function and protein structure. Since that time, about 66000 protein struc-
tures (as of early 2011) have been deposited in the protein data bank (PDB, a repository for
the three-dimensional structural data of large proteins and nucleic acids).11,12 From the late
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1980’s on, nuclear magnetic resonance (NMR) has also been applied in three-dimensional
structure determinations of proteins.13 However, the vast majority of protein structures is
obtained using X-ray analysis.a There also exist a plethora of other spectroscopic techniques,
which do not reveal the entire protein structure, but are particularly useful for analyzing the
immediate environment of metals in metalloenzymes: For example, electron paramagnetic
resonance14 (EPR), resonance Raman15–17 (rR), magnetic circular dichroism15 (MCD) and
Mössbauer spectroscopy.18,19 Applying such methods is often the only possibility to gain
information on short-lived intermediates.
However, knowledge of the protein structure does not explain the entire functionality of the
protein. There is no understanding of an enzyme’s function without knowledge about its
reaction mechanism. The intermediates of a whole enzymatic catalytic cycle can nowadays
be examined by applying a variety of biochemical techniques. Catalytic residues can be iden-
tified by site-directed mutagenesis or chemical modification.20 Reaction rate constants for
different reaction steps can be determined with a variety of kinetic experiments (e.g. stopped
flow or quenched flow techniques for short-lived intermediates).21–24
From the computational chemistry point of view, many methods have been developed over
the last decades, which help in understanding protein function at an atomistic or even elec-
tronic level. Classical mechanics (also called molecular mechanics, MM) is applied to study
the dynamics of proteins in aqueous solution usingmolecular dynamics (MD) techniques.25,26
Herewith, the importance of specific intra- and intermolecular interactions and their role in
enzymatic activity can be revealed. In order to study catalytic pathways, classical mechanics
is not sufficient, and more accurate methods are necessary.
With quantum chemical (also called quantum mechanical, QM) methods all intermediates
(also transient ones) and transition states can be modeled. Quantum chemical calcula-
tions provide relative energies and reaction barriers at chemical accuracy (depending on the
method applied).26,27 Not only structural, but also electronic changes that are present in
the course of a reaction can be investigated. The problem in applying QM methods is their
scaling behavior. Depending on the level of theory, the formal scaling is of the order of
O(N3) to O(N7) (where N is the number of basis functions, which is proportional to the
system size).28 With these methods the systems that can be studied may contain 1–10 (for
highly correlated methods) up to 200-300 atoms (for density functional methods). These
methods are thus much too slow for the modeling of an enzyme in an explicit and realistic
solvent.
Instead of modeling the entire protein, small truncated systems, representing the active site
of the protein, are used in cluster calculations.29 Here, the electrostatic effect of the sur-
rounding protein is usually represented by a continuum solvation model. This approach
mimics the protein’s influence in an isotropic manner, but neglects specific interactions of
the truncated active site model with the directly adjacent protein residues. Nevertheless,
many useful results can be obtained with this approach, not necessarily quantitatively, but
qualitatively.
Molecular mechanics methods with empirically parametrized force fields show a much better
scaling behavior than QM methods. They formally scale as O(N2) and are therefore suitable
for an atomistic simulation of systems containing several millions of atoms.4 The important
drawback of these methods, with respect to the simulation of enzyme function, is that they
are not able to describe chemical processes which are based on electronic rearrangements,
such as bond breaking and bond formation, charge transfer and electronic excitations.28 Es-
aIn early 2011, 88% of all protein structures in the protein data bank were revealed with X-ray analysis,
whereas only 12% were revealed with NMR (early 2011 from PDB statistics12).
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pecially metalloenzymes are hard to handle within the MM approach. The interactions in
MM methods have to be parametrized, and parameters for the interaction between ligands
and each individual metal type, which plays a role in biology, have to be provided.30 Unfor-
tunately these parameters are usually not available.
A combination of both techniques, QM and MM methods, led to the development of the
nowadays widely spread QM/MM approach. Its principles are presented in the following
section.
1.1.2. QM/MM Approach
The idea of combining QM and MM methods in order to combine their advantages was
introduced in 1976 by Warshel and Levitt.31 Their ideas follow the basic concept of enzy-
mology, namely, that an enzymatic reaction is effectively catalyzed in a very small part of the
protein, by only few functional groups (residues, cofactors and metals) in the active site. The
other, much larger parts of the protein are not necessarily important for the actual enzymatic
reaction. They instead can play a role in binding processes to other proteins, membranes and
second messengers and in the stability of the overall protein structure (which again ensures
the stability of the active site). Following this concept, the whole enzymatic system (pro-
tein plus cofactors plus explicit solvent) is divided into different subsystems in the QM/MM
approach. The smaller subsystem, which is important for the catalytic reaction, is treated
by an appropriate QM method. The remaining parts of the protein are approximated by a
classical MM force field. This approach can give much insight into enzymatically catalyzed
reactions. Instead of simulating reactions in gas phase, the whole protein structure, including
its steric and electrostatic influence, can be taken into account. Thus, the influence of the
enzyme on reactants and especially transition states can be studied.32 Furthermore, point
mutations can be introduced in silico, which allows to test the influence of a mutation on
enzymatic reactivity.33
The QM/MM approach results in a potential energy function which is applicable on a wide
range of systems. It is used frequently for systems with 10000 to 40000 atoms, where the
smaller QM subsystem has typically 50–100 atoms.34 The concept was initially developed
for proteins, but it can also be used in other areas of application. Studies of DNA, reactions
in an explicit solvent, reactions on the surface of solid states, etc. have been performed in
the past.35–37
The QM/MM approach, its basic schemes, equations and a workflow for a standard QM/MM
calculation are described extensively in Section 2.2. In Chapters 3 and 4 the QM/MM ap-
proach is used to study the reaction catalyzed by Cytochrome P450 NO reductase.
1.1.3. Distance Measurement
Electron paramagnetic resonance spectroscopy can be used to study the structural properties
of proteins or protein complexes. Pulsed electron-electron double resonance (PELDOR) and
double quantum coherence (DQC) are two important and rapidly developing applications of
EPR. With PELDOR or DQC, the magnetic dipolar coupling between two unpaired electrons
can be used to precisely assign distances between spin centers of up to 60 or 70 Å.7,8, 38–41
The spin centers can either be attached to the proteinb (spin labels), or they are already
part of it (e.g. metal ions, transient or stable amino acid radicals, cofactor radicals, etc.).
bThe method can of course be used with any other macromolecular system, either biomolecular or syn-
thetic, provided that the spin centers are present.
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Spin labels are frequently nitroxyl radicals, and data analysis for distance determination is
typically based on a point-dipole approximation, in which it is assumed that the unpaired
electron is localized on the nitrogen-oxygen moiety. However, it is also known that, at shorter
distances or in delocalized systems, the use of the point-dipole approximation is inadequate,
and the relation between the zero-field splitting observed in EPR spectra to intercenter dis-
tances is more complicated.42
If one wants to deduce distances with EPR with high accuracy, it is necessary to evaluate
the limitations of the widely used point-dipole approximation. For this purpose, quantum
chemical calculations are invaluable. Fortunately, concomitant with the progress in exper-
imental EPR spectroscopy, there has been considerable progress in the quantum chemical
calculation of EPR parameters.43 Reasonably accurate values can now be calculated for
organic radicals based on density functional theory (DFT), for hyperfine couplings,44–48 g-
tensors,45 quadrupole couplings,45,49 and more recently also for the two parts of the zero-
field splitting.50–55 It is particularly the zero-field splitting that is of importance for distance
measurements. The biquadratic zero-field splitting (ZFS) D-tensor contains a first order
contribution from the direct magnetic dipole-magnetic dipole spin-spin (SS) interaction, and
a second-order contribution from the spin-orbit coupling (SOC). While the general equations
have been known for a long time,56,57 their realization in a DFT framework has been less
than obvious and it is only recently that general, efficient programs became available that
allow the full treatment of the ZFS in organic51,52,54 as well as inorganic50,53 systems.
In this thesis, the quantum chemical theory of the spin-spin ZFS and important approxima-
tions to it (amongst them the point-dipole approximation) are presented in Section 2.3. In
Chapter 5, the limitations of the point-dipole approximation are analyzed using a dinitroxyl
model system. The origin of these limitations and their implications for distance measure-
ment in larger biomolecules are discussed in detail.
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1.2. Cytochrome P450nor
The major part of this thesis is devoted to the study of the reaction mechanism of the enzyme
Cytochrome P450 NO reductase (P450nor). In this section, different aspects of P450nor are
introduced: its biological context, structural characteristics and the current knowledge about
its reaction mechanism. In Chapter 3 and 4 the intermediates and the mechanism of the
reaction catalyzed by P450nor are investigated with the help of QM/MM results.
1.2.1. Biological Meaning
Nitrate Reduction
Catalyzing the reduction of NO, P450nor plays an important role in fungal dissimilatory den-
itrification (see Figure 1.1).58 Here, the fungus uses nitrate reduction as additional energy
source for anaerobic respiration. The stepwise reduction of nitrate to dinitrogen is catalyzed
by different enzymes (as illustrated in Figure 1.1).
Nitric oxide is an intermediate of nitrate reduction. A prolonged increase in NO concentra-
Figure 1.1. – Denitrification pathway for the reduction of nitrate to dinitrogen. The
catalyzing enzymes are indicated below the arrows (NaR: Nitrate Reductase, NiR: Nitrite
Reductase, NOR: NO Reductase, N2OR: N2O Reductase).58 Roman numerals indicate
the oxidation state of nitrogen.
tion is toxic.c,61–63 Thus, nitric oxide, which is produced in high amounts in denitrification,
has to be converted fast and efficiently.
Cytochrome P450 Superfamily
P450 NO reductase is a member of the Cytochrome P450 superfamily. The P450 superfamily
obtained its name from the unusual absorption band at 450 nm of the carbon monoxide
bound enzyme.64 The first member of the superfamily was discovered more than 50 years
ago.65 Since that time, several thousands of distinct P450 members were found in all
different branches of life. They form a diverse group, not only in terms of their biological
function, but also in terms of substrate selectivity, and they are involved in a large number of
different reactions.66 Among these reactions are essential processes like the detoxification of
xenobiotics, drug metabolism, biosynthesis of hormones, bioregulatory functions, etc. In most
of these reactions, P450 enzymes are acting as monooxygenases, inserting one oxygen atom
from dioxygen into nonpolar groups (e.g. aliphatic C-H groups).5,66 Without a catalyst,
such a reaction needs very high temperature and proceeds highly unselectively.67 This makes
P450 enzymes exciting catalysts. Much scientific interest arose in the last decades, not only
out of pure interest in understanding their mechanistic details (as e.g. ≈ 70% of the drugs
taken orally are metabolized by P450 enzymes5), but also due to the potential transfer of
knowledge to applications in catalytic chemistry.
cNO is poisonous, although it can also act as a second messenger. As a signaling molecule, it occurs at
much lower concentration levels and is synthesized by different enzymes in different cellular compartments.59–62
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P450 NO Reductase
P450NO reductase was first described in 1991 as an enzyme from Fusarium oxysporum,
a fungus which lives in soils and can live under aerobic as well as anaerobic conditions.68
P450nor is a 46 kD monomeric protein with a high molar activity of 72000.69 Under anaerobic
conditions it catalyzes the reduction of NO to N2O using NADH as electron donor:
2 NO+ NADH+ H+ → N2O+ H2O+ NAD
+ .
Interestingly P450nor is a reductase, whereas most P450 enzymes work as monooxygenases.
For this reason it has an outstanding role in the P450 family.
1.2.2. Structural Characteristics
All P450 enzymes have the same prosthetic heme group in common (see Figure 1.2).66 Heme
consists of a protoporphyrin IX which is coordinating an iron ion. Protoporphyrin IX is a large
heterocyclic organic ring containing four pyrrole rings, which are linked by methene bridges.
The large ring has eight substituents, two propionate, two vinyl and four methyl groups.1









Figure 1.2. – Common heme prosthetic group from the active site of P450 enzymes
(left figure made from crystal structure, PDB code 1CL670).
of the protein and via salt bridges between propionate groups and residues from the protein.
The cysteine residue, which is acting as a fifth ligand on the proximal heme side, is a specific
characteristics of P450 enzymes, as other hemoproteins usually have a histidine ligand at
this position.71 The sixth coordination site of iron is on the distal heme side, opposite to
cysteine. Water or incoming ligands are bound and the reaction takes place at this position.
The first X-ray crystal structure of P450nor was obtained in 1997 and showed that the
enzyme exhibits a large heme distal pocket, which connects the sixth coordination site to
the protein surface.72 This is visualized in Figure 1.3, where the channel reaching from the
protein surface to the active site is shown. The discovery of the large heme distal pocket
gave a hint at the mechanism, how NADH (nicotinamide adenine dinucleotide) might reduce
the enzyme (see next paragraph).
NADH Binding
Nicotinamide Adenine Dinucleotide Before coming to NADH-binding in P450nor, the
structural and biochemical properties of nicotinamide adenine dinucleotide are presented in
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Figure 1.3. – Crystal structure of Cytochrome P450 NO reductase (PDB code 1CL670)
showing the location of the heme group and the heme distal pocket. The protein is
shown in surface representation and the heme group with the NO ligand in the ball-and-
stick representation. On the left side, the entire protein is shown. On the right side, a
view from the protein exterior in the direction of the active site is given, showing the
heme distal pocket and channel reaching from the protein surface to the heme group.
Note that overlapping residues cover a large part of the heme distal pocket.
more detail.73
The structure of NADH is drafted in Figure 1.4. NADH consists of two nucleotides (a ribose
covalently bound to adenine — lower nucleotide — and a ribose bound to nicotinamide —
upper nucleotide) which are connected by two phosphate groups.1 In Figure 1.5 the structure
of nicotinic acide adenine dinucleotide (NAAD) is shown, which is a dinucleotide similar to
NADH that possesses a carboxyl group where NADH has an amide group. NAAD is used in
crystal structure analysis of P450nor and will be mentioned in the next paragraph.74
NADH plays a central role in the metabolism of all types of living cells. Here, it occurs in
many different redox reactions, where it accepts or donates electrons in form of a hydride
ion.1 In the metabolizing cell, NADH and NAD+ are continuously converted into one another
as illustrated in Figure 1.6. The redox midpoint potential of the redox pair NAD+/NADH
is relatively low (-320 mV at pH 7), which makes NADH a strong reducing agent.1
NADH and NAD+ show high UV absorbance at different wavelengths (NAD+ absorbs at 260
nm, whereas NADH absorbs at 260 and 340 nm), which makes it relatively easy to measure
their ratio in a kinetic experiment.1
NADH in P450nor Usually, bacterial NO reductases use electron carriers in order to
transfer the electrons from the reducing cofactor to the heme center.58,75 P450nor is an
exception, it only uses NADH, without other cofactors. Thus, for some time the question was
open how the electrons are transferred from NADH to the active site. An additional aspect
of NADH oxidation is that it is usually oxidized in two steps with the help of one-electron
carriers. Due to the lack of one-electron carriers it was not clear whether, in the course of
the reaction, NADH is oxidized in one step by two electrons, or twice by one electron.
The large heme distal pocket was suspected to be a potential NADH-binding site. A unique
accumulation of positively charged amino acids (Lys and Arg) is present in the upper part




























































Figure 1.6. – NADH is shown in its two
states, the reduced form (NADH) on the left
side and the oxidized form (NAD+) on the
right side.
Mutation studies supported this hypothesis by showing that these residues are important
for NADH-binding, and that especially Arg64 and Arg174 in this region are vital for NADH-
binding.76,77 Later, Daiber and coworkers showed by kinetic isotope effect (KIE) studies
that the reduction of the NO-bound species is stereoselective with respect to NADH.78 The
question on NADH-binding could finally be answered in 2004 when the crystal structure of
P450nor with a bound cofactor became available, providing much experimental information
on NADH-binding — unfortunately, not NADH itself, but only the slightly different NAAD
(see again Figure 1.5) could be cocrystallized with the protein.74 This crystal structure shows
that the cofactor binds directly in the distal heme pocket, with the hydride transfer group
being in direct proximity to the sixth coordination site of iron (see Figure 1.7). Arg64 and
Arg174 can be seen to interact strongly via salt bridges with the pyrophosphate moiety at
the center of the cofactor, while the other positively charged residues form hydrogen bonds
with other parts of the dinucleotide via water molecules. These two studies (on the KIE and
on the cofactor-bound crystal structure) gave enough experimental evidence to confirm the
hypothesis of direct reduction by NADH.
Interestingly, two negatively charged residues (Glu71 and Asp88) were also found in the
vicinity of the positively charged cluster. It turned out that they are acting like guards for
Arg64.79,80 Without the cofactor they form salt bridges with Arg64, whereas after dinucleotide
binding the Arg64-Asp88 salt bridge breaks. This interaction destabilizes NADH-binding in
P450nor, which is found to be important for the mechanism of rapid NADH release after
reduction. It is concluded that P450nor has a rather low affinity for NADH, which is crucial
1.2 Cytochrome P450nor 9
Figure 1.7. – Crystal structure of Cytochrome P450 NO reductase (PDB code 1XQD74)
cocrystallized with NAAD, showing the cofactor bound in the heme distal pocket. The
protein is shown in surface and cartoon representation; the heme group, NAAD and
residues that are binding to the cofactor are shown in ball-and-stick representation.
for the NAD+ release after the reduction.
Thr243, a residue which is highly conserved in P450 enzymes, is well-known for providing
protons for the monooxygenase reaction in usual P450 enzymes.81 In P450nor, Thr243 is
essential for the reduction step.81–83 In the crystal structure with NAAD, Thr243 interacts
with the carboxyl group of the nicotinic acid, leading to the assumption that the conserved
Thr243 is important for the recognition of the nicotinamide group in NADH-binding.
Proton Transfer Network
Protonation is an important step in the P450nor reaction cycle. In the X-ray structure, a
pathway for proton delivery, which reaches from the protein surface to the reaction site,
could be revealed.72 This hydrogen bond network goes via the hydroxyl group of Ser286 and
the carboxyl group of Asp393. Mutants of Ser286 and Asp393 show a dramatic decrease of
enzyme activity, confirming their role for the reaction mechanism.70,84 When the cofactor
is present in the heme-distal pocket, the original hydrogen bonding network is disrupted and
rearranges, connecting the reaction site of iron with the protein surface.74 Asp393 and Ser286
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are still involved in the newly formed hydrogen bonding network. However here, Ser286 plays
two different roles:
• it participates in the hydrogen bonding network, and
• it is also involved in the recognition of the cofactor.
1.2.3. Catalytic Cycle
The reaction catalyzed by P450nor was first discovered in 1991. In the following years,
it was revealed that three reaction intermediates can be observed in the P450nor reaction
cycle. They can be distinguished by different Soret bands in their absorption spectra, and
represent:69
• the resting state (1),
• the NO-bound state (2) and
• an intermediate I.
A mechanism which connects the three intermediates is shown in Figure 1.8.d The first
two species are experimentally well accessible, so that a large amount of experimental data
exists.70,72,83–87 Consequently, there is also a consensus about their properties.88–90
The third intermediate is not easily accessible to experimental structural analysis due to its
short lifetime, and thus no exhaustive knowledge about its composition can be obtained.
Also the spectroscopic data about intermediate I are quite limited. This lack of data on the
experimental side is mirrored by a variety of structures proposed from both experimental and
computational studies.78,89,91,92
Resting State
The resting state of the enzyme carries a low-spin ferric iron with a water molecule bound
at its distal coordination site.86,87 EPR experiments showed that part of the enzyme also
exist in the ferric high spin state, in which iron is five-coordinate and does not carry a water
molecule.85
Binding of Nitric Oxide
The ferric NO-bound state ({FeNO}6 according to the Enemark-Feltham notatione) is formed
through replacement of the water molecule by an NO molecule. The formation of the NO-
bound state is relatively fast with a binding rate of k = 26 × 106 M−1 s−1.69 The high
binding rate is made possible by the large heme distal pocket.
The crystal structures and, more importantly, EXAFS data show that the Fe-NO unit is bent
with an Fe-N-O angle of ≈ 160◦.70,86 For quite some time it was speculated whether this
bending is a steric effect of the protein active site, or an electronic effect. With the help of
model complexes it could be shown that the bent Fe-NO unit is an intrinsic feature of ferric
heme-nitrosyl species coordinated with cysteine.96 It could be shown computationally that
the Fe-N-O bending is a σ-trans effect of the axial thiolate ligand onto the NO ligand.90
Electronically, a σ-backbond from the S-Fe σ-bond into the NO-σ⋆ orbital is formed, and
this slightly favors the tilted structure.
dOnly one scenario, the mechanism via the doubly protonated intermediate I, is shown.
eFor metal-nitrosyl complexes {M(NO)x}n the Enemark-Feltham notation gives the number n of electrons
in the metal-d and the NO-pi⋆ orbitals, without assigning a formal oxidation state on M or NO.93–95


























































Figure 1.8. – Reaction pathway for the reduction of NO to N2O as proposed by Daiber
et al.89
Formation of Intermediate I
Intermediate I is generated via the reduction of the NO-bound state by NADH. The reduction
by NADH is the rate-limiting step in the P450nor reaction cycle, with an experimental rate
constant of k = 0.9×106 M−1 s−1 (which corresponds to a barrier height of 8.8 kcal/mol at
10◦C).69 Intermediate I is seen as the key intermediate of the P450nor reaction cycle. It is
not always observed, except only under certain reaction conditions.69,78,89 When NADH is
added to the NO-bound enzyme, two different experimental observations are made depending
on the prevailing NO concentration [NO] (compared to the enzyme concentration [E]):
• At very low NO concentrations ([NO] ≈ [E]) → I can be observed (besides 1 and 2).
• At high NO concentrations ([NO]>>[E]) → I is not observed (only 1 and 2 are
detected.
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Under the latter reaction conditions, I decomposes so quickly that it doesn’t accumulate.
The structural and electronic nature of intermediate I has been discussed for quite a long
time.58,69,78 Several DFT cluster model studies were carried out to find a satisfying an-
swer.88,91,97,98 It is consensus nowadays that the intermediate is either of two possibilities:
• The singly protonated form of the reduced NO-bound state (formally [Fe-NHO]2+, 3).
• The respective doubly protonated form (formally [Fe-NHOH]3+, 4).
Note, that in Figure 1.8 only the latter scenario is shown.
The most convincing computational study about intermediate I was performed by Lehnert et
al.,91 who used vibrational spectroscopy and pKA-values in order to correlate their modeled
structures to experiment. They claimed that the doubly protonated form [Fe-NHOH]3+ is 8.6
kcal/mol more stable than the singly protonated form, and that electronically it corresponds
to a Fe(IV)-NHOH− species.f
Decomposition
Intermediate I finally decomposes to yield nitrous oxide and water. The decomposition is
initiated by the addition of another NO molecule to intermediate I in the active site.
Experimentally, a convincing reaction rate for the decomposition process has not yet been
obtained. All experimental kinetic data on the last reaction step were obtained under limited
NO concentrations, and thus under the condition that almost all NO is bound as intermedi-
ate I. The rate of decomposition observed in this manner thus depends highly on the back
reaction of intermediate I to the resting state and free NO. It is a known fact that decom-
position is faster than intermediate I formation,89 and thus at least an upper barrier for the
activation enthalpy of the decomposition reaction rate is known (8.8 kcal/mol, see previous
paragraph).
Computationally the decomposition reaction was modeled in two DFT studies.91,98 They
found barriers of 26 and 35 kcal/mol, which are far too high compared to the here given
upper barrier.
fThe electronic state is, however, not in agreement with experimental Mössbauer data, obtained for
intermediate I later (see also Chapter 3) and Figure B.1.
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2. Methods
As a part of this thesis, three implementation projects were carried out. These projects are
related to the fields of geometry optimization, QM/MM methodology and theoretical EPR
spectroscopy.
Geometry optimization The existing geometry optimization methods in the QM pro-
gram package ORCA99 were extended. Transition state (TS) optimization and constrained
optimization were implemented following algorithms described in the literature.100,101 Ad-
ditionally, two approximations to the exact Hessian matrix, needed for TS optimization,
were developed and implemented. The methodologies and their background are described in
Section 2.1. The implemented methods were used in the calculations that are described in
Chapters 3 to 5.
QM/MM methodology The QM/MM interface of the MM program package GRO-
MACS102 was extended in order to be applicable with ORCA. Additionally, QM-MM VDW
interaction terms were implemented in the energy and gradient calculation part of the ORCA
code. These terms were implemented in ORCA in order to make an optimization (performed
by ORCA) possible, in which the QM system is interacting with surrounding MM atoms that
are represented by their atomic point charges and Lennard-Jonesa coefficients. This allows
the ORCA user to perform
• a QM/MM optimization (with ORCA/GROMACS) applying a microiterative optimiza-
tion scheme or
• use the ORCA optimizer (without GROMACS) for a QM/MM optimization, in which
the MM atoms are kept fixed.
The latter is of importance, since TS optimization methods are not implemented in GRO-
MACS, but in ORCA.
A QM/MM study was performed on Cytochrome P450nor, using the implemented QM/MM
methodology and geometry optimization methods. The results of the study are summarized
in Chapters 3 and 4.
Approximations to Spin-Spin Zero-Field Splitting Finally, in Section 2.3, the theoretical
derivation of different approximations to the spin-spin zero-field splitting is given. The
equations were implemented in a development version of ORCA.
Results obtained with the approximate treatment are compared to those results obtained
with the exact treatment in Chapter 5. This enables us to study the limitations of different
approximations that are used in the experimental EPR community.
aLennard-Jones coefficients for the description of the QM-MM VDW interaction.
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2.1. Geometry Optimization
Probably the most important step in quantum chemistry applications is the optimization of
molecular structures. Geometry optimization usually has to be done before other properties
of a chemical system can be calculated. Optimized geometries are of importance for the
calculation of thermodynamic and kinetic properties of a chemical reaction, relative energies
of isomers, spectroscopic properties and many more. In the field of geometry optimization,
different minimization schemes can be used. The fastest and most accepted way to optimize
systems with a few to several hundreds of atoms (which is the target group of molecules
for quantum chemical methods) is to use second-derivative optimization algorithms. With
such methods usually up to several dozens of optimization steps are sufficient to find an
equilibrium geometry. The overall convergence of the optimization is improved by avoiding
too large steps, and it is much accelerated by performing the geometry steps in internal
coordinates (instead of the usually used Cartesian coordinates).
An overview of a typical geometry optimization is illustrated in the flowchart in Figure 2.1. In
this section, we first describe the properties of the energy landscape of a molecular structure,
before coming to different aspects of geometry optimization. In summary, the following
topics are discussed:
• Second-derivative minimization algorithms,
• step size control,
• transition state optimization,
• transformation between coordinate systems,
• initial Hessian and Hessian update,
• constrained optimization.
2.1.1. Potential Energy Surface
To understand the concept of geometry optimization, it is helpful to first have a look at the
properties of the potential energy surface (PES) of a molecular structure (see also the book
chapter by Hratchian and Schlegel103). A PES is a multi-dimensional hypersurface, in which
the energy of a molecular system is a function of the coordinates of its N nuclei (where N
is the number of atoms in the system).
Important points on a hypersurface are stationary points, i.e. points with zero gradient (see
equation (2.2)) in all directions. For a chemical system, two classes of stationary points are
relevant: minima and first order saddle points. They can be distinguished by the curvature of
the PES at the stationary point. The curvature at any point on the PES can be determined by
calculating the Hessian matrix. The latter is the second derivative of the energy with respect
to all 3×N coordinates (for its definition see equation (2.2)). Calculating its eigenvectors and
eigenvalues yields the principal directions of the system with corresponding pure curvature.
A positive (negative) eigenvalue of the Hessian matrix means that the PES is curved to the
left (right) in the direction of the respective eigenvector.
A minimum is defined as a stationary point with a positive definite Hessian matrix (i.e. all
eigenvalues are positive). A saddle point on the other hand has at least one negative Hessian
eigenvalue. The number of negative eigenvalues defines the order of the saddle point. If
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Calculate internal coordinates (2.1.5)
Estimate initial Hessian H˜q (2.1.6)
Input Carte-
sian coordinates
Calculate E and gx
Transform gradient
to internals (2.1.5)
Determine step using Hq













Figure 2.1. – Flowchart of a typical geometry optimization. For the important steps
references are given to the respective sections.
the point has one (two, etc.) negative Hessian eigenvalues (and all other eigenvalues are
positive), then the respective stationary point is a first- (second-, etc.) order saddle point.
It will become clear below that only first-order saddle points are chemically relevant.
A PES can be fully displayed in internal coordinates only for two-atomic molecules. For
larger molecules one usually chooses one or two degrees of freedom of interest (here denoted
x and y) and draws the energy of the system as a function of x and y . For each point on
the thus displayed PES the energy of the system is usually minimal with respect to all other
degrees of freedom.
In Figure 2.2 a simplified, two-dimensional PES is drawn. Let us assume that the PES shows
two competing reactions of an educt A to two different products B and C (i.e. the reactions
A → B and A → C ) via two different transition states AB‡ and AC ‡ and that the two
chosen internal coordinates are two different bond lengths of the molecular structure. Three
local minima are shown in Figure 2.2, corresponding to the three stable intermediates A,














Figure 2.2. – Illustration of important stationary points on a Potential Energy Surface.
is, moving away from a minimum automatically leads to increasing energy. In the chemical
reaction A → B , the system is climbing upwards from A to the first order saddle point
AB‡ (red curve in Figure 2.2).b After the saddle point is reached, the system continues its
way downhill to the minimum B . AB‡ thus corresponds to the TS of the chemical reaction
A→ B . From this example it becomes clear that only first-order saddle points are important
for chemical reactions. Such a first-order saddle point has to be traversed in order to come
from one minimum to the other. The barrier to reach it determines the minimum energy
that has to be spent for the reaction to take place. What can also be drawn from Figure 2.2
is the meaning of the Hessian eigenmode corresponding to the negative eigenvalue of the TS
(also called TS mode or TS eigenvector). The TS eigenvector points in the direction of the
reaction from A to B . With respect to all other directions, the saddle point is left curved
(but only one of them is shown here). The path A → C can be similarly described as that
of A→ B .
Higher order saddle points (e.g. the second-order saddle point in Figure 2.2) are not of
interest for the study of chemical reactions.
Whether one (A → B) or the other (A → C ) reaction takes place depends on the relative
stability of the intermediates A, B and C , on the barrier heights from A to AB‡ and AC ‡
and on the reaction conditions applied (thermodynamic or kinetic control).
2.1.2. Second-Derivative Methods
Having introduced the properties of a PES, we can now turn our attention to methods that
are used to find stationary points on the PES.
The energy at any arbitrary point p on the PES (which corresponds to a specific molecular
bThis is an illustrative approach to describe the chemical reaction A → B, neglecting dynamic effects,
etc.
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configuration) can be formulated by the Taylor expansion around another point k,
E (p) = E (k +∆s) = E (k) + gTk∆s +
1
2
∆sTHk∆s + ... , (2.1)








































and ∆s being the displacement vector from k to p.
Quadratic Approximation
Experience shows that the local properties around stationary points on a PES can approx-
imately be modeled by a quadratic hypersurface (quadratic approximation). Within this
approximation, all terms in the Taylor expansion of third order or higher are neglected,




Equation (2.4) gives a good approximation to the energy at any point near a stationary
point. Differentiating this equation with respect to ∆s results in the relation:
dEQA(k +∆s)
d∆s
= gk + Hk∆s . (2.5)
We are looking for a step ∆s which brings us to a stationary point. At a stationary point the
gradient vanishes, and the left side of equation (2.5) becomes zero (stationary condition).
Reordering the obtained equation finally leads to the Newton-Raphson (NR) step:
∆sNR = −H−1k gk , (2.6)
for which information about the first and second derivatives is needed.
In the ideal case of a quadratic surface, and with exact knowledge of the gradient gk and
the Hessian Hk , the stationary point could be reached within one single Newton-Raphson
step ∆sNR . However, in practice, the PES is not exactly quadratic and thus more than one
geometry step is needed to reach the stationary point.
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Quasi-Newton Step
Unfortunately, the calculation of the exact Hessian matrix Hk is much more expensive than an
energy or gradient calculation. It is thus very advantageous not to calculate Hk explicitly, but
to use an approximate Hessian matrix H˜k instead. This then defines the Quasi-Newton (QN)
step:
∆s = −H˜−1k gk . (2.7)
The approximate Hessian (there exist different methods to form an approximate Hessian, see
Section 2.1.6) is usually constructed only once at the beginning of the geometry optimiza-
tion. In the course of the optimization several geometry steps are taken and the approximate
Hessian can be improved by using Hessian update schemes (see Section 2.1.6). This ap-
proach slightly increases the number of geometry optimization steps needed to converge
to a stationary point, but on the other hand a significant amount of time is saved in the
determination of the Hessian matrix.
2.1.3. Step Size Control
The quadratic approximation is only valid for a small region around the stationary point. If
a step is too large, it can end up outside of the quadratic region and thus deteriorate the
convergence of the optimization procedure. Thus, the step size has to be controlled.
The simplest method to control the step size is to scale down the length of each component
si and the average length of ∆s, if they are too large.
A more elaborate approach is the rational function optimization (RFO), which is quite often
used for step size control.
Rational Function Optimization
In the RFO approach,104,105 the second order Taylor approximation of equation (2.4) is
expanded with a scaling factor in the following way:







The scaling factor (1 +∆sTS∆s) is step size dependent. Equation (2.8) can be rewritten
as:
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cIf the denominator of (2.9) is set to 1, the equation results in the quadratic model equation (2.4).
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and corresponding eigenvalues λ. The step ∆s can then be evaluated from the eigenvector
with the lowest eigenvalue, λ0. As the optimization converges, λ0 approaches zero.
2.1.4. Transition State Optimization
TS optimization is used to find first-order saddle points on a PES. It searches for a point on
the PES which is maximal with respect to one eigenvector of the Hessian and minimal with
respect to all other eigenvectors. A very efficient method for this purpose is the partitioned
RFO approach. Here, a distinct eigenmode, which should be maximized, can be chosen at
the beginning of the procedure. The approach, including its implementation, is described in
the following. A flowchart for a typical TS optimization is drawn in Figure 2.3.
Eigenvector Following
The Newton-Raphson step (equation (2.6)) can be reformulated in terms of the eigenspace
of the Hessian matrix:
∆s = −H−1g = −
∑
i








with vi and bi being the eigenvectors and eigenvalues of the Hessian matrix H and
fi = v
T
i g , (2.13)
being the component of g along the Hessian eigenvector vi . This equation forms the basis
of the well-established eigenvector following (EF) method.100,105
In the limit of the local quadratic approximation, the NR step ∆s leads to the nearest
stationary point on the PES. The orientation of the NR step in each direction vi depends
on the respective eigenvalue bi . It is directed along the gradient for each vi with negative
eigenvalue bi (minimization), and opposite to the direction of vi with positive eigenvalue
bi (maximization). Thus the stationary point where the NR step ends up can be either a
minimum, or a saddle point, depending on the curvature of the PES (and the eigenvalue
composition of the Hessian) at the actual starting point k.
This behavior implies that only for points k with exactly one negative Hessian eigenvalue
(i.e. for k in the realm of the TS) the algorithm can find a first order saddle point. If the
Hessian has a different composition, the NR step is not leading in direction of the desired
region, but to a minimum or a higher order saddle point. This means that, when applying
the NR method, the starting point has to be very close to the requested stationary point.
This is a severe drawback of the NR step.
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Hessian Eigenvalue Shift
A solution to this problem is a simple modification of the NR step. A constant λ is subtracted







This modification guides the step into the direction of a stationary point with the desired
characteristics. The shift λ of the Hessian eigenvalues bi can also be interpreted as changing
the eigenvalue structure of the Hessian. Depending on the shift, the number of negative and
positive effective Hessian eigenvalues (bi − λ) can be influenced.
Partitioned Rational Function Optimization
Banerjee et al. showed that equation (2.14) can also be obtained within the RFO approach
(see Section 2.1.3).105 Starting from equation (2.14), they went a step further and par-
titioned the TS optimization problem into two separate optimization problems. Here, the
energy is
1. maximized along one Hessian eigenmode and
2. minimized along the remaining eigenmodes.
The full (N + 1) × (N + 1) augmented Hessian matrix (for a system with N degrees of
freedom) is thus divided into two smaller partitioned RFO (P-RFO) matrices, namely a 2×2













for maximization along the k-th mode, and a N × N matrix (as given in the eigenvalue
equation 2.16),
λ1 f1






























for minimization along all other modes.
In theory, λp is obtained as the largest eigenvalue of the 2×2 augmented Hessian in equation
(2.15) and λn as the lowest eigenvalue of the N×N augmented Hessian in equation (2.16).
In practice, λp and λn are not determined by diagonalization of the two reduced augmented
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and λp can thus directly be calculated from the eigenvalue bk and gradient fk of the TS vector.
Note here that λp is always positive and ensures that the effective Hessian eigenvalue (bk−λp)
is negative.







From this relation, λn cannot be calculated directly, but has to be solved iteratively. Some
care has to be taken when determining the solution to λn. In order to yield valid effective
Hessian eigenvalues for minimization, it has to fulfill the following conditions:
1. λn < 0 and
2. λn < bi , for i 6= k .
These conditions ensure that all effective Hessian eigenvalue (bi−λn) (for i 6= k) are positive.
If a solution, fulfilling the above conditions, is not found, then the eigenvalue composition
of the actual Hessian matrix can be modified:
• all eigenvalues are shifted upwards by a constant (e.g. smallest bi (i 6= k) +10−4) or
• all negative, non-TS mode eigenvalues (bi < 0, for i 6= k) are multiplied by a factor
of −1.
Usually a valid λn can be determined after one of the above modifications.













, if i 6= k .
(2.19)
Mode Following
The mode l , which has to be maximized, is usually chosen to be the mode with the lowest
eigenvalue (l = 0). But this is not necessarily the case. The described algorithm can also be
used to maximize along a different mode (l > 0). In principle any mode can be chosen as TS
mode at the beginning of the TS optimization and the algorithm attempts to follow the same
mode throughout the calculation. Here, the problem arises that the Hessian eigenvectors
change with every optimization step. In order to find the mode in the actual iteration j which
corresponds to the TS mode vTS from the previous optimization step j − 1, the overlap ov
between all Hessian eigenvectors vi (from the actual iteration) and vTS (from the previous
iteration) is calculated and vi with highest overlap is chosen.
ovi = vTS , j−1 · vi , j (2.20)
In the course of the TS optimization, the eigenvalue corresponding to vTS ideally becomes
the lowest one.
If this is the case, i.e. if l = 0, the mode following algorithm is switched off and the mode
with lowest eigenvalue is followed in the remainder of the TS optimization.
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Calculate internal coordinates
and eventually add relevant in-
ternal coordinates (2.1.5),





Calculate E and gx
Transform (Hessian and) gradient
to internals (eq. (2.25) and (2.26))
Diagonalize Hessian (vi , bi ),
form fi ’s (eq. (2.13))
Define vl to
be maximized
l 6= 0: Determine vl
to be followed (eq.
(2.20)); l = 0: Follow
the lowest mode v0
Determine λp and λn
(eq. (2.17) and (2.18))
















Figure 2.3. – Flowchart of a typical TS optimization. References to the respective
equations and sections (bold) are given.
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2.1.5. Transformation between Coordinate Systems
In quantum chemical calculations, the energy and the gradient are usually determined in
Cartesian coordinates. The geometry optimization step is, on the other hand, most ef-
ficiently carried out in an internal coordinate system. Here, the quadratic approximation
(basic assumption of all second-derivative methods, see Section 2.1.2) is best fulfilled.103,107
An internal coordinate system consists of a set of bond lengths, bond angles and dihedral an-
gles of the molecular system. There are several types of internal coordinate sets, and we are
focusing on the most widely used for small to medium sized molecules: the set of redundant
internal coordinates. Such a set includes, as the name already suggests, a higher number
of coordinates than the necessary 3N − 6(5) degrees of freedom (usually about 3 − 4 × N
internal coordinates, for a system with N atoms).d
In this section, first the standard build-up of a redundant internal coordinate set is described,
before the necessary transformations between the Cartesian coordinate system and the in-
ternal coordinate system are discussed.
Setup of Internal Coordinates
A redundant internal coordinate set consists of bond lengths, bond angles and dihedral
angles. Their definitions are summarized in Figure 2.4. The construction of such a set (as
 
	ABCDE
Figure 2.4. – Definition of the internal coordinates: bond lengths, bond angles and
dihedral angles. The equations to determine the values of the internal coordinates from
the Cartesian coordinates of the atoms are given (qb, qa and qd).
e.g. implemented in ORCA) consists of three consecutive steps:
Bonds In the first step, regular bonds are assigned to all atom pairs i and j , whose in-
teratomic distance is smaller than 1.3 times the sum of tabulated covalent radii of atoms i
and j .
dOne has to remove these redundancies before the geometry step is determined, as will be discussed later.
24 2 Methods
Since this procedure might result in an incomplete set of bonds with disconnected fragments
(e.g. for a system with different, separated molecules), it is checked after the generation
of the regular bonds whether there are still fragments in the overall system that are not
connected. If two or more such fragments are found, the first two fragments (here named A
and B) are connected with an interfragmental bond between the closest atom pair between
A and B. Additional interfragmental bonds are added, if there are other closee atom pairs
between A and B. This procedure is repeated until all fragments are connected.
The definition of all bond and dihedral angles in the following two steps is based on the thus
obtained set of regular and interfragmental bonds.
Bond Angles In the second step of the setup, a bond angle is assigned to all atom triplets
out of pairs of bonds, which have exactly one atom in common (e.g. as atom j in bonds ~b1
and ~b2, shown in Figure 2.4).
If a bond angle (qa) is larger than 175◦, it is categorized as a linear bond angle.f In this case
not only one, but two angle coordinates have to be assigned. Hereto, the positions of the
three atoms are projected onto two orthogonal planes, as illustrated in Figure 2.5, and the
two angles are determined as the angles of the projected vectors.
Dihedral Angles In the third step of the coordinate setup, a dihedral angle is assigned to
atom quadruples of directly neighboring bond angles, which share two atoms in the following
manner (see also Figure 2.4): Let us assume, one bond angle is defined by the atom triplet
i − j − k , and another bond angle is defined by the atom triplet j − k − l . In this case, a
dihedral angle is assigned to the atom set i − j − k − l .g
Add/Remove Internal Coordinates The automatically generated set of redundant inter-
nal coordinates can be modified. It is convenient (e.g. for TS optimizations, where the
internal coordinate setup might not recognize a bond between two atoms belonging to the
TS mode) to manually modify the above, automatically built set of redundant internal co-
ordinates. Bonds, bond angles and dihedral angles can be added (removed) to (from) the
automatically generated set.
Transformation between different Coordinate Sets
Once the internal coordinate set is built, the values for the respective coordinates can be
easily determined from the Cartesian coordinates by using the equations given in Figure 2.4.
The transformation is much more elaborated for the reverse direction (internal to Cartesian
coordinates). The gradient and Hessian can be transformed in both directions in a relatively
straightforward manner. These transformations have been described in the literature, and
here we are following the descriptions from Peng et al.101 (another excellent publication was
written by Bakken and Helgaker108). Before describing how the transformations are carried
out, it is necessary to introduce Wilson’s B matrix and the mathematical concept of the
generalized inverse.
eClose here means that if the closest atom pair between A and B has a distance of d0,AB , then all atom
pairs between A and B with a distance of up to min(1.3× d0,AB , d0,AB + 2 Å) are selected as interfragmental
bonds.
fLinear bond angles require special attention, since their existence can lead to problems with regard to
Wilson’s B matrix.108
gNote that e.g. the pair of bond angles i-j-k and i-j-l would not result in a dihedral angle.






































Figure 2.5. – Definition of a linear angle. The two planes, on which the atomic positions
are projected (x − y , x − z or y − z plane), are chosen depending on the position of i , j
and k in the Cartesian space. The two planes, on which the vector (~i − ~k) has highest
magnitude, are used for the definition of a linear angle. In this figure, these are the x−z
and y − z planes.
Generalized Inverse Only for quadratic, nonsingular matrices A there exists a well-defined
inverse matrix A−1. For other types of matrices with linear dependent rows or columns, the
usual inverse A−1 is not defined. In such cases, the generalized inverse A− is needed. A−
can also be derived for rank-deficient matrices. Without going into further detail, it is shortly
described here at a technical level, how the generalized inverse is generated.101













where V is a matrix containing the eigenvectors of A.h
Wilson’s B matrix A relation between displacements in Cartesian coordinates and in
redundant internal coordinates is given by Wilson’s B matrix.i,108 The elements of B are
hFor a nonsingular matrix A, the generalized inverse reduces to the regular inverse A−1.







with qi as internal coordinates (bonds, angles and dihedrals) and xj as Cartesian coordinates
(x , y and z coordinate) of the molecular system. B is a mxn matrix, where m is the number
of redundant internal coordinates and n is the number of Cartesian coordinates.
Small displacements in Cartesian coordinates can herewith be transformed to small displace-
ments in internal coordinates by simply applying the B matrix as follows:
∂q = B∂x . (2.23)
The transformation of ∂q → ∂x can also be done with Wilson’s B matrix, but here, much
more effort has to be invested, as will be described later. The gradient and Hessian can
be easily transformed in both directions. Before this can be done, the G matrix has to be
defined, which is the product of the B matrix and its transpose BT,
G = BBT . (2.24)
For the following transformations, the generalized inverse G− is needed, which is generated
from G as described above.
Transformation of Gradient and Hessian With the help of Wilson’s B matrix and the
generalized inverse G− the gradient and Hessian can now be transformed from Cartesian to
internal coordinates. For the gradient, the relation is
gq = G
−Bgx , (2.25)
where gq and gx are the gradients in internal and Cartesian coordinates, respectively. The
internal gradient gq contains redundancies (since the internal coordinate set is redundant).
Before the geometry step ∆s can be calculated, the redundancies have to be removed with
the help of a projection operator (vide infra).




where the matrix K is the product of the internal gradient and the first derivative of B,j
K = gq ·B












In some cases, it is also necessary to do the reverse transformation, from internal to Cartesian




THqB + K .
jIt should be noted that the matrix K is usually set to zero.109
kThe exact Hessian is needed e.g. in a TS optimization. It is calculated in Cartesian space, but used in
internal coordinate space.
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Projection of Gradient and Hessian After the transformation, both the internal gradient
as well as the internal Hessian contain redundant entries. It has to be ensured that the
gradient and Hessian act only on the nonredundant part of the internal coordinate space.
This can be realized with the help of a projection matrix P, which is constructed from the
G matrix and its generalized inverse G−:
P = GG− = G−G . (2.29)
The gradient and the Hessian can then be projected by simply applying P,
gq,P = Pgq , (2.30)
Hq,P = PHqP ,
ensuring that the redundant entries are zero. Having done all this, the geometry step ∆s
can be determined.
Calculation of the Step in Internal Coordinates With the projected internal gradient
and Hessian, the geometry step can be calculated using any of the methods described in
Section 2.1.2 – 2.1.4. Applying e.g. the QN step from equation (2.7), we obtain the step
∆sq = −H˜
−1
q,P gq,P . (2.31)
bringing us from the actual point in the direction of the stationary point.
Transformation of the Step from Internal to Cartesian Coordinates The energy and
gradient of the new geometry can be calculated in Cartesian space only. When acting in
the internal coordinate space, the new geometry qk+1 can be obtained by simply adding the
determined geometry step ∆sq to the old geometry qk . That is, the new geometry qk+1
would have to be converted to Cartesian coordinates (qk+1 → xk+1). As already mentioned
above, neither the new geometry qk+1 nor the step ∆sq can be transformed to Cartesian
coordinates in a direct manner. There exists no unique transformation from the internal
coordinate system to the Cartesian coordinate system.l
Instead, the transformation has to be done iteratively. A scheme for this transformation is
shown in the flowchart in Figure 2.6 and can be described as follows:
A first estimate of the displacement in Cartesian coordinates ∆sx is calculated from ∆sq,
∆sx = B
TG−1∆sq . (2.32)
With this estimate, a first guess of the new Cartesian coordinates x1 can be calculated:
x1 = xold +∆sx . (2.33)
The quality of this guess x1 in Cartesian coordinates is now evaluated by calculating the
respective internal coordinates q1 of the guess structure x1m and comparing the requested
step ∆sq with the actual step (q1 − q0),
∆∆sq,i = ∆sq − (qi − q0) , (2.34)
lThe reverse conversion from Cartesian to internal coordinates is simple, see equations in Figure 2.4.





















Figure 2.6. – Flowchart for Backtransformation. References to the respective equations
and sections (bold) are given. x0 is the geometry (in Cartesian space) before the step
is taken, ∆sq is the determined step which has to be taken.
with i = 1 for the first iteration. The difference vector ∆∆sq,i gives the difference with
respect to the requested step, which still needs to be transformed. This is put into the next
transformation
∆sx ,i+1 = B
TG−∆∆sq,i , (2.35)
xi+1 = xi +∆sx ,i+1 . (2.36)
This procedure is repeated until ∆∆sq,i converges to zero. In most cases, the backtrans-
formation succeeds after a couple of iteration steps. xnew is the ‘new’ geometry which
corresponds to qk +∆sq, and which is used for the next energy and gradient calculation.
If the requested step size ∆sq is large, problems might occur in the convergence of the iter-
ative backtransformation. The problems may be due to the fact that usually the B matrix is
calculated only once for the initial geometry x0, but used for all subsequent iteration steps
in the backtransformation. In principle, B is not valid for these later occuring xi , i 6= 0.
Recalculation of the B matrix for new xi usually solves the problem.
In rare cases, where also the recalculation of B does not improve convergence, the (conser-
vative) convergence threshold for ∆∆sq,i should be decreased.
In the remaining problematic cases, where ∆∆sq,i diverges in the course of the backtrans-
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formation, it is advisable to simply use the very first guess x1 obtained from equation (2.33).
2.1.6. Initial Hessian
In second-derivative based optimization methods (see Sections 2.1.2, 2.1.3 and 2.1.4), the
Hessian matrix is needed for the determination of the geometry step ∆s.
Unfortunately, it is quite expensive to calculate the Hessian exactly. To circumvent the exact
calculation of the force constants, it is a commonly used technique to use an approximate
Hessian at the beginning of the calculation, and to use an updated Hessian at subsequent
optimization steps.
Initial Hessian for Minimization
For minimizations, only the positive Hessian eigenvalues are needed, regardless of the curva-
ture of the PES at the actual configuration. Initial Hessians for minimization usually consist
of empirically estimated force constants. At this point, an advantage of internal coordinates
comes into play. Approximate Hessians can easily be built up in internal coordinates, since
experimental force constants are well known for bond stretching, bending and dihedral tor-
sion e.g. from infrared spectroscopy. Such a model force-field Hessian H˜Mq is constructed
















with fb/fa/fd being the estimated force constant for the m bonds/k angles/l dihedrals. The
off-diagonal force constants are zero, which means that cross-coupling between different in-
ternal coordinates is neglected. Several empirical formulas for approximate nuclear harmonic
force constants exist (e.g. Almlöf,110 Lindh111 or Schlegel109). They usually depend on the
type of internal coordinate (bond length, bond angle, dihedral angle), on the types of atoms
involved, and on the value of the internal coordinate.
Initial Hessian for TS Optimization
In TS optimization, the most crucial point is the initial guess structure. The TS optimization
should start in the proximity of the TS, i.e. in a region where the PES shows already some
curvature to the right with respect to the TS vector.n A simple model Hessian based on
empirical force constants contains only positive harmonic force constants (also at near-TS
molecular configurations). With such an eigenvalue composition even the mode following
nThis can usually be realized by performing a relaxed surface scan beforehand.
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method of the P-RFO algorithm (see Section 2.1.4) is usually not able to succeed in finding
the TS. A better Hessian is needed.
The most straightforward way for TS optimization is to calculate the exact Hessian. Diag-
onalizing this Hessian yields the TS eigenvector with its negative eigenvalue, and the exact
positive force constants for all other eigenmodes (depending on the ’quality‘ of the initial
guess structure).o The calculation of the exact Hessian is very time consuming, and normally
it is not necessary to know the exact Hessian for the whole molecular system. Most often, a
TS eigenvector shows some locality, i.e. it represents the coupling between only a few atoms
out of the whole molecular system. One can take advantage of this in two different ways,
described in the following.
Modification of Diagonal Hessian Values In the internal coordinate space most TS
modes can be described by only a few coordinates. To illustrate this, consider the example
of a hydrogen atom transfer process. Here, a hydrogen atom (H) is transferred from a donor
(D) to an acceptor (A). The majority of the changes in the course of the reaction occur in
the two bond coordinates D-H and A-H (the bond distance of D-H is increasing, while the
bond distance of A-H is decreasing). The TS vector, which corresponds to this reaction, is
more or less fully described by those two bond coordinates.
The most simple approach to construct a Hessian matrix, which incorporates the negative
force constant for the selected internal coordinates, is the modification of selected diagonal
entries in an approximate Hessian matrix. First the model force-field Hessian H˜Mq is built
up in the usual way. Then the selected diagonal entries are overwritten, either by a user-
defined value (good values here are -0.3 Hartree/bohr2 for bonds and -0.1 Hartree/bohr2 for
bond angles and dihedrals), or by a more exact value which is calculated from a difference
gradient calculation of two neighboring molecular structures from a relaxed surface scan.
This procedure can be applied for all types of internal coordinates.
Hybrid Hessian When the TS mode is not localized on one or two internal coordinates,
another approach is available: the hybrid Hessian. The basic Hessian matrix is again the
model force-field Hessian. In this approach, the modification of the Hessian is not done for
selected internal coordinates, but for a selected range of atoms.
For the construction of the hybrid Hessian H˜H the beforehand generated H˜Mq matrix is first
transformed from internal to Cartesian coordinate space (H˜Mq → H˜
M
x , see equation (2.28)).
Then, the exact Hessian values are calculated for the selected atoms (i.e. for the respective
rows and columns of the selected atoms) in Cartesian space. The hybrid Hessian is finally
built up in the following manner:
H˜Hx =

HMx (1, 1) ... H
M
x (1, i) H
E









HMx (i , 1) ... H
M
x (i , i) H
E
x (i , j) ... H
E
x (i , n)
HEx (j , 1) ... H
E
x (j , i) H
E
x (j , j) ... H
E







HEx (n, 1) ... H
E
x (n, i) H
E





oUsually some other eigenmodes also show (low) negative eigenvalues.
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For the purpose of displaying it is assumed that the selected range of atoms (E for exact
treatment, atoms 1 to i) is arranged as a block after all other atoms (M for model force-field
treatment, atoms j to n). Note that the – in internal coordinates diagonal – model force-field
Hessian has non-zero off-diagonal elements in the Cartesian representation.











The coupling of the i M-atoms is approximated at the model force-field level and the cou-
pling of the n − i E -atoms is evaluated at the exact level. Furthermore, the off-diagonal
blocks D − E and E − D are treated exactly. Usually, the M group is much larger than
the E group. If the Hessian is calculated by numerical differentiation, the calculation time
is directly proportional to the number of E atoms. Thus, applying this approach can save
considerable time compared to a full exact Hessian calculation.
After the construction of the hybrid Hessian H˜Hx in Cartesian coordinate space, it is trans-
formed back to the internal coordinate space (H˜Hx → H˜
H
q ), where the P-RFO step is taken
(see section 2.1.5).
In rare, complicated cases, where these two approximate Hessians do not lead to the de-
sired TS structure, either the initial structure is too bad and a new one has to be generated,
or a full exact Hessian is needed.
Hessian Update
The curvature of the PES is different for each molecular configuration of atoms in the same
molecule. After an optimization step, the old Hessian is not valid any more for the new
geometry (neither the exact, nor the approximate ones). The Hessian at a new configuration
k can be updated from the Hessian at the old configuration k−1 by including the information
on the actual step ∆s and on the difference gradient between last and actual step (∆gk =
gk − gk−1).
• If the initial Hessian was exactly calculated (e.g. at the beginning of a TS optimization),
the Hessian update ensures that the Hessian maintains its quality (provided that the
steps are not too large → Section 2.1.3).
• If the force constants were estimated, then the Hessian update improves the quality of
the Hessian with each optimization step, since the estimated curvature of the Hessian
from the first step is updated with information about the real curvature of the PES.
There exist several Hessian update schemes, and they all have different advantages. The
two update schemes from Broyden, Fletcher, Goldfarb and Shanno (BFGS) and from Bofill
are mentioned here.
• The BFGS update112 (given in equation (2.39)) is an update scheme which guarantees
a positive definite Hessian. It is thus perfectly suited for minimizations.












• The Bofill update113 (given in equation (2.40)) does, on the other hand, not enforce
a positive definite matrix. It is thus applicable for TS optimizations.











; Fk = ∆gk −Hk−1∆xk .




















A constrained optimization is an optimization with one or several internal coordinates fixed
to a certain value. All types of internal coordinates (as well as Cartesian coordinates) can
be constrained. This method is useful for a variety of applications: Exploration of a PES,
the search for a good starting structure for TS optimization, refinement of crystal structures
(by keeping the positions of the heteroatoms constrained and optimizing only the hydrogen
positions), etc.
The constraints have to be included in two steps of the geometry optimization scheme:
1. in the projection of the internal gradient and Hessian and
2. after the update of the Cartesian geometry.
Projection
The gradient and Hessian are projected before the step∆s is determined (see equation (2.30)).
Constraints can be inserted by simply modifying the projector (equation (2.29)). The ‘con-
strained’ projector P′ is derived from the ‘normal’ projector P in the following manner:
P′ = P−PC(CPC)−1CP . (2.41)
Here, the matrix C contains ones on the diagonal for constrained coordinates and zeros




′HP′ + α(1−P′) , (2.43)
where α is a large constant (e.g. in our implementation in ORCA: 1000). The large constant
ensures that the matrix elements of the Hessian, belonging to constrained coordinates, are
set to high values. The projection of the gradient removes the gradient contribution for the
constrained internal coordinates, which prevents displacements in the respective coordinates.
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Geometry Update Step
Sometimes it is not sufficient to modify the gradient and Hessian. Small changes in the
constrained coordinates might be introduced in the course of the backtransformation. To
ensure that the constraints are still present after the backtransformation and before the
next energy and gradient calculation, an additional backtransformation is performed, which
again imposes the constraints. The obtained configuration xnew (from equation (2.36)) is
therefore first transformed to internal space (qnew ). The deviation to the requested imposed
constraints is calculated as:
∆∆sCq = C(qnew − qC ) , (2.44)
where qC is a vector with the constraint values for the respective coordinates. Multiplication
by C ensures that only the deviations of the constrained coordinates are included in ∆∆sCq .
This displacement vector ∆∆sCq is transformed to the Cartesian coordinate space as already
described in equations (2.32) to (2.36), while it is always ensured (by applying the matrix
C) that solely the constraints, and no other coordinates, are reimposed:
∆sCx = B
TG−∆∆sCq,k , (2.45)





The QM/MM approach was already introduced in Section 1.1.2. It combines the accu-
rate description of the protein’s active site by quantum chemical methods with the efficient
description of the remaining part of the system by classical mechanics. Since its first im-
plementation in 1976 the method has been developed further and used in a wide range of
applications.35,114–116
In this section, different aspects of the QM/MM methodology are discussed in detail. First,
the theoretical background of the method is presented, starting with the division into sepa-
rate subsystems to different coupling schemes for the determination of the QM/MM energy,
including the basic equations. Excellent reviews on this topic exist,34,114,116,117 and we fol-
low in this section to a large part the descriptions by Senn and Thiel.117
The theoretical part is followed by a description of the interface between the MM and QM
program packages GROMACS and ORCA, which was implemented as a part of this thesis.
Finally, a detailed workflow for a standard protein QM/MM calculation is given.
2.2.1. Subsystems
The entire system S is divided into the smaller inner subsystem I (or QM subsystem), which
is handled at the higher level of theory, and the larger outer subsystem O (or MM subsys-
tem), which is described at the lower level of theory. (The division of different subsystems
is illustrated in Figure 2.7.) The boundary region between both is only loosely defined, and
it represents here the junction between inner and outer subsystem. An ideal division is met,
	
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Figure 2.7. – Illustration of the division of the total system (S) into inner (I) and outer
(O) subsystems.
when inner and outer subsystem are distinct molecules or groups of molecules (e.g. a solute
within an explicit solvent). In this case, the boundary is quasi non-existent. In enzymatic
QM/MM systems the situation is far from ideal. Both subsystems are usually connected by
one or several covalent bonds. Here, dividing the system means cutting off one or several
covalent bonds, which dramatically perturbs the electronic structure of the QM subsystem
(e.g. a homolytic cut of a non-polar C-C bond would generate a carbon radical with totally
different properties).
In order to circumvent this problem, there exist several techniques.117 The most widely
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spread technique is the link atom (LA) approach.a Here, usually non-polar bonds, like C-C
bonds (in which the C atoms have sp3 hybridization), are cleaved. The free valencies of the
cleaved bond are saturated by a hydrogen atom on the side of the QM subsystem. These
so-called link atoms (also called L in the following) are added to the primary subsystem, but
do not belong to the entire system. They saturate the free valencies, and their energy and
gradient are distributed onto the atoms of the cleaved bonds. (More information on link
atoms is given in Section 2.2.4.)
Usually, the subsystems are statically defined before the calculation. But it should be men-
tioned that there exist also QM/MM schemes with a dynamic division. In such schemes
atoms belonging to the outer subsystem can, in the course of the simulation, be shifted to
the primary subsystem and vice versa (‘adaptive QM/MM’).116
2.2.2. QM/MM Schemes
The QM/MM potential energy function is not simply the sum of the energies of inner and
outer subsystem, but it also contains coupling terms between both subsystems. There exist
two different definitions for the QM/MM energy, the subtractive and additive QM/MM
schemes.
Subtractive QM/MM Scheme
The major equation of the subtractive QM/MM scheme (with the link atom approach) is:
EQM/MM(S) = EMM(S) + EQM(I+ L)− EMM(I+ L) , (2.47)
with the subscript indicating the level of theory at which the energy calculation is performed.
I+ L designates the ‘capped inner subsytem’ (inner subsystem saturated with link atoms).
If no covalent bonds connect the inner and outer subsystem, then I+ L reduces to I. Using
the subtractive QM/MM scheme, three calculations must be carried out:
• An MM calculation on the entire system S,
• a QM calculation on the capped inner subsystem I+ L and
• an MM calculation on the capped inner subsystem I+ L.
The subtractive scheme can be regarded as an MM calculation, from which the inner region
is cut out and is instead treated at a higher level of theory. This approach is simple in terms
of implementation, since only pure QM and MM calculations, but no extra QM-MM coupling
calculations, are needed.
A subtractive scheme is handled correctly only in the mechanical embedding scheme (vide
infra), and suffers the drawbacks of this method.
Additive QM/MM Scheme
The basic equation for the additive scheme is given here:
EQM/MM(S) = EMM(O) + EQM(I+ L) + EQM−MM(I,O) . (2.48)
The three calculations, which have to be carried out here, are:
aOther approaches are: Localized-orbital schemes, boundary-atom schemes, etc.
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• An MM calculation on the outer subsystem O,
• a QM calculation on the capped inner subsystem I+ L and
• a calculation of the interaction between the two subsystems I and O.
In the additive scheme, the MM calculation is only carried out for the outer subsystem. The
third term, EQM−MM(I,O), sums up the coupling terms between inner and outer subsystem.
The different coupling terms can be calculated at different levels, which is described in the
following section.b
2.2.3. QM-MM Interaction












The bonded terms EbondedQM−MM and the van der Waals interaction E
VDW
QM−MM between inner and
outer subsystem are usually treated at the MM level. The electrostatic coupling E elQM−MM can
be handled at different levels of sophistication, which gives rise to three different embedding
schemes. In this subsection, the three different embedding schemes for the electrostatic





The different schemes of the electrostatic QM-MM interaction are characterized by the extent
of mutual polarization. One distinguishes between:
• Mechanical embedding,
• electrostatic embedding and
• polarized embedding.
Mechanical Embedding In mechanical embedding (ME) the QM-MM electrostatic in-
teraction is treated at the same level as the MM-MM electrostatics. This is typically an
interaction between rigid atomic point charges (see Figure A.1 in the Appendix). Thus, fixed
point charges have to be assigned not only to the MM subsystem, but also to the atoms of
the QM subsystem. This is the source of a number of problems:
• In the course of a chemical process (e.g. a reaction) the charge distribution of the QM
subsystem can change, which cannot be represented well by fixed atomic charges. This
problem can be circumvented by updating the atomic charges during the calculation,
although this has again the drawback that discontinuities are introduced into the
potential energy function of the entire system.
bUsually no extra calculation is carried out for the QM-MM interaction energy EQM−MM(I,O), but it can
instead be included in one or both of the two other calculations.
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• The charge density of the active site is ‘in reality’ influenced by the charges of the
whole protein. This polarization effect is not taken into account in the ME scheme.
• The force field atomic charges and other force field parameters are interdependent
and are optimzed to yield a balanced description of the entire system. They are not
designed as a true charge distribution.
In general, the ME scheme should not be used if the electron density of the inner subsystem
is significantly polarized by the charge distribution of the outer subsystem.
Electrostatic Embedding The major drawbacks of the ME scheme can be eliminated
using the electrostatic embedding (EE) scheme. Here, the QM-MM electrostatic interaction
is not calculated at the MM level, but at the QM level. Therefore, the fixed atomic point
charges of the outer subsystem are included in the QM calculation by adding terms to the
one-electron Hamiltonian describing the interaction between the MM point charges and the
















where qM are the MM point charges, Zα the nuclear charges, Ne is the number of electrons,
M runs over all MM point charges and α over all QM nuclei, including the link atoms.
In such a scheme, the QM atoms do not need to carry fixed point charges for the calculation
of the electrostatic interaction at the MM level. Most importantly, the electron density of
the QM subsystem adapts automatically to the charge distribution of the outer subsystem.
The polarization of the QM subsytem thus depends not only on the QM atoms themselves,
but also on the spatial distribution and magnitude of the MM point charges.
There are still small problems with the EE scheme:
• The problem of overpolarization at the boundary, when link atoms come too close to
MM point charges (see Section 2.2.4).
• MM atomic point charges (which are assigned to the MM subsystem and act on the
QM subsystem) are not designed to mimic a real charge distribution perturbing the
QM subsystem. Nevertheless, EE is shown to yield reasonable results regarding the
polarization effect of the surrounding environment.
EE is the most popular QM/MM approach used nowadays.117 It allows to treat the electronic
structure of the active site correctly while incorporating the long-range electrostatic effect of
the protein and its solvent, concomitantly with the steric constraints induced by the protein.
Polarized Embedding Taking the extent of mutual polarization one step further leads to
the polarized embedding (PE) scheme.116 Here, not only the QM density is polarized by the
charge distribution of the outer subsystem, but also the MM charge distribution of the outer
subsystem is polarized by the QM density. This procedure can be accomplished by using a
polarizable force field. Two approaches exist here:
• In the simpler one, the polarizable MM region is polarized by the QM charge density.
• In the more sophisticated approach, QM and MM charge distributions are mutually
polarized in a self-consistent manner.
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PE is not widely spread due to its technical complexity, higher computational cost and the
fact that only few polarizable force fields are currently available.
Other QM-MM Interactions
The other QM-MM interactions, bonded and VDW, are always handled at the MM level.
QM-MM van der Waals Interaction EVDWQM−MM is evaluated at the MM level and is
usually described by a Lennard-Jones type potential. This means that for the atoms of the
QM subsystem suitable parameters have to be provided. Here, similar problems arise as
within the ME scheme for the fixed atomic charges of the QM atoms:
• QM atoms can change their character in the course of a reaction, and consequently
previously assigned LJ coefficients are not suitable any more.
• There might be no atom types and thus no standard parameter set available for non-
standard functional groupsc in the inner subsystem.
Due to the short-range nature of the VDW interaction (see also Figure A.1 in the Appendix),
these problems can easily be smoothed out. Atoms which are very close to the boundary
contribute most to the QM-MM VDW interaction, whereas atoms in the second or third
shell below the boundary contribute only marginally. That is, if the chosen QM region is
large enough, the LJ coefficients of the nonstandard or chemically changing atoms in the
inner part of the QM region have no influence on the outcome of the calculation.
QM-MM Bonded Interactions The bonded QM-MM interactions (bond stretching, angle
bending and torsional; see also Figure A.1) are only calculated for atoms in the boundary
region. Again, the same arguments against the MM parameters (vide supra) prevail. But,
also in this case, the solution is pragmatic. The QM-MM bonded interactions occur strictly
only for atoms in the boundary region. If the QM region is large enough, these interactions
do not influence the behavior in the critical inner part of the QM region.
2.2.4. Link Atoms
Link atoms are used to saturate free valencies (of the frontier QM atoms) that arise, when
QM and MM subsystems are separated. Link atoms are used only in the QM calculation,
but not in the MM calculation.
Location of the Link Atom
The placement of a link atom in the boundary region is depicted in Figure 2.8. The division
between QM and MM subsystem runs between the atoms Q1 and M1. That is, the bond
between Q1 and M1 is cleaved. The link atom L saturates the free valencies of the Q1
atom. There exist various ways to define the position of the link atom, and only the most
common approach is described here:116
The link atom is placed on the line connecting Q1 and M1. Its exact placement on the
cNonstandard groups in contrast to the usual standard groups (i.e. amino acids) found in proteins.










Figure 2.8. – Position of the link atom in the boundary region between the inner and
outer subsystem. The bond between atoms Q1 and M1 is cleaved and saturated by
the link atom L. QM atoms directly bound to Q1 are denoted Q2, MM atoms directly
bound to M1 are denoted M2.





· d(Q1,M1) , (2.51)
where d(Q1,M1) is the actual bond length of Q1 and M1. Most often, the distance of Q1
and M1 is constrained to d0(Q1,M1), and consequently the distance of the link atom to
Q1 is equal to d0(Q1,H).
Overpolarization
The above definition for the Q1-L distance ensures that the Q1 atom does not have a much
different character than in the ‘real’ system. At the same time, this approach places the
link atom in very close proximity to the frontier MM atom. Let us illustrate this with a
simple example: If we assume a standard bond length of 1.09 Å for a C-H bond and 1.53
Å for an aliphatic C-C bond, then it easily follows that the L-M1 distance is only about
0.44 Å. This short distance leads to the so-called overpolarization problem, when applying
the electrostatic embedding scheme. Here, the whole QM subsystem (and thus also the
link atom) is surrounded by the field of the MM point charges (to which M1 belongs).
Depending on the magnitude of the M1 charge and on the size of the basis set,e electron
density accumulates at the site of M1, which is an undesired phenomenon.
Charge Shifting There are several ways to get rid of the overpolarization problem.119 The
simplest approach is to just delete the charge of M1. A much better way is to delete the
charge on M1 and distribute it equally onto the M2 atoms. This has the big advantage that
it preserves the charge of the overall system.
dWith respect to the applied force field.
eLarge basis sets with polarization and diffuse functions are more prone to overpolarization than small
basis sets.118
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2.2.5. QM/MM Interface for ORCA and GROMACS
As part of this thesis an interface of GROMACS to several QM programs, which was already
present in the GROMACS source code, was extended to be operative with ORCA. Using this
interface, QM/MM calculations (QM/MM optimization or QM/MM MD simulations) can
be performed with GROMACS in conjunction with ORCA.
Here, GROMACS is the ‘main driver’ of the calculationf, and it requests, in each optimization
or MD step, the necessary energy and gradient calculation from ORCA.
In Figure 2.9, the flowchart of an ORCA/GROMACS QM/MM geometry optimization is
outlined. The user starts the QM/MM calculation by providing GROMACS with
• general information on the calculation,
• the coordinates and the topology of the system and
• the specific input for the QM calculation (filename ending <.ORCAINFO>).
GROMACS then prepares the optimization step by
• calculating the interactions within the MM subsystem itself,
• calculating the (MM-level) interactions between QM and MM subsystem and
• writing input files for ORCA and starting the QM calculation.
With respect to the QM calculation, there are two possibilities (in the framework of electro-
static embedding):
Conventional optimization The input files for ORCA contain information about the type
of calculationg (see ORCAINFO-file), the QM atoms (coordinates, atomic numbers)
and the MM atoms (coordinates and atomic charges). ORCA performs an energy and
gradient calculation.
Microiterative optimization additionally, the input files contain the Lennard Jones coef-
ficients of the QM and MM atoms. ORCA performs an optimization of the QM
subsystem (with frozen boundary atoms, i.e. constrained Q1 and L atoms) within the
electrostatic and ‘Lennard Jones’ field of the MM subsystem. Finally, ORCA performs
an energy and gradient calculation.
The collection of data by GROMACS depends on the type of optimization:
• For conventional optimization, GROMACS collects all energies and forces and performs
a geometry step.
• For microiterative optimization GROMACS collects all energies, forces and the new
geometry of the QM subsystem and performs a geometry step.
The microiterative approach has the advantages that
• the faster optimization algorithms in ORCA can be used and
fMain driver means that data handling for the entire system and the optimization or simulation steps are
carried out by GROMACS.
gMethod, basis set, etc.
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Figure 2.9. – Flowchart of a QM/MM optimization using the interface between GRO-
MACS and ORCA. (E : energy, g : forces.)
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• that TS optimization can be performed (which is only possible with ORCA, and not
with GROMACS).
Furthermore, it allows the use of different convergence thresholds for the two subsystems
(e.g. loose convergence thresholds for the MM atoms and tight thresholds for the QM
atoms). After the step performed by GROMACS, the program checks for convergence and
proceeds accordingly.
2.2.6. Standard Workflow for a QM/MM Calculation
Performing a QM/MM calculation requires multiple steps of preparation. The crystal struc-
ture has to be checked for errors, MM parameters have to be provided, the system has to be
solvated, etc. In this section, a workflow is given describing the different steps of a QM/MM
calculation, starting from the initial structure preparation to the final property calculations
on the optimized geometries. This workflow, which was also followed when working on the
projects presented in Chapters 3 and 4, is valid for a QM/MM calculation within the electro-
static embedding scheme using GROMACS and ORCA with the above described interface.
The boundary QM atoms are saturated with link atoms and overpolarization is prevented by
using the charge distribution scheme.
The steps of the workflow are outlined in Figure 2.10 and are described, in a quite technical
way, in the following.
(1) Initial Coordinates
The initial coordinates of a protein are taken from its PDB-file. These coordinates usually
come from an X-ray structure analysis. The crystal structure can contain cofactors and
mutated residues. It might also contain irregularities, if it was not derived with enough care
from experiment. Thus, first the crystal structure should be checked for anomalies (for this
purpose there exist several programs, e.g. PROCHECK120). Then, residues which do not
have the correct residue typeh can be mutated in silico. Other, non-proteic parts of the
structure can also be changed at this point:
• Cofactors can be modified, removed or added (e.g. by ‘protein-ligand docking’),
• reactants can be introduced or exchanged and
• non-native ions or solvent molecules, which are present for the purpose of crystalliza-
tion, can be removed.
(2) Force Field and Topologies
In a QM/MM calculation the interactions described at the MM level are calculated using the
parameters from a classical force field (see Appendix A). The topology of a system collects
the information on the actual atom types and connectivities of the molecule. The topology
of the entire system must be available during a QM/MM calculation, although the accuracy
of the force-field parameters of the atoms in the inner part of the QM subsystem is of minor
importance (see also Section 2.2.3).
Usually, the topology can be generated with the GROMACS tool ‘pdb2gmx’:
hThis might be the case if one wants to study the wild type protein structure, but the crystallized protein
is a mutant protein; or if the wild type protein structure is available, but the interest of the calculation lies in
a mutant structure.
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(5) Preparation of Snapshots
(6) QM/MM Surface Scans
(7) Property Calculations
Figure 2.10. – Flowchart showing the different steps necessary for a QM/MM Calcu-
lation.
pdb2gmx −f i n pu tP r o t . pdb −p t opo l . top −o outputPro t . g96
Here <inputProt.pdb> is the file containing the crystal structure, in <topol.top> the topol-
ogy of the system is stored and <outputProt.g96> contains the structural data in GROMACS
format.
‘Non-standard’ residues of the systemi cannot be processed with ‘pdb2gmx’. Their topology
has to be generated in another way. Here, e.g. the program ‘PRODRG’121 can be used to
generate the atom types and connectivities (see example in Figure 2.11). Since PRODRG
only roughly estimates atomic point charges, a more accurate description of the non-standard
MM point charges should be obtained. The CHELPG charges122 can be easily calculated
with ORCA.99
Crystal structures normally come without hydrogen positions. Another highly useful feature




































Figure 2.11. – Example for MM parameters of a ‘non-standard’ group: Nicotinamide.
The OPLS-AA atom types (as generated by PRODRG) and atomic point charges (as
generated by ORCA) are given for all atoms.
of ‘pdb2gmx’ and PRODRG is that they add hydrogen atoms to the crystal structure (see
Figure 2.12). The hydrogen positions are chosen according to standard bond lengths, angles
and dihedrals, and this procedure might thus introduce high repulsive forces into the system.
This drawback is taken care of at a later stage of the preparation.
	ABCDE 	ABCDE
Figure 2.12. – Example showing the addition of hydrogen atoms to an X-ray crystal
structure of a protein (as done by pdb2gmx).
(3) System Preparation
Apart from ‘pdb2gmx’, several other tools are provided by GROMACS for the preparation of
the system. Before the protein can be solvated it has to be put into a ‘virtual box’:j
e d i t c o n f −f ou tputPro t . g96 −o outputProt_Box . g96 −d 1 .0
The dimensions of the box are chosen such that the protein is covered by a water layer of at
least 1 nm (‘-d 1.0’) in each direction.
When the box is present, the system can be solvated with water molecules (see also Fig-
ure 2.13):
jThe virtual box is necessary for the periodic boundary conditions.
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genbox −cp outputProt_Box . g96 −c s spc216 . gro −p t opo l . top
−o outputProt_Box_Sol . g96
Figure 2.13. – Example showing the solvation of a protein with water molecules (as
done by genbox).
Here, <spc216.g96> carries information about the solvent model. The solvation algorithm
fills the box with water molecules and removes those water molecules which collide with any
atom of the already existing system.
At this point of the preparation, the overall charge of the system is usually not zero. Since
the system should be neutral for the MD and QM/MM calculation, it has to be neutralized.
For this purpose, some solvent water molecules (not crystal waters) are replaced by sodium
or chloride ions using the GROMACS program ‘genion’:
gen ion −np 10 −pname NA −o outputProt_Box_Sol . g96
−s outputProt_Box_Sol . t p r −norandom −n i ndex . ndx
In this example, 10 solvent molecules are replaced by sodium ions (‘NA’) at positions with
most favorable electrostatic potential (‘-norandom’). The <index.ndx> (containing infor-
mation about the different groups of atoms, e.g. solvent atoms, heteroatoms, etc.) and
<outputProt_Box_Sol.tpr> files have to be generated beforehand.
(4) MD Simulation
Up to this point, hydrogen atoms and water molecules were introduced without taking care
of repulsive interactions with other atoms. Thus, high repulsive forces might prevail in
the system. Before the MD simulation can be started, the system has to be relaxed and
equilibrated by classical energy minimizations and classical MD runs using periodic boundary
conditions (PBC).
During these classical minimization and MD simulation runs, the non-standard residues can
be frozenk (depending on the ‘quality’ of their topology) in order to prevent unphysical
kFreezing an atom means keeping its Cartesian coordinates constrained.
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structural deformation.
For the following minimization and MD runs, the following command must be executed:
mdrun −v −deffnm outputProt_Box_Sol_em . t p r
−c outputProt_Box_Sol . g96
Here, <outputProt_Box_Sol_em.tpr> is the file containing all necessary information about
the energy minimization run (it has to be generated beforehand and includes all calculation
parameters, coordinates, topologies and index groups), <outputProt_Box_Sol.g96> con-
tains the coordinates of the last minimization step. In an MD run, other files, containing the
trajectory and log-files about energies, forces, etc., are additionally generated.
The step numbers given below for minimization and heating may serve as a rough guide. Of
course the system has to be checked for convergence or equilibrium after each run.
Minimization First, constrained energy minimizations are carried out subsequently in order
to remove artificially introduced close contacts:
1. 200 steps of steepest descent (sd) minimization only for hydrogen atoms followed by
2. 200 steps of sd minimization for the solvent molecules and finally
3. 1000 steps of conjugate gradient (cg) minimization for all atoms.
After these minimizations the system should be relatively free of strains.
Heating the System For further equilibration the system is
4. heated up to 200K with position restraints (pr) in an MD run for 5000 steps (5ps).
Here, harmonic restraints of 1000 kJ/(mol·nm2) are applied on the Cartesian positions
of all heteroatoms.
5. Thereafter, the system is equilibrated without position restraints at 300K for 50ps.
MD Simulation The final NVTl sampling run is performed for 450ps. In this run, the
system is equilibrated and snapshots can be taken from the classical MD run as starting
structures for the subsequent QM/MM optimization (see Figure 2.14).
(5) Preparation of Snapshots
Before starting the QM/MM calculations, the QM region and the active region have to be
defined.
QM Region The atoms that are chosen for the QM subsystem are added to the index file.
Additionally, link atoms are introduced and their positions are defined. The Q1-M1 distance
is constrained to their standard bond length (according to the topology). The topology is
modified by distributing the charges of the M1 atom onto the M2 atoms.123
lNVT: the number of particles (N), the volume (V) and the temperature (T) of the system are kept
constant.
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Figure 2.14. – Example of an MD simulation run. The RMSD of the backbone atom
position with respect to the initial configuration is displayed. The first 50 ps belong to
the equilibration phase, which is followed by the productive sampling run. Snapshots
can be taken at random positions for the QM/MM optimization.
Active Region The active region is the set of (QM and MM) atoms whose positions are
relaxed in a QM/MM optimization (see Figure 2.15). It is advisable to choose an active
region which is not too large.124 All atoms that belong to residues, which have atoms within
a distance of 4 Å around any of the QM atoms, are included in the active region. This
usually sums up to about 1000 active atoms.
Preoptimization The snapshots are first preoptimized classically for 300 steps with the cg
minimizer (only the active region, again with frozen non-standard residues). After this, the
QM/MM calculations can start.
(6) QM/MM Calculations
For the QM/MM calculations, the PBC are switched off and neither a Coulomb cutoff, nor a
VDW cutoff are used. That is, the QM part is polarized by the charges of the entire protein
and of all solvent molecules.
Usually a QM/MM surface scan is performed first, before stationary points (minima and
transition states) are further optimized.
QM/MM Surface Scan For a QM/MM surface scan (e.g. when modeling a reaction
mechanism), successive distance constrained QM/MM minimizations are carried out using
a step size of 0.1 to 0.2 Å in order to obtain a smooth PES. The minimization is driven by
GROMACS with the cg minimizer with a maximum force of 100 kJ/(mol·nm) as convergence
criterion.
QM/MM Minimization Intermediates are taken at suitable starting points from the sur-
face scan. They are first minimized with the GROMACS cg minimizer within a conventional
optimization without constraints (same convergence criteria as above) to reach a sufficient
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Figure 2.15. – Example of an active region. P450nor is shown with bound NADH
cofactor (heme as green sticks, NADH as red sticks). The ellipse sketches the active
region. Only the positions of atoms within the ellipse are optimized, all atoms outside
this region are fixed to their Cartesian position.
optimization for the MM charges. Only the QM atoms are then further optimized within an
ORCA QM/MM optimization (microiterative optimization with a single GROMACS step).
ORCA QM/MM Optimization In this optimization, which is fully run by ORCA, only
the QM atoms are optimized, whereas the MM atoms are present only with their point
charges and Lennard Jones (LJ) coefficients.m That is, the calculation takes into account
the nonbonded interactions between the QM and MM parts. In such an optimization, the
QM/MM boundary is frozen.n In the ORCA QM/MM optimization the ORCA default
optimization convergence thresholds are used (RMS gradient: 5 kJ/(mol·nm) and MAX
gradient: 15 kJ/(mol/nm)).
ORCA QM/MM TS Optimization As an initial structure for a TS optimization, the
structure with the highest energy from the QM/MM surface scan is chosen. Here, the MM
environment is again present with its point charges and LJ coefficients, but frozen at its
minimized configuration (from the surface scan). Only the QM atoms (except the boundary
atoms) are allowed to move (see also above, paragraph QM/MM Optimization). The TS
is optimized using the P-RFO algorithm (see Section 2.1.4) with an approximate Hessian as
initial Hessian (see Section 2.1.6).
(7) Property Calculations
Having obtained the QM/MM optimized structures, additional properties can be calculated
by simply using the files obtained from the ORCA optimization containing QM Cartesian
mMM atomic charges are only present for the QM-MM interaction here.
nLink atoms and QM atoms connected to the link atoms.
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coordinates, MM Cartesian coordinates, MM point charges and MM LJ coefficients (e.g.
single point energy calculations using higher level electronic structure methods, frequencies,
spectroscopic parameters, etc.).
QM/MM Frequency Analysis Due to its technical peculiarity, it is shortly presented at
this point how QM/MM frequencies are calculated. A QM/MM frequency calculation can
be carried out with the partial Hessian vibrational analysis125 (PHVA) as implemented in
ORCA. This is useful in order to
• verify the nature of minima and transition states and
• calculate enthalpic corrections (ZPE) for the intermediates.
In this analysis, the Hessian matrix is calculated only for the QM system, and the MM envi-
ronment is represented only by its point charges and LJ coefficients (→ QM-MM electrostatic
and QM-MM VDW interactions). In the mass-weighted Hessian matrix, which is diagonal-
ized in order to obtain the vibrational frequencies, the atomic weight of the boundary atoms
is set to a very large value. This approach yields frequencies for the QM subsystem, which is
interacting with the outer MM subsystem. It results at the same time in significant savings
of computer time compared to the Hessian calculation of the entire QM/MM system.
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2.3. Spin-Spin Zero-Field Splitting
In Section 1.1.3 an overview of experimental distance measurement in macromolecules with
EPR spectroscopy was given. As already described there the simple point-dipole approxima-
tion to the ZFS is a popular approximation that is used in the experimental EPR community
to determine the distance between two spin centers from the experimentally derived ZFS
parameter.
For organic spin labels the spin-spin ZFS is the main contribution to the observed ZFS. It
can be accurately calculated using quantum chemical methods. In this section, the quantum
chemical treatment of the spin-spin ZFS, its different contributions and their relation to the
approximations used in the experimentalist’s community are discussed.
These equations (exact as well as approximate spin-spin ZFS) will be used in Chapter 5,
where the scope and limitations of the point-dipole approximation are analyzed in detail.
2.3.1. Quantum Chemical Treatment
The spin-spin contribution to the ZFS parameter D(SS) dominates the ZFS of organic triplets
and diradicals. As discussed recently,54 within a DFT framework, the tensor components of

















∣∣∣gKL∣∣∣κτ〉− 〈µκ ∣∣∣gKL∣∣∣ ντ〉] , (2.52)
where ge is the free electron g-value (2.002319. . . ), α is the fine structure constant (≈ 1/137
in atomic units), the indices µ, ν, κ, τ refer to basis functions, Pα−βµν is an element of the spin
density matrix and gKL = r−512
(




is the operator for the electron-electron
magnetic dipole-dipole interaction. In analogy to Hartree Fock theory we can distinguish







∣∣∣gKL∣∣∣κτ〉 part of equation





∣∣∣gKL∣∣∣ ντ〉 term is an ‘exchange’
contribution that arises from the antisymmetry requirement of the N-electron molecular
wavefunction. Thus, even the direct dipolar spin-spin interaction contains an exchange
contribution that is of fundamentally different origin than the isotropic Heisenberg type
exchange interaction, which is frequently used in the modeling of interacting spins.127,128
The Heisenberg isotropic exchange interaction is responsible for the splitting of the energy
levels into singlet- and triplet states of the interacting radical pair. The exchange contribution
to the spin-spin interaction in equation (2.52) on the other hand does not preserve singlet
and triplet spin symmetry and represents a quantum mechanical correction to the magnetic
dipole-dipole interaction.
2.3.2. Coulomb versus Exchange Contributions
In the following paragraph, we will concentrate on a system with two unpaired electrons in
the singly occupied molecular orbitals (SOMOs) i and j. If we expand equation (2.52) in the
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∣∣∣gKL∣∣∣ jj〉− 〈ij ∣∣∣gKL∣∣∣ ij〉] .
Four terms arise that represent a self-interaction of the unpaired electrons. These terms
cancel out each other. Thus, one is left with only two terms that represent the Coulomb
and exchange contributions to the spin-spin interaction. Unfortunately, the division of the
total spin-spin interaction into these two contributions is not unique. This is readily seen
upon performing a unitary transformation of the SOMOs (|iθ〉 = |i〉 cos θ + |j〉 sin θ, |jθ〉 =
−|i〉 sin θ + |j〉 cos θ, arbitrary rotation angle θ). Such a transformation leaves the sum of
Coulomb and exchange terms invariant, but changes their relative magnitudes. Thus, since
the SOMOs of a spin system with S > 1/2 are only specified up to an arbitrary unitary
transformation, one has to specify the representation that one wishes to work with. For
interpretation purposes, we argue that transforming the SOMOs to a local representation
(iL, jL) is most revealing. In this case, the two interactions smoothly go into ‘classical’ limits
upon separating the spin-carrying fragments. If the localized orbitals are ‘compressed’ to δ-
functions (say, at the center of gravity of iL and jL given by RiL = 〈iL|r |iL〉 and RjL = 〈jL|r |jL〉),













This is clearly a point-dipole type equation with the effective intercenter distance vector
RiL,jL = RiL−RjL . Under the plausible assumption that the orbitals (iL, jL) decay exponentially
at large distances from their respective centroids, the exchange contribution should also decay




(with constant κ) — that is, much faster than the Coulomb interaction.
2.3.3. Multicenter Contributions
A different way to partition the spin-spin interaction is to recognize that the basis functions
are tied to parent atomic centers. Hence, one obtains 1- to 4-center contributions to the



























∣∣∣gKL∣∣∣ νC τD〉] .
The various interaction types have a transparent physical interpretation: The (AA|AA) 1-
center contributions represent the interactions of local magnetic dipoles that arise through a
certain amount of triplet character at a given atom A. The contributions (AA|BB) represent
the quasi-classical point-dipole interactions, while (AB|AB) exchange and (AA|AB) hybrid
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Table 2.1. – Definition of the 1- to 4-center- contributions to D(SS) in equation (2.55).
ZFS-Contribution Definition
1-center A=B=C=D
2-center-Coulomb A=B, C=D, A6=C





3-center-Coulomb A=B, A 6=C6=D or
C=D, A6=B6=C





type 2-center integrals provide quantum mechanical corrections that depend primarily on the
overlap of spin-carrying orbitals on centers ‘A’ and ‘B’. The hybrid type (AA|AB) integral
may also be interpreted as the dipole-dipole interaction of unpaired electrons in the bond A-B
with unpaired electrons localized on center A. Likewise, the 3-center contribution (AA|BC)
represents the interaction of unpaired electrons in the bond B-C with unpaired electrons on
A. Finally, the 4-center contributions (AB|CD) are interpreted as ‘distant’, and the 3-center
exchange integrals (AB|AC) as ‘adjacent’ bond-bond interactions.
2.3.4. Distributed Point-Dipole Model
The popular distributed point-dipole model129 is obtained upon contracting the individual
basis functions (instead of the entire localized SOMOs) to δ-functions. Assuming the spin























with a sum over all nuclei A and B, and Pα−βA =
∑
µ∈A
Pα−βµµ being the ‘gross’ spin population
on atom A. Equation (2.56) describes the interaction of collections of point-dipoles centered
at atomic positions where each atom pair is weighted by the product of the spin populations
that reside on these atoms. Models of this type have been frequently used in EPR investi-
gations,42 where the spin populations have either been estimated from measured hyperfine
couplings or from quantum chemical calculations. It should be noted that the justification
of these approaches does not involve the net spin populations as output by quantum chemi-
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Figure 2.16. – Scheme showing the dominant resonance structures of the nitroxyl ring.
cal program packages within various schemes (Mulliken, Löwdin, natural population analysis
(NPA130) ), but the gross atomic spin populations. The differences between the two sets of
numbers are not negligible. As an illustrative example, in Table 2.2 the
• net Mulliken spin population,
• gross atomic Mulliken spin population and
• spin population obtained with a natural population analysis
are given for the model system depicted in Figure 2.16. The calculated spin distribution
Table 2.2. – Net and gross atomic Mulliken spin population obtained with an NPA
for the truncated dinitroxyl model system (orthogonal configuration, numbering as in
Figure 2.16 and 5.2).
atom
Net Mulliken Gross atomic Mulliken NPA
spin population spin population spin population
O1 0.50 0.46 0.48
N2 0.19 0.21 0.21
C3 0.03 0.03 0.05
C4 0.12 0.14 0.10
C5 0.13 0.10 0.10
C6 0.03 0.06 0.05
suggests that the dominant resonance structures are the ones shown in Figure 2.16. This
description emphasizes the delocalization of the spin onto the ring system of the nitroxide
— an important factor in the analysis that follows below.
2.3.5. Effective Point-Dipole Model
If the distance between two spin-carrying fragments is large enough, it may be possible to
reduce equation (2.56) to a single term, where RAB refers to an ‘effective’ distance. Quite
frequently, the origins of the spin-distributions are simply fixed in an ad hoc manner based
on chemical intuition (for nitroxides commonly the center of the N-O bond is chosen).131
A perhaps somewhat more rational approach is the following: First calculate the centers of
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B RB , (2.58)













where R12 = R(F2)−R(F1) is the distance vector between the centers of gravity of fragments
F1 and F2.
All the approximations and their limitations will be explored in Chapter 5.
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3. Characterization of the Intermediates of
P450nor
3.1. Introduction
As already presented in Section 1.2, the first two species of the P450nor reaction mechnanism
are experimentally readily accessible, and a considerable amount of experimental data ex-
ist.70,72,83–87 There is thus consensus about their properties in the scientific community.88–90
The third intermediate of the reaction, to which a key role in the mechanism is assigned,
is intermediate I. This has always been a central focus in studies on P450nor. Due to its
short lifetime it is not easy to access experimentally. In particular, a crystal structure is not
available and hence spectroscopy has to be relied upon for providing structural information.
However, thus far spectroscopic data about intermediate I have been quite limited. In the
absence of sufficient experimental constraints, a rather wide variety of structures were pro-
posed in various experimental and theoretical studies.78,88,89,91,92
The aim of this chapter is to analyze and elucidate the geometric and electronic structures
of all three intermediates in P450nor:
• The resting state (1),
• the NO-bound state (2) and
• the key intermediate I.
In order to obtain a complete picture, QM/MM calculations were carried out to study the
intermediate structures in the protein environment. The selected intermediates that are
obtained in this chapter will be analyzed further by calculating the entire reaction path in
the protein environment in Chapter 4.
For all intermediates their spectroscopic properties are determined and compared with the
available experimental data.a Furthermore, they are characterized in a detailed analysis of
their structural and electronic properties.
For intermediate I three different ligands are modeled in the active site (only iron and the




yielding in total six different electronic structures (two electromers for each ligand). The
spectroscopic, structural and electronic properties of all intermediates (1 to 5) are analyzed
in the following.
aMössbauer spectra for all three intermediates, which were measured by E. Bill, but are not yet published,
can be used for the characterization of the intermediates. The spectra are shown in the Appendix in Figure B.1.
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3.2. Computational Details
The workflow presented in Section 2.2.6 was applied in the calculations of this chapter.
Details for the study are given below.
3.2.1. Preparation of the Protein Structure and MD Simulation
The calculations were started from the experimental X-ray structure of P450nor (PDB code:
1CL6).70 The protonation states of the residues were assigned with PROPKA 2.0 (Glu, Asp)
and the standard algorithm of GROMACS (other residues).102,132,133 As MM parameter
set the OPLS-AA force field was used.134–136 The topologies for the non-standard residues
(cysteinate-ligand to iron, heme-group and the nitrogenous intermediates) were generated
using PRODRG2.5121 and CHELPG charges122 derived with ORCA99 (BP86137–139 with
SV(P)140–142 basis set). The protein was put in a rhomboedric box (protein dimensions
plus 2 nm in each direction) and solvated with water molecules. In order to neutralize the
system, solvent water molecules (not crystal waters) were replaced by sodium ions using the
GROMACS program genion102 resulting in an overall neutral charge.
The thus prepared system was relaxed and equilibrated by classical energy minimizations and
classical MD runs with periodic boundary conditions. During the classical minimization and
MD simulation the Cartesian coordinates of the iron ion and its ligands (heme, Cys352 and
NHO ligand) were kept fixed.
3.2.2. QM and QM/MM Calculations on Intermediates
The QM/MM calculations started from the snapshots taken from the MD simulation (at (A)
250ps, (B) 350ps and (C) 450ps). The different ligands (given as L1 to L5 in Figure 3.1) were
modeled at the sixth coordination site of heme. Depending on the ligand charge, the total
system charge was adapted by deleting sodium ions to maintain overall neutrality. Four dif-
ferent QM regions were used (see Figure 3.1), all of which consist of the iron-ligand-porphyrin
unit without (R1) and with (R2) side chains and additionally with important residues around
the carboxyl groups (R3) and around the Cys352 residue (R4), respectively. All residues that
have atoms within a distance of 4 Å of the heme-group, Cys352 and the respective sixth
ligand were optimized, resulting in approximately 800 optimized atoms. QM/MM calcula-
tions were carried out with an electrostatic embedding scheme using the QM/MM interface
between GROMACS102,143 and ORCA. Periodic boundary conditions were switched off and
no cutoffs were used for the nonbonded QM-MM interactions. For the bonds connecting the
QM/MM boundary the hydrogen link atom approach143 was used in conjunction with the
charge shift model.123 Gas phase calculations (D) were started from the obtained QM/MM
structures, without using any constraints, modeling the protein environment through a dielec-
tric continuum using COSMO144 (conductor-like screening model) with a dielectric constant
of ǫ = 4.145
3.2.3. Minimization Scheme
The snapshots were first minimized with QM region R2 with the GROMACS conjugate gra-
dient minimizer to reach a sufficient optimization for the MM charges (threshold: maximum
force: 100 kJ/(mol·nm)). The different QM regions were further optimized with ORCA
including the nonbonding QM-MM interactions, with the positions of the link atoms and
their directly adjacent atoms being constrained.


















































































Figure 3.1. – QM systems R1 to R4 and the ligands L1 to L5 which characterize the
different states of the protein.
3.2.4. QM Method
The QM/MM optimization calculations were performed with unrestricted RIJCOSX146-
B3LYP137,147,148 using the def2-SVP basis set in accordance with the def2-SVP/J auxiliary
basis set (B1).b,140,149,150 A second, larger basis set was used for optimization to test the
basis set convergence. This basis set (B2) comprises of def2-TZVPP149–151 (with def2-
TZVPP/J as auxiliary basis set) for iron and the first ligand sphere atoms including the
full sixth ligand, and of B1 for the remaining atoms. Single-point calculations were car-
ried out with RIJCOSX-B3LYP⋆152,153 using the def2-TZVPP basis set in accordance with
def2-TZVPP/J as auxiliary basis set for all atoms (B3). The Mössbauer parameters were
calculated using B3LYP⋆ in conjunction with the CP(PPP) basis set154 for iron and TZVP151
for the remaining atoms (B4). In all calculations ZORA was used to account for relativistic
effects,155–157 the dispersion correction implemented as VDW06 in ORCA was included to
account for dispersion effects within the QM part158 and the MM point charges of the protein
bDuring the course of the project it turned out that the use of GGA functionals is insufficient, but that
these have to be replaced by more accurate hybrid functionals.
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environment were included in the one-electron Hamiltonian of the QM-calculation159 (see
also equation (2.50)).
In the frequency calculations the same level of theory as for the optimization was used. The
partial Hessian vibrational analysis125 (see page 49) as implemented in ORCA was used here
in order to circumvent the inclusion of MM bonding interactions at the QM/MM boundary.
For the localization of molecular orbitals the Pipek-Mezey algorithm160 was used.
Calibration of the Density Functional
Goodrich et al. pointed out that the bonding situation in heme-nitrosyls is a challenge for
DFT calculations.161 They showed that BP86 overestimates and B3LYP underestimates the
Fe-NO bond in ferrous heme-nitrosyls. Olah et al. performed a comparative study using
DFT and correlated ab initio calculations for NO bonding to ferric and ferrous nitrosyls.162
Their data set is used in this work for calibration (see Table 3.1). It turned out that B3LYP⋆
Table 3.1. – NO bonding energy to heme-thiolate. Model structures and reference
energies are taken from Olah et al.162 Single point energies are calculated using basis
set B3. Relative energies are given in kcal/mol.






Reference value -9.3 (-4.5)c ≈ -15 – -20d
aSmall model mimicking a heme-thiolate NO complex. Heme represented by amidines and thiolate by
SH−-ligand.
bBigger model for hemethiolate as used in Olah et al.162
cRelative CCSD(T) energy extrapolated to the infinite basis set limit (calculated with cc-pV8Z/cc-pVDZ
for Fe/amidines). In parentheses the BSSE corrected energy is given.
dAs given in Olah et al.162
reproduces the NO bonding energies best. Thus B3LYP⋆ was chosen for the calculation of
the single point energies (vide supra).
3.3. MD Simulation Results
After the preparation of the protein structure 450ps of productive sampling were carried
out (see Figure 3.2). The plots show that the system is equilibrated. For the subsequent
QM/MM calculations three snapshots were used (A – C), taken at 250, 350 and 450 ps.
3.4. QM/MM Results
The structures of the different P450nor intermediates were optimized starting from the three
different snapshots (A – C). Their results are compared with the results that were obtained
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Figure 3.2. – The gyration radius of the protein (left) and the root-mean-square devi-
ation (rmsd) of the backbone atoms (right) with respect to the initial configuration of
1CL6 are plotted versus the MD simulation time.
with a cluster model (D). This comparison allows us to examine the effect of the protein
environment.
Five different models are studied, differing by the ligand in the axial position. In the different
snapshots the sixth ligand position is occupied with: 1 a water molecule in the resting state
and 2 NO in the NO-bound state. In the case of intermediate I the mono- (3, NHO−) and
diprotonated (4, NHOH) alternatives are used. An additional ligand 5, which is obtained
by formally removing one water molecule from 4, is also used. In the course of the study
it emerged that 2 – 5 exist in two different electronic states each. These two states are a
closed shell and a broken symmetryc (BS) state. Thus, a total of nine different species is
analyzed and denoted in the following as:
(1) Fe(III)-H2O,
(2a) closed shell {FeNO}6,
(2b) BS(2,2) {FeNO}6,
(3a) closed shell {FeNHO}8,
(3b) BS(1,1) {FeNHO}8,
(4a) closed shell {FeNHOH}8,
(4b) BS(1,1) {FeNHOH}8,
(5a) closed shell {FeN}8 and
(5b) BS(2,2) {FeN}8.
It will become clear in Section 3.4.5 that the calculated Mössbauer parameters for both
heme-nitrido complexes (5a and 5b) are far off the experimental values. Thus, the analysis
of the structural and electronic properties will be focused on the other ligands.
cThe broken symmetry state BS(m,n) refers to a state with m unpaired spin-up electrons on fragment A
and n unpaired spin-down electrons on fragment B.
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3.4.1. Geometric Structures
Convergence of Basis-Set and QM-Region Size Before analyzing the results for the
different models, the validity of the used basis sets and QM regions is discussed. 1 and 2
were optimized in snapshot B with two basis sets, B1 and B2. Basis B1 is sufficient for the
characterization of the iron-nitrosyl species (as can be seen by comparing the results for B1
and B2 in Table 3.3). For the resting state Table 3.2 shows that there is still some deviation
in Fe-O bond length upon going from B1 to B2. The relatively weak bond between iron and
the water ligand is only insufficiently described by a basis of size B1. But on the other hand
the spectroscopic properties (see e.g. Table 3.8) are hardly influenced by these deviations in
the bond distance to a weak axial ligand. In the interest of efficiency, the efforts were thus
concentrated on the structures obtained with basis B1.
Regarding the QM regions, 1 and 2 were again optimized in snapshot B with four different
QM regions, R1 to R4. The important structural features of the first ligand sphere do
virtually not change for all four QM regions. The following analysis will thus be based on
the results obtained with QM regions R2 and R1.
Resting State
In the resting state the water molecule only binds weakly to the iron. The iron-oxygen
distance thus varies significantly over the different snapshots and the cluster model, as shown
in Table 3.2. In the snapshots, the Fe-O bond varies by more than 10 pm, depending on
Table 3.2. – Computed and experimental structural parameters for the Fe(III)-H2O
species for different QM regions in snapshots A – C and the cluster model D. Distances
are given in Ångstrom.
Snapshot QM region Fe-O Fe-S
A R2 2.337 2.176





C R2 2.168 2.190
D R2 2.162 2.188
P450nor Exp. data86 2.44 ± 0.02 2.26 ± 0.02
aBasis set B2 was used
hydrogen bonding interactions with surrounding water molecules in the distal heme pocket.
Without these competing hydrogen bonds (as evident in the cluster calculation), the Fe-O
distance is even shorter. Compared to the experimental value, the Fe-O bond length is
slightly underestimated in the QM/MM calculations, but it can be seen that the explicit
modeling of the surrounding in the active site and the larger basis set improve the computed
value significantly.
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NO-bound State
Two different electromers exist for the NO-bound form: a closed shell (2a) and a broken
symmetry BS(2,2) (2b) solution. Table 3.3 summarizes the important structural features
of these species in the different calculations. The most striking difference between the two
Table 3.3. – Computed structural parameters for 2a/2b (in the closed shell-/ BS(2,2)-
state) for different QM regions in snapshots A – C and in the cluster model D. Distances
are given in Ångstrom, bond and dihedral angles are given in degrees.
Snapshot QM region Fe-N N-O Fe-N-O Fe-S C-S-N-O
A R2 1.649/1.756 1.161/1.173 157/152 2.307/2.281 159/160
R2a 1.656/1.760 1.155/1.166 159/154 2.309/2.283 148/129
B R2 1.641/1.713 1.148/1.157 171/171 2.313/2.291 178/172
R2b 1.641/1.712 1.143/1.154 171/171 2.316/2.295 177/171
R2a 1.659/1.754 1.155/1.165 158/155 2.309/2.280 -127/-122
R3 1.641/1.713 1.147/1.157 171/171 2.313/2.294 -179/162
R4 1.640/1.712 1.147/1.157 171/170 2.312/2.297 169/169
R1 1.645/1.713 1.148/1.156 168/170 2.302/2.281 -138/-145
C R2 1.648/1.754 1.162/1.173 158/154 2.305/2.277 147/145
D R2 1.657/1.757 1.146/1.157 163/153 2.295/2.251 -177/-88
R1 1.663/1.738 1.142/1.151 162/157 2.285/2.257 88/89
P450nor Exp.data86 1.66 ± 0.02 –/– 160 - 180 2.26 ± 0.02 –/–
P450cam Exp.data86 1.76 ± 0.02 –/– 160 - 180 2.26 ± 0.02 –/–
aAll solvent molecules were deleted and the QM region was reoptimized.
bBasis set B2 was used.
electromers is the Fe-N bond length with a deviation of up to 10 pm (see also Section 3.4.2).
But this is not the only exciting observation on the Fe-N bond length. What is much more
surprising is that for 2b the Fe-N bond length of the cluster model (D) is reproduced in two
of the snapshot structures (A and C), but in the other snapshot (B) a much shorter bond
distance is observed. The origin for this difference lies in:
• either the differing protein conformations at different MD simulation times or
• different hydrogen bonding networks in the snapshots due to the water molecules which
are present in the large heme distal pocket.
This question can be answered by removing the water molecules from two snapshot structures
(A and B) and reoptimizing QM region R2 again. The results (given under R2a in Table 3.3)
indicate that the protein structure itself influences the Fe-N bond length only marginally.
Thus, the difference is due to the different water networks in the heme distal pocket.
The computed Fe-N-O angle varies from 152◦ to 171◦ for the different models. At the same
time, the orientation of NO with respect to the heme plane (C-S-N-O dihedral angle) varies
in a range of about 180◦. These results are not unexpected, since the potential energy
surface for Fe-N-O bending is flat over a wide range (150◦ – 180◦) and NO can freely rotate
above the heme plane (as can be seen in Figures 3.4 and 3.3, compare also similar results
for ferric and ferrous heme-nitrosyls with an axial imidazole ligand163,164).
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Figure 3.3. – Relative energy for Fe-N-O bending in 2. Geometries obtained with
relaxed surface scan for QM region R1 (model D) with basis B1. Relative energies















Figure 3.4. – Barrier for the rotation of the ligand above the heme plane for 2, 3 and
4 (left figure). Definition of α (dihedral angle C-S-N-O) in the right figure. Geometries
obtained with relaxed surface scans for QM region R1 (model D) with basis B1. Relative
energies obtained with B3LYP⋆/B3. COSMO was applied for all calculations.
The N-O bond length in both electromers corresponds approximately to the bond length of
free NO (at the same level of theory: NO+ 1.062 Å, NO 1.148 Å, NO− 1.257 Å), where the
N-O bond length in the BS species has a slight tendency towards NO−. Compared to the
available experimental EXAFS data of NO-binding to P450nor,86 the closed shell species fits
the experimental data better than the BS species.
Intermediate I
The structural data for the optimized geometries of 3 – 5 are summarized in Table 3.4. Two
electromers exist for all ligands: a closed shell (3a, 4a, 5a) and a broken symmetry (3b, 4b,
5b) state. As mentioned above, we concentrate on the results obtained for 3a, 3b, 4a and
4b.
In comparison to the NO-bound species, two more electrons are present in intermediate I.
Thus, the NHO(H) ligand is now bent (Fe-N-O angle: 124 – 134◦). It was expected that
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Table 3.4. – Computed structural parameters for 3a/3b, 4a/4b (in the closed
shell/BS(1,1)-state) and 5a/5b (in the closed shell/BS(2,2)-state) for QM region R2
in snapshots A – C and in the cluster model D. Distances are given in Ångstrom, bond
and dihedral angles are given in degrees.
Ligand Snapshot Fe-N N-O Fe-N-O Fe-S C-S-N-O
NHO A 1.793/1.896 1.264/1.281 134/131 2.329/2.296 175/173
(3a/3b) B 1.793/1.886 1.254/1.275 134/131 2.384/2.348 -130/-133
C 1.783/1.887 1.266/ 1.282 133/131 2.335/2.306 -168/-169
D 1.796/1.857 1.235/1.258 132/130 2.354/2.333 179/179
NHOH A 1.796/1.962 1.361/1.337 126/128 2.241/2.216 167/-174
(4a/4b) B 1.768/1.930 1.376/1.343 126/126 2.257/2.223 -150/-151
C 1.786/1.984 1.371/1.342 128/128 2.236/2.219 178/178
D 1.799/1.947 1.367/1.331 124/126 2.234/2.221 -179/180
N (5a/5b) B 1.521/1.645 –/– –/– 2.400/2.355 167/168
the bent nature of the ligand would result in a larger barrier to rotation of the ligand above
the heme plane. In order to study this, relaxed surface scans were performed for the rotation
of the NHO and NHOH ligand in the cluster model D (see Figure 3.4). In all four cases
rotation barriers are present. Species 4a shows a high barrier of 6.8 kcal/mol. The other
three species have relatively low barriers (2.1 to 2.7 kcal/mol). The existence of intrinsic
rotation barriers goes hand in hand with a much smaller variation of the C-S-N-O dihedral
angle in the QM/MM results, as compared to the NO-bound state 2 (compare Table 3.4).
There are differences between the closed shell and BS structures for 3 and 4:
• In 3a the N-O bond length is, with 1.254 to 1.266 Å, in between the N-O bond length
of free NHO and NHO− (1.200 and 1.322 Å). The N-O bond in 3b is slightly longer
(by 2 pm), indicating a larger resemblance to the NHO− ligand. The difference in the
Fe-N bond length is, again, more pronounced and elongated by about 10 pm upon
going from the closed shell to the BS structure.
• In 4a the N-O bond is slightly longer than that of free NHOH (NHOH+ 1.215 Å,
NHOH 1.352 Å, NHOH− 1.555 Å), whereas the N-O bond of 4b is slightly shorter
than that of free NHOH. The Fe-N bond is elongated by 16 pm in 4b compared to 4a.
Comparing 3 and 4, similar Fe-N distances are observed for 3a and 4a, but a larger deviation
for 3b and 4b. The most important difference between 3 and 4 is the Fe-S bond length
(deviation of ≈ 10 pm). The reason for this difference is that, in 3, more electrons are pushed
into the iron moiety, thus preventing stronger electron donation from the sulfur atom.
3.4.2. Bonding
For the analysis of the leading bonding interactions the occupied KS orbitals were localized.
For the broken symmetry species, it was necessary to exclude the magnetically coupled
orbitals (unrestricted corresponding orbitals, UCOs) from the localization procedure. The
thus obtained localized molecular orbitals (LMOs) are discussed in the following. First the
{FeNO}6 (2) species is described before the changes of the bonding pattern upon reduction
to {FeNHO(H)}8 (3, 4) are discussed.
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NO-Bound State
At the beginning of the project the expected result was a closed shell structure for 2 (2a).
Surprisingly, the BS(2,2)-state 2b was also found. This is in contrast to the results obtained
by previous studies on P450nor.88 The reason for this is that, so far, GGA-functionals were
used, which only yield one SCF solution, the closed shell solution. In this study more accurate
hybrid functionals are used, which yield two electronic states for {FeNO}6.d The LMOs for
2a and 2b are displayed in Figure 3.5.















Figure 3.5. – Schematic MO diagram for 2a (left) and 2b (right). Spin-coupled pairs
are represented by unrestricted corresponding orbitals with S being their spatial overlap.
All other orbitals are localized canonical (2a), quasi-restricted (2b) and virtual orbitals.
Note that these orbitals do not have well defined orbital energies.
and dyz) with strong π-backbonding to the two unoccupied NO-π⋆ orbitals (both ≈ 70%
Fe and 30% NO-π⋆ character). This backbonding explains why the N-O bond length in
the closed shell form is similar to the N-O bond length of the free NO radical (although
from the occupation pattern 2a is rather a Fe(II)-NO+ species). Switching to the BS form,
the dxz and dyz orbitals become polarized and give two new pairs of magnetically coupled
orbitals. Here, the β spin is mainly distributed over the NO-π⋆ orbitals, and the α spin is
mainly located on the Fe dxz and dyz orbitals. From the Mulliken analysis a spin population
of +1.14 on Fe and -1.00 on the NO ligand is obtained. Thus, this state is best formulated
as a singlet diradical involving Fe(III) and NO•.
dIt has to be mentioned that this has already been observed before: Two degenerate electronic states
were already found by Praneeth et al. for a six-coordinate ferric heme-nitrosyl complex with an imidazole
trans ligand.165
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Intermediate I
As in the case of the NO-bound state, intermediate I was also studied before,88,91 but here
only the closed shell solutions (3a and 4a) were considered. This study is the first to obtain
BS solutions for intermediate I. In fact, the BS solutions 3b and 4b will turn out to be
energetically favored over the closed shell solutions 3a and 4a and their existence will have
implications on the reaction mechanism (see Sections 3.4.4 and 4.4.3).












Figure 3.6. – Schematic MO diagram for 3a (left) and 3b (right). The spin-coupled pair
is represented by unrestricted corresponding orbitals with S being their spatial overlap.
All other orbitals are localized canonical (3a), quasi-restricted (3b) and virtual orbitals.
Note that these orbitals do not have well defined orbital energies.
electrons in 3 and 4 (compared to 2) occupy the newly formed N-H σ-bond. Due to the
N-H σ-bond, the NO-π⋆ip orbital does not exist anymore. Back donation is thus only possible
into the NO-π⋆oop orbital. All four species have two non-interacting dxy and dxz orbitals in
common. The difference between these four species is found in the distribution of the two
remaining electrons of the Fe 3d / NO-π⋆ moiety. In the BS forms (3b and 4b) only one pair
of magnetically coupled orbitals is present. This pair is similar to the dyz / NO-π⋆oop pair in
2b, but shows smaller UCO overlap and thus less π-backbonding character. Moreover, the
UCO overlap is decreasing from 3b to 4b, i.e. the π-backbonding character is decreasing.
This causes a lengthening of the Fe-N bond, which can be observed when going from 2b via
3b to 4b (see again Section 3.4.1).
The closed shell species 3a and 4a differ significantly from each other. Whereas the Fe dyz
orbital of 3a shows 65% Fe and 35% NO character, the composition of the corresponding
orbital in 4a is reversed (≈ 35% Fe and 65% NO character). That is in 4a these two electrons













Figure 3.7. – Schematic MO diagram for 4a (left) and 4b (right). The spin-coupled pair
is represented by unrestricted corresponding orbitals with S being their spatial overlap.
All other orbitals are localized canonical (4a), quasi-restricted (4b) and virtual orbitals.
Note that these orbitals do not have well defined orbital energies.
are mainly located on the NO ligand, and only two of the Fe 3d orbitals are occupied. Thus,
4a is best described as a Fe(IV) species.
In summary, the putative intermediate I species can be described as:
(3a) low-spin Fe(II)-NHO,
(4a) low-spin Fe(IV)-NHOH−,
(3b) NHO•− antiferromagnetically coupled to low-spin Fe(III) and
(4b) NHOH• antiferromagnetically coupled to low-spin Fe(III).
It has to be stressed that 3a and 4a have already been studied before,88,91 but not 3b
and 4b.
The electronic character of 3b and 4b is of obvious importance for the catalytic behavior
of P450nor. In Chapter 4 it will be shown shown that the N-N bond formation is a spin-
recoupling reaction which requires intermediate I to have radical character.
Fe-S Backbonding
One noticeable electronic property of all BS species is the involvement of the S py orbital
in the hole stabilization (see Figures 3.5, 3.6 and 3.7) The Fe dyz UCO has about 10–15%
sulfur character for 2b, 3b and 4b. This is in contrast to the closed shell species, which have
essentially no sulfur contribution. This difference can partly be rationalized by the geometric
differences. Due to the longer Fe-N bonds the electron density on iron is lower, which leads
to more electron donation from sulfur to iron and thus to a more covalent character of the




Figure 3.8. – Doubly occupied S py orbital for 3a, 3b, 4a and 4b. The orbitals are
localized canonical (3a, 4a) and localized quasi-restricted orbitals (3b, 4b).
Fe-S π-bond (see Figure 3.8) for 3b and 4b. That is, the hole that is created at the iron
center attracts electron density from the soft thiolate ligand via a Fe-S π-bond.
3.4.3. Spin Distribution
Table 3.5 summarizes the calculated spin populations of the three BS species. The spin
Table 3.5. – Computed spin population (Mulliken population analysis) for Fe, S and the
N(H)O(H) ligand in 2b, 3b and 4b in QM region R1 at different geometries and with
and without the protein environment. Given are the data for the enzymatic structure A
with point charges/A without point charges/cluster model D (without COSMO).
2b (NO) 3b (NHO) 4b (NHOH)
Ligand -0.97/-0.80/-0.73 -0.83/-0.66/-0.63 -0.89/-0.90/-0.90
Fe 1.07/0.86/0.72 0.81/0.68/0.67 0.81/0.76/0.78
S 0.01/0.04/0.08 0.10/0.09/0.07 0.18/0.23/0.20
population of the singlet BS species is, of course, not measurable. As discussed elsewhere,
it is an artifact of the BS method that has to be taken into account when computing
spin dependent properties.166 Here, the spin population in the singlet case signifies the
antiferromagnetic coupling of the nitrosyl ligand to the Fe moiety in the single-configuration
DFT framework, its strength being correlated to the diradical character of the species. It is
interesting to compare the results obtained for the calculations with and without the protein
matrix.
• For 2b and 3b the protein environment significantly increases the spin polarization
between the ligand and iron-sulfur moiety (by about 25%). The protein seems to
lower the diradical character.
• The diradical character of 4b on the other hand is not influenced by the protein
environment, but it is as high as that of 3b in the protein matrix.
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3.4.4. Energetics
In order to get insight into the stability of the different electronic states, the energy differences
between the closed shell and the BS species were calculated for 2, 3 and 4.
NO-Bound State
For the {FeNO}6 form, the two electromers are found to be very similar in energy. In
Table 3.6 the energy differences for the snapshots and the cluster model are given for QM
region R1 to R4 (if available). In comparison to the calculation with the protein environment
Table 3.6. – Computed energy differences calculated with basis set B3 for 2a and 2b for
different QM regions (R1 to R4) in snapshots A – C and in the cluster model D. Given
are the QM/MM energy differences for snapshots A – C and QM energy differences for
cluster model D. The energy differences are given for R1/R2/R3/R4. In parentheses
the energy differences without surrounding point charges (COSMO) for A – C (D) are
given. The sign ‘–’ indicates that the respective calculation was not performed. Positive






aCalculated at QM/MM geometry, but without point charges.
bEnergy difference calculated without COSMO.
the calculation without point charges and the cluster model calculation slightly prefer the
closed shell state. The same is found when enlarging the QM region to R3 and R4, but
these effects are only in the range of less than 1 kcal/mol.
The results for the closely lying closed shell and broken symmetry form are consistent with
calculations by Praneeth et al., who studied a ferric heme-nitrosyl, but with an imidazole
instead of a thiolate ligand.165 They found a Fe(II)-NO+ form to be only ≈ 1.0 kcal/mol
more stable than a BS Fe(III)-NO• form.
Intermediate I
The results for the putative intermediate I forms are summarized in Table 3.7. Compared
to 2, the ligands 3 and 4 show much larger energy differences between the two electromers.
In the protein matrix, the BS species are about 4.5 to 5.5 kcal/mol more stable than the
closed shell species. What is surprising at first sight is the different effect of the protein on 3
and 4: 3a is stabilized in the electrostatic field of the protein (energy difference increases by
2 to 3 kcal/mol compared to calculations without point charges and in the cluster model),
whereas for 4a only a small stabilization of the closed shell state by the protein environment
is observed. This behavior can be rationalized when regarding the formal net charge of
the respective species. 3 is best described as Fe(II)-NHO (Fe(III)-NHO•−) in the closed
shell (broken symmetry) state and 4 is described as Fe(II)-NHOH+ (Fe(IV)-NHOH•−) in the
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Table 3.7. – Computed energy differences calculated with B3LYP⋆ and basis set B3
for 3a/3b, 4a/4b and 5a/5b for QM regions R1 and R2 in snapshots A – C and in
the cluster model D. Given are the QM/MM energy differences for snapshots A – C and
QM energy differences for cluster model D. The energy differences are given for R1/R2.
In parentheses the energy differences without surrounding point charges (COSMO) for
A – C (D) are given. The sign ‘–’ indicates that the respective calculation was not
performed. Positive (negative) values imply a BS (closed shell) ground state.
Snapshot 3 (NHO) 4 (NHOH) 5 (N)
A +5.40 (+2.02)a/+5.55 +4.83(+4.01)a/+4.49 –/–
B +4.53 (+1.93)a/+4.78 +4.30(+4.04)a/+4.82 -0.48/–
C +5.76/– +5.13/– –/–
D +2.50 (+2.29)b/+2.95 +5.79(+4.22)b/+5.73 –/–
aCalculated at QM/MM geometry, but without point charges.
bEnergy difference calculated without COSMO.
closed shell (broken symmetry) state. This means, for 3a there is a larger charge separation
between the iron and the NHO ligand than for 3b, whereas for 4 there is no such difference.
The protein naturally stabilizes the charge separation and thus increases the energy difference
for 3a and 3b.
The ligand 5 shows a similar behavior as the NO-bound state. Both electromers, the closed
shell and the BS state, are nearly isoenergetic.
3.4.5. Spectroscopy
Mössbauer
The Mössbauer parameters were calculated for all models using QM region R2. For the
different intermediates in the protein structure (A – C) the Mössbauer properties were ad-
ditionally calculated at the protein geometry, but without the point charges, which allows
to assess the effect of the protein electrostatic field on the spectroscopic properties. The
calculated values for the resting state are summarized in Table 3.8. Those for the NO-bound
state are found in Table 3.9 and the values for all six putative intermediate I models, 3a/3b,
4a/4b and 5a/5b, are found in Table 3.10.
The observed Mössbauer parameters for the resting state are well reproduced by the
QM/MM calculations. The effect of bringing the water bound heme into the protein in-
creases the quadrupole splitting (in absolute values) by almost 1 mm/s and brings it to good
agreement with the experimental value. This effect does not simply come from the differ-
ent Fe-O(H2O) distances, but essentially arises from the polarization of the QM region by
the point charges. This mirrors the known steep dependence of the Mössbauer quadrupole
splitting on the counter ion in low molecular weight complexes.49 Since these are relatively
small effects with large consequences, it is evident that the isomer shift is the more readily
interpretable quantity.
For models 2 to 4 the effect of the protein polarization is even much more pronounced and
is also consistent for all six models (see Table 3.9 and 3.10). The calculated isomer shift is
lowered by up to 0.4 mm/s compared to the values without the point charges and at cluster
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Table 3.8. – Computed Mössbauer parameters determined with B3LYP⋆ and basis set
B4 for the resting state 1 at QM region R2 in snapshots A – C and in the cluster model
D. Given are the isomer shift δ and quadrupole splitting ∆EQ .
Snapshot δ [mm s−1] ∆EQ [mm s−1]
Fe(III)-Wat A 0.31 -3.0




Expt. valuec 0.32 -2.96
aComputed at the geometry optimized with B2.
bComputed at QM/MM geometry, but without point charges.
cFor experimental Mössbauer spectra see Appendix, Figure B.1.
Table 3.9. – Computed Mössbauer parameters for the NO-bound state (2a, 2b).
The parameters were determined with B3LYP⋆ and basis set B4 at QM region R2 in
snapshots A – C and in the cluster model D. Given are the isomer shift δ and quadrupole
splitting ∆EQ .
Snapshot δ [mm s−1] ∆EQ [mm s−1]
Closed shell A 0.04 1.0




BS A 0.11 1.6




Expt. valuec 0.15 1.31
aComputed at QM/MM geometry optimized without solvent molecules.
bComputed at QM/MM geometry, but without point charges.
cFor experimental Mössbauer spectra see Appendix, Figure B.1.
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Table 3.10. – Computed Mössbauer parameters for intermediate I (3a, 3b, 4a, 4b,
5a, 5b). The parameters were determined with B3LYP⋆ and basis set B4 at QM region
R2 in snapshots A – C and in the cluster model D. Given are the isomer shift δ and
quadrupole splitting ∆EQ .
3 (NHO) 4 (NHOH) 5 (N)
Snapshot δ ∆EQ δ ∆EQ δ ∆EQ
[mm s−1] [mm s−1] [mm s−1] [mm s−1] [mm s−1] [mm s−1]
Closed A 0.22 -2.1 0.12 -2.9 – –
shell B 0.23 -1.6 0.08 -2.9 -0.35 -0.8
Ba 0.26 1.3 0.12 -2.4 – –
C 0.20 -2.1 0.09 -3.1 – –
D 0.25 1.1 0.10 -2.1 – –
BS A 0.26 -2.3 0.25 -2.6 – –
B 0.26 -1.6 0.23 -2.5 -0.15 -1.0
Ba 0.30 -1.2 0.24 -2.1 – –
C 0.25 -2.3 0.26 -2.7 – –
D 0.27 -1.1 0.24 -1.8 – –
Expt. valueb 0.24 1.95 0.24 1.95 0.24 1.95
aComputed at QM/MM geometry, but without point charges.
bFor experimental Mössbauer spectra see Appendix, Figure B.1.
model geometry, respectively. The absolute values of the quadrupole splitting are increased
when switching from cluster model geometry to QM/MM geometry and additionally upon
proceeding to electronic embedding at protein geometry.
For the two NO-bound states, 2a and 2b, both Mössbauer calculations agree with the ex-
perimental data.
The Mössbauer parameters for ligand 5 were calculated only for snapshot B. The calculated
Mössbauer data are far off from the experimental value and thus closed shell (5a) and BS
form (5b) can both be ruled out as putative intermediate I.
Surprisingly, comparing the calculated parameters for 3 and 4, three of the four species have
similar calculated isomer shifts. Model 4a, shown to be the only Fe(IV) species (see Sec-
tion 3.4.2), is the only one that deviates significantly from the rest of this set. Its computed
isomer shift is 0.15 to 0.20 mm/s lower than that of 3a, 3b and 4b, and thus does not
fit to the experimental data of intermediate I. For the quadrupole splitting the behavior is
different. Here, 3a and 3b are similar on the one hand and 4a and 4b are similar on the
other hand. But, 3a, 3b and 4b are still in the usual error range of such calculations. It
is interesting that these four different electronic structures give only two different isomer
shift values in the Mössbauer property calculations. Quite typically, the variations in isomer
shifts are dominated by bond distance changes.154,167,168 However, this appears not to be
the case here. A correlation between the electron density in the iron 3d shell and the isomer
shift was already shown earlier.154,167 The more electron density is taken out of the iron
3d shell, the higher is the electron density at the nucleus and thus the higher is the isomer
shift. Hence for 3a/3b and 4a/4b the electron density in the Fe 3d orbitals is analyzed,
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since these orbitals play a crucial role in shielding the core electrons. The iron contributions
to those LMOs where the ligands are interacting with the Fe 3d shell were calculated. The
values are given in Table 3.11. The crucial difference between 4a, which has the much lower
Table 3.11. – Computed electron population on Fe for important iron-ligand orbitals
in 3a, 3b, 4a and 4b. Contributions derived from Löwdin reduced orbital population of
spin-coupled orbitals and LMOs. Given are the data for snapshot A and QM region R2.
Σ sums up the different contributions.
Fe dxz S py Fe dyz NO π⋆oop Σ
NHO Closed shell (3a) 1.98 0.06 1.29 3.33
BS (3b) 2.00 0.32 0.89a 0.09a 3.30
NHOH Closed shell (4a) 1.98 0.12 0.74 2.84
BS (4b) 2.00 0.46 0.83a 0.02a 3.31
aUnrestricted corresponding orbital.
isomer shift, and the other three species is readily seen. It has about 0.5 electrons less in
its Fe 3d shell. All other species have different contributions to the Fe 3d population, but in
net effect they have very similar 3d populations. This is surprising especially for 3a and 3b
which have quite different electronic structures. What is important here is that the loss of
electron density in the Fe dyz orbital is compensated for by high electron donation from the
S py orbital.
Infrared Spectroscopy
The N-O stretching frequencies for the NO-bound state were calculated using QM region
R2. Unfortunately, the respective experimental information for intermediate I is not available.
The calculated values for 2a and 2b are summarized in Table 3.12. The calculated values
for both electromers cannot be used to distinguish between the two electromers, but a
clear trend can be seen when going from 2a to 2b. In the QM/MM calculations the N-O
stretching frequency for 2b is constantly about 50–60 cm−1 lower than that for 2a (whereas
the respective shift is ≈ 100 cm−1 without the protein). This shift corresponds to the
shift which is observed experimentally when comparing NO-bound P450nor and NO-bound
P450cam, which supports the identification of NO-bound P450nor as the closed shell species
2a (compare to the results on the Fe-N bond length in Table 3.3).
3.5. Discussion and Conclusion
This chapter was aimed at obtaining a complete description of the reaction intermediates of
P450 NO reductase. It was shown that there are two possible electromers for the NO-bound
state. Six species were studied as putative intermediate I forms.
Through comparison between theory and experiment, the NO-bound species could be iden-
tified as the closed shell form 2a of NO+ bound to Fe(II) with characteristically strong
back-donation from iron to the nitrosyl ligand. Here, the calculated Mössbauer parameters
and Fe-N bond length agree well with the respective experimental results. It is tempting to
speculate that the BS(2,2) {FeNO}6 species 2b, which is isoenergetic to the closed shell
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Table 3.12. – Computed IR frequencies for the NO-bound state (2a/2b). The param-
eters were determined with B3LYP and basis set B1 at QM region R2 in snapshots A
– C and in the cluster model D. For A – C the electrostatic and LJ interaction with the
protein is included. For D the frequencies are calculated using COSMO with ǫ = 4.0.
Given are the harmonic vibrational frequencies scaled with an appropriate scale factor.a
Snapshot ν(N-O) ν(15N-O)
A 1839 / 1777 1803 / 1743
Bb 1922 / 1872 1884 / 1835
C 1832 / 1772 1796 / 1783
D 1898 / 1800 1861 / 1766
Exp. P450nor 1851 1820
Exp. P450cam 1806 1775
aThe scaling factor for the determination of the frequencies was taken from169 for B3LYP and a similar
basis set.
bThe frequencies for snapshot B deviate from those of the other snapshots. This is due to the same
reasons as for the structural deviation, see Section 3.4.1.
form, might play a role in the NO-bound form of P450cam.86 Although the respective
QM/MM calculations with P450cam were not carried out, the cluster model calculations
show that the Fe-N bond length in 2b is 10 pm longer than in 2a, which is also the case
when comparing the EXAFS Fe-N bond length of NO-bound P450nor (1.66 Å) with that of
NO-bound P450cam (1.76 Å). Also the N-O IR stretching frequencies ν(N-O) show a trend
supporting this hypothesis: The experimental ν(N-O) in NO-bound P450cam is 45 cm−1
lower than in NO-bound P450nor.86 On the computational side a shift of 100 cm−1 is found
for the cluster model ν(N-O) when going from 2a to 2b, and this shift is becoming smaller
(50–60 cm−1) upon comparing the respective QM/MM results for P450nor.
Fewer experimental data are available for intermediate I in the P450nor reaction cycle. The
properties of six putative intermediates were calculated and studied in detail, the closed
shell and BS forms of singly and doubly protonated {FeNO}8, named 3a/3b and 4a/4b in
the above analysis, and the closed shell and BS (dehydrated ligand 4) {FeN}8, 5a and 5b.
With the aid of the experimentally obtained Mössbauer parameters, 4a, 5a and 5b could be
excluded out of the set, although 4a was proposed to represent intermediate I previously.91
Apart from this result, 3b is favored energetically over 3a by about 5 kcal/mol, which leaves
3b and 4b as putative intermediate I species. Both forms are Fe(III) species, differing only
in the protonation state of the antiferromagnetically coupled ligand: Fe(III)-NHO•− (3b) or
Fe(III)-NHOH• (4b). The diradical character of these two proposed species is of importance
for the mechanism of P450nor. The decomposition reaction of intermediate I can easily be
initiated by a spin-recoupling radical reaction of 3b or 4b with a second NO molecule, as will
be discussed in the next chapter. The question, which of both species (3b or 4b) represents
intermediate I, will also be investigated in Chapter 4.
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4. Characterization of the Reaction
Kinetics of P450nor
4.1. Introduction
In the previous chapter the intermediates of the P450nor reaction cycle were studied. Still,
several aspects of the mechanism remain open.
• The reduction of Fe(III)-NO by NADH was shown experimentally to be the rate limiting
step of the reaction cycle.89 The cofactor reduces the active site without additional
electron carriers, and two experimental studies could show that the reduction is done
by NADH directly in the active site.74,78 From the computational side neither the
binding of NADH to the active site, nor the direct hydride transfer to Fe(III)-NO has
yet been studied.
• Several residues in P450nor are experimentally known to be essential for the catalytic
mechanism (see Section 1.2).70,84 To date there exists no theoretical study which
gives a complete picture of the role of these residues in the enzymatic reaction.
• Intermediate I, which is produced in the reduction step, is considered as the key inter-
mediate in the reaction mechanism. Under the commonly employed higher NO concen-
trations ([NO]=1.0-2.5 mM, compared to the enzyme concentration of [E]=5.4 nM),
intermediate I does not accumulate in measurable quantities.69 However, at low NO
concentrations ([NO] almost equal to [E]) it can be spectroscopically detected. Hence,
it must represent a structure that occurs in the reaction cycle prior to N-N bond for-
mation. In the previous chapter two putative intermediate I species could be selected:
Fe(III)-NHO•− (3b) and Fe(III)-NHOH•. Nevertheless, conclusive evidence for the
nature of I has not yet been obtained.
Thus, despite accumulating experimental and theoretical data, the complete reaction cycle
of P450nor has not yet been established.
In this chapter QM/MM calculations are again used. The presumed intermediates are con-
nected through reaction paths. Three snapshots are used as starting point for the reduction
by NADH and two different QM regions are used, where the larger one includes all residues
for cofactor binding near the heme reaction site. For protonation and decomposition one
snapshot with a sufficiently large QM region is investigated.
• The first aim of this chapter is to obtain the first complete theoretical picture of the
reduction of NO-bound P450nor in a ‘realistic’ enzyme environment. The dynamics
of NADH in the protein and the structural influences of the protein on the reduction
step are studied. With the help of DFT calculations the mechanism of the electron
transfer is investigated. Since rate constants and the kinetic isotope effect (KIE) for
the reduction step are experimentally known, these data can be used to validate the
theoretical results.
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• The results of the MD simulation and QM/MM calculations are correlated with site-
directed mutagenesis experiments that shed light on the role of individual amino acids.
• The entire reaction course of the P450nor reaction cycle is simulated using the cal-
culated rate constants. Using this approach, the reaction course can be simulated
under varying reaction conditions. Herewith, it is aimed to reveal the structural and
electronic nature of intermediate I and to explain the mechanism behind the behavior
under varying NO concentrations.
4.2. Computational Details
In the calculations presented in this chapter the QM/MM workflow described in Section 2.2.6
was applied.a Specific details of this study are given in the following.
4.2.1. Preparation of the Protein Structure and MD Simulation
For the kinetic study two different enzyme structures were used (see also Section 1.2.2).
The first one, P1 (PDB code: 1XQD74), has NAAD bound in its active site. The cofactor
was chemically modified by replacing the carboxyl group with an amide group. P1 could not
be used for the modeling of the entire reaction cycle. Due to the presence of the cofactor
there is not enough space in the heme distal pocket for the attack of another NO molecule
and for the rearrangements of the reactant.b Thus, a second enzyme structure without
NADH, P2 (PDB code: 1CL670), was used for the other reaction steps (P2 is the system
also used in Chapter 3). The protonation states of the residues were assigned using the
PROPKA 2.0 program (Glu, Asp) together with the default algorithm of GROMACS (other
residues).102,132,133 Asp393, which is essential for the proton transfer in P450nor70,72,74,84
and which has a relatively high pKA value of 6 in P450nor (according to PROPKA), was
protonated. It can thus function as proton donor for the reaction.
For both enzymatic systems the same procedure as in the previous chapter was applied.
The OPLS-AA force field was used.134–136 The topologies of the non-standard residues
(cysteinate-ligand to iron, heme-group, NADH and the nitrogenous ligand) were gener-
ated using PRODRG2.5.121 Atomic MM charges were derived as CHELPG charges122 with
ORCA146 (BP86137–139/SV(P)140–142). The protein was put in a rhomboedric box (protein
dimensions plus 2 nm in each direction) and solvated with water molecules. In order to neu-
tralize the system, solvent water molecules (not crystal waters) were replaced by sodium ions
using the genion algorithm,102 in order to arrive at an overall neutral charge. The resulting
parameters of this procedure are summarized in Table 4.1.
The prepared system was geometry relaxed and equilibrated through classical energy mini-
mization and classical MD runs with periodic boundary conditions (see also Section 2.2.6).
During the classical minimization and MD simulations, the Cartesian coordinates of the iron
ion and its ligands (heme, Cys352 and NHO ligand) were kept fixed.
In P2, a second NO molecule had to be introduced for the QM/MM calculations. This was
done by replacing a water molecule in the active site by NO, about 3.6 Ångstrom away from
NHO.
aThe computational methodology used in this chapter is mostly similar to that in the previous chapter,
but important differences exist.
bIt was also shown experimentally that after reduction NADH first has to leave the active site, before the
reaction can proceed further.80
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Table 4.1. – System properties of the prepared systems P1 and P2.
P1 P2
Box dimensions
8.4× 6.9× 7.9 7.5× 8.2× 8.2
[nm× nm× nm]
Nr. of solvent molecules 14199 12742
Nr. of sodium ions 8 7




Nr. of QM atoms
61/85 76
(R1/R2) (R3)
4.2.2. QM and QM/MM Calculations
The QM/MM calculations started from three snapshots of P1 (snapshot A/B/C taken at
150/250/350 ps) and one snapshot of P2 (taken at 350 ps). In the reaction course different
ligands occupy the sixth coordination site of heme. The most important ones are depicted in
Figure 4.1.c Depending on the ligand charge, the total system charge was adapted by deleting
sodium ions in order to maintain overall neutrality. Four different QM regions were used (see
Figure 4.1). For P1, QM region R1 consists of the heme-thiolate-NO unit together with the
nicotinamide moiety. QM region R2 additionally incorporates Ser286 (modeled as methanol),
Thr243 (modeled as ethanol) and the peptide bond between Ala239 and Gly240. For P2, QM
region R3 was used, which consists of the heme-thiolate-NHO unit, Ser286 (modeled as
methanol), Asp393 (modeled as acetic acid) and six water molecules. QM system R4 comes
with the heme-thiolate-NO unit and one water molecule. For P1, all residues that have
atoms within a distance of 4 Å of the heme-group, Cys352 the NO ligand and NADH, were
optimized. The active region for P2 includes all residues that have atoms within 4 Å of R3
(see also Table 4.1).
QM/MM calculations were carried out with an electrostatic embedding scheme using the
QM/MM interface between GROMACS and ORCA.102,143 Periodic boundary conditions were
switched off and no cutoffs were used for the nonbonded QM-MM interactions. For the bonds
connecting the QM/MM boundary the hydrogen link atom approach,143 applying the charge
shift model,123 was used.
Gas phase calculations on R4 were carried out modeling the protein environment through a
dielectric continuum using COSMO144 with a dielectric constant of ǫ = 4.145
4.2.3. Reaction Path Scans
The QM/MM optimizations were performed according to the standard workflow described
in Section 2.2.6. Reaction path scans with QM regions R1/R3 (in systems P1/P2) were
performed using the GROMACS conjugate gradient (cg) minimizer. Here, successive distance
constrained QM/MM minimizations were carried out using a step size of 0.1–0.2 Ångstrom,
in order to obtain a smooth reaction path. Stationary points for R1, R2 and R3 (minima
cHere the same nomenclature as in Chapter 3 is used.




































































































Figure 4.1. – QM systems R1 to R4 and ligands L1 to L4 which characterize the
different states of the protein.
and transition states) were further optimized using the ORCA optimizer.d
4.2.4. QM method
The same QM methodology was used as in the work described in the previous chapter. The
QM/MM optimizations were performed with unrestricted RIJCOSX146-B3LYP137,147,148 us-
ing the def2-SVP basis set together with the def2-SVP/J auxiliary basis set (B1).140,149,150
Single-point calculations were carried out with RIJCOSX-B3LYP⋆152,153 using the def2-
TZVPP basis set together with def2-TZVPP/J as auxiliary basis set for all atoms (B2).
In all calculations ZORA was used to account for relativistic effects.155–157 Grimme’s 2006
semiempirical dispersion correction was included to account for dispersion effects within the
QM part.158 The MM point charges that represent the protein environment were included
dFor P1, QM region R1 turned out to be too small to obtain reliable relative energies. Thus, for P1 we
will focus on the results obtained with R2.
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into the one-electron Hamiltonian of the QM-calculation.
For the frequency calculations, the partial Hessian vibrational analysis125 was used at the
same level of theory as for the optimization. From these frequency calculations the zero
point energies (ZPE) for the relative energies were derived.
4.2.5. Kinetic Isotope Effect
The kinetic isotope effect (KIE) of the NADH reduction step was calculated by applying the
following equation:
KIE = e(Ea,D−Ea,H)/RT , (4.1)
with Ea,H and Ea,D being the respective activation enthalpies for hydrogen and deuterium,
R being the gas constant and T the absolute temperature.
4.2.6. Kinetic Simulation of the Reaction Course
For the kinetic simulation of the entire P450nor reaction course the program Tenua,170 which
is based on the program KINSIM,171 was used.
4.3. MD Simulation Results
Even though the MD simulations are only used as a preparation step before the QM/MM
calculations, some important conclusions can be drawn from the MD runs. Two systems are
studied, one with NADH (P1) and one without (P2).
4.3.1. P450nor with bound cofactor (P1)
After having prepared the system as described above, it was fully equilibrated after 50ps and
350ps of productive NVT sampling were performed (see Figure 4.2). Despite the structural
Figure 4.2. – The gyration radius (Rg) of the protein (left) and the root-mean-square
deviation (RMSD) of the backbone atoms (right) with respect to the initial configuration
of P1 are plotted versus the MD simulation time.
and chemical modifications compared to the crystal structure of 1XQD (NAAD → NADH),
NADH stays bound in the active site. The orientation of the NADH nicotinamide group with
respect to the ligand should play a crucial role in the reduction step. Visual inspection of the
80 4 Characterization of the Reaction Kinetics of P450nor
trajectory shows that NADH stays in the active site near the NO ligand, stabilized by the
surrounding amino acids. The resulting distance distribution of NADH to the NO ligand can
be seen in Figure 4.3. The hydrogen atom, which is carrying the reducing electrons, shows
in average a distance of 2.7 to 3.7 Å to N(NO). Taking a closer look at the interaction of
Figure 4.3. – The relative distribution of the distance between H(NADH) and N(NO)
during the MD simulation of P1 (from 50ps to 400ps) is displayed. The inlet shows the
distance plotted versus the time domain for the whole run.
nicotinamide in the heme distal pocket, it is found that the only stabilization comes from
hydrogen bonds to the amide group of nicotinamide. In order to reveal the contributions to
the stabilization, the interaction strengths of the important hydrogen bonds are analyzed in
Figure 4.4. The amino group switches between two different types of hydrogen bonds. The
competing hydrogen bond acceptors are:
1. the phosphate group of NADH (intramolecular hydrogen bond, Figure 4.4, C) and
2. both the side chain of Thr243 (Figure 4.4, D) and the backbone carbonyl group of
Ala239. (Figure 4.4, B)
The intramolecular (C) and intermolecular (B and D) hydrogen bonds alternate. The his-
tograms for these distances show thus a broadening between 3–6 Å. The carbonyl group of
nicotinamide forms a constant hydrogen bond with the OH-group of Ser286 (Figure 4.4, A)
and thus plays the most important role in the placement of the hydride donor near the NO
ligand.
Conclusions It is known from experiment that Ser286 and Thr243 are impotant for the
P450nor reaction.70,72,74,81–84 From the MD results it emerges that Ser286 and Thr243 both
form stable hydrogen bonds with NADH in the active site and thus pull it close to the NO
ligand. A further crucial interaction exists that cannot be deduced from mutation studies,
namely an interaction of NADH with the backbone of Ala239.e
4.3.2. P450nor without cofactor (P2)
After the preparation of the NHO-bound P450nor 450ps of productive sampling were per-
formed (see also Section 3.3).
eWith mutagenesis studies only the relevance of side chain specific interactions can be probed, as the
backbone is not altered.
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Figure 4.4. – Histograms showing the relative distribution of the hydrogen bond lengths
for the important hydrogen bonds of NADH in the active site during the MD simulation
from 50ps to 400ps. The inlets show the respective hydrogen bond length versus the
time domain. A: Distance between Ser286-OG and NADH-amide O. B: Distance between
Ala253-(C=)O and NADH-amide N. C: Distance between NADH-O12 (phosphate) and
NADH-amide N. D: Distance between Thr239-OG and NADH-amide N.
The MD simulation trajectory for P2 shows that the water molecules do not escape from the
active site. Their number stays relatively constant (visual inspection). During the MD simu-
lation Ser286 and Asp393, which belong to the proton transfer chain,70,72,74,84 form hydrogen
bonds to water molecules throughout the simulation: Ser286 has one or more hydrogen bonds
in about 95% of the simulation time. Here, e.g. crystal water WAT478 is hydrogen bonded
in 90% of the simulation time.
In the course of the MD run the carboxyl group of Asp393 switches many times between
two conformations. In about half of the time it is hydrogen bonded to the backbone-NH
group of Ala287, in the remainder it points towards the protein exterior (see Figure 4.5). The
flexibility of the carboxyl group probably plays a role in the protonation mechanism. After
being deprotonated, it can easily flip towards the bulk solvent and be reprotonated in order
to facilitate the next protonation step.
Conclusions Experimentally it has been inferred that proton donation happens via Asp393.
A possible mechanism for this function involves the high flexibility of Asp393, which allows
it to adopt two different positions, one oriented versus the protein exterior and one versus
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Figure 4.5. – The relative distribution of the hydrogen bond distance of the carbonyl
group of Asp393 and the NH-group of Ala287 during the MD simulation from 50ps to
400ps. The inlet shows the distance plotted versus the time domain for the whole run,
including equilibration.
the active site. This situation hints towards a ‘paddle’ mechanism that enables the protein
to supply the active site with protons (see Figure 4.6).
4.4. QM/MM Results
In this section, the steps connecting the three key intermediates (see also Figure 1.8) are
studied. First, NO binds to the enzyme’s resting state (1 → 2). This is followed by hydride
transfer (2 → 3) and, possibly, a consecutive protonation step (3 → 4) that occurs only
for the double protonated variant of intermediate I. Finally, the product decomposition takes
place that is initiated by the reaction of intermediate I with a second NO molecule.
4.4.1. NO Binding to Heme (1 → 2)
Unfortunately, it was not possible to find a TS in the QM/MM calculations for the ligand
exchange from water-bound to the NO-bound state. This is probably due to the many
interactions that NO and water undergo with the surrounding water molecules. Instead, a
two-dimensional relaxed surface scan was carried out (scanning both the Fe-O(H2O) and
the Fe-N(NO) distances) in the absence of the protein matrix (see Figure 4.7). In this
calculation, a pseudo-TS with a very low imaginary frequency (-100 cm−1) was found, thus
indicating an exceedingly flat potential barrier for this reaction step. This TS is denoted by
TS(1,2).
TS(1,2) decomposes into the NO-bound state 2 and a water molecule. As already shown in
the previous chapter, 2 can exist in two electromeric states, a closed shell (2a) and a broken
symmetry, BS(2,2) state 2b. For the further elucidation of the reaction process the kinetic
and thermodynamic properties of the NO binding process are important.
• The activation enthalpy of the ligand exchange (1 → TS(1,2)) is 5.4 kcal/mol.
• The reaction enthalpy ((1 → 2a)/(1 → 2b)) is -4.3/-4.1 kcal/mol.
The calculated value for the activation enthalpy ∆H‡ is in good agreement with the ex-
perimentally derived value for the NO-bound state formation, which is 2.6 x 107 M−1 s−1
(∆H‡ = 6.9 kcal/mol at 10◦C).69
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Figure 4.6. – Asp393 in two different conformations, one pointing towards the active
site (left figure, 160ps) and one pointing towards the exterior (right figure, 260ps). The
protein is shown in cartoon representation, Asp393 and surrounding residues are shown
in stick representation (for the purpose of clarity the hydrogen atoms are not shown).
Figure 4.7. – Water-to-ligand exchange in P450nor. Relative energies (in kcal/mol)
for a two-dimensional relaxed surface scan of Fe-N(NO) and Fe-O(H2O) are displayed.
The scan was performed with QM region R4 and basis set B1, followed by single point
calculations using B3LYP⋆/B1. COSMO (ǫ = 4) was used to model the protein envi-
ronment.
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4.4.2. Hydride Transfer by NADH (2 → 3)
P450nor is one rare example of a reductase, where NADH reacts directly at the protein’s
active site (see Section 1.2.2). Therefore, this reaction step is studied in depth in an attempt
to elucidate how the electrons and the proton are being transferred to the substrate.f Possible
mechanisms are
• reduction followed by proton transfer,
• protonation followed by reduction and
• concomitant proton and electron transfer in form of a hydride ion.
QM/MM surface scans were performed on three different snapshots of P1 (at 150ps, 250ps
and 350ps, called snapshot A, B and C) with subsequent optimizations to connect the NO-
bound state 2 with the reduced state 3 via the corresponding transition state TS(2,3).g
As shown in the previous chapter, the product of this reaction step can exist in two electronic
states, a closed shell (3a) and a BS(1,1) (3b) species. Thus, the reaction (2 → 3) was
calculated on two different PESs, (2a → 3a) and (2b → 3b), via TSs TS(2,3)a and
TS(2,3)b.
Structural Properties
The structural properties of the central Fe-NO unit of the intermediates and the TS are
summarized in Figure 4.8.h The properties of the Fe-NO unit of the educt and product
were already described in detail in Section 3.4.2. However, since here the reduction of the
NO-bound state is modeled including the actual reducing agent, namely NADH, the special
properties of NADH binding to the active site for the educt, TS and product deserve to be
highlighted.
Nicotinamide is found in proximity to the NO ligand in the educt state with its ring plane
facing the NO ligand. The hydrogen, which is to be transferred to NO, is pointing directly
towards the NO ligand, ready for the nucleophilic attack. Moving further to the TSs of the
reaction step, TS(2,3)a and TS(2,3)b, the hydrogen is located in between the carbon and
the nitrogen atom, where TS(2,3)a is more product-like and TS(2,3)b is more educt-like.
In the product state, 3a and 3b, the nicotinamide ring plane is still facing the ligand, and
has a similar distance to the iron as in the educt state. One noticeable feature is that the
Fe-N bond in the TSs adopts already the length of the respective product state.
In Section 4.3 the stability of the hydrogen bonds between the amide group and the active
site surrounding was already pointed out. Importantly, the two hydrogen bonding partners
Thr243 and Ser286 are the only hydrophilic residues in the heme distal pocket. They are
located near the reaction site and their interaction with the nicotinamide ring is such that
1. NADH comes close enough to the reaction site and
fIn the calculations it was also tried to first protonate the NO ligand and subsequently reduce NHO+ by
NADH, which should be even more favorable, since the NHO+ ligand is much more electrophilic than the NO
ligand. However, the attempts to optimize a state with protonated NO ligand failed. The attached proton
always spontaneously transferred back to the proton donor Asp393 in the course of the optimization.
gOptimizations were done with QM regions R1 and R2. R1 was found to be too small to deliver reliable
results (see Table B.1), thus only the results for R2 are presented here.
hHere only the values for snapshot B are shown. Snapshot A and C show very similar properties (differences
< 0.02 Å for Fe-N and N-O bond distances and < 4◦ for the Fe-N-O bond angle), see also Table B.2 in the
Appendix.





















1.659 / 1.707 1.780 / 1.933 1.798 / 1.908
1.142 / 1.149 1.191 / 1.194
1.231 / 1.250
2.334 / 2.317 2.344 / 2.277 2.352 / 2.313
2.574 / 2.567 1.280 / 1.353
1.060 / 1.054
1.966 / 1.9291.370 / 1.2751.107 / 1.106
121.0 / 120.9 155.9 / 154.2
143.6 / 143.5
162.6 / 161.7 140.6 / 140.7 137.1 / 135.5
3a / 3bNAD+ +2a / 2b NADH+
TS(2,3)a / TS(2,3)b
Figure 4.8. – Important structural data for the educt (left), transition state (middle)
and product (right) of the hydride transfer reaction. The structural parameters refer to
closed shell / BS form obtained for snapshot B and QM region R2 in system P1. Bond
distances are given in Ångstrom, angles are given in degree.
2. the nicotinamide ring points with pro-R hydrogen towards the nitrogen.
Remarkably, the hydrogen bonds are not only responsible to bring NADH near the NO ligand,
but also to stabilize the TS of the hydrogen transfer step. The key parameters for the three
hydrogen bonds (the two mentioned above and an additional hydrogen bond to the protein
backbone) in the TS of all three snapshots are given in Figure 4.9 and Table 4.2.
The hydrogen bonds are present in all snapshots, but their strength varies from snapshot to
Table 4.2. – Relevant structural data for the transition state stabilization of the hydride
transfer reaction for all three snapshots. The structural data refer to the QM/MM
optimization of QM-region R2. Distances are given in Ångstrom. An overview of the
interactions in the active site is given in Figure 4.9. The following abbreviations are used
for the hydrogen bond distances: Ser-HB: O(NADH-C=O) - H(Ser283-OH), Thr-HB:








snapshot. Inspection of the protein structures shows that this variation is depending on the
initial snapshot structures and consequently depends on the strain of the protein backbone,
reorienting the different hydrogen bonding partners relative to each other. Overall, the most
stable hydrogen bond is the one to Ser286.
The effects of the varying hydrogen bond strengths on the TS structure are differences in
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Figure 4.9. – Structural stabilization of NADH in the active site by three different
hydrogen bonds of nicotinamide with functional groups from the protein. The grey region
indicates the MM subsystem and the white region indicates the QM subsystem R2.
the N-H and C-H distances of up to 5 pm. The activation barrier of the hydride transfer is
consequently affected (vide infra).
Reaction Energetics
The relative QM/MM energies for the intermediates of both PESs are given in Table 4.3.
Table 4.3. – Calculated energies for the intermediates of the hydride transfer reaction
(see Figure 4.10) for the three snapshots. The QM/MM energies refer to the structures
obtained for snapshot A/B/C with QM region R2. Relative energies are given in kcal/mol
and refer to the lowest energy of both electronic states of the respective snapshot. The
QM/MM energies already include ZPE correction.
Closed shell BS
NADH + {FeNO}6 0.0/0.0/0.0 0.1/0.1/0.1
TS 13.2/9.3/10.8 10.1/6.5/8.6
NAD+ + {FeNHO}8 9.2/7.3/5.9 5.0/3.0/2.0
Exp. barrier69 ≈ 8.8
It can be seen that reaction via TS(2,3)b is faster than via TS(2,3)a. On both surfaces,
the reaction is endergonic, but the energy cost to obtain 3b is lower than to obtain 3a.
It can also be seen that the height of the reaction barrier varies with the three snapshots.
Taking into account the varying stabilization of the TS in the different snapshots, it can be
concluded that the different barriers are due to the different protein conformations in the
snapshots.























Figure 4.10. – Schematic representation of the hydride transfer reaction. The calculated
energies (including ZPE) for the intermediates are summarized in Table 4.3.
Bonding Properties
The unusual direct reduction by NADH in the active site raises the question, how the electrons
and the proton are transferred to the NO-bound species. Some insight can be obtained by
analyzing the electronic structure of the TSs. The localized orbitalsi carrying the electrons of
the pro-R hydrogen for TS(2,3)a and TS(2,3)b, respectively, are visualized in Figure 4.11.
In both TS structures, the respective orbital is doubly occupied. The main part of the
Figure 4.11. – Doubly occupied localized MOs showing the σN−H−C orbital for
TS(2,3)a (left) and TS(2,3)b (right).
electron density is found near the proton, in between the nitrogen and the carbon atom.j
Hence it can be concluded that the proton and the electrons are transferred concertedly from
NADH to the NO ligand in form of a hydride ion.
iThe localized orbitals were generated applying the Pipek-Mezey algorithm.160
jThe localized electron density is already a hint that proton tunneling does not play a role in this reaction.
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Kinetic Isotope Effect
The kinetic isotope effect is a sensitive probe for the electronic state of a transition state.172
The KIE for the reaction via TS(2,3)a and TS(2,3)b was calculated for all three snapshots.k
Since two PESs are involved, it is possible that the reaction (2 → 3) proceeds via a two
state reactivity (TSR) mechanism. The KIE was thus calculated not only for the ‘One state
reactivity’ combinations from 2a via TS(2,3)a and from 2b via TS(2,3)b, but also for the
TSR combinations from 2a via TS(2,3)b and from 2b via TS(2,3)a.
The results are summarized in Table 4.4. It can be seen that the KIE is only dependent on
Table 4.4. – Calculated kinetic isotope effect for the hydride transfer reaction for all
three snapshots at room temperature. The KIE was calculated for the structures obtained
with the QM/MM optimization of QM-region R2 with deuterated pro-R position. The
data are given for all four combinations of the reaction from 2a/2b via TS(2,3)a and
TS(2,3)b in the ordering of snapshot A/B/C.
KIE
Educt \TS TS(2,3)a TS(2,3)b
2a 3.81/3.97/3.70 3.52/3.42/3.05
2b 3.84/3.99/3.72 3.54/3.44/3.07
Exp. KIE78 2.7 ± 0.4
the electronic state of the TS, and the electronic state of the educt (2a or 2b) does not
have an influence hereon.
A comparison to the experimental value shows that the reaction presumably proceeds via
TS(2,3)b. This result is in accordance with the lower activation barrier that was obtained
for this alternative (see again Table 4.3).
4.4.3. Further Reaction Steps: Protonation and Decomposition
In order to complete the reaction, two groups are still missing: one proton and a second
NO molecule. For the reaction following the hydride transfer two different pathways are
considered. In pathway M1 the second NO molecule directly binds to 3, and the necessary
protonation takes place in the course of the following decomposition. Pathway M2 starts
with a protonation of 3 (3 → 4), before the decomposition is initiated by the second NO
molecule binding to 4. Both pathways yield N2O and H2O as end products of the reaction
cycle.
Before describing the key steps of both pathways, it is important to note what was observed
in the calculations when including the second NO molecule. Species 3, which exists in two
kThe experimentally derived KIE is in the semiclassical range173 (kH/kD < 7) and thus proton tunneling
effects were not analyzed for this process (see also Footnote j).
4.4 QM/MM Results 89
forms in the hydride transfer step (3a and 3b, see Section 3.4.1) shows only one SCF solution
when including the NO radical into the system, namely species 3b. Efforts to converge to
the ‘pure doublet’ solution failed.
Since 3b is significantly more stable than 3a (4-5 kcal/mol lower in energy), 3a is not in-
vestigated further and protonation and decomposition are studied using only species 3b.
Pathway M1
The QM/MM optimized structures and relative energies obtained for pathway M1 are shown
in Figure 4.13. The starting point for M1 is the system with species 3 and an additional
NO molecule in the heme distal pocket. The N-N bond formation process of NO with 3 was
simulated by performing a QM/MM surface scan, in which the N-N distance was continu-
ously shortened.
In the starting structure (A in Figure 4.13) the spin density is distributed as sketched in
Figure 4.12. α spin density is found on iron, β spin density is found on the NHO ligand and
again α spin density on the second NO molecule. This corresponds to the diradical species
3b and an additional NO radical, which has opposite spin to the NHO ligand, thus resulting
in an overall doublet multiplicity for the whole QM system.
With decreasing N-N distance, the energy decreases successively without showing an activa-
tion barrier (A to B). At the same time, the α and β spin density on both the NHO ligand
and NO diminishes concertedly, thus indicating a spin-recoupling reaction (see Figure 4.14).
In the resulting product B, the ligand has lost its bond to iron. In the following reaction
steps the ‘free’ N2O2H undergoes first a tautomerization (B to C), in which one N-O bond is
elongated (by 12 pm). This N-O bond is then cleaved (C to D) resulting in N2O and OH−.







Figure 4.12. – Scheme illustrating the spin distribution before N-N binding in Fig-
ure 4.13, A.
be mentioned that, by inclusion of the ZPE corrections, the activation barriers are reduced
significantly or even vanish (as for the last protonation step, D to E). This is partly due to
the highly delocalized transition state, indicating that the proton is transferred concertedly
via several molecules. The same is observed in pathway M2 described below.































































Figure 4.13. – Structures of the reaction intermediates and transition states of the M1
pathway. Selected bond lengths are given in the respective plots (in Ångstrom). The
energy diagram shows the relative energies with respect to the final product. The values
are QM/MM energies (QM/MM energies including ZPE correction).




Figure 4.14. – Mulliken spin population distribution on iron, NHO ligand and the
second NO molecule in the course of the QM/MM surface scan A to B in M1. The
spin density for the system at different N-N distances is plotted (α spin density in blue,
β spin density in red).
Pathway M2
Figure 4.15 shows the QM/MM optimized structures and the respective QM/MM energy
profile for pathway M2. This pathway starts with a protonation of 3b yielding the doubly
protonated ligand 4b (A to C in Figure 4.15).l During the protonation, one proton from
Asp393 is transferred via four water molecules to the NHO ligand. This process has an overall
barrier of 5.9 kcal/mol and results in the doubly protonated intermediate 4b, which is 2.4
kcal/mol more stable than 3b.
With this finding the present QM/MM results are consistent with previous cluster model
calculations88,91 which found that the doubly protonated species is more stable than the
singly protonated form. Note however that the energy differences reported in previous works
differ from the energy difference that has been calculated here. This is readily explained
by different protonation schemes and the fact that in the previous studies only closed shell
forms were investigated, while diradical species were also taken into account in this work.
Continuing from 4b, the binding of the second NO molecule was modeled in the same way
as in mechanism M1 (C to D). Again, a barrierless, spin-recoupling N-N bond formation is
found (see Figure 4.16). The product (D) is also not bound to iron any more. The ‘free’
N2O2H2 decomposes to N2O and H2O by cleavage of the (H)N-O(H) bond. This cleavage
starts with deprotonation of nitrogen (D to E) and is completed by the protonation of the
cleaved OH-group (E to F).
As can be concluded from Figure 4.15, there is no significant barrier for the decomposition
of 4b.m This is in agreement with the experimental observations.69,89
lThe observation done for species 3 (see page 89) was also done for 4. Two electromers, 4a and 4b,
are found without the additional NO molecule (see also Section 3.4.2), but only one SCF solution is found
for the calculation including the second NO radical in the QM system. Since 4b is about 4-5 kcal/mol more
stable than 4a, the latter is not analyzed further and only 4b is investigated in the following.
mDecomposition of 4 was analyzed in DFT gas phase cluster studies as well,91,98 where significant barriers
were calculated (of 26 kcal/mol and 35 kcal/mol, respectively).


































































































Figure 4.15. – Structures of the reaction intermediates and transition states of the M2
pathway. Selected bond lengths are given in the respective plots (in Ångstrom). The
energy diagram shows the relative energies with respect to the final product. The values
are QM/MM energies (QM/MM energies including ZPE correction).




Figure 4.16. – Mulliken spin population distribution on iron, NHOH ligand and the
second NO molecule in the course of the QM/MM surface scan C to D in M2. The
spin density for the system at different N-N distances is plotted (α spin density in blue,
β spin density in red).
4.4.4. Kinetic Simulation of the whole Reaction Cycle
In the previous parts of this chapter the kinetic and thermodynamic parameters for the
entire reaction cycle were calculated, starting from the resting state 1 via the NO-bound
state 2a/2b to the reduced species 3a/3b. From 3b the mechanism went either directly
(pathway M1) or via 4b (pathway M2) to the final products.
Table 4.5. – Activation barriers and thermodynamic properties used in the simulation
of the reaction cycle. B(M1), C(M1), C(M2) and D(M2) represent the states depicted
in Figures 4.13 and 4.15.
Elementary step ∆H‡ ∆H
[kcal/mol] [kcal/mol]
1 + NO ↔ 2aa 5.4 -4.3
2a ↔ 3ba,b,c 8.6/6.5 2.0/3.0
3b + NO ↔ B(M1)d 2 -17.1
B(M1) ↔ C(M1) 5.9 -2.9
C(M1) ↔ 1 + N2O 2.7 -61.5
3b ↔ 4b 5.9 -2.4
4b + NO ↔ C(M2)d 2 -21.0
D(M2)↔ 1 + N2O 0.7 -42.5
aOnly the closed shell species 2a is used.
bThe activation enthalpy of the reaction via TS(2,3)b is used.
cValues for snapshot C/B.
dAlthough NO binding has no barrier, a small barrier has to be included for the kinetic simulation due to
numerical reasons.
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In this section, the thus obtained thermodynamic and kinetic parameters are used to simulate
the entire reaction cycle of P450nor. Only the candidates that were selected in Chapter 3 are
used here, i.e. the reaction is simulated from 1 to 2a, via 3b and via 4b to the end products.
Through comparison with experimental observations, a central question of the P450nor
mechanism is addressed: which of the species (3b or 4b) is representing intermediate I that
can be observed under limiting [NO] conditions?
The parameters used for the simulation are summarized in Table 4.5. In order to simulate
the reaction under different [NO] conditions, two different reaction conditions were used:
K1 [NO] is much higher than the enzyme concentration ([NO] = 50 x [E]).
K2 [NO] is set to be equal to the enzyme concentration ([NO] = [E]).
The resulting reaction course for K1 is shown in Figure 4.17. It can be readily seen that under
Figure 4.17. – Reaction course of the P450nor reaction cycle at high NO concentration
(K1) at 10◦C using the results of snapshot C for the reduction step.
high NO concentration the only observable intermediate is the NO-bound state 2a. Accord-
ing to the activation barrier of the slowest reaction step (2a → 3b), about 106 molecules
N2O are produced per enzyme molecule and second. With this value, the obtained turnover
rate from the simulation is three orders of magnitude higher than the experimentally observed
turnover rate (1200 s−1). This discrepancy is probably due to the neglect of transport phe-
nomena in our model simulation. Those should play an important role in such a reaction with
a large cofactor (as NADH) and multiple reaction steps. Consequently, the focus here should
lie on the qualitative results, which show that only intermediate 2a is accumulating. Later in
the reaction cycle occurring intermediates are transformed too fast to ever accumulate and
hence cannot be detected, which is consistent with experiment.
The reaction course under reaction condition K2 looks quite different and is much more
revealing (Figure 4.18). In the early phases of the reaction all NO molecules bind to the
enzyme (1 → 2a), as in case K1. The fraction of 4b is then increasing at the expense of
2a, until a ratio of about 2:1 (4b versus 2a) is reached. This ratio stays constant, but both
populations (2a and 4b) decline in the course of the reaction, whilst the end product N2O
is released and the resting state 1 re-accumulates. At no time intermediate 3b is observed
in any measurable quantity.
Importantly, the simulation of the reaction course shows that it is species 4b, and not species
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Figure 4.18. – Reaction course of the P450nor reaction cycle at low NO concentration
(K2) at 10◦C using the results of snapshot C for the reduction step.
3b, that is accumulating at low NO concentration. With this result in hand, intermediate I
is revealed to be the doubly protonated species 4b.
What has not yet been discussed is the mechanism behind this behavior. Here, the es-
sential questions are: What is happening at low NO concentrations, especially in the region
where the ratio of intermediate I to NO-bound state (4b to 2a) is constant (see Figure 4.18)?
And why does intermediate I accumulate at all?
To answer these questions it is important to recall what happens to 4b in the reaction cycle:
A second NO molecule binds to 4b, which initiates the decomposition to the final products.
For this process, free NO must be available. However, under low NO concentrations, the
majority of the NO molecules is bound to P450nor, and only very few are in free solution
and can react with 4b. Thus, 4b is now accumulating and ‘waiting’ for the next free NO
molecule. Under these circumstances there is enough time for 2a, 3b and 4b to reach
equilibrium, which is, of course, directly dependent on the relative stabilities of all species.
Since 3b is higher in energy than 2a and 4b, the problem can be reduced to the equilibrium
between 2a and 4b. This equilibrium is, of course, a very sensitive function of the relative
stabilities of the species involved. Changing the energy by merely 1.2 kcal/mol changes the
equilibrium constant by an order of magnitude. The dependence of the ratio of the two
species 2a and 4b on their relative stability is drawn in Figure 4.19.
It is seen from Figure 4.19 that for the case ∆E = -0.4 kcal/mol (2a→ 4b) the ratio of 4b
to 2a is 2:1 - as obtained in simulation K2 (see Figure B.2). Changing ∆E to -1 kcal/mol
moves this ratio to 6:1 while a change in the opposite direction to +1 kcal/mol leads to a
ratio to 1:6 (compare also K2 for snapshot B, Figure B.2 in the Appendix). Obviously, the
DFT results cannot be trusted to this level of accuracy. Hence, the expected ratio cannot
be quantitatively predicted with a high degree of confidence.
In simulation K2, the ratio of 4b to 2a stays constant, but their populations are simulta-
neously decreasing during the course of the reaction. Nevertheless the reaction proceeds.
What is happening there? We know that 4b needs free NO to react with. If the majority of
NO is bound to P450nor, the NO concentration depends on the equilibrium of 1 and 2a, and
thus also on the back reaction from 2a to 1. If one active site releases NO in this manner,
another active site, which is waiting in intermediate I form, can proceed with the reaction







Figure 4.19. – Expected ratio of compounds X to Y for a given reaction enthalpy ∆E
and decompose to N2O and H2O. Forward (decomposition of 4b) and backward reaction
(2a → 1) are coupled this way. This means that the rate, at which I decomposes, depends
also on the rate constant of NO release from 2a at low NO concentration.n On the other
hand, at high NO concentration I does not accumulate. Here, enough free NO is in solution,
and I can immediately react with another NO radical and decompose (see K1, Figure 4.17).
4.5. Discussion
In this chapter the reaction cycle of P450nor was calculated in the QM/MM framework. Ki-
netic and thermodynamic constants were derived for all elementary reaction steps and used
to simulate the time course of the reaction under the conditions of either excess [NO] or
limiting [NO].
The first important part of this chapter is the modeling of the reduction of NO-bound
P450nor by NADH. Here, an extensive QM/MM model with the reducing cofactor NADH
in the active site of the enzyme molecule was used. The reduction process was modeled
on two PESs corresponding to closed shell and diradical states of the educts and products.
Reaction rate constants and the kinetic isotope effect of the hydrogen transfer reaction were
calculated and compared to experimental data. Comparison between theory and experiment
revealed that the reaction presumably proceeds via a diradical transition state. Analysis of the
electronic structure of the TS suggests that the reduction step is carried out simultaneously
with hydrogen transfer in the sense that it is a hydride ion that is actually transferred, rather
than a proton or a hydrogen atom. Both electromers of the educt, NO-bound P450nor, are
nearly isoenergetic. Nevertheless, the results in Chapter 3 show that the NO-bound state
must be a closed shell species. Since the NHO adduct and the TS is best described by a
diradical electronic structure, a rather unusual two-state reactivity scenario arises. Instead of
the crossing of two states of different multiplicity, two singlet states with different electronic
structures cross in this scenario.
The influence of the protein structure on NADH binding and reactivity was studied in detail.
The importance of hydrogen bonding of Ser286 and Thr243 to NADH was demonstrated by
nThe back reaction (2a → 1) is slower than the reduction of 2a (2a → 3b), and this is the reason why
the equilibrium can be set up at all.
4.5 Discussion 97
MD simulations and QM/MM calculations. These calculated hydrogen bonds are important
for the binding and positioning of nicotinamide next to the NO ligand in the active site. It
was shown that the hydrogen bonds significantly influence the activation barrier. Thus, they
play an essential role in the preparation as well as in the realization of the reduction step.
This finding helps to rationalize the experimental results obtained by site-directed mutagene-
sis studies on P450nor. Several studies demonstrated that substitution of Thr243 and Ser286
greatly reduces the enzyme activity.70,81 For Thr243 mutations (to Asn, Gly and Ser) a
large part of the enzyme activity (30–70%) was retained, whereas all other Thr243 mutations
greatly reduced the activity.81 Ser286 mutations (to Val and Thr) give a totally different
result. Here, the enzyme activity was reduced down to 1–7%.70 These observations are
readily explained with the present theoretical model. The hydrogen bond of nicotinamide to
Thr243 has a length of 1.7 to 2.4 Å in the catalytically relevant structures, and its strength is
less important than that of Ser286 (here the calculated hydrogen bond length is between 1.7
and 1.8 Å in all calculated models). Thus, it can be concluded that the hydrogen bond with
Ser286 is much more important than that with Thr243. Indeed, among the Thr243 mutations
that retain activity, two are polar amino acids of different size (Asn and Ser) and one cannot
form a hydrogen bond at all (Gly).
The second important result of this chapter is the identification of intermediate I as the
doubly protonated species low-spin Fe-NHOH. In contrast to previous theoretical works88,91
it could be shown that I is not the postulated closed shell Fe(IV)-NHOH− species, but
has to be described as the singlet diradical Fe(III)-NHOH, i.e. an NHOH radical antifer-
romagnetically coupled to a low-spin ferric iron (see also Section 3.4.2). While both, the
monoprotonated and diprotonated species occur in the reaction cycle, the kinetic simulations
demonstrated that under limiting [NO] only the diprotonated species accumulates and hence
is amenable to spectroscopic identification.
The final question addressed in this paper concerns the role of the protein environment
in the reaction. It is apparent that the protein has several important functions:
1. Residues in the active site bring NADH and NO together and stabilize the TS (especially
Thr243 and Ser286).
2. The ferric active site enables the ligand to switch from the closed shell NO-bound
state to the diradical TS, which lowers the activation barrier by about 3 kcal/mol.
The diradical product, intermediate I, can then react in a spin-recoupling manner with
the second NO radical.
3. After N-N bond formation, the heme active site releases the ligand and the decompo-
sition occurs essentially spontaneously in the active site pocket. Thus, undesired side
reactions with different species in solution are excluded.
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5. Spin-Spin Zero-Field Splitting and the
Point-Dipole Approximation
5.1. Introduction
Determination of structure and conformation in macromolecular systems, either biomolecu-
lar or synthetic, requires determination of distances between specified points in the system.
As introduced in Section 1.1.3, most often organic spin labels are attached to the macro-
molecules, and the magnetic dipolar coupling between them is used to determine distances
over a wide range (up to 70 Å). In this area of application PELDOR and DQC are rapidly
developing techniques. The probes frequently used are nitroxyl radicals, and data analysis
typically is based on a point-dipole approximation, in which it is assumed that the unpaired
electron is localized on the nitrogen-oxygen moiety.
Distances determined by PELDOR for dinitroxyls with well defined structures have been
shown to be in good agreement with expected interspin distances in the range of 20–
28 Å.174,175 However, it is also known that it is at shorter distances or in delocalized systems
inadequate to relate the zero-field splitting observed in EPR spectra to intercenter distances
by applying the point-dipole approximation.42
In this chapter, a nonbiological model system with two nitroxyl centers, named diradical [6],
is studied. Diradical [6] was characterized by single-crystal X-ray crystallography as well
as by EPR spectroscopy by collaborators, and their results are summarized in Section 5.2.
These data show that evaluation of the measured zero-field splitting by the point-dipole
approximation gives a distance between the spin centers, which is not in accordance with
the distance derived from the X-ray structure.
The equations for exact and approximate spin-spin ZFS were already discussed in Section 2.3.
In Section 5.4.3 it is first demonstrated that explicit quantum chemical calculations provide
a ZFS that agrees very well with experiment. The factors that contribute to the observed
ZFS are analyzed in detail and the parts that are missing from the point-dipole treatment are
identified (Section 5.4.4). The analysis provides insight into the scope and limitations of the
important point-dipole approximation. The distance dependence of the zero-field splitting
in nitroxyl diradicals is discussed and the ‘through-bond’ and ‘through-space’ interactions,
a scenario that is also important for biological macromolecules, are studied (Section 5.4.5
to 5.4.7). The predictions are compared with experimental results for diradicals with longer
intercenter distances (Section 5.4.8).
The work presented in this chapter is already published in Riplinger et al.176
5.2. Summary of the Experimental Results
The experimental work on diradical [6] and the analysis of the obtained experimental data was
done by our collaborators from Denver and Maryland. In this thesis, only a short summary
of the experimental results and analysis is given. For more detailed information see Riplinger
et al.176
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5.2.1. X-Ray Structure
The structure of dinitroxyl [6], determined by X-ray crystallography, is shown in Figure 5.1.
Key features of the structure are summarized below.
Owing to steric constraints, the two pyrrole rings are far from coplanar. Indeed, the dihedral
Figure 5.1. – Structure of dinitroxyl [6]. Anisotropic atomic displacement ellipsoids
for non-hydrogen atoms are shown at the 30% probability level. Hydrogens are displayed
with arbitrarily small radii.
angle between the mean planes defined by the two sets of ring atoms (N1-C1-C2-C3-C4 and
N2-C5-C6-C7-C8) is 80.77◦. The C3-C7 bond linking between the two rings has a length
of 1.476 ± 0.005 Å. The nitrogen-oxygen bond lengths are 1.279 ± 0.004 Å (N1-O1) and
1.281 ± 0.004 Å (N2-O2).
The distance between the two nitrogen atoms is 5.830 Å and the distance between the
midpoints of the two N-O bonds is 7.006 Å. The latter corresponds to the spin-spin distance,
if one assumes the unpaired electrons to be located in the middle of the N-O bond.
The structure shows only moderate disorder: one of the two ethoxycarbonyl groups (attached
to C6, Figure 5.1) is found in two orientations, with corresponding site occupancy factors of
0.592 ± 0.017 and 0.408 ± 0.017.
5.2.2. EPR Spectroscopy
Analysis of the X-band EPR spectrum of dinitroxyl [6] in glassy decalin at 89 K yielded the
parameters summarized in Table 5.1. To match all features of the spectrum it was necessary
to assume two conformations. For the dominant conformation the zero-field splitting param-
eter D = 211 G (0.020 cm−1) and E = 13 G. For the minor component D = 244 G (0.023
cm−1) and E = 6 G. If the point-dipole approximation is used, these values of D correspond
to interspin distances of 5.1 and 4.8 Å, respectively, which are significantly shorter than the
7.0 Å distance between the centroids of the N-O bonds found by X-ray crystallography. The
structure suggests that extensive delocalization of the unpaired electron might contribute to
this discrepancy. Hence this system was selected for detailed computational studies.
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Table 5.1. – Parameters used for simulation of spectra of dinitroxyl [6] in decalin at 89
K.
gxx gyy gzz |D|[G] |E/D| Azz [G]
Conformation 1a 2.0064b 2.0052b 2.0097b 211 0.061
Conformation 2a 2.0064b 2.0052b 2.0097b 244 0.026
Monoradical 2.0110 2.0059 2.0028 15.7c
aThe populations of Conformation 1 : Conformation 2 are 70 : 30.
bThe g values for the diradical [6] are effective values along the axes of the spin-spin interaction tensor.
cFor the monoradical the nitrogen hyperfine splitting along the x and y axes is less than linewidth.
5.3. Computational Details
All computations in this chapter were carried out with a development version of the ORCA
program package.177 Geometry optimizations were performed with the BP86137–139 density
functional employing the TZVP151 basis set.
5.3.1. Model Systems for the Analysis of Coulomb, Exchange and
Multicenter Contributions
Ten different sets of calculations were carried out: two sets of calculations (a - b) with the
full system as shown in Figure 5.1 and eight sets of calculations (c - j) for different truncated
model systems as shown in Figures 5.2 and 5.3. The first five sets of calculations are:
Figure 5.2. – The truncated dinitroxyl model system studied in this work together with
its atom numbering scheme.
(a) a structure in which only the positions of the hydrogen atoms were relaxed,
(b) a structure that was fully optimized,
(c) a truncated system (substituents replaced by hydrogen atoms, see Figure 5.2) where
only the hydrogen positions were optimized,
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(d) a fully optimized truncated system (see Figure 5.2) and
(e) a relaxed surface scan of a full rotation of the two rings for the truncated system. Here,
the dihedral angle, defined by the atoms 12, 11, 5 and 6, was fixed at 70 different values.
The model system was constructed in an effort to separate electronic and steric effects that
may arise from the bulky substituents of diradical [6].
5.3.2. Model Systems for the Analysis of ‘Through-Bond’ and
‘Through-Space’ Contributions
To analyze the distance dependence of the ZFS with respect to ‘through-bond’ and ‘through-
space’ contributions, additional model systems were constructed in which a linker was inserted
between the two interacting nitroxyl radical fragments. This part of the study is designed
to investigate the effective distance dependence of the ZFS interaction in order to find out
under which electronic and geometric circumstances the widely used traditional point-dipole
approach to the ZFS provides accurate distances.
The linkers were inserted between the two ring fragments (atoms 5 and 11 in Figure 5.2)
yielding the model systems illustrated in Figure 5.3:
(f) fully optimized structures of the ring fragments with an unsaturated allyl linker consisting
of consecutive ethenyl-groups (C2nH2n, n=1-10),
(g) partially optimized structures of the ring fragments with a saturated alkyl linker consisting
of consecutive ethyl-groups (C2nH4n, n=1-10) and
(h) partially optimized structures of the ring fragments with a partially saturated linker
(C4n+2H4n+4, n=0-4).
Furthermore model systems with non-aromatic nitroxyl rings were used:
(i) fully optimized structures of the ring fragments with an unsaturated allyl linker and
(j) partially optimized structures of the ring fragments with a saturated linker.
The structures of (g), (h) and (j) were partially constrained. The carbon skeleton of the
linker was constrained to be planar (this prevented distortion of the systems with long linkers).
With this approach the interspin distances were comparable for different linker types, but
similar linker lengths.
5.3.3. Zero-Field Splitting Calculations
The spin-spin contribution to the ZFS parameter D(SS) was obtained from additional single
point calculations. For this purpose, the BP86 density functional was applied in combination
with the EPR-II basis set.178 As discussed previously, the spin-spin term was calculated on
the basis of the UNO determinant.54 The SOMOs were localized according to the Pipek-
Mezey criterion179as implemented in ORCA. Calculations with the much larger EPR-III basis
set180 led to 2–7% changes in the results, which was deemed insignificant. Hence, for the
present purposes the EPR-II basis set was considered to be appropriate and was employed in
all calculations reported below. Results obtained with this method will be designated as D I
in the following.
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Figure 5.3. – Model systems with selected linkers.
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The spin population needed for the calculation of the COG approximation and for the dis-
tributed point-dipole approximation were obtained from a natural population analysis (NPA)
of the localized SOMOs of the UNO determinant using the ‘gennbo’ code developed by
Weinhold and coworkers,130 that is interfaced to ORCA. In these calculations, atoms 1–6
plus the adjacent hydrogen atoms (see Figure 5.2) were attributed to one spin center and
atoms 7–12 plus the adjacent hydrogen atoms were attributed to the other spin center. If a
linker was present it was cut into two halves and the atoms of each half were attributed to
the neighboring ring fragment.
For the calculation of the ZFS within the commonly used point-dipole approximation the
two spin centers were located in the middle of the NO group. Results obtained via the
COG approximation (DCOG ), distributed point-dipole approximation (DDPD) or point-dipole
approximation (DPD) will be designated collectively as D II in the following.
Table 5.2. – Overview of the different ZFS terms.
Designation ZFS calculation level see equation
D I Explicit quantum chemical calculation (2.52)
D II
DDPD Distributed point-dipole model (2.56)
DCOG Center of gravity approximation (2.59)
DPD Point-dipole approximation (2.59)a
aWith R(F1) and R(F2) being the N-O midpoints (for the definition of R see Section 2.3.5).
5.3.4. Heisenberg Isotropic Exchange Coupling Constant
The Heisenberg isotropic exchange coupling constant J was obtained from additional single
point calculations. The BP86 density functional used for the calculation of D(SS) would
not have been appropriate for the calculation of the exchange coupling constant and thus
the hybrid density functional B3LYP181,182 was chosen for the prediction of J.183 For this
purpose, a broken symmetry calculation with the B3LYP density functional was applied
in combination with the TZVP basis set.151 The Yamaguchi approach184,185 was used to
estimate the Heisenberg exchange coupling constant J. Thus, J-values are based on the
spin-Hamiltonian HDvV = −2JSˆASˆB .
5.3.5. Analysis of Distance Dependence
For the model systems with linkers the distance dependence of the D-values obtained with












S (2S − 1)
being the prefactor for the
dipole-dipole interaction already described in equation (2.52); a and b are fit-parameters.
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5.4. Quantum Chemical Results
5.4.1. Geometry Optimizations
Full and constrained optimizations were performed for the complete system (starting from
the X-ray structure) as well as for the truncated model system. For the complete system
the relaxation of the coordinates of all atoms leads to very limited changes compared to
the optimization where only the hydrogen atom positions were relaxed (see Figure 5.4). In
Figure 5.4. – Overlay of the fully optimized structure (BP86/TZVP) in red and of the
constrained optimization (with fixed heteroatoms) structure in yellow. The atoms of the
two aromatic nitroxyl rings that are used in our model system are shown in the ball and
stick representation; the substituents are shown as sticks only.
particular, the relative orientation of the central spin-carrying ring systems changes by only
about 10◦ and even the dangling carboxylate groups rotate by only about 30◦ relative to the
original structure. By contrast, the relaxation of all degrees of freedom in the truncated model
system leads to large changes in the geometry. Without the steric constraints provided by the
bulky substituents, the two rings are predicted to be coplanar compared to a dihedral angle
of 104.6◦ observed experimentally and 95.3◦ obtained in the optimization of the complete
system.
Given that the dihedral angle between the two ring systems is an important degree of freedom
for the truncated systems, the properties of the system are investigated as a function of
this angle. This provides essential insight into the electronic communication between the
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two subsystems. A relaxed surface scan was therefore performed for the truncated system
(Figure 5.5). Compared to the orthogonal configuration, the coplanar structures are stabilized
Figure 5.5. – Calculated energy for the truncated model system as a function of the
constrained central torsion employing the BP86 density functional with the TZVP basis
set.
by 4.0 and 5.7 kcal/mol, respectively.
5.4.2. Electronic Structure
Figure 5.6. – Localized SOMOs at three different configurations: On the left side at
a central torsion of 180◦, in the middle a central torsion of 0◦ and on the right side an
orthogonal configuration with a central torsion of −90◦. The population of the SOMOs
on the two fragments is indicated as percentages.
The localized SOMOs are shown in Figure 5.6 for three configurations: the two coplanar
configurations at 0◦ and 180◦ and a perpendicular configuration at -90◦. Not surprisingly, in
all configurations the SOMOs are π orbitals that are delocalized over the N-O group and the
parent ring system.186–188 However, in the coplanar configurations even the localized SOMOs
have significant contributions not only on the parent ring, but also on the neighboring ring
(up to 9%). In the perpendicular configuration the SOMOs show only small orthogonalization
tails into the σ-system of the adjacent ring system (≈ 2%).
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5.4.3. Zero-Field Splitting: Comparison to Experiment
The spin-spin contribution to the ZFS was calculated for both the fully relaxed and the
partially optimized untruncated systems. Both optimized structures give the same D I of
−0.020 cm−1 which is in excellent agreement with the experimentally determined value of
0.020 cm−1. Thus, it is concluded that the electronic structure of diradical [6] is well rep-
resented by the truncated model system. The distance between the N-O midpoints in the
experimental structure is 7.006 Å. Assuming the point-dipole approximation to be valid leads
to a predicted |D II | of 0.008 cm−1, which represents only about 40% of the experimental
(or the quantum chemically calculated) value. As pointed out above, if the point-dipole
approximation is employed to interpret the measured D-value and to estimate an intercenter
distance, the result is 5.1 Å. Thus, an error as large as 2 Å would result from the use
of the point-dipole approximation! Since the full calculation reproduces the experimental
value accurately, the reason for this dramatic failure must be of quantum mechanical origin.
Hence, it is important to investigate in detail at which stage deviations from the point-dipole
behavior occur and under which circumstances one will have to exercise more care.
Interestingly, for the fully relaxed structure of the truncated system with completely coplanar
rings the magnitude of D I increases by as much as 65% to 0.033 cm−1, although the inter-
center distance does not change at all. This finding together with the various approximations
to the D-value is analyzed extensively below.
5.4.4. Zero-field Splitting Analysis
To obtain insight into the nature of the failure of the point-dipole approximation a series
of calculations was carried out. It is instructive to compare the behavior of the individual
contributions to D I along the twisting coordinate. This will clearly show which parts of the
D-value arise quantum mechanically and which are of purely classical origin.
Coulomb versus Exchange Contributions
D I was calculated for the structures obtained with the relaxed surface scan. Its dependence on
the orientation of the two rings is shown in Figure 5.7. The magnitude of D I is minimal for the
perpendicular configuration and increases to a maximum value for the coplanar configuration.
To analyze this phenomenon D I is split into an exchange-like contribution (D IX ) and a
Coulomb-like contribution (D IJ) (Figure 5.7). Three interesting observations are made:
1. D IX is zero for the perpendicular configuration,
2. D IX is of the same sign as D
I
J and
3. its magnitude in the coplanar configuration is about 20% of D I .
This ≈ 20% contribution is a quantum mechanical correction to the magnetic dipole inter-
action and it can obviously not be neglected in an analysis that aims to be quantitative.
The magnitude of D IJ increases upon approaching the coplanar conformation. A much
weaker geometry dependence would be expected if the spins behaved as classical magnetic
dipoles situated at the N-O bond midpoint. As will be elaborated below, this finding can be
attributed to electron delocalization effects that are maximal in the coplanar orientation.
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Figure 5.7. – Calculated spin-spin contribution to the ZFS parameter D I for the dini-
troxyl as a function of the constrained central torsion, employing the EPR-II basis set.
Results are given for D I (black filled lower triangles), Coulomb-like contribution (D IJ ,
black filled upper triangles) and exchange-like contribution (D IX , black filled circles).
Multicenter Contributions
If a point-dipole model is assumed with spins localized on individual centers, it is exclusively
the (AA|BB) class of integrals that would contribute to the final D-value. The extent to
which this is true can be investigated by studying the 1- to 4-center contributions to the
D I -value evaluated quantum mechanically (Figure 5.8) and defined in Table 2.1. According
to the results of these calculations, there are two main contributions to D I . The largest
contribution originates, as expected, from the 2-center-Coulomb integrals (AA|BB) that make
up D I2cC . This contribution follows the same trend as the final D
I -value, but significantly (9–
23%) overestimates its magnitude. Perhaps unexpectedly, the 3-center-Coulomb integrals
(AA|BC), D I3cC , account for the second largest contribution. D
I
3cC also shows the same trend
as D I , but with opposite sign. The opposite sign results from the antibonding character of
the SOMOs that reduces the spin density in the N-O bonding region. Hence, this important
bond correction compensates for the overestimation of the ‘pure’ 2-center-Coulomb integral
contribution.
Comparison of Point-Dipole Models
In Figure 5.9 D I , the Coulomb part of the 2-center-Coulomb contribution D I2cCC and the
D II -values obtained at different levels of approximation are plotted. With the approxima-
tions made to obtain the ‘distributed point-dipole’ like equations, DDPD should reproduce
the Coulomb part of the 2-center-Coulomb contribution to D I . For the orthogonal configu-
ration, where the two SOMOs show only very small delocalization tails onto the neighboring
spin center, this is indeed the case. The distributed dipole model approximates the Coulomb
contribution to D I to within 2% here, but still has an error of 15% compared to the full D I -
value since it does not include the multicenter and exchange interactions properly. However,
compared to an error of 40% observed for the ‘naïve’ point-dipole model, the distributed
dipole approximation is much more successful and reduces the error by more than a factor
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Figure 5.8. – Calculated spin-spin contribution to the ZFS parameter D I from the 1-
to 4-center contributions defined in Table 2.1 for the truncated dinitroxyl as a function
of the constrained central torsion, employing the EPR-II basis set. Results are given
for D I (black filled upper triangles), 1-center-Coulomb- (+), 2-center-Coulomb- (D I2cC ,
black filled lower triangles), 2-center-Exchange- (grey filled lower triangles), 2-center-
Hybrid- (open lower triangles), 3-center-Coulomb- (D I3cC , black filled circles), 3-center-
Exchange- (open circles) and 4-center-integral contribution (x).
Figure 5.9. – Comparison of D I and its important contributions calculated with the
EPR-II basis set, and D II obtained from spin populations calculated with the TZVP
basis set for the truncated dinitroxyl as a function of the constrained central torsion.
Results are given for D I (black filled upper triangles), distributed dipole approximation
(DDPD , black filled circles), center of gravity approximation (DCOG , +), point-dipole
approximation (DPD , x), 2-center-Coulomb (D I2cC , black filled lower triangles) and the
Coulomb part of the 2-center-Coulomb contribution (grey filled lower triangles).
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of two.
On top of the 15% error relative to the full D I -value, there are additional failures of the
distributed point-dipole model: foremost, the DDPD has too weak an orientation depen-
dence and thus strongly underestimates the D I2cCC -value for the coplanar structure. For
these configurations, both SOMOs are significantly delocalized over the neighboring frag-
ment (see Figure 5.6). Thus, the magnetic dipole-dipole interaction occurs (on average) at
much smaller distances than can be modeled within the ‘distributed point-dipole’ type ap-
proximation where the spin centers are necessarily separated. The observed small orientation-
dependence of DDPD is due to the fact that the spin density within the rings increases at
the expense of the spin density on the oxygens with increasing planarity of the rings.
The center of gravity approximation yields DCOG , which shows only about half of the mag-
nitude of DDPD , but the same orientation dependence. For a highly delocalized system this
approximation highly underestimates the contribution of the dipole-dipole interaction of atom
pairs at small distances, since it just takes an average distance of the unpaired electrons.
Within the simplest approximation, the point-dipole approximation, DPD is even smaller in
magnitude than DCOG . Again this arises from the fact that the spin density is delocalized
over the ring system. The distance between the two nitroxyl groups is essentially independent
of the actual conformation and thus there is an even smaller dependence on the orientation
of the two rings than with the two other approximations.
Taken together, the deviations of the naïve point-dipole model (DPD) from the precisely
calculated values may be summarized as follows: The point-dipole model, assuming the
unpaired electrons in the middle of the N-O bond, strongly underestimates the D-value.
Depending on the amount of exchange contribution and of electron delocalization, this sim-
plest possible model accounts for only 22–36% of D I . The center of gravity approximation,
which takes the delocalization of the SOMOs on the ring atoms to some extent into account,
results in 38–56% of D I . The more elaborate introduction of the electron delocalization by
the distributed dipole approximation yields a D-value that is 75–118% of D I . This oscilla-
tion around the exact value is due to different errors occurring at different configurations.
Comparing the DDPD more rigorously with the Coulomb part of the 2-center-Coulomb con-
tribution, 70–100% of D I2cCC are reached, depending on the configuration of the two rings
and thus on electron delocalization onto the neighboring ring.
5.4.5. ‘Through-Bond’ versus ‘Through-Space’ Interactions
The analysis presented above suggests that, at the heart of the failure of the point-dipole
approximation for dinitroxyl [6] is the close proximity of the two electronic systems and the
significant electron delocalization effects, which lead to large quantum mechanical corrections
to the point-dipole approximation.
One can therefore ask, at which distance and separation of the two spin systems does the
(naïve) point-dipole approximation become accurate? In order to investigate this question,
an in silico study was carried out in which a linker of increasing length was inserted between
the two nitroxyl spin centers. Two types of linkers were investigated:
(a) an unsaturated linker that would allow for through-bond interactions and
(b) a saturated linker that greatly attenuates through-bond interactions.
The (partially optimized) structures and the localized SOMOs for these systems are shown
in Figure 5.10 for the inserted unsaturated and saturated C10-linkers. All structures with the
allyl linker are planar. The structures with the alkyl linker were optimized such that both
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Figure 5.10. – Localized SOMOs for the unsaturated linker — C10H10 — on the left
side and the saturated linker — C10H20 — on the right side. The population of the
SOMOs on the fragments is indicated in percentages. It is given separately for the ring
fragments and for the linker halves.
rings and the heteroatomic part of the linker are planar. The SOMOs of both systems are
of similar shape as in the case without linkers. However, the contour plots show that the
unsaturated linker, with its conjugated π-electron system, functions as a kind of conductor
and thus even the localized SOMOs extend over the whole linker into the remote ring system.
By contrast, the saturated linker cuts the electronic connection between both spin centers.
Here, only a slight delocalization into the σ-system of the first few carbon atoms is found.
The calculated D-values for the unsaturated linker are shown in Figure 5.11 as a function
of intervening linker length. Not surprisingly, the magnitude of all D II -values decreases with
Figure 5.11. – Unsaturated linker. Comparison of D I and D II as a function of the NO-
NO midpoint distance with the unsaturated linker. The D-value is given as percentage
of D I and as absolute values in the inlay diagram. Results are given for D I (black filled
upper triangles), distributed dipole approximation (DDPD , black filled circles), center of
gravity approximation (DCOG , +) and point-dipole approximation (DPD , x).
increasing separation of the spin centers. However, most importantly, the absolute D-value
decreases much faster with interfragment distance for all point-dipole based schemes than
for D I , which is used as the standard for evaluating other methods.
Apparently, the least erroneous approximation is the distributed dipole model. Without ad-
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ditional linker atoms (which corresponds, at the same time, to an NO-NO bond midpoint
distance of about 5.7 Å), it accounts for 80% of D I . However, this fraction decreases to 50%
of D I with a C4-linker. The decline of the quality of the distributed dipole approximation
is due to the fact that the delocalization of both SOMOs over the neighboring fragment is
supported by the unsaturated linker, which cannot be modeled by this approximation, where
the spin centers are localized.
The center of gravity approximation accounts for only 40% of D I without any additional
linker atoms. This fraction decreases even faster than that of DDPD . With increasing linker
length of the unsaturated linkage and thus increasing delocalization over the linker atoms
the contribution to D I from the dipole-dipole interaction of the spin density on the ring
fragments decreases very fast. Nevertheless, the majority of the spin population can still be
found on the ring atoms. The interaction at small distances is thus strongly underestimated
and DCOG is only 10% of D I with a C6-linker.
The point-dipole approximation does not account for the conducting bridge at all. Without
additional linker atoms DPD yields 20% of D I . This fraction declines to less than 10% with
a C4-linker.
Thus, no matter what the chain length is, any point-dipole model produces incorrect results
if the two spin-carrying fragments are connected via an unsaturated bridge. Effective dis-
tances determined for such systems via the point-dipole model will therefore have serious
errors. The calculated D-values for the saturated linker (shown in Figure 5.12) are signifi-
cantly different. Comparing D I for the saturated linker with those of the unsaturated linker
Figure 5.12. – Saturated linker. Comparison of D I and D II as a function of the NO-
NO midpoint distance for the saturated linker. The D-values are given as percentage
of D I and as absolute values in the inset. Results are given for D I (black filled upper
triangles), distributed dipole approximation (DDPD , black filled circles), center of gravity
approximation (DCOG , +) and point-dipole approximation (DPD , x).
it can be seen that the magnitude of D I decreases much faster for the saturated bridge
(compare Figure 5.11). Thus, the different point-dipole approximations become more and
more accurate with increasing spin center distance.
Within the ‘distributed point-dipole’ like approximation the calculated D II -value DDPD ac-
counts for more than 90% of D I with a linker of 4 C atoms and reaching a limit of around
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94% with a C8-linker. For a C4-linker, the fraction of the exchange contribution D IX falls
below 1% of the total D I (see also Figure 5.13). Thus, for linkers with more than 4 C atoms,
Figure 5.13. – Comparison of the exchange- and the Coulomb-contribution to D I as a
function of the NO-NO midpoint distance with the unsaturated linker (left figure) and
with the saturated linker (right figure). Results are given for the exchange- (D IX , black
filled circles) and for the Coulomb-contribution (D IJ , black filled squares).
the remaining errors of the distributed dipole approximation are those introduced by the spin
population analysis together with the slight errors arising from the ‘compression’ of the spin
density onto the atomic centers.
The center of gravity approximation can account for more than 80% of D I for a C6-linker,
and for more than 90% for a C12-linker. Since the SOMOs in the systems with saturated
linkers are more or less independent of the length of the linker, the centers of gravity of
the SOMOs are constantly around 4.4 Å more distant than the length of the linker. With
increasing linker length the underestimation of the dipole-dipole interaction of atom pairs at
small distances becomes less important due to the 1/R3 behavior.
Finally, the simplest approximation, the point-dipole approximation, only very slowly ap-
proaches D I . It reaches 80% of D I only for a linker with 20 C atoms! The point-dipoles
representing the SOMOs in this approximation are always about 5.7 Å further apart than the
length of the linker and thus the magnitude of DPD is always below that of DCOG .
To study whether there is a difference between the interaction through vacuum and through
the saturated linker, the saturated linkers of different lengths were replaced by a hydrogen
atom on each ring, the hydrogen positions were relaxed, D I was calculated and the results
were compared to D I with the saturated, non-conducting bridge. A significant difference of
up to 25% of the D-value is found only at small linker lengths. This deviation decreases
quickly to only 5% at an NO-NO distance of 20 Å (i.e. with C10-linker, if present). The
increase in the D-value is not due to a different type of interaction, but can be traced back to
the slight delocalization of the SOMOs into the σ-system of the first few carbon atoms (see
also Figure 5.10). Thus, the saturated linker itself behaves essentially identical to vacuum.
However, since the small tails of the spin density (caused by hyperconjugation) are likely
to be present in many of the real systems, the point-dipole approximation still introduces
a recognizable error whenever there is any chemical contact between the two spin-carrying
fragments.
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5.4.6. Power Laws
To compare the distance dependence of the D-values for the different applied models and the
different linkers the data were fitted to a power function. The results are shown in Table 5.3.
Here the parameter ‘a’ measures the decline of the D-values with increasing linker length.
Table 5.3. – Distance Dependence of D for the different approximations. Least squares






Saturated linker Unsaturated linker
ZFS calculation model a b [Å] a b [Å]
D I 3.1 -2.9 1.5 11.2
Distributed point-dipole 3.1 -2.6 2.1 2.0
Center of gravity 3.0 -1.1 2.8 -0.2
Point-dipole 3.0 0.1 3.0 0.1
Assuming the SOMOs to be contracted to one point, the parameter ‘b’ can be interpreted
as an extrapolation of the location of the real ‘contracted’ point-dipoles.
For the saturated linker, about the same expected inverse third power law was found for
all four methods of calculation, since the delocalization of the SOMOs does not change.
The only difference lies in the localization of the ‘contracted’ point-dipoles (parameter b).
As already pointed out, the simple point-dipole and the center of gravity approximation
overestimate the distance of the point-dipoles.
For the unsaturated linker, the power laws predicted by different approximations to the D-
value vary significantly. The center of gravity and the distributed point-dipole approximations
both lead to a significantly faster decay than D I . The origin of this effect is that both
approximations take insufficient account of the spin-delocalization onto the bridge. Hence,
for D I , where the delocalization is exactly treated, the decay is found to be slowest. Strikingly,
the D-value through an unsaturated bridge only decays as R−1.5 rather than the expected
R−3.
Furthermore, the ‘contracted’ point-dipoles for D I or the D-value based on the distributed
dipole approximation are not even found within the ring systems. Rather, the positive
sign of b indicates that they are found outside of the molecule (5.6 Å away from the NO
midpoint for D I ). This reflects the fact that the electronically correct effective intercenter
distance is much smaller than the one that is read off the geometric structure. In order
to disrupt conjugation in the unsaturated tether linkers, consisting of allyl-groups that are
separated in the middle by an alkyl-group, were inserted. The partially optimized structure
and the localized SOMOs for the partially saturated C10-linker are shown in Figure 5.14.
In comparison to the completely unsaturated linker, the SOMOs are delocalized up to the
saturated alkyl-group, which ‘insulates’ between the two conjugated π-electron systems. The
calculated D-values for the partially saturated linker are shown in Figure 5.15 as a function
of intervening linker length. Compared to the unsaturated linker the distributed dipole model
follows D I rather closely. Only DCOG and DPD decrease much faster.
As expected, the distributed dipole model performs well for this system, since the SOMOs
are delocalized only up to the saturated center of the system. Nevertheless, a slight decline
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Figure 5.14. – Localized SOMOs for the partially saturated linker - C10H12. The
population of the SOMOs on the fragments is indicated as percentages. It is given
separately for the ring fragments and for the linker halves.
Figure 5.15. – Partially saturated linker. Comparison of D I and D II as a function of
the NO-NO midpoint distance with the partially saturated linker. The D-value is given
as a percentage of D I and as absolute values in the inset diagram. Results are given for
D I (black filled upper triangles), distributed dipole approximation (black filled circles),
center of gravity approximation (+) and point-dipole approximation (x).
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of the quality of the distributed dipole approximation (evidenced by the ratio DDPD/D I ) is
observed beyond a linker length of 10 Å. This behavior can be traced back to the growing
impact of the errors in the spin population analysis. The center of gravity approximation and
the point-dipole approximation perform slightly better here than for the unsaturated linker,
but they still greatly underestimate the target D I -value.
5.4.7. Errors in Point-Dipole Based ‘Experimental Distances’
In many experimental cases measured D-values are used to determine distances.38–40,174,175
Thus, it is of critical importance to determine the errors in distance that are introduced in the
experimental analysis by assuming the point-dipole approximation to be valid. To this end
the NO-NO midpoint distances in the molecular structures are compared with the NO-NO
midpoint distances that are calculated using the point-dipole approximation and the values
of D I (Figure 5.16).
For the saturated linker the derived distances are 1–2 Å smaller than the distances in the
Figure 5.16. – Comparison of the NO-NO midpoint distances in the molecular struc-
tures (molec.) and the NO-NO midpoint distances calculated using the point-dipole
approximation and the D I -value for the aromatic nitroxyl ring (left figure) and for the
non-aromatic nitroxyl ring (right figure). Results are given for the saturated linker
(lower triangles), the unsaturated linker (circles) and the partially saturated linker (open
squares).
molecular structures. The spin delocalization from the N-O group into the aromatic ring is
much less significant for non-aromatic nitroxyl spin labels, since in this case the saturated
ring effectively prevents delocalization of the spin onto the bridge. As expected, the error is
larger at small linker lengths, since in this regime the neglect of the exchange-contribution to
the D-value introduces a non-negligible error in the derived distance. The distances derived
for the unsaturated linker increase only slightly with increasing linker length. Here, the
approximation of the spin being localized on the nitroxyl group is not valid and introduces
substantial error for shorter linkers. The errors in distances derived for the partially saturated
linker are in between the extremes for saturated and unsaturated linkages.
For the non-aromatic nitroxyl rings that are used in most spin labeling experiments189 the
SOMOs are much more localized on the nitroxyl group. In this situation the point-dipole
approximation becomes significantly better. If the rings are connected by a saturated linker,
the error in distance calculated by the point-dipole approximation ranges from 0.5 Å at the
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smallest distance to 1 Å at an NO-NO distance of 32 Å. Fitting the data to the power law





, we find a perfect inverse third power law with the parameter b of
-0.5. With an N-O bond length of 1.3 Å the ‘contracted’ point-dipoles can thus be found
predominantly on the nitrogen nucleus. For the unsaturated linker the results predicted
become worse again. Here, the errors of the predicted distance accumulate up to 8.5 Å for
an experimental distance of 32 Å. Although the bonds next to the nitroxyl group are σ-bonds,
both SOMOs delocalize over them and a small — but critical for the distance measurements
— spin population (about 1%) is found on the unsaturated linker. Due to this effect the
power function for the unsaturated linker decays slightly more slowly (as R−2.9 with b ≈ 0.3).
In this case, the ‘contracted’ point-dipoles are located essentially in the middle of the N-O
bond.
The bottom line of this analysis is that, whenever there are significant spin-delocalization
effects, the point-dipole approximation is not a reliable way to interpret dipolar splittings
measured by EPR.
5.4.8. Further Validation through Comparison of Calculated and
Experimental Zero-Field Splittings
The study is further validated by examining two diradicals (depicted in Figure 5.17) for which
interspin distances were derived from double electron-electron resonance (DEER) measure-
ments by using the point-dipole approximation.174,175 The thus derived interspin distance
Figure 5.17. – Structural diagram of diradical 7 (I) and diradical 8 (II). These diradicals
were studied with non-aromatic oxypyrrolin groups (a) and aromatic pyrroloxyl groups
(b).
and the experimental D-value are compared with the calculated values from DFT optimized
models. For these DFT calculations, model structures were built for the diradicals. The
molecule structures were optimized and D I was calculated without any further approxima-
tion as explained in Section 5.3. An interspin distance was then derived from the calculated
D I -value. If the point-dipole approximation is valid, this calculation should give the same
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distance as the one that is present in the optimized molecular structures.
For both diradicals the interspin distances measured from the optimized structure and cal-
culated from the DFT spin densities are in reasonable agreement (see Table 5.4). Diradical
Table 5.4. – N-N distances for diradicals 7 and 8 measured experimentally from the
molecular structure (with nitroxyl ring a) and determined via DFT-calculations from D I
(with nitroxyl rings a and b).
System Diradical 7
D Interspin N-N-
[10−6 cm−1] distance [Å] distance [Å]
Experimental resultsa -341 ± 5 19.73 ± 0.14 –
DFT model (a) -335 19.8 19.11c
DFT model (b) -455 17.9 18.93c
System Diradical 8
D Interspin N-N-
[10−6 cm−1] distance [Å] distance [Å]
Experimental resultsa -115 ± 6 28.3 ± 0.5 27.84 ± 0.01b
DFT model (a) -109 28.8 28.46c
DFT model (b) -357 19.4 28.29c
aAvailable only for systems 7a and 8a.
bN-N distance from X-ray diffraction, from ref.175
cFrom optimized structure.
7a gives an N-N distance which is 0.7 Å shorter than the point-dipole interspin distance.
For diradical 8a the N-N distance was measured from X-ray diffraction and is in the range
of experimental uncertainty of the point-dipole derived interspin distance. The DFT results
show a deviation of about 0.3 Å between the N-N distance and the point-dipole derived
interspin distance. These results demonstrate that the point-dipole approximation is valid in
these systems, but that uncertainties in the derived distance of a few tenth of an Ångstrom
must be tolerated.
The computations were then taken one more step forward. An in silico experiment was
performed in which the spin-carrying non-aromatic oxypyrrolin groups were substituted by
aromatic pyrroloxyl groups, in order to see the effect of delocalization. The results of these
calculations are also given in Table 5.4.
For diradical 7b, the interspin distance derived from D I and the point-dipole approximation
is compared to the results obtained for the non-aromatic ring. The change in the inferred
distance is about 2 Å, whereas the N-N distance in the molecule only differs by about 0.2 Å.
This change in the point-dipole interspin distance is due to the delocalization of the SOMOs
in the aromatic ring.
For diradical 8b, the substitution of the non-aromatic ring by the aromatic nitroxyl ring
changes the results even more drastically. The calculated D I -value increases by a factor of
three. The derived point-dipole interspin distance shows a decrease of almost 10 Å (from
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28.8 Å down to 19.4 Å), although the N-N distance shrinks only by about 0.2 Å. This dra-
matic effect is not only due to the delocalization of the SOMOs onto the ring fragment,
but also due to a very small amount of delocalization onto the bridging linker (which is a
large conjugated system). This small delocalization occurs despite the presence of the ester
groups, which separate the conducting bridge from the ring fragments, and is responsible for
the drastic effect on the derived interspin distance.
Thus, as soon as the nitroxyl group becomes aromatic, significant delocalization effects take
place and the point-dipole derived distances have to be treated with caution.
5.4.9. Separation of the Heisenberg Isotropic Exchange Interaction and the
Anisotropic Dipolar Interaction
For most systems where distance measurements are done by DEER, it is assumed that the
Heisenberg isotropic exchange coupling constant J is negligible.39,40 But if J is of the
same order of magnitude as the anisotropic dipolar splitting D I , problems can arise for the
measurement of distances.190 Under these circumstances the splittings of the energy levels
are functions of both D I and J.a
One can therefore ask for what situations are J and D I of the same order of magnitude?
In order to address this question calculations of the isotropic exchange coupling constant J
were carried out for:
(a) the fully optimized structure,
(b) two aromatic nitroxyl rings connected by a saturated linker and
(c) two non-aromatic nitroxyl rings connected by a saturated linker.
For (b) and (c) the J- and D I -values were calculated as a function of increasing linker length.
Generally it is assumed that the isotropic exchange interaction decreases exponentially with
increasing spin-spin distance following the equation J = A · exp (−β · R), where R is the
spin-spin distance.192,193 For our system thus a least squares fit of the calculated J-values
with the NO-NO distance was performed to yield the proportional factor β.
The D-value for the fully relaxed structures was already discussed above and has a magnitude
of 0.020 cm−1. The exchange coupling constant J for both fully relaxed structures is 37.52
cm−1 and -32.41 cm−1, respectively.b That is, the J-value is three orders of magnitude
higher than the D-value and thus the EPR signals do not depend on the Heisenberg exchange
coupling.
The magnitude of the calculated D I - and J-values for the aromatic nitroxyl ring are shown
in the logarithmic plot in Figure 5.18 as a function of intervening linker length. The D-value
shows the already discussed R−3-behavior. The J-value apparently shows an exponential
dependence on the linker length. Up to the C4-linker the J-value is much larger than D I , i.e.
we are in the strong exchange limit, the observed EPR signals will be only within the S = 1
level manifold. Only for the C6- and the C8-linker we are in the intermediate exchange limit,
D I and J are on the same order of magnitude and the observed EPR signals will depend on
both. From the C10-linker on the weak exchange limit is reached, the isotropic exchange
aNevertheless the effects of J and D I can in principle be separated by careful analysis of the full ‘dipolar’
splitting pattern. Exchange interactions through 8–12 bonds in spin-labeled metal complexes are large enough
to impact continuous wave EPR line shapes at distances of up to ca. 14 Å.191
bFor antiferromagnetic coupling.
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Figure 5.18. – Comparison of the dipolar splitting D I and the Heisenberg exchange
coupling constant J as a function of the NO-NO midpoint distance for the saturated
linker with the aromatic nitroxyl ring (left figure) and with the non-aromatic nitroxyl
ring (right figure). Results are given for the magnitude of D I (triangles) and for the
magnitude of J (circles). A least squares fit was done for the J-values (black line,
extrapolation for higher NO-NO distances as dashed line).
coupling is much smaller than the anisotropic dipolar splitting and the interpretation of the
dipolar splitting is predicted to become simple again.
For the saturated linker with the non-aromatic nitroxyl ring the absolute D I - and J-values
are shown in Figure 5.18. The D-values are lower than for the aromatic ring for comparable
linker length, but show the same R−3-behavior. As expected, the J-value shows also here an
exponential dependence on the linker length. The exchange coupling constant is much lower
than with the aromatic rings for comparable linker lengths. This is due to the spins that are
mainly localized in the N-O bond for the non-aromatic rings. For the non-aromatic ring D I
and J are on similar scales up to the C6-linker. Here we are in the intermediate exchange
regime. From the C8-linker on the weak exchange limit is reached, where J is much smaller
than D I and can be assumed to be negligible in the EPR signals. The linker length where
J- and D-values are on similar scales, and where thus the splittings of the energy levels are
functions of both values, is shorter by about 3 Å for the non-aromatic rings than for the
aromatic rings.
Finally, a least squares fit was performed to study the correlation between the isotropic
exchange interaction and the NO-NO distance. Here, J was fitted to the equation J =
A · exp (−β · R) and β was found to be approximately 1 Å−1 for both sets (0.90 for the
aromatic nitroxyl ring and 0.95 for the non-aromatic nitroxyl ring). This value may be
compared with estimates of β ≈ 0.7 Å−1 for the electron transfer matrix element HAB for
covalent linkages.194 Relationships between both quantities have been discussed.195,196
5.5. Conclusions
In the present chapter a detailed analysis of the point-dipole approximation for the evaluation
of interspin distances was presented. The focus of the investigation has been to understand
under which circumstances this central approximation is likely to fail. This is of critical im-
portance in methods for determining interspin distances by electron paramagnetic resonance.
The bottom line of the present analysis is the following: delocalization of the spin density
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strongly affects the D-value and leads to errors in the interspin distances obtained using the
point-dipole model. Distances calculated using the point-dipole approximation usually are
underestimated. This is due to delocalization effects that lead to tails of the spin density
being closer together than the majority of the spin density. Spins at closer distances are
much more strongly weighted by the dipole-dipole interaction operator than at larger dis-
tances. Thus even small delocalization effects lead to errors of 1-2 Å in derived distances.
These effects become particularly dramatic for aromatic nitroxides or if there are bridging
groups between the two spin-carrying fragments that are (partially) unsaturated. In the lat-
ter case the D-value not only deviates from the expected R−3 behavior but also becomes
significantly dependent on the relative orientation of the two spin-carrying fragments. Any
type of point-dipole model is bound to fail under such circumstances and derived distances
from such models have substantial errors. Thus, whenever the spin label or the bridge that
separates the two paramagnetic centers is significantly unsaturated one is well advised to
avoid the point-dipole approximation. If there is sufficient structural information available,




In the present Ph.D. thesis three different subjects are adressed.
1. The geometry optimization methodology in ORCA is improved. Constrained optimiza-
tion, TS optimization and several initial Hessians for TS optimization are developed
and implemented. Furthermore, a QM/MM interface between ORCA and GROMACS
is established. All implemented techniques are described in Chapter 2. They are applied
in the calculations that are presented in Chapters 3 to 5.
2. The reaction mechanism of the enzyme Cytochrome P450nor is studied in a realistic
enzyme environment for the first time (Chapter 3 and 4). The study is pursued with
the aim to identify the key intermediate I of the reaction as well as to analyze the
unusual reduction process in detail.
3. The point-dipole approximation, an approximation used in EPR spectroscopy to de-
termine distances from measured ZFS data, is analyzed in detail (Chapter 5). The
aim of this second investigation is to predict under which circumstances this central
approximation is likely to fail.
P450 NO Reductase
QM/MM calculations are employed on P450 NO reductase. Two different enzymatic systems
are used, one including the reducing cofactor NADH (P1), and one without the cofactor
(P2). The systems (P1/P2) consist of 45487/50459 atoms, containing 13061/14692 solvent
molecules, and the used QM regions consist of 44–142 atoms.
Properties of Intermediates In Chapter 3 all three intermediates of the P450nor cat-
alyzed reaction are investigated. For the resting state, a water molecule is bound to the
distal heme side (1). In the NO-bound state, NO is modeled in the active site (2). The
calculations show that two different electronic states exist (2a, 2b). For intermediate I six
species are studied (3a/3b, 4a/4b, 5a/5b). The structural and electronic properties are cal-
culated and analyzed for all models. Relative energies, Mössbauer shifts and IR frequencies
are calculated. Experimental data are used to identify the intermediates.
Through comparison with experimentally derived structural, Mössbauer and IR data the NO-
bound species is identified as the closed shell form 2a of NO+ bound to low-spin Fe(II).
The calculated structural properties and IR frequencies for the BS(2,2) {FeNO}6 species
2b indicate that this form might play a role in the NO-bound state of the related enzyme
Cytochrome P450cam. Out of the six putative species which are taken into account for
intermediate I three (4a, 5a and 5b) can be excluded due to comparison with experimental
Mössbauer data. Apart from the spectroscopic result, 3b is favored energetically over 3a by
about 5 kcal/mol. This leaves 3b and 4b as putative intermediate I species. Both forms are
Fe(III) species with an antiferromagnetically coupled ligand, differing only in the protonation
state: singlet diradical Fe(III)-NHO•− (3b) and Fe(III)-NHOH• (4b).
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Reaction Course and Identification of Intermediate I In Chapter 4 further QM/MM
calculations are presented. The reaction cycle is analyzed by connecting the putative inter-
mediates (1, 2a, 3b and 4b) and the end products N2O and H2O through relaxed surface
scans in the framework of the QM/MM environment using P1 and P2. Factors influencing
NADH binding and reduction by the cofactor are analyzed in detail. The kinetic isotope
effect and activation barrier of the reduction step are calculated and compared to the exper-
imental data. The relative energies of all intermediates and transition states of the modeled
reaction cycle are used to derive the kinetic and thermodynamic constants for all elementary
reaction steps. These are finally used to simulate the time course of the reaction under
different experimentally relevant reaction conditions.
The reduction of NO-bound P450nor by NADH is modeled on two PESs corresponding to
closed shell and diradical states of the intermediates. The calculated kinetic isotope effect
and reaction rate constant for (2a → 3b) agree with the respective experimental data. It
is thus shown that the reaction proceeds via a diradical transition state. The electronic
structure of the transition state suggests that a hydride ion is transferred from NADH to the
NO ligand. Besides, the reduction in P450nor is carried out in a rather unusual two-state
reactivity mechanism, in which, instead of the crossing of two states of different multiplicity,
two singlet states with different electronic structures cross.
In addition, the influence of the protein structure on NADH binding and reactivity is studied
extensively. With the results from MD simulations and QM/MM calculations it can be shown
that Ser286 and Thr243 are highly important for NADH binding. Their hydrogen bonds to
nicotinamide position the cofactor next to the reaction site. The QM/MM results show that
the strength of the hydrogen bonds influences the activation barrier of the reduction step.
Both residues are thus essential for the preparation as well as for the realization of the re-
duction step in P450nor. This theoretical result explains experimental observations obtained
from site-directed mutagenesis studies.
Apart from the reduction step, the even more important result in Chapter 4 is the identifica-
tion of intermediate I. The P450nor reaction course is simulated at different NO concentra-
tions ([NO] equal to or much larger than the enzyme concentration). The simulations show
that both species, 3b and 4b, occur in the reaction cycle, but only the diprotonated form
accumulates at low NO concentration, making it amenable to spectroscopic identification.
The results from Chapters 3 and 4 identify intermediate I as the singlet diradical Fe(III)-
NHOH form 4b, described as NHOH• antiferromagnetically coupled to low-spin ferric iron.
P450nor Reaction Cycle The entire reaction cycle of Cytochrome P450nor, as it is con-
clusively revealed in this work, is illustrated in Figure 6.1. Starting from the resting state, one
molecule of NO binds to the enzyme after the water molecule is dissociated. The incoming
NO reduces the ferric iron resulting in NO+ bound to iron with strong backdonation from
iron to the NO ligand. The cofactor NADH is positioned in direct proximity to the reaction
site with the aid of the amino acids in the heme distal pocket. The reducing hydrogen of
nicotinamide faces the Fe-NO unit. After this preparation NADH can reduce the {FeNO}6
moiety by transferring a hydride ion. This reduction is the step with highest activation bar-
rier (≈ 7 kcal/mol) in the whole reaction cycle, as is also observed in experiment. While
the NO+ ligand is reduced, the iron gives back one electron to the ligand resulting in a
transient singlet diradical Fe(III)-NHO•−. This species has a high proton affinity and thus is
readily protonated. The resulting intermediate I can be described as an NHOH• ligand that























































Figure 6.1. – The reaction cycle of the reaction catalyzed by Cytochrome P450nor
according to the results obtained in this thesis.
ate I in a barrierless, spin-recoupling manner. In this step the N-N bond is formed, and the
ligand looses its tight bond with iron. The loosely (via hydrogen bonds) bound ‘HNOHNO’
tautomerizes and yields the end products N2O and H2O.
Point-Dipole Approximation for Spin-Spin Zero-Field Splitting
The last part of the Ph.D. thesis is presented in Chapter 5. Density functional theory is used
to calculate the structural and spectroscopic EPR properties of different dinitroxyl systems.
The dinitroxyl systems serve as model systems for the study of different contributions to the
spin-spin zero-field splitting. It is shown that the exchange-like part of the spin-spin ZFS is
low and vanishes under certain circumstances. The biggest contribution to the spin-spin ZFS
is shown to be the 2-center-Coulomb-integral contribution. Different approximations (point-
dipole, center-of-gravity and distributed point-dipole) to the spin-spin ZFS are used for the
determination of interspin distances of dinitroxyls with varying linker length. The comparison
to the exactly calculated ZFS shows the performance of the approximations under varying
circumstances. It is found that distances calculated using the point-dipole approximation are
usually underestimated. The effect is due to delocalization of spin density. This leads to tails
of the spin density that are closer together than the majority of the spin density. The spin
density at closer distances contributes much stronger to the dipole-dipole interaction than
at larger distances. Thus, delocalization of the spin density strongly affects the ZFS-value
and leads to errors in the interspin distances that are obtained when using the point-dipole
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model. Even for small delocalization these errors sum up to deviations in derived distances of
1–2 Å. In particular, the discrepancy becomes dramatic for aromatic nitroxides or if the linker
connecting the nitroxyls is unsaturated or partially unsaturated. In this case, the ZFS-value
can also depend on the relative orientation of the two spin-carrying fragments. Here, all





A. Molecular Mechanics Force Fields
Molecular mechanics (MM) is a method to describe molecular systems on the basis of classical
mechanics. The basic idea is that a molecular system consists of particles, i.e. atoms (all-
atom model) or atom groups (united-atom model), and that their interaction can be described
by simple interaction terms.
A force field for an MM calculation collects
• information on the potential energy function of the system and
• a parameter set that is needed to calculate the interaction energy.
A typical energy expression in an MM force field is given in equation (A.1).
EMM =Ebonds + Eangles + Edihedrals︸ ︷︷ ︸
Ebonded



















































The bonded interaction consists of terms for
• bond stretching (Ebonds),
• angle bending (Eangles) and
• torsional distortion (Edihedrals).
Ebonds and Eangles depend on the distortion of the actual distance d or bond angle θ from
the equilibrium distance d0 or bond angle θ0. The interaction term for the dihedral angles
Edihedrals is a bit more complicated, including the actual dihedral angle φ, the multiplicity of
the function n and the phase shift δ.
The nonbonded interaction sums up
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• the electrostatic interaction Eel between charged particles and
• the VDW interaction between the particles, here described by a Lennard-Jones (LJ)
potential EVDW .
They are dependent on the distance rAB of the nonbonded atom pair and the ‘equilibrium
VDW distance’ σAB or the charges (qA and qB) of both atom types.






Figure A.1. – Visualization of the definition of interaction terms arising in a typical
molecular mechanics force field.
have different atom types, depending on the functional group that it belongs to — a methyl,
a methylene group, etc.).
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The parameters for the bonded interaction (kb, d0, kθ, θ0, kφ, n and δ, as given above) are
tabulated in the force field. The parameters are different for the pair, triplet or quadruplet
of atom types that the respective bond, bond angle or dihedral angle consists of.
Also the parameters for the nonbonded interaction are tabulated in the force field. Here,
each atom type is assigned a ‘VDW radius’ σ and a partial charge (qA, qB).
In an MM calculation the topology of the molecular system has to be defined. In the topology
• the atom type of each atom and
• the connectivities of all atoms in the system
are defined. The connectivity defines for which subsets of atoms the bonding terms (rightarrow
Ebonds , Eangles and Edihedrals) are calculated (see also Figure A.1).
The nonbonded interaction is calculated for all atom pairs with the exception of those that
are connected by three adjacent bonds or less.
The typical bonded and nonbonded terms are visualized in Figure A.1. It can be seen
that Ebonds and Eangles are simple ‘spring forces’. Edihedrals is also a ‘spring force’, but its
shape is somewhat different due to the symmetry present in dihedral torsion.
It can also be seen that there is an equilibrium distance for the LJ interaction, but of course
not for the electrostatic interaction. Two oppositely charged particles attract each other,




) of the LJ interaction at very short distances.
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B. Additional Results on P450nor Study
Figure B.1. – Experimental Mössbauer spectra for the three intermediates of the
P450nor reaction cycle. Upper figure: Applied field (7 T) Mössbauer spectrum of the
resting state at 4.2 K. Mid figure: Zero-field Mössbauer spectrum of the NO-bound
state at 80 K. Lower figure: Zero-field Mössbauer spectrum of intermediate I at 80 K.
The experiments were carried out and the spectra were kindly provided by Eckhard Bill
and Frank Neese.
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Figure B.2. – Reaction course of the P450nor reaction cycle at high (left, K1) and low
(right, K2) NO concentration at 10◦C using the results of snapshot B for the reduction
step.
Table B.1. – Calculated energies for the intermediates of the hydride transfer reaction
(see Figure 4.10) for the three snapshots. The QM/MM energies refer to the structures
obtained for snapshot A/B/C with QM region R1. Relative energies are given in kcal/mol
and refer to the lowest energy of both electronic states of the respective snapshot. The
QM/MM energies already include ZPE correction.
Closed shell BS
NADH + {FeNO}6 0.3/0.4/0.0 0.0/0.0/0.1
TS 20.3/10.2/13.5 15.7/6.2/10.6
NAD+ + {FeNHO}8 10.6/8.5/6.5 5.5/3.7/1.6
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Table B.2. – Selected structural properties for the educt (upper table), transition state
(middle table) and product (lower table) of the hydride transfer reaction for snapshots
A/B/C. The structural data refer to the QM/MM optimization with QM-region R2.
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