Abstract. Computationally intensive segmentation algorithms often operate on an image pre-segmented into small regions referred to as "superpixels". We investigate the effect of the choice of the pre-segmentation algorithm and its parameters on the outcome of the final segmentation. Three pre-segmentation algorithms are compared. To avoid the particularities of sophisticated segmentation algorithms, the final segmentations are built using agglomerative hierarchical clustering. These segmentations are evaluated using 300 images from the Berkeley Segmentation Dataset. This leads to useful insights about the variations in the final segmentation caused by the choice of the pre-segmentation algorithm.
Introduction
Many recent segmentation algorithms are formulated as optimisation problems and solved by relaxation or energy minimisation techniques [1, 2] . As these techniques are computationally intensive, applying them directly to the pixels in an image usually leads to long computation times. One possibility to reduce the computation time is to scale the image so as to reduce the total number of pixels, but a better alternative, which should lead to less information loss, is to use an initial over-segmentation to produce a set of small regions which we refer to as "superpixels" (as done in [3] ). Superpixels should be local, coherent and preserve most of the information necessary for segmentation at the scale of interest [3] . They have the advantage that they should adapt themselves to the image structure, being larger where the colour remains similar over a large area. Various techniques have been adopted to produce this over-segmentation: the mean shift algorithm [4] has been used in [1] , the normalised cuts [5] in [3] , the graph-based segmentation technique of [6] in [2] , and the watershed segmentation [7] in [8] .
While the pre-segmentation into superpixels reduces the computational burden, an aspect that has not been considered is the effect of the choice of presegmentation algorithm on the final segmentation. We concentrate on this aspect in this paper, in which three algorithms for generating superpixels are compared: the watershed using volume extinction values [7] , the mean shift algorithm [4] and the efficient graph-based segmentation technique [6] . As we do not wish the results to be affected by the particularities of sophisticated optimisation algorithms, we produce the final segmentations using agglomerative hierarchical clustering [9] . This algorithm has the advantage that there is only one parameter to set to produce different segmentations. We evaluate the segmentation results on the 300 images from the Berkeley segmentation dataset [10] .
The structure of the paper is as follows. Section 2 describes the algorithms for pre-segmentation into superpixels, while Section 3 describes the hierarchical clustering algorithm. The evaluation of image segmentations is discussed in Section 4 and applied to the segmentations in Section 5. Section 6 concludes.
Pre-segmentation into Superpixels
We examine three algorithms for doing the initial segmentation into superpixels.
The watershed using volume extinction values, abbreviated as volume watershed, is closely related to the standard morphological watershed algorithm [11] . However, in this version of the watershed, the lakes merge when they meet. A record is kept of the merging in the form of a graph [12] . It has been found that flooding so that each lake has the same volume provides the most useful segmentation [12] . Based on the graph, one can obtain a segmentation into a specified number of regions. The only parameter of this segmentation algorithm is the number of regions required. The flooding is done on the gradient of the colour image. We use the saturation weighing-based colour gradient that was found to give the best results in a morphological waterfall segmentation [13] . To simplify the image before segmenting it, we make use of the morphological leveling [14] . The filter used to produce the marker for the leveling operator is the morphological alternating sequential filter [11] , where the size of the filter refers to the number of subsequent opening and closing operations. An example of a volume watershed with 500 regions and a pre-filtering of size 3 is shown in Figure 1b .
The mean shift algorithm is an iterative statistical approach to mode detection and clustering based on gradient estimation [4] . It has the advantage of being able to find non-spherical clusters. The mean shift procedure used 1 segments an image by clustering in a five-dimensional space, where each vector consists of the colour coordinates and the spatial coordinates of each pixel. The number and size of the resulting regions is controlled by two bandwidth parameters: the spatial bandwidth h s related to the two spatial features and the range bandwidth h r related to the colour coordinate part of the feature vector. The implementation also includes a parameter M , the minimum size of a region in pixels. An example of a mean shift segmentation is shown in Figure 1c .
This efficient graph-based segmentation algorithm, introduced by Felzenszwalb and Huttenlocher [6] , is abbreviated here as the Felzenszwalb algorithm. The implementation used 2 starts from a 4-connected pixel neighbourhood graph. Neighbouring regions are fused based on a predicate which compares inter-component differences to within component differences [6] . Each colour channel is processed separately and the resulting segmentations are fused. The number of regions is controlled by two parameters: σ is the size of a Gaussian filter used to smooth the image before segmentation, and k is the decision threshold on the value of the predicate. As for the mean shift algorithm, M is the minimum size of a region. An example of a segmentation is shown in Figure 1d .
Agglomerative Hierarchical Clustering
A hierarchical clustering method is a procedure for transforming a proximity matrix into a sequence of nested partitions [9] . We use an agglomerative clustering method on the Euclidean distances between the coordinates of the colours in the CIELAB space. As the transformation to CIELAB coordinates via CIEXYZ coordinates requires the original RGB coordinates to not be gamma-corrected (linear light coordinates) [15] , we first apply an inverse gamma-correction to each of the RGB channels. We assume the commonly used value of γ = 2.2.
Once the tree has been built by the clustering algorithm, a final set of clusters (partition) is obtained by specifying a cutoff distance d -all cluster fusions corresponding to a distance larger than the given cutoff distance are removed. After this step, each superpixel in the image is assigned an index value indicating the colour cluster to which it belongs. This results in an image labelled by colour cluster membership. Figure 2 shows the segmentations resulting from clustering the volume watershed and mean shift superpixels obtained from the cat image shown in Figure 1a for different values of the cutoff distance.
Segmentation Evaluation
As segmentation ground truth, we use 300 colour images from the Berkeley segmentation dataset 3 [10] , where each image has been manually segmented by at least five human test subjects. For comparing an automatic segmentation to the manual segmentations, we use the boundary based comparison methodology outlined in [16] . This produces a precision-recall curve comparing the boundaries of the regions of each segmentation with the boundaries created by the human test subjects. In the original paper [16] , an automatically determined boundary image, in which each pixel encodes the probability of it being a boundary pixel is evaluated. A series of n thresholds is applied to the boundary image, producing a set of binary images containing all pixels which have probabilities above the corresponding threshold. Exact correspondences between the pixels in each of these binary images and the ground truth are found by solving a minimum cost bipartite assignment problem. A pixel in the automatically determined boundary image is considered to be matched to a pixel in the ground truth image if the distance between them is less than 0.0075 times the length of the image diagonal. As the segmentation dataset images have a size of 321 × 481 pixels, this is a distance of 4.3 pixels. The precision is then the fraction of detections that are true positives (i.e. correspond to points in the ground truth) rather than false positives, while recall is the fraction of true positives that are detected rather than missed. A plot of the precision and recall values at each threshold is finally produced. As in [16] , we use the maximum F -measure along a precision-recall curve to characterise the curve by a single value. For a precision-recall pair (P, R), the F -measure is defined as F = P R/ [αR + (1 − α) P ] with α = 0.5.
We use the same approach to evaluate our segmentations, except that the precision and recall are calculated for the region boundaries obtained for each value of the cutoff distance d. At each cutoff distance, the F -measure is also calculated. The best F -measure and the cutoff distance producing it are found by interpolating between the calculated F -measures.
Experiments and Results
We tested hierarchical clustering on superpixels produced by the volume watershed, mean shift and Felzenszwalb algorithm using the following parameters:
1. Volume watershed with 250 regions, pre-filtering of size 3 (v250 f3). 2. Volume watershed with 500 regions, pre-filtering of size 3 (v500 f3). 3. Volume watershed with 1000 regions, pre-filtering of size 3 (v1000 f3). 4. Volume watershed with 500 regions, no pre-filtering (v500 f0). 5. Mean shift with h s = 5, h r = 4, M = 50 (ms s5 r4 m50). 6. Felzenszwalb algorithm with σ = 0.01, k = 8 and M = 50 (fz s0.01 k8 m50)
The parameters for the last two algorithms were chosen to give a number of superpixels in the same range as those tested for the volume watershed. The mean shift parameters produce pre-segmentations with between 21 and 1296 regions, with a mean of 633 regions, while the Felzenszwalb algorithm parameters produce pre-segmentations with between 501 and 943 regions, with a mean of 750 regions. On a Pentium 4 computer, the fast version of the mean shift algorithm took an average of 4.3 seconds per image, the Felzenszwalb algorithm took an average of 1.7 seconds, while the volume watershed with pre-filtering required an average of 2.2 seconds irrespective of the number of regions specified.
For each image, we calculate segmentations corresponding to nine values of the cutoff distances d. We took the cutoff distances to be multiples of twice the 1, 2, . . . , 9) . The mean precision-recall curves over all 300 images for all of the tested pre-segmentation methods are shown in Figure 3 . The three volume watershed pre-segmentations with pre-filtering produce precision-recall curves that lie above the other three curves over the whole domain except for recall above 0.8 and have the highest F -measures. It can also be seen that the number of superpixels chosen has little effect on the precision-recall curves. Removing the pre-filtering step results in a consistently lower precision-recall curve. The mean shift pre-segmentation method results in a precision-recall curve that remains below those of the other methods except at high recall values. It also has the lowest F -measure. The Felzenszwalb algorithm curve lies above the mean shift curve, except at high recall values.
Examining the estimated cutoff distances producing the highest F -measures given in Figure 3 , one can see that these cutoff distances are larger for the presegmentation methods producing larger numbers of superpixels. The estimated optimal cutoff distance is largest for the pre-segmentation by the mean shift.
As it is instructive to look at the results on individual images, the results for all 300 images are available on the web Figure 2 precision-recall curve and segmented images. We examine one image in detail here. Consider the segmentations of the cat image shown in Figure 2 , for which the precision-recall curves are shown in Figure 4 . The highest F -measures of 0.66 are produced by the (v250 f3) and (v1000 f3) methods. These highest F -measures all occur at a cutoff distance of 18.4. From the images, it can be seen that the pre-segmentation by the mean shift tends to preserve much more detail than the volume watershed. The fact that the highest recall values for this image result from the mean shift superpixels also indicates this. When the cutoff distance takes on the high value of 36.8, then for both pre-segmentation methods shown, only the very contrasted red flowers are separated from the rest of the image. In the precision-recall graph, the curves diving to the origin indicate that all the superpixels have been merged into one region covering the whole image.
Conclusion
We investigated the effect of a pre-segmentation into superpixels on the segmentation obtained by clustering superpixels, and compared three algorithms for producing superpixels: the watershed using volume extinction values, the mean shift algorithm and the Felzenszwalb graph-based algorithm. An advantage of the watershed algorithm is that the only input parameter is the number of regions required, while for the latter two algorithms, the same parameters lead to a widely varying number of regions depending on the image.
The correlation between the number of superpixels and the cutoff distance producing the highest F -measure shows that the choice of a pre-segmentation algorithm and of its parameters should be taken into account in the design of algorithms which create segmentations based on superpixels. A rather surprising conclusion to be drawn from the results is that clustering on the superpixels of less complex shape generated by the volume watershed algorithm produces better segmentations (as measured by the F -measure). This could however be due to the widely varying number of regions produced by the same parameters for different images with the other two methods. This means that some images could already have salient contours removed by the pre-segmentation. The number of superpixels provided as a parameter to the volume watershed has less of an effect on the maximum F -measure. Further experiments will test if this result also holds for more complex superpixel grouping algorithms such as the minimum cut/maximum flow algorithm.
